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About this Guide
 This preface describes theMME Administration Guide, how it is organized and its document conventions.
 Mobility Management Entity (MME) is a StarOS application that runs on Cisco® ASR 5x00 and virtualizedplatforms.
 • About this Guide, page xxxiii
 • Conventions Used, page xxxiii
 • Supported Documents and Resources, page xxxiv
 • Contacting Customer Support , page xxxv
 About this GuideThis preface describes theMME Administration Guide, how it is organized and its document conventions.
 Mobility Management Entity (MME) is a StarOS application that runs on Cisco® ASR 5x00 and virtualizedplatforms.
 Conventions UsedThe following tables describe the conventions used throughout this documentation.
 DescriptionNotice Type
 Provides information about important features or instructions.Information Note
 Alerts you of potential damage to a program, device, or system.Caution
 Alerts you of potential personal injury or fatality. May also alert youof potential electrical hazards.
 Warning
 MME Administration Guide, StarOS Release 21.2 xxxiii
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DescriptionTypeface Conventions
 This typeface represents displays that appear on your terminalscreen, for example:
 Login:
 Text represented as a screendisplay
 This typeface represents commands that you enter, for example:
 show ip access-list
 This document always gives the full form of a command inlowercase letters. Commands are not case sensitive.
 Text represented as commands
 This typeface represents a variable that is part of a command, forexample:
 show card slot_number
 slot_number is a variable representing the desired chassis slotnumber.
 Text represented as a command variable
 This typeface represents menus and sub-menus that you accesswithin a software application, for example:
 Click the File menu, then click New
 Text represented as menu or sub-menunames
 Supported Documents and Resources
 Related Common DocumentationThe most up-to-date information for this product is available in the product Release Notes provided with eachproduct release.
 The following common documents are available:
 • AAA Interface Administration Guide and Reference
 • Command Line Interface Reference
 • GTPP Interface Administration Guide and Reference
 • Installation Guide (platform dependent)
 • Release Change Reference
 • SNMP MIB Reference
 • Statistics and Counters Reference
 • System Administration Guide (platform dependent)
 • Thresholding Configuration Guide
 MME Administration Guide, StarOS Release 21.2xxxiv
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Related Product DocumentationThe following product documents are also available and work in conjunction with the MME:
 • ePDG Administration Guide
 • IPSec Reference
 • P-GW Administation Guide
 • S-GW Administration Guide
 • SAEGW Administration Guide
 • SGSN Administration Guide
 Obtaining DocumentationThe most current Cisco documentation is available on the following website:
 http://www.cisco.com/cisco/web/psa/default.html
 Use the following path selections to access the MME documentation:
 Products > Wireless > Mobile Internet> Network Functions > Cisco MME Mobility Management Entity
 Contacting Customer SupportUse the information in this section to contact customer support.
 Refer to the support area of http://www.cisco.com for up-to-date product documentation or to submit a servicerequest. A valid username and password are required to access this site. Please contact your Cisco sales orservice representative for additional information.
 MME Administration Guide, StarOS Release 21.2 xxxv
 About this GuideContacting Customer Support
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C H A P T E R 1Mobility Management Entity Overview
 CiscoMobilityManagement Entity (MME) is critical to the network function of the 4Gmobile core network,known as the evolved packet core (EPC). The MME resides in the EPC control plane and manages sessionstates, authentication, paging, mobility with 3GPP, 2G and 3G nodes, roaming, and other bearer managementfunctions.
 This overview provides general information about the MME.
 • Product Description, page 1
 • Network Deployment and Interfaces, page 4
 • Features and Functionality - Base Software, page 13
 • Features and Functionality - Licensed Enhanced Feature Software, page 38
 • VoLTE Offloading, page 55
 • How the MME Works, page 56
 • Supported Standards, page 64
 Product DescriptionThis section describes the MME network function and its position in the LTE network.
 The MME is the key control-node for the LTE access network. It works in conjunction with the evolvedNodeB (eNodeB), Serving Gateway (S-GW)within the Evolved Packet Core (EPC), or LTE/SAE core networkto perform the following functions:
 • Involved in the bearer activation/deactivation process and is also responsible for choosing the S-GWand for a UE at the initial attach and at the time of intra-LTE handover involving Core Network (CN)node relocation.
 • Provides P-GW selection for subscriber to connect to PDN.
 • Provides idle mode UE tracking and paging procedure, including retransmissions.
 • Chooses the appropriate S-GW for a UE.
 • Responsible for authenticating the user (by interacting with the HSS).
 MME Administration Guide, StarOS Release 21.2 1
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•Works as termination point for Non-Access Stratum (NAS) signaling.
 • Responsible for generation and allocation of temporary identities to UEs.
 • Checks the authorization of the UE to camp on the service provider's Public Land Mobile Network(PLMN) and enforces UE roaming restrictions.
 • The MME is the termination point in the network for ciphering/integrity protection for NAS signalingand handles the security key management.
 • Communicates with MMEs in same PLMN or on different PLMNs. The S10 interface is used for MMErelocation and MME-to-MME information transfer or handoff.
 Besides the above mentioned functions, the lawful interception of signaling is also supported by the MME.
 The MME also provides the control plane function for mobility between LTE and 2G/3G access networkswith the S3 interface terminating at the MME from the SGSN. In addition, the MME interfaces with SGSNfor interconnecting to the legacy network.
 MME Administration Guide, StarOS Release 21.22
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The MME also terminates the S6a interface towards the home HSS for roaming UEs.
 Figure 1: MME in the E-UTRAN/EPC Network Topology
 In accordance with 3GPP standard, the MME provides following functions and procedures in the LTE/SAEnetwork:
 • Non Access Stratum (NAS) signaling
 • NAS signaling security
 • Inter CN node signaling for mobility between 3GPP access networks (terminating S3)
 • UE Reachability in ECM-IDLE state (including control and execution of paging retransmission)
 • Tracking Area list management
 • PDN GW and Serving GW selection
 • MME selection for handover with MME change
 MME Administration Guide, StarOS Release 21.2 3
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• SGSN selection for handover to 2G or 3G 3GPP access networks
 • Roaming (S6a towards home HSS)
 • Authentication
 • Bearer management functions including dedicated bearer establishment
 • Lawful Interception of signaling traffic
 • UE Reachability procedures
 • Interfaces with MSC for Voice paging
 • Interfaces with SGSN for interconnecting to legacy network
 Qualified PlatformsMME is a StarOS application that runs on Cisco ASR 5x00 and virtualized platforms. For additional platforminformation, refer to the appropriate System Administration Guide and/or contact your Cisco accountrepresentative.
 LicensesThe MME is a licensed Cisco product. Separate session and feature licenses may be required. Contact yourCisco account representative for detailed information on specific licensing requirements. For information oninstalling and verifying licenses, refer to theManaging License Keys section of the Software ManagementOperations chapter in the System Administration Guide.
 Network Deployment and InterfacesThis section describes the supported interfaces and deployment scenario of theMME in an LTE/SAE network.
 MME Administration Guide, StarOS Release 21.24
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MME in the E-UTRAN/EPC NetworkThe following figure illustrates the specific network interfaces supported by the MME. Refer to the followingsection Supported Logical Network Interfaces (Reference Points) for detailed information about each interfaceillustrated in these figures..
 Figure 2: Supported MME Interfaces in the E-UTRAN/EPC Network
 MME Administration Guide, StarOS Release 21.2 5
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The following figure displays a sample network deployment of an MME, including all of the interfaceconnections with other 3GPP Evolved-UTRAN/Evolved Packet Core network devices.
 Figure 3: E-UTRAN/EPC Network Scenario
 Supported Logical Network Interfaces (Reference Points)The MME supports the following logical network interfaces/reference points:
 Gn Interface
 Gn interfaces facilitate user mobility between 2G/3G 3GPP networks. The Gn interface is used for intra-PLMNhandovers. The MME supports pre-Release-8 Gn interfaces to allow inter-operation between EPS networksand 2G/3G 3GPP networks.
 Roaming and inter access mobility between 2G and/or 3G SGSNs and an MME/S-GW are enabled by:
 MME Administration Guide, StarOS Release 21.26
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• Gn functionality, as specified between two SGSNs, which is provided by the MME, and
 • Gp functionality, as specified between SGSN and GGSN, that is provided by the P-GW.
 Supported protocols:
 • Transport Layer: UDP, TCP
 • Tunneling: IPv4 or IPv6 GTP-C (signaling channel)
 • Network Layer: IPv4, IPv6
 • Data Link Layer: ARP
 • Physical Layer: Ethernet
 S1-MME Interface
 This interface is the reference point for the control plane protocol between eNodeB and MME. S1-MME usesthe S1 Application Protocol (S1-AP) over the Stream Control Transmission Protocol (SCTP) as the transportlayer protocol for guaranteed delivery of signaling messages between MME and eNodeB (S1).
 This is the interface used by the MME to communicate with eNodeBs on the same LTE Public Land MobileNetwork (PLMN). This interface serves as path for establishing and maintaining subscriber UE contexts.
 The S1-MME interface supports IPv4, IPv6, IPSec, and multi-homing.
 One or more S1-MME interfaces can be configured per system context.
 Supported protocols:
 • Application Layer: S1 Application Protocol (S1-AP)
 • Transport Layer: SCTP
 • Network Layer: IPv4, IPv6
 • Data Link Layer: ARP
 • Physical Layer: Ethernet
 From release 20.0 onwards the S1-AP stack in 3GPP R12 complaint.Note
 MME Administration Guide, StarOS Release 21.2 7
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S3 Interface
 This is the interface used by the MME to communicate with S4-SGSNs on the same Public PLMN forinterworking between GPRS/UMTS and LTE network access technologies. This interface serves as thesignaling path for establishing and maintaining subscriber UE contexts.
 TheMME communicates with SGSNs on the PLMNusing the GPRS Tunneling Protocol (GTP). The signalingor control aspect of this protocol is referred to as the GTP Control Plane (GTPC) while the encapsulated userdata traffic is referred to as the GTP User Plane (GTPU).
 One or more S3 interfaces can be configured per system context.
 Supported protocols:
 • Transport Layer: UDP, TCP
 • Tunneling: IPv4 or IPv6 GTPv2-C (signaling channel)
 • Signaling Layer: UDP
 • Network Layer: IPv4, IPv6
 • Data Link Layer: ARP
 • Physical Layer: Ethernet
 S6a Interface
 This is the interface used by the MME to communicate with the Home Subscriber Server (HSS). The HSS isresponsible for transfer of subscription and authentication data for authenticating/authorizing user access andUE context authentication. The MME communicates with the HSSs on the PLMN using Diameter protocol.
 One or more S6a interfaces can be configured per system context.
 Supported protocols:
 MME Administration Guide, StarOS Release 21.28
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• Transport Layer: SCTP or TCP
 • Network Layer: IPv4, IPv6
 • Data Link Layer: ARP
 • Physical Layer: Ethernet
 S10 Interface
 This is the interface used by the MME to communicate with an MME in the same PLMN or on differentPLMNs. This interface is also used for MME relocation and MME-to-MME information transfer or handoff.This interface uses the GTPv2 protocol.
 One or more S10 interfaces can be configured per system context.
 Supported protocols:
 • Transport Layer: UDP, TCP
 • Tunneling: IPv4 or IPv6 GTPv2-C (signaling channel)
 • Network Layer: IPv4, IPv6
 • Data Link Layer: ARP
 • Physical Layer: Ethernet
 S11 Interface
 This interface provides communication between the MME and Serving Gateways (S-GW) for informationtransfer. This interface uses the GTPv2 protocol.
 One or more S11 interfaces can be configured per system context.
 MME Administration Guide, StarOS Release 21.2 9
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Supported protocols:
 • Transport Layer: UDP, TCP
 • Tunneling: IPv4 or IPv6 GTPv2-C (signaling channel)
 • Network Layer: IPv4, IPv6
 • Data Link Layer: ARP
 • Physical Layer: Ethernet
 S13 Interface
 This interface provides communication between MME and Equipment Identity Register (EIR).
 One or more S13 interfaces can be configured per system context.
 Supported protocols:
 • Transport Layer: SCTP or TCP
 • Network Layer: IPv4, IPv6
 • Data Link Layer: ARP
 • Physical Layer: Ethernet
 SBc Interface
 The SBc interface connects the MME to the Cell Broadcast Center (CBC) to support the Commercial MobileAlert System (CMAS) to deliver public warning messages.
 Supported protocols:
 MME Administration Guide, StarOS Release 21.210
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• Application: SBc-AP
 • Transport Layer: SCTP
 • Network Layer: IPv4, IPv6
 • Data Link Layer: ARP
 • Physical Layer: Ethernet
 SGs Interface
 The SGs interface connects the MSC Server and the MME to support circuit switched fallback and SMS inan EPS scenario.
 Supported protocols:
 • Application: SGs-AP
 • Transport Layer: SCTP
 • Network Layer: IPv4, IPv6
 • Data Link Layer: ARP
 • Physical Layer: Ethernet
 MME Administration Guide, StarOS Release 21.2 11
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SLg Interface
 This interface is used by the MME to communicate with the Gateway Mobile Location Center (GMLC). Thisdiameter-based interface is used for LoCation Services (LCS), which enables the system to determine andreport location (geographical position) information for connected UEs in support of a variety of locationservices.
 Supported protocols:
 • Transport Layer: SCTP or TCP
 • Network Layer: IPv4, IPv6
 • Data Link Layer: ARP
 • Physical Layer: Ethernet
 MME Software also supports additional interfaces. For more information on additional interfaces, referto the Features and Functionality - Licensed Enhanced Feature Software section.
 Important
 SLs Interface
 The SLs interface is used to convey LCS Application Protocol (LCS-AP) messages and parameters betweenthe MME to the Evolved Serving Mobile Location Center (E-SMLC).
 • Application: LCS-AP
 • Transport Layer: SCTP
 • Network Layer: IPv4, IPv6
 • Data Link Layer: ARP
 • Physical Layer: Ethernet
 MME Administration Guide, StarOS Release 21.212
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Sv Interface
 This interface connects the MME to a Mobile Switching Center to support the exchange of messages duringa handover procedure for the Single Radio Voice Call Continuity (SRVCC) feature.
 Supported protocols:
 • Transport Layer: UDP, TCP
 • Tunneling: IPv4 or IPv6 GTP-C (signaling channel)
 • Network Layer: IPv4, IPv6
 • Data Link Layer: ARP
 • Physical Layer: Ethernet
 Features and Functionality - Base SoftwareThis section describes the features and functions supported by default in the base software on theMME serviceand do not require any additional licenses.
 To configure the basic service and functionality on the system forMME service, refer to configuration examplesand/or feature chapters provide in theMME Administration Guide.
 MME Administration Guide, StarOS Release 21.2 13
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3GPP R8 Identity SupportProvides the identity allocation of following type:
 • EPS Bearer Identity
 • Globally Unique Temporary UE Identity (GUTI)
 • Tracking Area Identity (TAI)
 • MME S1-AP UE Identity (MME S1-AP UE ID)
 • EPS Bearer Identity: An EPS bearer identity uniquely identifies EPS bearers within a user session forattachment to the E-UTRAN access and EPC core networks. The EPS Bearer Identity is allocated bythe MME. There is a one to one mapping between EPS Radio Bearers via the E-UTRAN radio accessnetwork and EPS Bearers via the S1-MME interface between the eNodeB and MME. There is also aone-to-one mapping between EPS Radio Bearer Identity via the S1 and X2 interfaces and the EPS BearerIdentity assigned by the MME.
 • Globally Unique Temporary UE Identity (GUTI): The MME allocates a Globally Unique TemporaryIdentity (GUTI) to the UE. A GUTI has 1) unique identity for MME which allocated the GUTI and 2)the unique identity of the UE within the MME that allocated the GUTI.
 Within the MME, the mobile is identified by the M-TMSI.
 The Globally Unique MME Identifier (GUMMEI) is constructed from MCC, MNC and MME Identifier(MMEI). In turn the MMEI is constructed from an MME Group ID (MMEGI) and an MME Code (MMEC).
 The GUTI is constructed from the GUMMEI and the M-TMSI.
 For paging, the mobile is paged with the S-TMSI. The S-TMSI is constructed from the MMEC and theM-TMSI.
 The operator needs to ensure that the MMEC is unique within the MME pool area and, if overlapping poolareas are in use, unique within the area of overlapping MME pools.
 The GUTI is used to support subscriber identity confidentiality, and, in the shortened S-TMSI form, to enablemore efficient radio signaling procedures (e.g. paging and Service Request).
 • Tracking Area Identity (TAI): Provides the function to assign the TAI list to the mobile access deviceto limit the frequency of Tracking Area Updates in the network. The TAI is the identity used to identifythe tracking area or group of cells in which the idle mode access terminal will be paged when a remotehost attempts to reach that user. The TAI consists of the Mobile Country Code (MCC), Mobile NetworkCode (MNC) and Tracking Area Code (TAC).
 •MME S1-AP UE Identity (MME S1-AP UE ID): This is the temporary identity used to identify a UEon the S1-MME reference point within the MME. It is unique within the MME per S1-MME referencepoint instance.
 ANSI T1.276 ComplianceANSI T1.276 specifies security measures for Network Elements (NE). In particular it specifies guidelines forpassword strength, storage, and maintenance security measures.
 ANSI T1.276 specifies several measures for password security. These measures include:
 MME Administration Guide, StarOS Release 21.214
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• Password strength guidelines
 • Password storage guidelines for network elements
 • Password maintenance, e.g. periodic forced password changes
 These measures are applicable to the system and an element management system since both require passwordauthentication. A subset of these guidelines where applicable to each platform will be implemented. A knownsubset of guidelines, such as certificate authentication, are not applicable to either product. Furthermore, theplatforms support a variety of authentication methods such as RADIUS and SSH which are dependent onexternal elements. ANSI T1.276 compliance in such cases will be the domain of the external element. ANSIT1.276 guidelines will only be implemented for locally configured operators.
 APN Restriction SupportThe APN-Restriction value may be configured for each APN in the P-GW and transferred to the MME. It isused to determine, on a per-MS basis, whether it is allowed to establish EPS bearers to other APNs.
 The APN-Restriction value is defined in clause 15.4 of 3GPP TS 23.060. APN-Restriction affects multipleprocedures, such as Initial Attach, TAU, PDN connectivity, and inter-MME handovers. The MME saves theAPN-Restriction value received in create session response for an APN and uses the maximum of the valuesfrom the currently active PDNs in the next create session request. If a PDN is disconnected, then themaximumAPN-Restriction is adjusted accordingly.
 Authentication and Key Agreement (AKA)The MME provides EPS Authentication and Key Agreement mechanism for user authentication procedureover the E-UTRAN. The Authentication and Key Agreement (AKA) mechanism performs authentication andsession key distribution in networks. AKA is a challenge- response based mechanism that uses symmetriccryptography. AKA is typically run in a Services Identity Module.
 AKA is the procedure that take between the user and network to authenticate themselves towards each otherand to provide other security features such as integrity and confidentiality protection.
 In a logical order this follows the following procedure:
 1 Authentication: Performs authentication by identifying the user to the network and identifying the networkto the user.
 2 Key agreement: Performs key agreement by generating the cipher key and generating the integrity key.
 3 Protection:When the AKA procedure is performed, it protects the integrity of messages, the confidentialityof the signaling data, and the confidentiality of the user data.
 Backup and Recovery of Key KPI StatisticsThis feature allows the back up of a small set of MME key KPI counters for recovery of the counter valuesafter a session manager (SessMgr) crash.
 KPI calculation involves taking a delta between counter values from two time intervals and then determinesthe percentage of successful processing of a particular procedure in that time interval. When a SessMgr crashesand then recovers, the MME loses the counter values as they are reset to zero. So, the KPI calculation in the
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next interval will result in negative values for that interval. With this feature, it is possible to perform reliableKPI calculations even if a SessMgr crash occurs.
 For details about the feature, commands, and new MME-BK schema, refer to the Backup and Recovery ofKey KPI Statistics feature in this guide.
 Bulk Statistics SupportThe system's support for bulk statistics allows operators to choose to view not only statistics that are ofimportance to them, but also to configure the format in which it is presented. This simplifies the post-processingof statistical data since it can be formatted to be parsed by external, back-end processors.
 When used in conjunction with an element manager, the data can be parsed, archived, and graphed.
 The system can be configured to collect bulk statistics (performance data) and send them to a collection server(called a receiver). Bulk statistics are statistics that are collected in a group. The individual statistics aregrouped by schema. Following is a partial list of supported schemas:
 • Card: Provides card-level statistics.
 •MME-eMBMS: Provides eMBMS service statistics.
 • GTPC: Provides GPRS Tunneling Protocol - Control message statistics.
 • HSS: Provides HSS service statistics.
 • LCS: Provides Location Services statistics.
 •MME: Provides MME service statistics.
 •MME-BK: Provides selected set of backed-up and (post-SessMgr crash) recovered MME statistics.
 • Port: Provides port-level statistics.
 • S102: Provides statistics for S102 interface.
 • SBc: Provides SBc service statistics for associations to Cell Broadcast Centers.
 • SGs: Provides statistics for SGs connections.
 • SGS-VLR: Provides statistics for SGs connections on a per-VLR basis.
 • SLs: Provides SLs service statistics for Location Services.
 • System: Provides system-level statistics.
 • TAI: Provides MME statistics at the TAI (MCC/MNC/TAC) level.
 The system supports the configuration of up to 4 sets (primary/secondary) of receivers. Each set can beconfigured with to collect specific sets of statistics from the various schemas. Statistics can be pulled manuallyfrom the chassis or sent at configured intervals. The bulk statistics are stored on the receiver(s) in files.
 The format of the bulk statistic data files can be configured by the user. Users can specify the format of thefile name, file headers, and/or footers to include information such as the date, chassis host name, chassisuptime, the IP address of the system generating the statistics (available for only for headers and footers),and/or the time that the file was generated.
 When an element manager is used as the receiver, it is capable of further processing the statistics data throughXML parsing, archiving, and graphing.
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The Bulk Statistics Server component of an element manager parses collected statistics and stores theinformation in the PostgreSQL database. If XML file generation and transfer is required, this element generatesthe XML output and can send it to a Northbound NMS or an alternate bulk statistics server for furtherprocessing.
 Additionally, if archiving of the collected statistics is desired, the Bulk Statistics server writes the files to analternative directory on the server. A specific directory can be configured by the administrative user or thedefault directory can be used. Regardless, the directory can be on a local file system or on an NFS-mountedfile system on an element manager server.
 Cell Broadcast Center - SBc InterfaceThe MME provides support for Commercial Mobile Alert System (CMAS): SBc interface and underlyingprotocols. Warning Messages can be received from a Cell Broadcast Center (CBC) over the SBc-AP interfaceand relayed to all relevant eNodeBs over the S1-AP interface.
 Refer to the Cell Broadcast Center - SBc Interface chapter in theMME Administration Guide for moreinformation.
 Closed Subscriber GroupsClosed Subscriber Group identifies a group of subscribers who are permitted to access one or more CSG cellsof the PLMN as a member of the CSG for a Home eNodeB.
 Refer to the Closed Subscriber Groups chapter in theMME Administration Guide for more information.
 Congestion ControlThe congestion control feature allows you to set policies and thresholds and specify how the system reactswhen faced with a heavy load condition.
 Congestion control monitors the system for conditions that could potentially degrade performance when thesystem is under heavy load. Typically, these conditions are temporary (for example, high CPU or memoryutilization) and are quickly resolved. However, continuous or large numbers of these conditions within aspecific time interval may have an impact the system's ability to service subscriber sessions. Congestioncontrol helps identify such conditions and invokes policies for addressing the situation.
 Congestion control operation is based on configuring the following:
 • Congestion Condition Thresholds: Thresholds dictate the conditions for which congestion control isenabled and establishes limits for defining the state of the system (congested or clear). These thresholdsfunction in a way similar to operation thresholds that are configured for the system as described in theThresholding Configuration Guide. The primary difference is that when congestion thresholds arereached, a service congestion policy and an SNMP trap, starCongestion, are generated.
 A threshold tolerance dictates the percentage under the configured threshold that must be reached inorder for the condition to be cleared. An SNMP trap, starCongestionClear, is then triggered.
 The following system resources can be monitored:
 • System CPU usage
 • System service CPU usage (Demux-Card CPU usage)
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• System Memory usage
 • License usage
 • Maximum Session per service
 • Service Congestion Policies: Congestion policies are configurable for each service. These policiesdictate how services respond when the system detects that a congestion condition threshold has beencrossed.
 Congestion control can be used in conjunction with the load balancing feature provided on the MME. Formore information onMME load balancing, refer to the Load Balancing and Rebalancing section in this guide.
 For more information or to configure Overload Control using the basic Congestion Control functionality,refer to the Congestion Control chapter in the Cisco ASR 5x00 Series System Administration Guide.
 For more information about the Enhanced Congestion Control functionality (a licensed feature), refer to theEnhanced Congestion Control and Overload Control chapter in this guide.
 Define Same TAI in Multiple TAI ListsPrior to 17.0, the MME could have a tracking area in only one tracking area list (TAI List). Consequently,the tracking area list assigned to subscribers attaching from different TAIs will be same, even if the adjacencyof these tracking areas is not same. This results in MME getting TAUs even as subscribers moved to theadjacent area.
 With this enhancement, the MMEwill allow operators to configure adjacency lists as TAI Lists, thus reducingthe Tracking Area Updates (TAU) received by MME. This feature enables the MME to send configuredcustomized TAI List in ATTACH_ACCEPT/TAU_ACCEPT when a request is received from the custom orborder TAIs.
 The reduced TAU results in less signaling load on the MME and better operational efficiency.
 Emergency Call ReleaseNotifying the GMLC of the emergency call release event allows the GMLC to delete all information previouslystored for the emergency call in accordance with regulations.
 In compliance with 3GPP TS 29.172, the MME location services (LCS) feature supports sending theEMERGENCY_CALL_RELEASE event in a subscriber location report (SLR) request message to the gatewaymobile location center (GMLC)when an emergency call is released or when an emergency PDN is disconnectedat the MME.
 With this new functionality, the MME notifies the GMLC of Emergency Call Release. The call release eventenables the GMLC to clear the cache for existing calls and to correctly log the duration of an emergency call.Without call release facilitating the clearing of the cache, the location platform could send the old (erroneous)location information in response to a new location request for an E-911 call.
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Emergency Session SupportTheMME supports the creation of emergency bearer services which, in turn, support IMS emergency sessions.Emergency bearer services are provided to normally attached UEs and to UEs that are in a limited servicestate (depending on local service regulations, policies, and restrictions).
 The standard (refer to 3GPP TS 23.401) has identified four behaviors that are supported:
 • Valid UEs only
 • Authenticated UEs only
 • IMSI required, authentication optional
 • All UEs
 To request emergency services, the UE has the following two options:
 • UEs that are in a limited service state (due to attach reject from the network, or since no SIM is present),initiate an ATTACH indicating that the ATTACH is for receiving emergency bearer services. After asuccessful attach, the services that the network provides the UE is solely in the context of EmergencyBearer Services.
 • UEs that camp normally on a cell initiates a normal ATTACH if it requires emergency services. Normalattached UEs initiated a UE Requested PDN Connectivity procedure to request Emergency BearerServices.
 EPS Bearer Context SupportProvides support for subscriber default and dedicated Evolved Packet System (EPS) bearer contexts inaccordance with the following standards:
 • 3GPP TS 36.412 V8.6.0 (2009-12): 3rd Generation Partnership Project Technical Specification GroupRadio Access Network EvolvedUniversal Terrestrial Access Network (E-UTRAN) S1 signaling transport(Release 8)
 • 3GPP TS 36.413 V8.8.0 (2009-12): 3rd Generation Partnership Project Technical Specification GroupRadio Access Network EvolvedUniversal Terrestrial Radio Access Network (E-UTRAN) S1ApplicationProtocol (S1AP) (Release 8)
 • IETF RFC 4960, Stream Control Transmission Protocol, December 2007
 EPS bearer context processing is based on the APN that the subscriber is attempting to access. Templates forall of the possible APNs that subscribers will be accessing must be configured within the system. Up to 1024APNs can be configured on the system.
 Each APN template consists of parameters pertaining to howUE contexts are processed such as the following:
 • PDN Type: IPv4, IPv6, or IPv4v6
 • EPS Bearer Context timers
 • Quality of Service
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A total of 11 EPS bearer per subscriber are supported. These could be all dedicated, or 1 default and 10dedicated or any combination of default and dedicated context. Note that there must be at least one defaultEPS Bearer context in order for dedicated context to come up.
 EPS GTPv2 Support on S11 InterfaceSupport for the EPS GTPv2 on S11 interface in accordance with the following standards:
 • 3GPP TS 29.274 V8.4.0 (2009-12): 3rd Generation Partnership Project Technical Specification GroupCore Network and Terminals 3GPP Evolved Packet System (EPS) Evolved General Packet Radio Service(GPRS) Tunneling Protocol for Control plane (GTPv2-C) Stage 3 (Release 8)
 The system supports the use of GTPv2 for EPS signaling context processing.
 When the GTPv2 protocol is used, accounting messages are sent to the charging gateways (CGs) over the Gainterface. The Ga interface and GTPv2 functionality are typically configured within the system's sourcecontext. As specified by the standards, a CDR is not generated when a session starts. CDRs are generatedaccording to the interim triggers configured using the charging characteristics configured for the MME, anda CDR is generated when the session ends. For interim accounting, STOP/START pairs are sent based onconfigured triggers.
 GTP version 2 is always used. However, if version 2 is not supported by the CGF, the system reverts to usingGTP version 1. All subsequent CDRs are always fully-qualified partial CDRs. All CDR fields are R4.
 Whether or not the MME accepts charging characteristics from the SGSN can be configured on a per-APNbasis based on whether the subscriber is visiting, roaming or, home.
 By default, the MME always accepts the charging characteristics from the SGSN. They must always beprovided by the SGSN for GTPv1 requests for primary EPS Bearer contexts. If they are not provided forsecondary EPS Bearer contexts, the MME re-uses those from the primary.
 If the system is configured to reject the charging characteristics from the SGSN, the MME can be configuredwith its own that can be applied based on the subscriber type (visiting, roaming, or home) at the APN level.MME charging characteristics consist of a profile index and behavior settings. The profile indexes specifythe criteria for closing accounting records based specific criteria.
 For more information on GTPv2 configuration, refer to the Creating and Configuring the eGTP Serviceand Interface Association section in theMobility Management Entity Configuration chapter of theMMEService Administration Guide.
 Important
 HSS Support Over S6a InterfaceProvides a mechanism for performing Diameter-based authorization, authentication, and accounting (AAA)for subscriber bearer contexts based on the following standards:
 • 3GPP TS 23.401 V8.1.0 (2008-03): 3rd Generation Partnership Project Technical Specification GroupServices and SystemAspects General Packet Radio Service (GPRS) enhancements for Evolved UniversalTerrestrial Radio Access Network (E-UTRAN) access (Release 8)
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• 3GPP TS 29.272 V8.1.1 (2009-01): 3rd Generation Partnership Project Technical Specification GroupCore Network and Terminals Evolved Packet System (EPS) Mobility Management Entity (MME) andServing GPRS Support Node (SGSN) related interfaces based on Diameter protocol (Release 8)
 • 3GPP TS 33.401 V8.2.1 (2008-12): 3rd Generation Partnership Project Technical Specification GroupServices and SystemAspects 3GPP SystemArchitecture Evolution (SAE): Security Architecture (Release8)
 • RFC 3588, Diameter Base Protocol, December 2003
 The S6a protocol is used to provide AAA functionality for subscriber EPS Bearer contexts through HomeSubscriber Server (HSS).
 During the initial attachment procedures theMME sends to the USIM on AT via the HSS the random challenge(RAND) and an authentication token AUTN for network authentication from the selected authenticationvector. At receipt of this message, the USIM verifies that the authentication token can be accepted and if so,produces a response. The AT and HSS in turn compute the Cipher Key (CK) and Integrity Key (IK) that arebound to Serving Network ID. During the attachment procedure the MME requests a permanent user identityvia the S1-MMENAS signaling interface to eNodeB and inserts the IMSI, Serving Network ID (MCC,MNC)and Serving Network ID it receives in an Authentication Data Request to the HSS. The HSS returns theAuthentication Response with authentication vectors to MME. The MME uses the authentication vectors tocompute the cipher keys for securing the NAS signaling traffic.
 At EAP success, theMME also retrieves the subscription profile from the HSSwhich includes QoS informationand other attributes such as default APN name and S-GW/P-GW fully qualified domain names.
 Among the AAA parameters that can be configured are:
 • Authentication of the subscriber with HSS
 • Subscriber location update/location cancel
 • Update subscriber profile from the HSS
 • Priority to dictate the order in which the servers are used allowing for multiple servers to be configuredin a single context
 • Routing Algorithm to dictate the method for selecting among configured servers. The specified algorithmdictates how the system distributes AAAmessages across the configured HSS servers for new sessions.Once a session is established and an HSS server has been selected, all subsequent AAA messages forthe session will be delivered to the same server.
 IMSI Manager ScalingIn Release 18.0, with support for the expanded capacities of the VPC-DI and ASR5500 platforms, the IMSIMgrhas become a bottleneck. The IMSIMgr Scaling feature increases the number of IMSI managers that can bemade available on the MME. - from 1 (ASR5000) to a maximum of 4. The number is configurable.
 The IMSIMgr is the de-multiplexing process that selects the SessMgr instance to host a new session basedon a demux algorithm logic to host a new session by handling new calls requests from the MMEMgr, theEGTPC Mgr, and the (e)SGTPCMgr (New MME handoffs). The new call requests or signaling proceduresinclude Attach, Inter-MMETAU, PSHandover, and SGs, all of which go through the IMSIMgr. The IMSIMgrprocess also maintains the mapping of the UE identifier (e.g., IMSI/GUTI) to the SessMgr instance.
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IMSIMgr Scaling is only available on the ASR5500 and VPC-DI platforms.Important
 By increasing the number of IMSIMgr instances, the new call handling capacity (primarily for Attach andSGs procedures) of the MME is increased as the calls are distributed across multiple instances. The calldistribution logic across IMSIMgrs utilizes a simple hash operation on IMSI/GUTI to select the IMSIMgrinstance.
 It is the MMEMgr/EGTPC Mgr/SGTPC Mgr that selects an IMSIMgr instance to be contacted for sessionsetup. Each subscriber session in a SessMgr will maintain the IMSIMgr instance number that 'hosts' themapping for the IMSI. The SessMgrs now remembers the IMSIMgr instance Ids per subscriber for the targetIMSIMgr instance number (IMSIMgr instance Id calculated by hash on the IMSI).
 As a result of IMSIMgr Scaling, a second behavior change has been implemented. Now all IMSIMgr instanceswill send the current count of sessions per MME service to the MMEMgr via existing response messaging.The MMEMgr shall send the same data received from multiple IMSIMgr instances back to the IMSIMgr inexisting request messaging. As a result, each IMSIMgr shall know the session count per MME service for allIMSIMgr instances. Given this information, the per MME service session limits can now be enforced by eachIMSIMgr instance.
 Customers will notice the following changes when the number of IMSI managers is set for more than 1:
 • It is possible to initiate an audit request for a single, specific IMSIMgr instance.
 • Increased tolerance for configurable MME per service session limits. This can be visualized whenconfiguring commands such as bind in the MME Service configuration mode.
 • Increased tolerance for Attach rate control as theMMEAttach rate control will be independently enforcedby each IMSI Mgr instance.
 The Exec mode task facility imsimgr max command sets the number of IMSI managers. This is aboot-time configuration and must be added in the configuration file to be implemented at startup andbefore any MME related configuration takes effect , that is before any IMSIMgr is started. The run-timeconfiguration of this CLI does not have any effect.
 Important
 This feature does not require a special license.
 Inter-MME Handover SupportThe S10 interface facilitates user mobility between two MMEs providing for the transfer of the UE contextfrom one to the other. It is a GTPv2 control plane interface that supports the following handover types andfeatures:
 • E-UTRAN-to-UTRAN (MME-to-MME) handover through:
 ◦Tracking Area Update based inter-MME relocation
 ◦Attach at an eNodeB connected to a different MME
 ◦S1 handover based inter-MME relocation
 • The MME supports handing over multiple bearers and multiple PDNs over to another MME
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• Trace functionality, monitor protocol, and monitor subscriber
 • DNS client configuration
 • IPv4 and IPv6: for peer MME selection, the preference is given to IPv6 addresses. IPv4 addresses areignored if IPv6 addresses are present.
 Interworking SupportThis section describes various interworking and handover scenarios supported by the MME, including:
 • Interworking with SGSNs
 • Handover Support for S4 SGSNs
 • Unoptimized Non-3GPP Handover Support
 Interworking with SGSNsThis feature enables an integrated EPC core network to anchor calls from multi-mode access terminals andsupports seamless mobility on call hand-offs between an LTE or GERAN/UTRAN access network. Thisprovides a valuable function to enable LTE operators to generate incremental revenue from inbound roamingagreements with 2G/3G roaming partners.
 In order to support inter-RAT hand-offs for dual-mode access terminals between LTE and 2G/3G networkswith 3GPP Pre-Release 8 SGSN's, the MME will support combined hard handover and SRNS relocationprocedures via the GTPv1 Gn/Gp reference interface. In preparation for the handover, the MME sends aForward Relocation Request to the SGSN and includes subscriber identity and context information includingIMSI, Mobility Management context and PDP context. The PDP context includes the GGSN address for theuser plane and the uplink Tunnel Endpoint ID. These addresses are equivalent to the PDN GW address. TheMME maps the EPS bearer parameters to the PDP contexts.
 After sending the forward relocation signaling to the target SGSN, the MME deletes the EPS bearer resourcesby sending a Delete Bearer Request to the S-GW with a Cause code that instructs the S-GW not to initiatedelete procedures toward the P-GW.
 When a mobile subscriber roams from an EUTRAN to GERAN/UTRAN access network it must also send aRouting Area Update (RAU) to register its location with the target network. The target SGSN sends a ContextRequest to the MME with P-TMSI to get the Mobility Management contexts and PDP contexts for thesubscriber session. The SGSN uses the Globally Unique Temporary ID (GUTI) from the MME to identifythe P-TMSI/RAI.
 Handover Support for S4-SGSNsThe S3 interface facilitates user mobility between an MME and an S4-SGSN providing for the transfer of theUE context between the two. It is a GTPv2 control plane interface that supports the following handover types:
 • E-UTRAN-to-UTRAN and E-UTRAN-to-GERAN (MME-to-R8 SGSN) handover through:
 ◦Routing Area Update (RAU) based MME-R8 SGSN relocation where the RAU could be a resultof UE movement.
 ◦Attach at an RNC connected to a R8 SGSN
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◦S1 handover/SRNS relocation based MME-R8 SGSN relocation
 • UTRAN-to-E-UTRAN and GERAN-to-E-UTRAN (R8 SGSN-to-MME) handover through:
 ◦Tracking Area Update (TAU) based R8 SGSN-MME relocation where the TAU could be a resultof UE movement.
 ◦Attach at an eNodeB connected to an MME.
 ◦SRNS relocation/S1 handover based R8 SGSN-MME relocation.
 All handover types support handing over multiple bearers and multiple PDNs from the MME to a R8 SGSNand vice versa.
 The S3 interface also supports the following features:
 • Monitor Protocol and Monitor Subscriber
 • Subscriber Session Trace
 • IPv4 and IPv6: for peer SGSN selection, the preference is given to IPv6 addresses. IPv4 addresses areignored if IPv6 addresses are present.
 • Operator Policy for SGSN selection
 • Session Recovery: all MME sessions established using the S3 interface are capable of being recoveredin case of a session manager task failure.
 Unoptimized Non-3GPP Handover SupportTheMME provides support for Non-3GPP to EUTRAN and EUTRAN toNon-3GPP un-optimized handovers.These include the LTE-eHRPD handover scenarios in sections 8.2.1.1 and 8.2.1.2, and 8.2.2 and 8.2.3 of3GPP TS 23.402-910.
 No configuration is required to enable this functionality on the MME.
 Note:
 • PDN Connectivity request should contain Request Type as HANDOVER.
 • P-GW is selected only throughHSS-provided P-GWaddress or FQDN (MIP6-Info), with P-GWallocationtype as static always.
 • In the case of multiple PDN connectivity during handover from non-3gpp access to EUTRAN, the ESMPDN connectivity message fromUE is transported via S1APUplink NAS transport. All other such PDNconnectivity requests shall be rejected.
 • Handovers to other access (such as UTRAN, GERAN) are only supported after the S11 modify bearerprocedures with S-GW have been completed for all PDNs.
 Performance Indicators:
 The following MME schema bulk statistics track the number of outbound and inbound non-3GPP handoversthat were attempted, were successful, and which failed. Note: During an inbound relocation, both the handoverstatistics and relevant attach/PDN connectivity statistics will be incremented.
 • out-non-3GPP-ho-attempted
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• out-non-3GPP-ho-success
 • out-non-3GPP-ho-failures
 • in-non-3GPP-ho-attempted
 • in-non-3GPP-ho-success
 • in-non-3GPP-ho-failures
 The show mme-service statistics command also displays the number of outbound and inbound non-3GPPhandovers that were attempted, were successful, and which failed. Note that these counters increment on aper-PDN basis.
 The system disconnect reason disc-reason-484 -mme-reloc-to-non-3GPP tracks the total number of sessiondisconnects resulting from outbound non-3GPP handovers.
 IPv6 SupportThis feature allows IPv6 subscribers to connect via the LTE/SAE infrastructure in accordancewith the followingstandards:
 • RFC 2460: Internet Protocol, Version 6 (IPv6) Specification
 • RFC 2461: Neighbor Discovery for IPv6
 • RFC 2462: IPv6 Stateless Address Autoconfiguration
 • RFC 3314: Recommendations for IPv6 in 3GPP Standards
 • RFC 3316: Internet Protocol Version 6 (IPv6) for Some Second and Third Generation Cellular Hosts
 • RFC 3056: Connection of IPv6 domains via IPv4 clouds
 • 3GPP TS 27.060: Mobile Station Supporting Packet Switched Services
 • 3GPP TS 29.061: Interworking between the Public Land Mobile Network (PLMN) supporting PacketBased Services and Packet Data Networks (PDN)
 The MME allows an APN to be configured for IPv6 EPS Bearer contexts. Also, an APN may be configuredto simultaneously allow IPv4 EPS Bearer contexts.
 The MME supports IPv6 stateless dynamic auto-configuration. The mobile station may select any value forthe interface identifier portion of the address. The link-local address is assigned by the MME to avoid anyconflict between the mobile station link-local address and the MME address. The mobile station uses theinterface identifier assigned by theMME during the stateless address auto-configuration procedure. Once thishas completed, the mobile can select any interface identifier for further communication as long as it does notconflict with the MME's interface identifier that the mobile learned through router advertisement messagesfrom the MME.
 Control and configuration of the above is specified as part of the APN configuration on the MME, e.g., IPv6address prefix and parameters for the IPv6 router advertisements. RADIUS VSAs may be used to overridethe APN configuration.
 Following IPv6 EPS Bearer context establishment, the MME can perform either manual or automatic 6to4tunneling, according to RFC 3056, Connection of IPv6 Domains Via IPv4 Clouds.
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MME Interfaces Supporting IPv6 TransportThe following MME interfaces support IPv6 transport:
 • S1-MME: runs S1-AP/SCTP over IPv6 and supports IPv6 addresses for S1-U endpoints.
 • S3
 • S6a
 • S10
 • S11
 • S13
 • SBc
 • SGs
 • SLg
 • SLs
 • Sv
 • Gn
 Load BalancingLoad balancing functionality permits UEs that are entering into an MME pool area to be directed to anappropriate MME in a more efficient manner, spreading the load across a number of MMEs.
 Load balancing is achieved by setting a weight factor for each MME so that the probability of the eNodeBselecting an MME is proportional to its weight factor. The weight factor is typically set according to thecapacity of an MME node relative to other MME nodes. The weight factor is sent from the MME to theeNodeB via S1-AP messages.
 Refer to the Load Balancing and Rebalancing chapter for more information about this feature.
 MME load balancing can be used in conjunction with congestion control. For more information on congestioncontrol, refer to the Congestion Control section in this chapter.
 Load Re-balancingThe MME load re-balancing functionality permits UEs that are registered on an MME (within an MME poolarea) to be moved to another MME.
 The rebalancing is triggered using an exec command on the mme-service fromwhich UEs should be offloaded.
 When initiated, the MME begins to offload a cross-section of its subscribers with minimal impact on thenetwork and users. The MME avoids offloading only low activity users, and it offloads the UEs gradually(configurable from 1-1000 minutes). The load rebalancing can off-load part of or all the subscribers.
 Refer to the Load Balancing and Rebalancing chapter in theMMEAdministration Guide for more informationabout this feature.
 MME Administration Guide, StarOS Release 21.226
 Mobility Management Entity OverviewLoad Balancing

Page 63
                        

Local Cause Code MappingLocal cause code mapping provides the operator with the flexibility to ignore the default EPS MobilityManagement (EMM) cause code and to configure a preferred EMM cause code to be sent to a UE in responseto a procedural failure. For example, the operator can instruct the MME to return one of six different EMMcause codes other than the default when the context received from a peer SGSN (during a TAU procedure)does not contain any active PDP contexts.
 Local cause code mapping can be configured in either or both the MME-Service configuration or in theCall-Control Profile configuration. Refer to these two configuration modes in the Command Line InterfaceReference to see the current list of local-cause-code-mapping commands.
 Management System OverviewThe Operation and Maintenance module of the system offers comprehensive management capabilities to theoperators and enables them to operate the system more efficiently. There are multiple ways to manage thesystem either locally or remotely using its out-of-band management interfaces. For up-to-date details on themanagement options, refer to the System Administration Guide.
 Operator-based MME configuration and monitoring functionality is enabled by default for console-basedaccess via the command line interface. For more information on command line interface based management,refer to the Command Line Interface Reference.
 MMEMgr Scaling to Support VPC-DIMME has undergone architectural changes to allow enhanced operations on Cisco's Virtual Packet Core(VPC)- Distributed Instance (DI) platform. VPC (Cisco's brand name for StarOS VM instances) is StarOSrunning as a virtual machine (VM). Multiple VMs act as a single StarOS instance with shared interfaces,shared service addresses, load balancing, redundancy, and a single point of management.
 For the MME to take advantage of next generation platforms, such as the VPC-DI, the MME architecture hasbeen changed to allow:
 • Linear capacity (memory) growth to support greater numbers of UEs and ENBs
 • Signaling performance growth in term of CEPS
 • Improved redundancy for RAN connections
 • MMEMgr tasks are distributed across session PSC/DPC/SF-VM
 • MMEDemux tasks are moved to demux PSC/DPC/SF-VM
 • IMSIMgr scaling has increased the number of possible IMSIMgr tasks
 • Increase in number of MMEMgrs
 ◦maximum of 12 MMEMgrs in an ASR5K platform
 ◦maximum of 24 MMEMgrs in either an ASR5500 and a VPC
 • Two models of configuration, normal density and high density
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For more information about the VPC platform, ask your Cisco Representative.
 MME PoolingProvides support to configure MME pool area consisting multiple MMEs within which a UE may be servedwithout any need to change the serving MME.
 The benefits of MME pooling are:
 • Enables Geographical Redundancy, as a pool can be distributed across sites.
 • Increases overall capacity, as load sharing across theMMEs in a pool is possible (see the Load Balancingfeature in this chapter).
 • Converts inter-MMETracking Area Updates (TAUs) to intra-MMETAUs for moves between theMMEsof the same pool. This substantially reduces signaling load as well as data transfer delays.
 • Eases introduction of new nodes and replacement of old nodes as subscribers can be moved is a plannedmanner to the new node.
 • Eliminates single point of failure between an eNodeB and MME.
 • Enables service downtime free maintenance scheduling.
 AnMMEPool Area is defined as an area within which a UEmay be served without need to change the servingMME. An MME Pool Area is served by one or more MMEs in parallel. MME Pool Areas are a collection ofcomplete Tracking Areas. MME Pool Areas may overlap each other.
 The Cisco MME supports MME Pooling functionality as defined in 3GPP TS 23.401. MME pooling allowscarriers to load balance sessions among pooled MMEs.
 The Cisco MME supports configuration of up to a pool size of 32 nodes.
 MME SelectionThe MME selection function selects an available MME for serving a UE. This feature is needed for MMEselection for handover with minimal MME changes.
 MME selection chooses an available MME for serving a UE. Selection is based on network topology, i.e. theselected MME serves the UE's location and in case of overlapping MME service areas, the selection functionmay prefer MME's with service areas that reduce the probability of changing the MME.
 Mobile Equipment Identity CheckThe Mobile Equipment Identity Check Procedure permits the operator(s) of the MME and/or the HSS and/orthe PDN-GW to check the Mobile Equipment's identity with EIR.
 The mobile equipment (ME) identity is checked through the MME by passing it to an Equipment IdentityRegister (EIR) over the S13 interface and then the MME analyzes the response from the EIR in order todetermine its subsequent actions like rejecting or attaching a UE.
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Mobility RestrictionThe following types of mobility restriction are supported on the MME:
 • Handover Restriction
 • Regional Zone Code Restriction
 Handover RestrictionMobility Restriction comprises the functions for restrictions to mobility handling of a UE in E-UTRAN access.In ECM-CONNECTED state, the core network provides the radio network with a Handover Restriction List.
 The MME performs mobility or handover restrictions through the use of handover restriction lists. Handoverrestriction lists are used by the MME operator policy to specify roaming, service area, and access restrictions.Mobility restrictions at the MME are defined in 3GPP TS 23.401.
 Regional Zone Code RestrictionRegional Zone Code Restriction allows an operator to control the areas in which a UE can roam in to receiveservice. The code representing the zone in which a UE is to be offered service by the network can be configuredin the HSS or using local provisioning in the MME.
 Once provisioned, the following restriction types are supported on the MME:
 • HSS subscription based zone code restriction - if the subscription data in the HSS contains zone codes,the UE is allowed to camp only on those zones.
 Support for Regional Zone Code restriction based on HSS subscription data allows operators to offerzone based EPC subscriptions to home subscribers.
 • Local policy based zone code restrictions - using the operator policy on the MME, certain ranges ofIMSI or specific PLMN(s) could be restricted from or allowed to camp on, zones within the MMEservice area. This policy could apply to any PLMN.
 Local policy based zone code restriction allows operators to control access of EPC by roaming subscriberson a zone basis.
 Multiple PDN SupportThis feature provides multiple PDN connectivity support for UE initiated service requests.
 The MME supports an UE-initiated connectivity establishment to separate P-GWs or a single P-GW in orderto allow parallel access to multiple PDNs. Up to 11 PDNs are supported per subscriber.
 Refer to PDN Type Control in this chapter for information about the ability to control the PDN type (IPv4,IPv6) to which a given UE can be connected.
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NAS Protocol SupportMME provides this protocol support between the UE and the MME. The NAS protocol includes followingelementary procedures for EPS Mobility Management (EMM) and EPS Session Management (ESM):
 EPS Mobility Management (EMM)This feature used to support the mobility of user equipment, such as informing the network of its presentlocation and providing user identity confidentiality. It also provides connection management services to thesession management (SM) sublayer.
 An EMM context is established in the MME when an attach procedure is successfully completed. The EMMprocedures are classified as follows:
 • EMM Common Procedures: An EMM common procedure can always be initiated when a NASsignaling connection exists.
 Following are the common EMM procedure types:
 ◦Globally Unique Temporary Identity (GUTI) reallocation
 ◦Authentication and security mode
 ◦Identification
 ◦EMM information
 • EMM Specific Procedures: This procedure provides Subscriber Detach or de-registration procedure.
 • EMMConnectionManagement Procedures: This procedure provides connectionmanagement relatedfunction like Paging procedure.
 EPS Session Management (ESM)This feature is used to provide the subscriber session management for bearer context activation, deactivation,modification, and update procedures.
 NAS Signaling SecurityIt provides integrity protection and encryption of NAS Signaling. The NAS security association is betweenthe UE and the MME.
 The MME uses the NAS security mode command procedure to establish a NAS security association betweenthe UE and MME, in order to protect the further NAS Signaling messages.
 The MME implements UEs algorithm (128-EEA1 and 128-EEA2) for NAS Signaling ciphering and SNOW3G algorithm (128-EIA1 and 128-EIA2) for NAS Signaling integrity protection.
 • 128-EIA1= SNOW 3G
 • 128-EIA2= UES
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Network SharingThe LTE architecture enables service providers to reduce the cost of owning and operating the network byallowing the service providers to have separate Core Network (CN) elements (MME, SGW, PDN GW) whilethe E-UTRAN (eNBs) is jointly shared by them. This is enabled by the S1-flex mechanism by enabling eacheNodeB to be connected to multiple CN entities. When a UE attaches to the network, it is connected to theappropriate CN entities based on the identity of the service provider sent by the UE.
 In such a network sharing configuration, complete radio (access) network and partial core network is sharedamong different operators. Each operator has its own network node for S-GW/P-GW, etc., while sharing aMME and the rest of the radio network.
 To support this network sharing configuration, theMME service can be configured with multiple local PLMNsper service. This means that each mme-service will handle multiple PLMNs and will indicate this to theeNodeb during S1 SETUP procedure (as well using the S1 MME CONFIGURATION UPDATE message).
 The configuration of these additional PLMNs is implemented using the network-sharing command withinthe MME service configuration mode. Refer to the Command Line Reference for detailed information onusing this command.
 When a UE attaches to the MME, the GUTI assignment will use the mme id corresponding to the PLMNconfiguration. The plmn-id filter in the operator policy selection criteria allows PLMN-specific configurationsin an operator policy.
 Operator Policy SupportThe operator policy provides mechanisms to fine tune the behavior of subsets of subscribers above and beyondthe behaviors described in the user profile. It also can be used to control the behavior of visiting subscribersin roaming scenarios, enforcing roaming agreements and providing a measure of local protection againstforeign subscribers.
 An operator policy associates APNs, APN profiles, an APN remap table, and a call-control profile to rangesof IMSIs. These profiles and tables are created and defined within their own configuration modes to generatesets of rules and instructions that can be reused and assigned to multiple policies. In this manner, an operatorpolicy manages the application of rules governing the services, facilities, and privileges available to subscribers.These policies can override standard behaviors and provide mechanisms for an operator to get around thelimitations of other infrastructure elements, such as DNS servers and HSSs.
 The operator policy configuration to be applied to a subscriber is selected on the basis of the selection criteriain the subscriber mapping at attach time. A maximum of 1,024 operator policies can be configured. If a UEwas associated with a specific operator policy and that policy is deleted, the next time the UE attempts toaccess the policy, it will attempt to find another policy with which to be associated.
 A default operator policy can be configured and applied to all subscribers that do not match any of theper-PLMN or IMSI range policies.
 Changes to the operator policy take effect when the subscriber re-attaches and subsequent EPS Beareractivations.
 Refer to the Operator Policy chapter in this guide for more information.
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Operator Policy Selection Based on IMEI-TACWith this feature, theMME selects / re-selects an operator policy for call handling based on the user equipment's(UE's) unique international mobile equipment identity - type allocation code (IMEI-TAC) rather than thenormal selection method, which is based on the UE's international mobile subscriber identity (IMSI) andPLMN-ID. The TAC (the first 8 digits of the 15 or 16-digit IMEI / IMEI-SV) serves to identify the equipmenttype - enabling the operator to configure how calls are handled based on the equipment type. And the operatorcan configure up to 25,000 IMEI-TAC in groups of individual IMEI-TAC or ranges.
 For more information on configuring this functionality, refer toOperator Policy Selection Based on IMEI-TACchapter of theMME Administration Guide.
 Overload ControlUsing the Congestion Control functionality or the Enhanced Congestion Control functionality, the MME cansignal to the eNodeBs to which it is connected to redirect traffic to other MMEs in the MME pool. This isaccomplished using the S1 interface Overload Procedure (3GPP TS 36.300 and 3GPP TS 36.413).
 When overload control is configured and a congestion threshold is reached, the MME can be configured tosend an S1AP Overload Start message to a percentage of the eNodeBs to which the MME is connected. Toreflect the amount of load that the MME wishes to reduce, this percentage configurable. In the OverloadResponse IE sent to the eNodeBs, the MME can request the eNodeB to reject or permit specific types ofsessions, including:
 • reject non-emergency sessions
 • reject new sessions
 • permit emergency sessions
 • permit high-priority sessions and mobile-terminated services
 • reject delay-tolerant access.
 For more information or to configure Overload Control using the basic Congestion Control functionality,refer to the Congestion Control chapter in the System Administration Guide.
 For more information or to configure Overload Control using theEnhancedCongestion Control functionality,refer to the Enhanced Congestion Control and Overload Control chapter in this guide.
 PDN Type ControlPDN Type Control enables the MME to override the requested Packet Data Network (PDN) type based onthe inbound roamer PLMN, and assign the UE to an IPv4 only or IPv6 only PDN.
 If a UE requests an IPv4v6 PDN, it can be downgraded to an IPv4- or IPv6-only address. The MME signalsthe appropriate cause to the UE to account for the PDN type change.
 This functionality enables operators to control resource usage for roaming and home subscribers differently,and ensures that IP network continuity works for inbound roamers.
 PDN Type Control is configured in a call control profile that is applied via an operator policy. Refer to theCall Control Profile Configuration Mode chapter of the Command Line Reference for more information.
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Packet Data Network Gateway (P-GW) SelectionProvides a straightforward method based on a default APN provided during user attachment and authenticationto assign the P-GW address in the VPLMN or HPLMN. The MME also has the capacity to use a DNStransaction to resolve an APN name provided by a UE to retrieve the PDN GW address.
 P-GW selection allocates a P-GW that provides the PDN connectivity for the 3GPP access. The function usessubscriber information provided by the HSS and possibly additional criteria. For each of the subscribed PDNs,the HSS provides:
 • an IP address of a P-GW and an APN, or
 • an APN and an indication for this APN whether the allocation of a P-GW from the visited PLMN isallowed or whether a P-GW from the home PLMN shall be allocated.
 The HSS also indicates the default APN for the UE. To establish connectivity with a PDN when the UE isalready connected to one or more PDNs, the UE provides the requested APN for the PDN GW selectionfunction.
 If the HSS provides an APN of a PDN and the subscription allows for allocation of a PDN GW from thevisited PLMN for this APN, the PDN GW selection function derives a PDN GW address from the visitedPLMN. If a visited PDN GW address cannot be derived, or if the subscription does not allow for allocationof a PDN GW from the visited PLMN, then the APN is used to derive a PDN GW address from the HPLMN.
 Radio Resource Management FunctionsRadio resource management functions are concerned with the allocation and maintenance of radiocommunication paths, and are performed by the radio access network.
 To support radio resource management in E-UTRAN, the MME provides the RAT/Frequency SelectionPriority (RFSP) parameter to an eNodeB across S1. The RFSP is a "per UE" parameter that is used by theE-UTRAN to derive UE specific cell reselection priorities to control idle mode camping. The RFSP can alsobe used by the E-UTRAN to decide on redirecting active mode UEs to different frequency layers or RATs.
 The MME receives the RFSP from the HSS during the attach procedure. For non-roaming subscribers, theMME transparently forwards the RFSP to the eNodeB across S1. For roaming subscribers, the MME mayalternatively send an RFSP value to the eNodeB across S1 that is based on the visited network policy, suchas an RFSP pre-configured per Home-PLMN or a single RFSP's values to be used for all roamers independentof the Home-PLMN.
 RAN Information ManagementThe MME supports RAN Information Management (RIM) procedures as defined in 3GPP TS 23.401 on theS1-MME, S3, Gn, and S10 interfaces.
 RIM procedures allow the MME to exchange information between applications belonging to the RAN nodes.The MME provides addressing, routing and relaying support for the RAN information exchange.
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Reachability ManagementIt provides a mechanism to track a UE which is in idle state for EPS connection management.
 To reach a UE in idle state theMME initiates paging to all eNodeBs in all tracking areas in the TA list assignedto the UE. The EPS session manager have knowledge about all the eNodeB associations to the MME andgenerates a list of eNodeBs that needs to be paged to reach a particular UE.
 The location of a UE in ECM-IDLE state is known by the network on a Tracking Area List granularity. AUE in ECM-IDLE state is paged in all cells of the Tracking Areas in which it is currently registered. The UEmay be registered in multiple Tracking Areas. A UE performs periodic Tracking Area Updates to ensure itsreachability from the network.
 SCTP Multi-homing SupportThis sections describes multi-homing support for specific interfaces on the MME.
 • S1-MME support for up to two SCTP bind end point IPv4 or IPv6 addresses.
 • S6a support for up to four SCTP bind end point IPv4 or IPv6 addresses.
 • SBc support for up to two SCTP bind end point IPv4 or IPv6 addresses.
 • SGs support for up to two SCTP bind end point IPv4 or IPv6 addresses.
 • SLs support for up to two SCTP bind end point IPv4 or IPv6 addresses.
 Serving Gateway Pooling SupportThe S-GW supports independent service areas from MME pooling areas. Each cell is associated to a pool ofMMEs and a pool of Serving Gateways. Once a cell selects an MME, that MME is able to select an S-GWwhich is in an S-GW pool supported by the cell.
 Static S-GW pools can be configurable on the MME. Each pool is organized as a set of S-GWs and theTracking Area Identities (TAIs) supported by them, known as a service area (SA). The incoming TAI is usedto select an SA. Then, based on protocol and statistical weight factors, an S-GW is selected from the poolserving that SA. The same list of S-GWs may serve multiple TAIs. Static S-GW pools are used if there is noDNS configured or as a fallback if DNS discovery fails.
 For additional Information on TAI lists, refer to the Tracking Area List Management section in this overview.
 Serving Gateway SelectionThe Serving Gateway (S-GW) selection function selects an available S-GW to serve a UE. This feature reducesthe probability of changing the S-GW and a load balancing between S-GWs. TheMME uses DNS proceduresfor S-GW selection.
 The selection is based on network topology the selected S-GW serves the UE's location, and in the case ofoverlapping S-GW service areas, the selection may prefer S-GWswith service areas that reduce the probabilityof changing the S-GW. If a subscriber of a GTP-only network roams into a PMIP network, the PDN GWs(P-GWs) selected for local breakout supports the PMIP protocol, while P-GWs for home routed traffic use
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GTP. This means the S-GW selected for such subscribers may need to support both GTP and PMIP, so thatit is possible to set up both local breakout and home routed sessions for these subscribers.
 Session and Quality of Service ManagementThis support provides a foundation for contributing towards improved Quality of User Experience (QoE) byenabling deterministic end-to-end forwarding and scheduling treatments for different services or classes ofapplications pursuant to their requirements for committed bandwidth resources, jitter and delay. In this way,each application receives the service treatment that users expect.
 The MME Operator Policy configuration allows the specification of QoS for each traffic class that can eitherbe used as a default or as an over ride to the HSS settings.
 In LTE-EPC 4G architectures, QoSmanagement is network controlled via dynamic policy interactions betweenthe PCRF and PDN GW. EPS bearer management is used to establish, modify or remove dedicated EPCbearers in order to provide service treatments tied to the needs of specific applications/service data flows. Theservice priority is provisioned based on QoS Class Identifiers (QCI) in the Gx policy signaling. PCRF signalinginteraction may also be used to establish or modify the APN-AMBR attribute assigned to the default EPSbearer.
 When it is necessary to set-up a dedicated bearer, the PDN GW initiates the Create Dedicated Bearer Requestwhich includes the IMSI (permanent identity of mobile access terminal), Traffic Flow Template (TFT - 5-tuplepacket filters) and S5 Tunnel Endpoint ID (TEID) information that is propagated downstream via the S-GWover the S11 interface to the MME. The Dedicated Bearer signaling includes requested QoS information suchas QCI, Allocation and Retention Priority (ARP), Guaranteed Bit Rate (GBR - guaranteed minimum sendingrate) and Maximum Bit Rate (MBR- maximum burst size).
 The MME allocates a unique EPS bearer identity for every dedicated bearer and encodes this information ina Session Management Request that includes Protocol Transaction ID (PTI), TFT's and EPS bearer QoSparameters. The MME signals the Bearer Setup Request in the S1-MME message toward the neighboringeNodeB.
 Session TracingThe subscriber-level Session Tracing provides a 3GPP standards-based session-level trace function for calldebugging and testing new functions and access terminals in an LTE environment. In general, the SessionTracing capability records and forwards all control activity for the monitored subscriber on the monitoredinterfaces. This is typically all the signaling and authentication/subscriber services messages that flow whena UE connects to the access network.
 For more information about this functionality, see the Session Tracing chapter in this guide.
 State-Location Information Retrieval FlagIn compliance with 3GPP TS 29.272 v11.9.0, the MME sends the "State/Location-Information-Retrieval"flag set in the Feature-List AVP of the Update Location Request (ULR) message over the S6a interface to theHSS at the time the UE attaches. With the "State/Location-Information-Retrieval" flag set, the HSS knowsto set the "EPS User State Request", "EPS Location Information Request" and "Current Location Request"bits in the IDR-Flags AVP in IDRmessages towards the MME. This subscriber data provides the UE's currentlocation information needed in multiple service scenarios, such as VoLTE services on the IMS side.
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For more information about this functionality, see the State-Location Information-Retrieval Flag featurechapter in this guide.
 Target Access Restricted for the Subscriber Cause CodeThis enhancement is a 3GPP TS (29.274 and 29.060) release compliance enhancement. As per 3GPP TS29.274 and TS 29.060,the source-serving node (MME/SGSN) is allowed to reject SGSN Context Request(GTPv1) and Context Request (GTPv2) mobility management messages with "Target Access Restricted forthe subscriber" cause if target access is restricted for the subscriber based on the Access-Restriction-Data inthe subscription profile. The target node (MME/SGSN) is allowed to reject RAU/TAU with anyone one ofthe following NAS Causes:
 • 15 "No suitable cells in tracking area", or
 • 13 "Roaming not allowed in this tracking area", or
 • 12 "Tracking area not allowed"
 New statistics have been introduced under "show egtpc statistics verbose" and "show sgtpc statistics verbose"to reflect the context response sent and received with the new reject cause "Target Access Restricted for thesubscriber".
 Rejecting RAU/TAU much early in call cycle results in reduced signaling.
 No new CLI is provided for GTP cause code mapping to EMM/NAS cause. RAU Reject will always besent with NAS cause "No suitable cells in location area" and TAU Reject will always be sent with EMMcause "No suitable cells in Tracking Area".
 Important
 The MME and SGSN revert to the old behavior as per earlier releases if the peer node is not capable ofsending the RAT-TYPE IE in CONTEXT-REQ message.
 Important
 For more information refer to the 3GPP TS 29.274 (section 7.3.6), TS 29.060 (section 7.5.4), TS 29.060 AnnexB (Table B.5: Mapping from Gn/Gp to NAS Cause values Rejection indication from SGSN) and TS 29.274Annex C ( Table C.5: Mapping from S3/S16 to NAS Cause values Rejection indication from MME/S4-SGSN)
 Threshold Crossing Alerts (TCA) SupportThresholding on the system is used to monitor the system for conditions that could potentially cause errorsor outage. Typically, these conditions are temporary (i.e high CPU utilization, or packet collisions on anetwork) and are quickly resolved. However, continuous or large numbers of these error conditions within aspecific time interval may be indicative of larger, more severe issues. The purpose of thresholding is to helpidentify potentially severe conditions so that immediate action can be taken to minimize and/or avoid systemdowntime.
 The system supports Threshold Crossing Alerts for certain key resources such as CPU, memory, number ofsessions etc. With this capability, the operator can configure threshold on these resources whereby, shouldthe resource depletion cross the configured threshold, a SNMP Trap would be sent.
 The following thresholding models are supported by the system:
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• Alert: A value is monitored and an alert condition occurs when the value reaches or exceeds the configuredhigh threshold within the specified polling interval. The alert is generated then generated and/or sent atthe end of the polling interval.
 • Alarm: Both high and low threshold are defined for a value. An alarm condition occurs when the valuereaches or exceeds the configured high threshold within the specified polling interval. The alert isgenerated then generated and/or sent at the end of the polling interval.
 Thresholding reports conditions using one of the following mechanisms:
 • SNMP traps: SNMP traps have been created that indicate the condition (high threshold crossing and/orclear) of each of the monitored values.
 Generation of specific traps can be enabled or disabled on the chassis. Ensuring that only important faults getdisplayed. SNMP traps are supported in both Alert and Alarm modes.
 • Logs: The system provides a facility called threshold for which active and event logs can be generated.As with other system facilities, logs are generated Logmessages pertaining to the condition of a monitoredvalue are generated with a severity level of WARNING.
 Logs are supported in both the Alert and the Alarm models.
 • Alarm System: High threshold alarms generated within the specified polling interval are considered"outstanding" until a the condition no longer exists or a condition clear alarm is generated. "Outstanding"alarms are reported to the system's alarm subsystem and are viewable through the Alarm Managementfunctionality of an element manager.
 The Alarm System is used only in conjunction with the Alarm model.
 For more information on threshold crossing alert configuration, refer to the Thresholding ConfigurationGuide.
 Important
 Tracking Area List ManagementProvides the functions to allocate and reallocate a Tracking Area Identity (TAI) list to the UE to minimizeTracking Area Updates (TAUs).
 The MME assigns the TAI list to a UE so as to minimize the TAUs that are sent by the UE. The TAI listshould be kept to a minimum in order to maintain a lower paging load.
 The MME allows up to 16 tracking areas configured locally to be included and sent to the mobile station inTracking Area List IE as part of Attach/TAU Accept message.
 UMTS to LTE ID MappingThe MME allows seamless inter-RAT interworking when the operator's networks are configured with LACsallocated from the reserved space of 32K to 64K. 3GPP Specifications have reserved this space for LTEMMEGroup IDs. The MME and SGSN can distinguish between UMTS IDs (P-TMSI/RAI) and LTE IDs (GUTI)by configuring an MME group ID to PLMN ID mapping.
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Use Case 1:When a UE moves from 3G to LTE, the UE maps the P-TMSI and RAI to GUTI and uses thismapped GUTI in the TAU Attach Request that it sends to the MME. At the MME, this mapped GUTI getsreverse mapped to P-TMSI and RAI, which are used to fetch the UE's Context from the old SGSN.
 Use Case 1:When a UE moves from LTE to 3G, the UE maps the GUTI to P-TMSI and RAI, and performsa RAU Attach to the SGSN. A Pre-Rel8 SGSN would attempt to fetch the UE's context over the Gn/Gpinterface using the mapped P-TMSI and RAI. At theMME, the P-TMSI and RAI are reverse mapped to GUTIto fetch the locally stored UE's context. An S3-SGSN also behaves similar to Pre-Rel8 SGSN except for theway it discovers the source MME. S3-SGSN identifies the P-TMSI & RAI received in RAU Request as amapped one and performs LTE specific DNS query using MME ID, to discover the source MME.
 For the two use cases above, the MME/S3-SGSN would need to identify whether a given UMTS or LTE IDis a native one or a mapped one. MMEGroupID or LAC is used to make this distinction. If theMost SignificantBit(MSB) in LAC is set then the UMTS ID is mapped from LTE. Similarly, if the MSB of MME Group IDis zero then the LTE ID is mapped from UMTS. If the standard defined ranges are not complied, the targetMME/S3-SGSNmay incorrectly conclude the source node as S3-SGSN/MME. This misinterpretation wouldlead to unsuccessful attempt to resolve the source node since the DNS query is formulated with the assumptionthat the source node is either MME or S3-SGSN.
 In order to address networks where the 1/0 MSB logic does not apply, the MME and SGSN can rely on aglobal database ofMMEGroup IDs (configured via CLI) instead of the standards specifiedMSB, to distinguishbetween mapped and native UMTS and LTE IDs.
 The MME consults this database of MME Group IDs when the below two conditions apply:
 1. The MME is not aware of the received GUTI Type, such as when either the UE or the network are notRelease 10 compliant.
 2. MME-Service is associated with the MME Group ID database.
 Refer toConfiguring UMTS to LTE IDMapping in Chapter 2 of this document for steps to create and configurethis database and to associate the MME service to this database.
 Features and Functionality - Licensed Enhanced FeatureSoftware
 This section describes the optional enhanced features and functions for MME service.
 The following features require the purchase of an additional feature license to implement the functionalitywith the MME service.
 Important
 Feature Description
 128K eNodeB Connection Support
 The MME now supports 128K eNodeB connections for VPC-DI and ASR5500-DPC2 platforms; it has beenenhanced from 64K eNodeB connections. A MME manager instance supports 4K eNodeBs, a minimum of32 MMEmanagers are required to support 128K eNodeB's. If the network has more than 32 MMEmanagers,
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128k eNodeB connections limit is not enforced. The support for 128K eNodeB connections is per chassis andnot per MME service.
 The maximum number of MME managers that can be configured per chassis for the VPC-DI platform hasbeen enhanced from "24" to "48".
 Distribution of Multiple SCTP Association - VLR
 The SCTP associations of a VLR are now distributed across MME managers. In previous releases multipleSCTP connections from aVLRwere hosted on the sameMMEmanager. Distribution of VLRSCTP associationsacross MME managers helps in achieving better load distribution at the MME managers.
 There is no change for load balancing of SGs messages sent by MME across multiple SCTP associations ofa VLR.
 S1-SCTP Rate Limiting
 The operator can now configure a rate limit for incoming S1 SCTP connections from the eNodeB. Thisprevents an overload at the MME in case there is a surge of S1 SCTP connections from the eNodeBs. Newcommand keywords s1-sctp rate limit are introduced in the task facility mmedemux command, they canbe used to specify the rate limit value of connections per second for the chassis. NewMMEDemux subsystemstatistics are introduced to display the number of packets that are dropped due to the configured rate limit.
 Attach Rate ThrottlingThis feature requires that a valid license key be installed. Contact your Cisco Account or Support representativefor information on how to obtain a license.
 This feature enables operators to limit the rate at which the MME processes new connections (attaches, TAUrequests, and forward relocation requests) which in turn reduces the signaling on the external nodes.
 See the network-overload-protection mme-new-connections-per-second command in the GlobalConfiguration Mode Commands chapter of the Command Line Reference for more information.
 Cell Traffic TraceThe Cell Traffic Trace feature provides a 3GPP standard-based cell trace function for tracing all calls in asingle cell or multiple cells. Cell Tracing provides the capability to log on to data on any interface at a calllevel for a specific user or mobile type or a service initiated by a user. In addition, Cell Tracing providesinstantaneous values for a specific event.
 The Cell Traffic Trace feature is license controlled. Contact your Cisco Account or Support representativefor information on how to obtain a license.
 For more information on Cell Traffic Trace refer to the Cell Traffic Trace feature chapter.
 CSFB and SMS over SGs InterfaceThis feature requires that a valid license key be installed. Contact your Cisco Account or Support representativefor information on how to obtain a license.
 Circuit Switched Fallback (CSFB) enables the UE to camp on an EUTRAN cell and originate or terminatevoice calls through a forced switch over to the circuit switched (CS) domain or other CS-domain services
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(e.g., Location Services (LCS) or supplementary services). Additionally, SMS delivery via the CS core networkis realized without CSFB. Since LTE EPC networks were not meant to directly anchor CS connections, whenany CS voice services are initiated, any PS based data activities on the E-UTRAN network will be temporarilysuspended (either the data transfer is suspended or the packet switched connection is handed over to the 2G/3Gnetwork).
 For additional information, refer to the CSFB and SMS over SGs Interface section in this guide.
 CSFB and SRVCC for CDMAThis functionality requires valid license keys be installed. Contact your CiscoAccount or Support Representativefor information required licenses.
 In Release 18, this functionality is available as Trial Quality and should only be used in a test environment.In Release 19, this functionality is available as Deploy Quality.
 Important
 The MME already supports circuit switched fallback (CSFB) and single radio voice call continuity (SRVCC)for E-UTRAN.With release 19.0, theMME has expanded support to normal and enhanced CSFB and SRVCCfor CDMA 1xRTT (single-carrier radio transmission technology) networks.
 The primary purpose of either CSFB or SRVCC for CDMA is to enable a UE from an LTE network to moveseamlessly to a CDMA network and ensure that CDMA2000 messages are received from the UE and thenrelayed to theMSC (or vice-versa) through S1-APP and S102 interfaces. TheMMEwill use the S102 interfaceto tunnel the 1xRTT messages between the MME and IWF/MSC.
 For details on these functions and their configuration, refer to the CSFB for 1xRTT and SRVCC for 1xRTTfeature chapters in this administration guide.
 Customized Inter-MME SGW S1-Handover and TAU Procedure for PS-LTESupport
 In the Public Safety LTE (PS-LTE) network, every MME is co-located with an S-GW and at least one P-GW,and the MME must always use the co-located S-GW and a co-located P-GW for all calls that it handles. Thisrequires configuring the IP addresses of the S11 interface of the S-GWas part of theMME service configuration,and the S5/S8 interface of the P-GW as part of an APN profile configuration. AnMME configured for PS-LTEnetwork operation will not send any DNS queries for S-GW or P-GW lookup, it will only use the S-GWconfigured for PS-LTE operation and the P-GW configured in the matching APN profile regardless of anyother configuration present.
 All intra-MME S1 and X2 handovers and all TAU Requests with a local GUTI will be serviced by the sameS-GW that is configured for PS-LTE network operation with the P-GW(s) used at the time of the initial Attachor relocation to the MME. S-GW relocation is neither necessary nor supported for intra-MME handovers orintra-MME TAU Requests
 This feature allows the co-location of the MME, P-GW and S-GW nodes for Public Safety deployments.
 This feature requires that a valid license key be installed. Contact your Cisco Account or Support representativefor information on how to obtain a license.
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DDN ThrottlingThe DDN Throttling feature requires that a valid license key be installed. Contact your Cisco Account orSupport representative for information on how to obtain a license.
 In this feature, MME is provisioned to reject non-priority (traffic based on ARP and LAPI) Downlink DataNotification (DDN) requests when the UE is in idle mode. Additionally, MME dynamically requests S-GWto reduce the number of DDN requests based on a throttling factor and a throttling delay specified in the DDNAck message.
 For more information on configuring this functionality, refer to DDN Throttling chapter of theMMEAdministration Guide.
 Enhanced Congestion Control and Overload ControlThis feature requires that a valid license key be installed. Contact your Cisco Account or Support representativefor information on how to obtain a license.
 This feature builds on the functionality provided by the Congestion Control and Overload Control featuresdescribed in the Features and Functionality - Base Software section.
 To allow greater control during overload conditions, the MME supports the configuration of three separatelevels (critical, major, minor) of congestion thresholds for the following system resources:
 • System CPU usage
 • System service CPU usage (Demux-Card CPU usage)
 • System Memory usage
 • License usage
 • Maximum Session per service
 The MME can, in turn, be configured to take specific actions when any of these thresholds are crossed, suchas:
 • Drop or reject the following S1-AP/NAS messages: S1 Setup, Handover events, TAU request, Servicerequest, PS-Attach request, Combined-attach request, Additional PDN request, or UE initiated bearerresource allocation.
 • Allow voice or emergency calls/events.
 • Initiate S1AP overload start to a percentage of eNodeBs with options to signal any of the following inthe Overload Response IE:
 ◦reject non-emergency sessions
 ◦reject new sessions
 ◦permit emergency sessions
 ◦permit high-priority sessions and mobile-terminated services
 ◦reject delay-tolerant access.
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For more information on configuring this functionality, refer to Enhanced Congestion Control and OverloadControl chapter of theMME Administration Guide.
 Feature DescriptionThis feature is developed to provide MME support for eMPS (Enhanced Multimedia Priority Service) in PS(Packet Switched) and CS (Circuit Switched) domains. If UEs subscription information containsMPS-PriorityAVP and the MPS-EPS-Priority bit set, the MME classifies such UEs for Enhanced Multimedia PriorityService (eMPS) in PS domain. The MME includes paging priority IE in S1 AP Paging message if it receivesevents like DDN/CBR/UBR for users havingMPS EPS subscription. TheMME also supports priority SRVCChandovers by providing ARP information to the MSC in SRVCC PS to CS Request message.
 This feature is license controlled. Please consult your Cisco Account Representative for information aboutthe specific license.
 Important
 HSS-based P-CSCF RestorationThe HSS-based P-CSCF Restoration feature requires that a valid license key be installed. Contact your CiscoAccount or Support representative for information on how to obtain a license.
 PCSCF Restoration aids in successful establishment of MT VoLTE calls when the serving P-CSCF has failedor unreachable.
 The HSS-based P-CSCF Restoration mechanism is executed when a terminating request cannot be serviceddue to a P-CSCF failure. The execution is possible if there are no other registration flows available for theterminating UE using an available P-CSCF.
 The HSS-based P-CSCF restoration consists of a basic mechanism that makes usage of a path through HSSand MME/SGSN to request the release of the IMS PDN connection to the corresponding UE and an optionalextension that avoids the IMS PDN deactivation and re-activation.
 The HSS-based P-CSCF Restoration complies with the following standard: 3gpp TS 23.380 section 5.4HSS-based P-CSCF Restoration.
 For more information on configuring this functionality, refer to HSS-based P-CSCF Restoration chapter oftheMME Administration Guide.
 Idle-mode Signaling ReductionThis feature requires that a valid license key be installed. Contact your Cisco Account or Support representativefor information on how to obtain a license.
 Idle-mode Signaling Reduction (ISR) allows a UE to be registered on (and roam between) E-UTRAN andUTRAN/GERAN networks while reducing the frequency of TAU and RAU procedures and overall signaling.
 Refer to the Idle-mode Signaling Reduction chapter in theMME Administration Guide for more information.
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IP Security (IPSec)This feature requires that a valid license key be installed. Contact your Cisco Account or Support representativefor information on how to obtain a license.
 IP Security (IPSec) is a suite of protocols that interact with one another to provide secure privatecommunications across IP networks. These protocols allow the system to establish and maintain secure tunnelswith peer security gateways.
 IPSec can be implemented on the system for the following applications:
 • PDN Access: Subscriber IP traffic is routed over an IPSec tunnel from the system to a secure gatewayon the packet data network (PDN) as determined by access control list (ACL) criteria.
 •Mobile IP: Mobile IP control signals and subscriber data is encapsulated in IPSec tunnels that areestablished between foreign agents (FAs) and home agents (HAs) over the Pi interfaces.
 Once an IPSec tunnel is established between an FA and HA for a particular subscriber, all new MobileIP sessions using the same FA and HA are passed over the tunnel regardless of whether or not IPSec issupported for the new subscriber sessions. Data for existing Mobile IP sessions is unaffected.
 Important
 • L2TP: L2TP-encapsulated packets are routed from the system to an LNS/secure gateway over an IPSectunnel.
 The following figure shows IPSec configurations.
 Figure 4: IPSec Applications
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For more information on IPSec support, refer to the Cisco StarOS IP Security (IPSec) Reference.Important
 IPNE Service SupportTheMME supports the IPNetwork Enabler (IPNE), aMobile and IPNetwork Enabler (MINE) client componentthat collects and distributes session and network information to MINE servers.
 This feature, with its CLI commands, counters, and statistics, are all under development for future useand are not yet fully qualified.
 Important
 The MINE cloud service provides a central portal for wireless operators and partners to share and exchangesession and network information to realize intelligent services.
 Implementation of this feature requires configuration of an IPNE Service that is then associated with theMMEService refer to the IPNE Service Configuration Mode Commands andMME Service Configuration ModeCommands in theCommand Line Interface Referencemanual. This feature and its configuration are describedin greater detail in the IPNE Service chapter in this guide.
 IPNE and MINE clients are each licensed Cisco features. Contact your Cisco account representative forinformation on licensing requirements. For additional information about this feature and how to configure it,refer to the section on IPNE Service in this guide.
 Lawful InterceptThe Lawful Intercept feature-use license is included in the MME session-use license.
 The Cisco Lawful Intercept feature is supported on the MME. Lawful Intercept is a license-enabled,standards-based feature that provides telecommunications service providers with a mechanism to assist lawenforcement agencies in monitoring suspicious individuals for potential illegal activity. For additionalinformation and documentation on the Lawful Intercept feature, contact your Cisco account representative.
 Location ServicesThis feature requires that a valid license key be installed. Contact your Cisco Account or Support representativefor information on how to obtain a license.
 LoCation Services (LCS) on the MME and SGSN is a 3GPP standards-compliant feature that enables thesystem (MME or SGSN) to collect and use or share location (geographical position) information for connectedUEs in support of a variety of location services.
 The SLs interface is used to convey LCS Application Protocol (LCS-AP) messages and parameters betweenthe MME to the Evolved Serving Mobile Location Center (E-SMLC). It is also used for tunnelling LTEPositioning Protocols (LPP between the E-SMLC and the target UE, LPPa between the E-SMLC and theeNodeB), which are transparent to the MME.
 Refer to the Location Services chapter in theMME Administration Guide for more information.
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MBMS for MME (eMBMS)The MME provides full 3GPP TS 23.246 support for the LTE version of multimedia broadcast / multicastservice (MBMS) -- eMBMS. Running the CiscoMME-eMBMS service on theMME, theMME communicateswith theMBMSGW and theMCE using Sm andM3 interfaces. MME-eMBMS facilitates sessions scheduledby the BM-SC, identifies service areas to be served by a particular MBMS session, and handles session start,update, and stop as well as setup and configuration requests from the MCEs.
 The Sm andM3 interfaces for MME-eMBMS require that a valid license key be installed. Contact your CiscoAccount or Support representative for information on how to obtain a license.
 For more information on configuring this functionality, refer toMBMS for MME (eMBMS) chapter of theMME Administration Guide.
 MME Handling of PGW RestartThis feature requires that a valid MME Resiliency license key be installed. Contact your Cisco Account orSupport representative for information on how to obtain a license.
 P-GWRestart Notification Procedure is a standards-based procedure supported on the S-GW to notify detectionof P-GW failure to the MME/S4-SGSN. P-GW failure detection is performed by the S-GW when it detectsthat the P-GW has restarted (based on restart counter received from the restarted P-GW) or when it detectsthat P-GW has failed but not restarted (based on path failure detection). When an S-GW detects that a peerP-GW has restarted, it deletes all PDN connection table data and bearer contexts associated with the failedP-GW and notifies theMME via P-GWRestart Notification. The S-GW indicates in the echo request/responseon S11/S4 interface that the P-GW Restart Notification procedure is supported.
 P-GW Restart Notification Procedure is an optional procedure and is invoked only if both the peers,MME/S4-SGSN and S-GW, support it.
 In the absence of this procedure, the S-GW will initiate the Delete procedure to clear all the PDNs anchoredat that failed P-GW, which can lead to flooding of GTP messages on S11/S4 interface if there are multiplePDNs using that S-GW and P-GW.
 In this release, the MME adds support for the P-GW restart handling procedures as specified in 3GPP TS23.007 v11.6.0. An S-GW will send the "PGW Restart Notification" message only to the SGSNs / MMEsthat indicated their support of this feature through the Echo Request -> Node Features IE -> PRN bit.
 This feature reduces the S11 signaling load between the S-GW and MME in case of a P-GW restart.
 PDN Deactivation Behavior
 If a PDN is impacted and needs to be restored:
 • If all PDNs of a UE are impacted, a UE in ECM-Connected state will be explicitly detached with cause"reattach required" and a UE in ECM-IDLE state will be paged. If Paging is successful, then the UEwill be explicitly detached with cause "reattach required". Otherwise, the UEwill be implicitly detached.
 • If some PDNs of a UE are impacted, a UE in ECM-Connected will be sent NAS Deactivate BearerRequest with cause "reactivation requested" and a UE in ECM-IDLE state will be paged. If Paging issuccessful, then the UEwill be sent a NASDeactivate Bearer Request with cause "reactivation requested".Otherwise, the PDN will be locally deactivated.
 If a PDN is impacted but does not need to be restored:
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• If all PDNs of a UE are impacted, a UE in ECM-Connected state will be explicitly detached with cause"reattach required" and a UE in ECM-IDLE state will be paged. If Paging is successful, then the UEwill be explicitly detached with cause "reattach required". Otherwise, the UEwill be implicitly detached.
 • If some PDNs of a UE are impacted, a UE in ECM-Connected will be sent NAS Deactivate BearerRequest with cause "regular deactivation", and a UE in ECM-IDLEwill not be paged and will be locallydeactivated in a paced manner.
 PDN Deactivation Rate
 By default, the MMEwill perform deactivations at the rate of 100 PDNs ( 50 Idle + 50 Connected) per sessionmanager per second. This rate will be applied to MME specific pacing queues ( Idle & Connected).
 This default pacing rate can be altered using theMMEMessaging Rate Control feature.
 Refer to theMMEAdministrationGuide and to the network-overload-protectionmme-tx-msg-rate commandin the Global Configuration Mode Commands chapter of the Command Line Interface Reference for moreinformation about this feature.
 Note: Configuration of this deactivation rate should be based on appropriate dimensioning exercise to arriveat the appropriate rate.
 PDN Reactivation Behavior
 After the affected subscribers have been deactivated, the MME will prioritize the re-activation of impactedPDN connections based on subscribed APN restoration priority, if received from the HSS. If an APN restorationpriority is not received from the HSS, then this locally configured value is used. If there is no local configurationthen by default such PDNs will be assigned the lowest restoration priority.
 Limitations
 Currently, the MME does not deactivate a PDN connection upon receiving P-GW Restart Notification whenthe P-GW serving the PDN is dual IP stack.
 The PGW Restart Notification is received with cause PGW-NOT-RESPONDING, however the MME is notable to find the matching P-GW entry as the MME stores either IPv4 or IPv6 PGW address.
 This occurs when the PGW Restart Notification does not contain the P-GW IP address stored by MME.
 MME Message Rate ControlThis feature requires that a valid MME Resiliency license key be installed. Contact your Cisco Account orSupport representative for information on how to obtain a license.
 This feature provides controls to mitigate the undesirable effects of congestion due to excessive S1 Pagingload or upon failure of an EGTPC path.
 See the network-overload-protection mme-tx-msg-rate-control command in the Global ConfigurationMode Commands chapter of the Command Line Reference for more information.
 S1 Paging Rate LimitTheMME provides a configuration to limit the rate of S1 paging requests sent per eNodeB. S1 Paging requestsexceeding the configured rate threshold are dropped. All S1 Paging requests are treated uniformly withoutany special considerations for the type of paging request (CS/PS).
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Pacing UE DeactivationDuring an EGTPC (S11/S10/S3) path failure, theMME detects the failure and begins the process of deactivatingall UE sessions affected. TheMME supports two separate configurable internal pacing queues for deactivatingUEs: one for active UEs and a second for idle mode UEs. This enables the path failure processing anddeactivation pacing rate to be different for each of these queues.
 Upon detecting an EGTPC path failure, the impacted EGTPC tunnels are added to separate queues based onECM-State and deactivations are scheduled based on the respective configured rates.
 MME Restoration - Standards ExtensionThe feature implements the Network Triggered Service Restoration (NTSR) procedures defined in 3GPP TS23.007 Release 11 (DDN with IMSI) on the MME.
 By implementing the extensions to the standard MME restoration, the robustness of the network is greatlyenhanced and potential issues due to the MME downtime are mitigated.
 The solution to recover from MME node failures proposed in the 3GPP standards rely on the deployment ofMME pools where each pool services a coverage area. Following a MME failure, the S-GW and MSC/VLRnodes may select the same MME that used to service a UE, if it has restarted, or an alternate MME in thesame pool to process Network-initiated signaling that it received in accordance with the NTSR proceduresdefined in 3GPP TS 23.007 Release 11.
 Upon receipt of a DDNwithout any TAI list or other previously sent information from the S-GW after a MMEfailure or restart, the MME shall proceed with regular IMSI-based paging.
 The MME can be configured to throttle IMSI-based DDN requests as needed to maintain adequate serviceperformance for normal procedure processing. Refer to the network-overload-protectionmme-new-connections-per-second command in the Global Configuration Mode Commands chapter of theCommand Line Interface Reference.
 MME/VLR Restoration Procedure via Alternate MMEThe MME now supports the Mobile Terminated CS service delivery via an alternate MME in MME poolfeature described in 3GPP TS 23.007 Section 14.1.3 & 26 and 29.118 Release 11.
 Upon receipt of a SGs Paging request from a VLRwith CS restoration bit set, theMMEwill perform a regularIMSI-based paging procedure, in the absence of any additional context information. If the CS RestorationIndicator is set, the MME shall page the UE regardless of the value of MME-Reset indicator. The locationinformation shall be set in accordance with the existing procedures for unknown UE with the MME-Resetindicator set to TRUE.
 No special configuration is needed to enable this functionality.
 ULA for Periodic TAU when VLR InaccessibleWhen processing a periodic TAU request from a UE, if the MME detects that the VLR serving the UE isinaccessible, the MME now selects an alternative VLR that is in service for the UE and performs a locationupdate for non-EPS services procedure towards the selected VLR.
 The MME previously supported this functionality in case of non-periodic TAU.
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MTC FeaturesThe MTC feature set allows the operator to handle the signaling stormMTC devices can bring to the networkthus ensuring a more robust network and more efficient resource utilization The MME supports several ofthe 3GPP TS23.401 R10 machine type communications (MTC) overload control mechanisms to be used inthe handling of signaling bursts from machine-to-machine (M2M) devices.
 Some of the features in the set include:
 • Configurable congestion control for LAPI subscribers.
 • Configurable congestion control based on specific APN.
 • Support for reject causes with MM and SM back off timers: EMM T3346 timer, ESM T3346 timer, andESM T3396 timer
 • Support for subscribed periodic TAU timer - extended-t3412 timer
 The MTC feature set requires that a valid license key be installed. Beginning with Release 17.4, this licensewill be enforced for usage of related commands. Contact your Cisco Account or Support representative forinformation on how to obtain a license.
 Network Provided Location Info for IMSNetwork provided Location Info (NPLI) enables the MME to send user location information (ULI) to theP-GW/S-GW (and consequently PCRF) in a number of Session Management messages. This information isrequired for Lawful Intercept (LI), VoLTE, aids in charging in the IMS domain.
 In this release, the MME supports the PCC-EPC based framework is defined in 3GPP TR 23.842 section 6.4,which allows the P-CSCF to request the user location through PCRF when it needs it (for example at voicecall establishment).
 This feature requires that a valid license key be installed. Contact your Cisco Account or Support representativefor information on how to obtain a license.
 No special configuration is required to enable this functionality.
 The MME can now report the Location of a UE through the GTPv2 messages using the NPLI IEs (ULI Info,ULI-Timestamp and the UE-Timezone). The ULI Info is now included in the following GTPv2 messages:
 • Create Session Request
 • Create Bearer Response
 • Delete Session Request
 • Delete Bearer Response
 • Update Bearer Response
 • Delete Bearer Command
 This feature also includes:
 • Support for Retrieve Location Indication in the Update Bearer Request message. For this feature, theMME does not retrieve specific location information of UE but instead uses the last stored locationinformation.
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• Support for ULI timestamp in Delete Bearer Response, Delete Session Request and Delete BearerCommand messages. (Added newly in 3GPP TS 29.274 V11.8.0)
 • Support for UE Time Zone in Delete Bearer Command messages.
 Note: NPLI related IEs in CSReq and DSReq messages will be sent only in case of PDN establishment, butnot in case of SGW relocation.
 Optimized Paging SupportThis feature requires that a valid license key be installed. Contact your Cisco Account or Support representativefor information on how to obtain a license.
 Also known as heuristic or idle-mode paging, this feature reduces network operations cost through moreefficient utilization of paging resources and reduced paging load in the EUTRAN access network.
 Idle mode paging over EUTRAN access networks is an expensive operation that causes volumes of signalingtraffic between the S-GW and MME/SGSN. This problem is acute in the radio access network, where pagingis a shared resource with finite capacity. When a request for an idle mode access terminal is received by theS-GW, the MME floods the paging notification message to all eNodeBs in the Tracking Area List (TAI). Toappreciate the magnitude of the problem, consider a network with three million subscribers and a total of 800eNodeBs in the TAI. If each subscriber was to receive one page during the busy hour, the total number ofpaging messages would exceed one million messages per second.
 To limit the volume of unnecessary paging related signaling, the Cisco MME provides intelligent pagingheuristics. Each MME maintains a list of "n" last heard from eNodeBs inside the TAI for the UE. The intentis to keep track of the eNodeBs that the AT commonly attaches to such as the cells located near a person'sresidence and place of work. During the average day, the typical worker spends the most time attaching toone of these two locations. When an incoming page arrives for the idle mode user, the MME attempts to pagethe user at the last heard from eNodeB. The MME uses Tracking Area Updates to build this local table. If noresponse is received within a configurable period, the MME attempts to page the user at the last "n" heardfrom eNodeBs. If the MME has still not received acknowledgment from the idle mode UE, only then does itflood the paging messages to all eNodeBs in the TAI.
 In the majority of instances with this procedure, the UE will be paged in a small set of eNodeBs where it ismost likely to be attached.
 Overcharging ProtectionThis feature requires that a valid license key be installed. Contact your Cisco Account or Support representativefor information on how to obtain a license.
 Overcharging Protection helps in avoiding charging subscribers for dropped downlink packets while the UEis in idle mode. This feature helps ensure subscribers are not overcharged while the subscriber is in idle mode.
 Refer to the Overcharging Protection chapter in theMME Administration Guide for more information.
 Operator Specific QCIIn Release 20.0, MME has been enhanced to support new standardized QCIs 65, 66, 69 and 70. Also, MMEalso supports operator specific (non-standard) QCIs from 128 to 254. The non-standard QCIs provides OperatorSpecific QoS for M2M and other mission critical communications.
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The operator-defined-qci command under the QoS profile configuration is provisioned to enable or disableOperator Specific QCI.When enabled, MME accepts Operator Specific QCI values (128-254) both fromHSSand PGW. If not enabled, MME will reject the procedure on receiving any Operator Specific QCI value.
 Additionally, this chapter describes the mapping of operator specific QCIs to Pre-Release8 QoS parametersduring a handover to UTRAN/GERAN.
 The Operator Specific and Non-Standard QCI Support feature is license controlled. Contact your CiscoAccount or Support representative for information on how to obtain a license.
 For a complete description of this feature and its configuration requirements, refer to the Operator SpecificQCI chapter inMME Administration Guide.
 Separate Configuration for GTPC Echo and GTPC Non-Echo MessagesGTP echo andGTPmessage retry timer can be configured separately. Beginningwith Release 17, themaximumretry number can also be configured separately, in a similar fashion as the timer configuration.
 In egtp-service, the echo-max-retransmissions keyword is added to allow the separate configuration of GTPCecho retransmission.
 Previous Behavior: The maximum number of retransmission for Echo Requests was configured bymax-retransmissions configuration option.
 New Behavior: echo-max-retransmissions is introduced explicitly for the configuration of echo maxretransmission in the eGTPC Service Configuration Mode.
 Session Recovery SupportThe feature use license for Session Recovery on the MME is included in the MME session use license.
 The Session Recovery feature provides seamless failover and reconstruction of subscriber session informationin the event of a hardware or software fault within the system preventing a fully connected user session frombeing disconnected.
 For more information on session recovery support, refer to the Session Recovery chapter in the SystemAdministration Guide.
 Important
 SGSN-MME Combo OptimizationThe SGSN-MME Combo Optimization feature enables the co-located SGSN and MME to co-operate witheach other in order to achieve lower memory utilization, lower CPU utilization, and reduced signaling towardsother nodes in the network.
 The SGSN and MME can be enabled simultaneously in the same chassis and, though co-located, they eachbehave as independent nodes. When functioning as mutually-aware co-located nodes, the SGSN and MMEcan share UE Subscription data.
 This SGSN-MME Combo Optimization feature is enabled with a new CLI command:
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• If the operator intends the MME to use DNS to dynamically discover the Target SGSN, then the DNSServer must be configured with an entry for the co-located SGSN.
 • If the operator intends the MME to use location configuration to select the Target SGSN, then the MMEService configuration is required to have a peer-sgsn entry for the co-located SGSN.
 For detailed Combo Optimization feature and implementation description see the SGSN-MME ComboOptimization section in theMME Administration Guide, StarOS Release 18.
 Combo Optimization functionality for both the SGSN and the MME is a licensed Cisco feature. Contact yourCisco account representative for information on acquiring this separate feature license or for any other licensingrequirements. For information on installing and verifying licenses, refer to theManaging License Keys sectionin the System Administration Guide.
 Single Radio Voice Call Continuity SupportThis feature requires that a valid license key be installed. Contact your Cisco Account or Support representativefor information on how to obtain a license.
 Voice over IP (VoIP) subscribers anchored in the IP Multimedia Subsystem (IMS) network can move out ofan LTE coverage area and continue the call over the circuit-switched (CS) network through the use of theSingle Radio Voice Call Continuity (SRVCC) feature. The smooth handover of the VoIP call does not requiredual-mode radio.
 For more information about SRVCC, refer to the Single Radio Voice Call Continuity chapter in this document.
 MSC Fallback on Sv InterfaceMME maintains the reachability status of MSCs on the Sv interface. Only reachable MSCs are selected forPS to CS handovers (SRVCC procedures). The MSC Fallback feature is currently applicable only when MSCIP address is statically configured in StarOS, and not when MME determines MSC IP using DNS resolution.
 When theMSC Fallback feature is enabled, MME acquires the status information independent of any ongoingSRVCC procedures, from the EGTPMGR. The status of an MSC will be unknown until MME acquires itsstatus by sending ECHO requests to the MSCs. If a response is received from the MSC, the status of the MSCis moved to UP state. If no response is received, theMSC is considered to be in the DOWN state (unreachable).
 If the status of an MSC is DOWN, ECHO Requests will be sent to the MSCs based on a configuredreconnect-interval value. If an MSC responds to the request within this interval, the status of the MSC ischanged to UP state. For more information related to reconnect-interval configuration, please refer to theConfiguring MSC Fallback section.
 For PS to CS handovers, MME only selects the MSCs in the UP state. The status information of the MSCprovided by the EGTPMGR helps to select only reachableMSCs. This process reduces latency during fallbackto reachable MSCs.
 The MSC Fallback feature is license controlled. Contact your Cisco Account or Support representative forinformation on how to obtain a license.
 For a complete description of this feature and its configuration requirements, refer to the Single Radio VoiceCall Continuity chapter in theMME Administration Guide.
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Subscribed Periodic TAU TimerThis feature helps the MME to reduce network load from periodic TAU signaling and to increase the timeuntil the UE detects a potential need for changing the RAT or PLMN.
 The feature enables the Operator to configure longer values for the periodic TAU timer andMobile Reachabletimer using new commands on the MME.
 A new configuration is supported under the MME Service to define an EMM extended-3412 timer value.Refer to the Command Changes section below for more information.
 The UE must include the "MS network feature support" IE in the Attach Request/TAU Request. This IEindicates to the MME that the UE supports the extended periodic timer T3412, in which case the MME sendsthe extended-3412 IE in the attach/TAU response. The MME will not forward the extended-T3412 timervalue to any UE which has not indicated that it supports this extended-t3412 timer.
 TheMME supports storing the Subscribed-Periodic-RAU-TAU-Timer value if received as part of subscriptiondata, and deleting this stored value if the corresponding withdrawal flag is received in the DSR command.
 For homers, the MME will send the extended-3412 IE value as received inSubscribed-Periodic-RAU-TAU-Timer IE in subscription data.
 For roamers, the MME takes the presence of Subscribed-Periodic-RAU-TAU-Timer IE in subscription dataas an indication and shall send the extended-3412 IE with the value from the local configuration.
 TheMME adjusts the configured mobile reachability timer value if the subscribed extended-3412 timer valuereceived from HSS is greater than the sum of the mobile reachability timer + implicit detach timer such thatthe extended-3412 timer value becomes 10 less than the mobile reachability timer + implicit detach timer.
 Refer to 3GPP TS 23.401 Section 4.3.17.3 (Version 10.4.0) & 29.272 for more details.
 Support for Reject Causes with MM and SM Back Off TimersThis feature requires that a valid license key be installed. Contact your Cisco Account or Support representativefor information on how to obtain a license.
 Under congestion, the MME can now assign EMM or ESM back-off timer to the UEs and request the UEsnot to access the network for a given period of time.
 Refer to 3GPP TS 23.401 Section 4.3.7.4.2.4 (Version 10.4.0) for more details.
 EMM T3346 Timer
 The MME now allows configuration of the T3346 back-off timer value. EMM timer value. The default valueof this timer will be set to 25 minutes.
 With this feature, when any EMM request rejected by MME because of congestion, the reject will have EMMcause of "congestion" (22) and will include the back-off timer (T3346) IE. This back-off timer is chosenrandomly and will be 10 below or above the configured T3346 timer value.
 While storing the back-off timer expiry time, MME shall adjust the mobile reachability timer and/or implicitdetach timer. This is to make sure that the sum of the mobile reachability timer + implicit detach timer isgreater than the back-off timer duration.
 TheMMEwill store the DB for at least the EMM back-off timer duration even if the attach is rejected becauseof congestion. The MME will not start any timer for EMM back-off. Instead, back-off timer expiry time willbe stored in the DB as the DB is stored for at least back-off timer duration.
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If an EMM call is rejected due to congestion control for EMM, the DB created during ULAwill not be clearedand the purge timer will be started for a time period 10 greater than the back-off timer duration. This is doneto make sure that DB is available during back-off timer duration to reject any requests during this period andalso to avoid the HSS signaling again if the UE comes back immediately after the back-off timer duration.
 The MME will not reject any TAU received in EMM-CONNECTED state.
 The MME will not reject any requests related to handovers as part of this feature even if EMM back-off timeris running.
 The MME will drop attach requests received during congestion while EMM back-off timer is running basedon configuration in congestion-action-profile. For example, if configuration is enabled to reject new call onlywhen low priority indication is set and the UE comes without low priority indication while back off timer isrunning, the MME will accept the new call attempt from the UE.
 TheMMEwill not reject/drop attach requests received even if EMMback-off timer is running if the congestiongets cleared.
 The MME will forward SGS paging requests received fromMSC for a UE attached in MME even if back-offtimer is running.
 ESM T3396 Timer
 The MME now allows configuration of the T3396 back-off timer value.
 With this feature, when any ESM request is rejected because of congestion, the reject will have ESM cause"Insufficient resources" and will include a back-off timer IE (T3396). This back-off timer is chosen randomlyand will be 10 below or above the configured T3396 timer value.
 The MME will not start any timer for SM back-off, nor store the SM back-off timer expiry time. If an SMrequest is received and if congestion exists, the request would be rejected based and a new random value willbe sent as the ESM back-off timer value.
 The MME will reject any subsequent requests from the UE targeting to the same APN based on the presenceof congestion at that time and not based on the SM back-off time previously sent to the UE.
 If the ESM cause value is 26 "insufficient resources" or 27 "missing or unknownAPN", theMMEwill includea value for timer T3396 in the reject message. If the ESM cause value is 26 "insufficient resources" and therequest message was sent by a UE accessing the network with access class 11 - 15 or if the request type inthe PDN CONNECTIVITY REQUEST message was set to "emergency", the MME will not include a valuefor timer T3396.
 User Location Information ReportingThis feature requires that a valid license key be installed. Contact your Cisco Account or Support representativefor information on how to obtain a license.
 User Location Information (ULI) Reporting allows the eNodeB to report the location of a UE to the MME,when requested by a P-GW.
 The following procedures are used over the S1-MME interface to initiate and stop location reporting betweenthe MME and eNodeB:
 • Location Reporting Control: The purpose of Location Reporting Control procedure is to allow theMME to request that the eNodeB report where the UE is currently located. This procedure usesUE-associated signaling.
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• Location Report Failure Indication: The Location Report Failure Indication procedure is initiated byan eNodeB in order to inform the MME that a Location Reporting Control procedure has failed. Thisprocedure uses UE-associated signaling.
 • Location Report: The purpose of Location Report procedure is to provide the UE's current location tothe MME. This procedure uses UE-associated signaling.
 The start/stop trigger for location reporting for a UE is reported to the MME by the S-GW over the S11interface. The Change Reporting Action (CRA) Information Element (IE) is used for this purpose. The MMEupdates the location to the S-GW using the User Location Information (ULI) IE.
 The following S11 messages are used to transfer CRA and ULI information between the MME and S-GW:
 • Create Session Request: The ULI IE is included for E-UTRAN Initial Attach and UE-requested PDNConnectivity procedures. It includes ECGI and TAI. The MME includes the ULI IE for TAU/X2-Handover procedure if the P-GW has requested location information change reporting and theMMEsupport location information change reporting. The S-GW includes the ULI IE on S5/S8 exchanges ifit receives the ULI from the MME. If the MME supports change reporting, it sets the correspondingindication flag in the Create Session Request message.
 • Create Session Response: The CRA IE in the Create Session Response message can be populated bythe S-GW to indicate the type of reporting required.
 • Create Bearer Request: The CRA IE is included with the appropriate Action field if the LocationChange Reporting mechanism is to be started or stopped for the subscriber in the MME.
 •Modify Bearer Request: TheMME includes the ULI IE for TAU/Handover procedures and UE-initiatedService Request procedures if the P-GW has requested location information change reporting and theMME supports location information change reporting. The S-GW includes this IE on S5/S8 exchangesif it receives the ULI from the MME.
 •Modify Bearer Response: The CRA IE is included with the appropriate Action field if the LocationChange Reporting mechanism is to be started or stopped for the subscriber in the MME.
 • Delete Session Request: The MME includes the ULI IE for the Detach procedure if the P-GW hasrequested location information change reporting andMME supports location information change reporting.The S-GW includes this IE on S5/S8 exchanges if it receives the ULI from the MME.
 • Update Bearer Request: The CRA IE is included with the appropriate Action field if the LocationChange Reporting mechanism is to be started or stopped for the subscriber in the MME.
 • Change Notification Request: If no existing procedure is running for a UE, a Change NotificationRequest is sent upon receipt of an S1-AP location report message. If an existing procedure is running,one of the following messages reports the ULI:
 ◦Create Session Request
 ◦Create Bearer Response
 ◦Modify Bearer Request
 ◦Update Bearer Response
 ◦Delete Bearer Response
 ◦Delete Session Request
 If an existing Change Notification Request is pending, it is aborted and a new one is sent.
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Information on configuring User Location Information Reporting support is located in the ConfiguringOptional Features on the MME section of theMobility Management Entity Configuration chapter in thisguide.
 Important
 VLR ManagementThese features require that a valid license key be installed. Contact your CiscoAccount or Support representativefor information on how to obtain a license.
 The following features provide for additional resiliency of the Circuit Switched Fallback (CSFB) service.
 • Passive VLROffloading and Active VLROffloading: The MME supports the capability to passivelyoffload UEs for a specific VLR. This capability enables operators to preemptively move subscribersaway from an SGs interface associated with a VLR which is planned for maintenance mode.
 Active VLR Offloading provides all of the functionality of Passive VLR Offloading, but also activelydetaches UEs associated with the VLR during an operator-specified time period. This expedites theprocess of offloading UEs prior to a planned VLR maintenance event.
 Both passive and active offload functionality is available only for VLRs within a LAC pool area.
 • UE Detach on VLR Failure: The MME supports the ability to perform a controlled release of UEswhen a VLR connection becomes unavailable.
 • UE Detach on VLR Recovery: The MME also has the ability to perform a controlled release of CSFB(SMS-only) UEs when a failed VLR becomes responsive again (thereby returning the UE to a combinedattached state on a different VLR).
 Refer to the VLRManagement chapter in theMME Administration Guide for more information about thesefeatures.
 VoLTE OffloadingOffloading of a certain percentage of users can be configured using themme offload command. The MMEsends S1 Release (with cause "load balancing TAU required" for offload) to the configured percentage ofUEs attached to the MME. The MME does not distinguish between VoLTE and Non-VoLTE subscribers.Some subscribers with voice bearers are also offloaded as a result calls are dropped. This feature enhancementis targeted to preserve VoLTE voice bearers during MME offloading. A new CLI keyword is added to themme offload command to preserve VoLTE subscribers (QCI = 1) from offloading until voice calls areterminated.
 This feature enhancement is license controlled. Contact your Cisco Account or Support representative forinformation on how to obtain a license.
 Note
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How the MME WorksThis section provides information on the function and procedures of theMME in an EPC network and presentsmessage flows for different stages of session setup.
 EPS Bearer Context ProcessingEPS Bearer context processing is based on the APN that the subscriber is attempting to access. Templates forall of the possible APNs that subscribers will be accessing must be configured within the P-GW system.
 Each APN template consists of parameters pertaining to how EPS Bearer contexts are processed such as thefollowing:
 • PDN Type: The system supports IPv4, IPv6, or IPv4v6.
 • Timeout: Absolute and idle session timeout values specify the amount of time that an MS can remainconnected.
 • Quality of Service: Parameters pertaining to QoS feature support such as for Traffic Policing and trafficclass.
 A total of 11 EPS bearer contexts are supported per subscriber. These could be all dedicated, or 1 default and10 dedicated or any combination of default and dedicated context. Note that there must be at least one defaultEPS bearer context in order for dedicated context to come up.
 Purge ProcedureThe purge procedure is employed by the CiscoMME to inform the concerned node that theMME has removedthe EPS bearer contexts of a detached UE. This is usually invoked when the number of records exceeds themaximum capacity of the system.
 Paging ProcedurePaging is initiated when there is data to be sent to an idle UE to trigger a service request from the UE. Oncethe UE reaches connected state, the data is forwarded to it.
 Paging retransmission can be controlled by configuring a paging-timer and retransmission attempts on system.
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Subscriber-initiated Initial Attach ProcedureThe following figure and the text that follows describe the message flow for a successful user-initiatedsubscriber attach procedure.
 Figure 5: Subscriber-initiated Attach (initial) Call Flow
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Table 1: Subscriber-initiated Attach (initial) Call Flow Description
 DescriptionStep
 The UE initiates the Attach procedure by the transmission of an Attach Request (IMSI or old GUTI,last visited TAI (if available), UE Network Capability, PDN Address Allocation, ProtocolConfiguration Options, Attach Type) message together with an indication of the Selected Networkto the eNodeB. IMSI is included if the UE does not have a valid GUTI available. If the UE has avalid GUTI, it is included.
 1
 The eNodeB derives the MME from the GUTI and from the indicated Selected Network. If thatMME is not associated with the eNodeB, the eNodeB selects an MME using an "MME selectionfunction". The eNodeB forwards the Attach Request message to the new MME contained in aS1-MME control message (Initial UEmessage) together with the Selected Network and an indicationof the E-UTRAN Area identity, a globally unique E-UTRAN ID of the cell from where it receivedthe message to the new MME.
 2
 If the UE is unknown in the MME, the MME sends an Identity Request to the UE to request theIMSI.
 3
 The UE responds with Identity Response (IMSI).4
 If no UE context for the UE exists anywhere in the network, authentication is mandatory. Otherwisethis step is optional. However, at least integrity checking is started and the ME Identity is retrievedfrom the UE at Initial Attach. The authentication functions, if performed this step, involves AKAauthentication and establishment of a NAS level security association with the UE in order to protectfurther NAS protocol messages.
 5
 The MME sends an Update Location Request (MME Identity, IMSI, ME Identity) to the HSS.6
 The HSS acknowledges the Update Location message by sending an Update Location Ack to theMME. This message also contains the Insert Subscriber Data (IMSI, Subscription Data) Request.The Subscription Data contains the list of all APNs that the UE is permitted to access, an indicationabout which of those APNs is the Default APN, and the 'EPS subscribed QoS profile' for eachpermitted APN. If the Update Location is rejected by the HSS, the MME rejects the Attach Requestfrom the UE with an appropriate cause.
 7
 The MME selects an S-GW using "Serving GW selection function" and allocates an EPS BearerIdentity for the Default Bearer associated with the UE. If the PDN subscription context contains noP-GW address theMME selects a P-GW as described in clause "PDNGW selection function". Thenit sends a Create Default Bearer Request (IMSI, MME Context ID, APN, RAT type, Default BearerQoS, PDN Address Allocation, AMBR, EPS Bearer Identity, Protocol Configuration Options, MEIdentity, User Location Information) message to the selected S-GW.
 8
 The S-GW creates a new entry in its EPS Bearer table and sends a Create Default Bearer Request(IMSI, APN, S-GW Address for the user plane, S-GW TEID of the user plane, S-GW TEID of thecontrol plane, RAT type, Default Bearer QoS, PDNAddress Allocation, AMBR, EPSBearer Identity,Protocol Configuration Options, ME Identity, User Location Information) message to the P-GW.
 9
 If dynamic PCC is deployed, the P-GW interacts with the PCRF to get the default PCC rules forthe UE. The IMSI, UE IP address, User Location Information, RAT type, AMBR are provided tothe PCRF by the P-GW if received by the previous message.
 10
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DescriptionStep
 The P-GW returns a Create Default Bearer Response (P-GW Address for the user plane, P-GWTEID of the user plane, P-GW TEID of the control plane, PDN Address Information, EPS BearerIdentity, Protocol Configuration Options) message to the S-GW. PDN Address Information isincluded if the P-GW allocated a PDN address Based on PDN Address Allocation received in theCreate Default Bearer Request. PDNAddress Information contains an IPv4 address for IPv4 and/oran IPv6 prefix and an Interface Identifier for IPv6. The P-GW takes into account the UE IP versioncapability indicated in the PDN Address Allocation and the policies of operator when the P-GWallocates the PDN Address Information. Whether the IP address is negotiated by the UE aftercompletion of the Attach procedure, this is indicated in the Create Default Bearer Response.
 11
 The Downlink (DL) Data can start flowing towards S-GW. The S-GW buffers the data.12
 The S-GW returns a Create Default Bearer Response (PDN Address Information, S-GW addressfor User Plane, S-GW TEID for User Plane, S-GW Context ID, EPS Bearer Identity, ProtocolConfiguration Options) message to the new MME. PDN Address Information is included if it wasprovided by the P-GW.
 13
 The new MME sends an Attach Accept (APN, GUTI, PDN Address Information, TAI List, EPSBearer Identity, Session Management Configuration IE, Protocol Configuration Options) messageto the eNodeB.
 14
 The eNodeB sends Radio Bearer Establishment Request including the EPS Radio Bearer Identityto the UE. The Attach Accept message is also sent along to the UE.
 15
 The UE sends the Radio Bearer Establishment Response to the eNodeB. In this message, the AttachComplete message (EPS Bearer Identity) is included.
 16
 The eNodeB forwards the Attach Complete (EPS Bearer Identity) message to the MME.17
 The Attach is complete and UE sends data over the default bearer. At this time the UE can senduplink packets towards the eNodeB which are then tunneled to the S-GW and P-GW.
 18
 TheMME sends anUpdate Bearer Request (eNodeB address, eNodeBTEID)message to the S-GW.19
 The S-GW acknowledges by sending Update Bearer Response (EPS Bearer Identity) message tothe MME.
 20
 The S-GW sends its buffered downlink packets.21
 After the MME receives Update Bearer Response (EPS Bearer Identity) message, if an EPS bearerwas established and the subscription data indicates that the user is allowed to perform handover tonon-3GPP accesses, and if theMME selected a P-GW that is different from the P-GW address whichwas indicated by the HSS in the PDN subscription context, the MME sends an Update LocationRequest including the APN and P-GW address to the HSS for mobility with non-3GPP accesses.
 22
 The HSS stores the APN and P-GW address pair and sends an Update Location Response to theMME.
 23
 Bidirectional data is passed between the UE and PDN.24
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Subscriber-initiated Detach ProcedureThe following figure and the text that follows describe the message flow for a user-initiated subscriberde-registration procedure.
 Table 2: Subscriber-initiated Detach Call Flow Description
 DescriptionStep
 The UE sends NASmessage Detach Request (GUTI, Switch Off) to theMME. Switch Off indicateswhether detach is due to a switch off situation or not.
 1
 The active EPS Bearers in the S-GW regarding this particular UE are deactivated by the MMEsending a Delete Bearer Request (TEID) message to the S-GW.
 2
 The S-GW sends a Delete Bearer Request (TEID) message to the P-GW.3
 The P-GW acknowledges with a Delete Bearer Response (TEID) message.4
 The P-GWmay interact with the PCRF to indicate to the PCRF that EPS Bearer is released if PCRFis applied in the network.
 5
 The S-GW acknowledges with a Delete Bearer Response (TEID) message.6
 If Switch Off indicates that the detach is not due to a switch off situation, the MME sends a DetachAccept message to the UE.
 7
 TheMME releases the S1-MME signaling connection for the UE by sending an S1 Release commandto the eNodeB with Cause = Detach.
 8
 Service Request ProceduresService Request procedures are used to establish a secure connection to the MME as well as request resourcereservation for active contexts. The MME allows configuration of the following service request procedures:
 • UE-initiated Service Request Procedure
 • Network-initiated Service Request Procedure
 For call flow details for these procedures, refer to the following sections.
 UE-initiated Service Request ProcedureThe call flow in this section describes the process for re-connecting an idle UE.
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The following figure and the text that follows describe the message flow for a successful UE-initiated servicerequest procedure.
 Figure 7: UE-initiated Service Request Message Flow
 Table 3: UE-initiated Service Request Message Flow Description
 DescriptionStep
 (NAS) The UE sends a Network Access Signaling (NAS) message Service Request(S-TMSI) towards the MME encapsulated in an RRC message to the eNodeB.
 1
 The eNodeB forwards NAS message to the MME. The NAS message is encapsulated inan S1-AP: Initial UE message (NAS message, TAI+ECGI of the serving cell).
 2
 NAS authentication procedures may be performed.3
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DescriptionStep
 The MME sends an S1-AP Initial Context Setup Request (S-GW address, S1-TEID(s)(UL), EPS Bearer QoS(s), Security Context, MME Signaling Connection Id, HandoverRestriction List) message to the eNodeB. This step activates the radio and S1 bearers forall the active EPS Bearers. The eNodeB stores the Security Context, MME SignalingConnection Id, EPS Bearer QoS(s) and S1-TEID(s) in the UE RAN context.
 4
 The eNodeB performs the radio bearer establishment procedure.5
 The uplink data from the UE can now be forwarded by eNodeB to the S-GW. The eNodeBsends the uplink data to the S-GW address and TEID provided in step 4.
 6
 The eNodeB sends an S1-AP message Initial Context Setup Complete message (eNodeBaddress, List of accepted EPS bearers, List of rejected EPS bearers, S1 TEID(s) (DL)) tothe MME.
 7
 The MME sends a Modify Bearer Request message (eNodeB address, S1 TEID(s) (DL)for the accepted EPS bearers, RAT Type) to the S-GW. The S-GW is now able to transmitdownlink data towards the UE.
 8
 The S-GW sends a Modify Bearer Response message to the MME.9
 Network-initiated Service Request ProcedureThe call flow in this section describes the process for re-connecting an idle UE when a downlink data packetis received from the PDN.
 MME Administration Guide, StarOS Release 21.262
 Mobility Management Entity OverviewService Request Procedures

Page 99
                        

The following figure and the text that follows describe the message flow for a successful network-initiatedservice request procedure:
 Figure 8: Network-initiated Service Request Message Flow
 Table 4: Network-initiated Service Request Message Flow Description
 DescriptionStep
 A downlink data packet is received on the S-GW from PDN for the targeted UE. The S-GWchecks to see if the UE is user-plane connected (the S-GW context data indicates that thereis no downlink user plane (TEID)). The downlink data is buffered and the S-GW identifieswhich MME is serving the intended UE.
 1
 The S-GW sends a Downlink Data Notification message to the MME for the targeted UE.2
 The MME responds with a Downlink Data Notification Acknowledgment message to theS-GW.
 3
 The MME send a Paging Request to the eNodeB for the targeted UE. The Paging Requestcontains the NAS ID for paging, TAI(s), the UE identity based DRX index, and the PagingDRX length. The Paging Request is sent to each eNodeB belonging to the tracking area(s)where the UE is registered.
 4
 The eNodeB broadcasts the Paging Request in its coverage area for the UE.Steps 4 and 5 are skipped if the MME has a signaling connection over the S1-MMEtowards the UE.
 Note5
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DescriptionStep
 Upon receipt of the Paging indication in the E-UTRAN access network, the UE initiates theUE-triggered Service Request procedure and the eNodeB starts messaging through the UEPaging Response.
 The MME supervises the paging procedure with a timer. If the MME receives no PagingResponse from the UE, it retransmits the Paging Request. If the MME receives no responsefrom the UE after the retransmission, it uses the Downlink Data Notification Reject messageto notify the S-GW about the paging failure.
 6
 The S-GW sends a Stop Paging message to MME.7
 The buffered downlink data is sent to the identified UE.8
 Supported StandardsThe MME complies with the following standards for 3GPP LTE/EPS wireless networks.
 3GPP References• 3GPP TS 23.007 V12.8.0:Technical Specification Group Core Network and Terminals Restorationprocedures.
 • 3GPP TS 23.041 V10.6.0: Technical realization of Cell Broadcast Service (CBS)
 • 3GPP TS 23.216 V12.2.0: 3rd Generation Partnership Project Technical Specification Group Servicesand System Aspects Single Radio Voice Call Continuity (SRVCC) Stage 2
 • 3GPP TS 23.272 V12.5.0: 3rd Generation Partnership Project Technical Specification Group Servicesand System Aspects Circuit Switched (CS) fallback in Evolved Packet System (EPS) Stage 2
 • 3GPP TS 23.401 V12.8.0: General Packet Radio Service (GPRS) enhancements for Evolved UniversalTerrestrial Radio Access Network (E-UTRAN) access
 • 3GPP TS 23.842 V11.0.0:3rd Generation Partnership Project Technical Specification Group Servicesand System Aspects Study on Network Provided Location Information to the IMS
 • 3GPPTS 24.008V13.6.0 (2016-07):Mobile radio interface Layer 3 specification; Core network protocols;Stage 3
 • 3GPP TS 24.080, V12.8.0: Mobile radio interface layer 3 supplementary services specification Formatsand coding
 • 3GPP TS 24.301 V12.8.0: 3rd Generation Partnership Project Technical Specification Group CoreNetwork and Terminals Non-Access-Stratum (NAS) protocol for Evolved Packet System (EPS) Stage3
 • 3GPP TS 29.118 V10.9.0: 3rd Generation Partnership Project Technical Specification Group CoreNetwork and Terminals Mobility Management Entity (MME) - Visitor Location Register (VLR) SGsinterface specification
 • 3GPP TS 29.168 V12.8.0: Cell Broadcast Centre Interfaces with the Evolved Packet Core
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• 3GPP TS 29.171 V10.4.0: 3rd Generation Partnership Project Technical Specification Group CoreNetwork and Terminals Location Services (LCS) LCS Application Protocol (LCS-AP) between theMobile Management Entity (MME) and Evolved Serving Mobile Location Centre (E-SMLC) SLsinterface
 • 3GPP TS 29.172 V12.5.0 : 3rd Generation Partnership Project Technical Specification Group CoreNetwork and Terminals Location Services (LCS) Evolved Packet Core (EPC) LCS Protocol (ELP)between the Gateway Mobile Location Centre (GMLC) and the Mobile Management Entity (MME)SLg interface
 • 3GPP TS 29.272 V12.7.0: 3rd Generation Partnership Project Technical Specification Group CoreNetwork and Terminals 3GPP Evolved Packet System (EPS) Mobility Management Entity (MME) andServing GPRS Support Node (SGSN) related interfaces based on Diameter protocol
 • 3GPP TS 29.274 V12.8.0: 3rd Generation Partnership Project Technical Specification Group CoreNetwork and Terminals 3GPP Evolved Packet System (EPS) Evolved General Packet Radio Service(GPRS) Tunnelling Protocol for Control plane (GTPv2-C) Stage 3
 • 3GPP TS 29.277 V12.0.0: 3rd Generation Partnership Project Technical Specification Group CoreNetwork and Terminals Optimised Handover Procedures and Protocol between EUTRAN access andnon-3GPP accesses (S102) Stage 3
 • 3GPP TS 29.280 V10.4.0 (2012-06): 3rd Generation Partnership Project Technical Specification GroupCore Network and Terminals 3GPP Evolved Packet System (EPS) 3GPP Sv interface (MME to MSC,and SGSN to MSC) for SRVCC
 • 3GPP TS 29.305 V12.4.0: 3rd Generation Partnership Project Technical Specification Group CoreNetwork and Terminals InterWorking Function (IWF) betweenMAP based andDiameter based interfaces
 • 3GPP TS 32.422 V12.4.0: 3rd Generation Partnership Project Technical Specification Group Servicesand System Aspects Telecommunication management Subscriber and equipment trace Trace controland configuration management
 • 3GPP TS 32.423 V12.1.0: 3rd Generation Partnership Project Technical Specification Group Servicesand System Aspects Telecommunication management Subscriber and equipment trace: Trace datadefinition and management
 • 3GPP TS 36.413 V11.6.0: 3rd Generation Partnership Project Technical Specification Group RadioAccess Network Evolved Universal Terrestrial Radio Access Network (E-UTRAN) S1 ApplicationProtocol (S1AP)
 IETF References• RFC-768, User Datagram Protocol (UPD), August 1980
 • RFC-791, Internet Protocol (IP), September 1982
 • RFC-793, Transmission Control Protocol (TCP), September 1981
 • RFC-894, A Standard for the Transmission of IP Datagrams over Ethernet Networks, April 1984
 • RFC-1089, SNMP over Ethernet, February 1989
 • RFC-1144, Compressing TCP/IP headers for low-speed serial links, February 1990
 • RFC-1155, Structure & identification of management information for TCP/IP-based internets, May 1990
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• RFC-1157, Simple Network Management Protocol (SNMP) Version 1, May 1990
 • RFC-1212, Concise MIB Definitions, March 1991
 • RFC-1213,Management Information Base for NetworkManagement of TCP/IP-based Internets:MIB-II,March 1991
 • RFC-1215, A Convention for Defining Traps for use with the SNMP, March 1991
 • RFC-1224, Techniques for managing asynchronously generated alerts, May 1991
 • RFC-1256, ICMP Router Discovery Messages, September 1991
 • RFC-1305, Network Time Protocol (Version 3) Specification, Implementation and Analysis, March1992
 • RFC-1332, The PPP Internet Protocol Control Protocol (IPCP), May 1992
 • RFC-1398, Definitions of Managed Objects for the Ethernet-Like Interface Types, January 1993
 • RFC-1418, SNMP over OSI, March 1993
 • RFC-1570, PPP LCP Extensions, January 1994
 • RFC-1643, Definitions of Managed Objects for the Ethernet-like Interface Types, July 1994
 • RFC-1701, Generic Routing Encapsulation (GRE), October 1994
 • RFC-1850, OSPF Version 2 Management Information Base, November 1995
 • RFC-1901, Introduction to Community-based SNMPv2, January 1996
 • RFC-1902, Structure of Management Information for Version 2 of the Simple Network ManagementProtocol (SNMPv2), January 1996
 • RFC-1903, Textual Conventions for Version 2 of the Simple NetworkManagement Protocol (SNMPv2),January 1996
 • RFC-1904, Conformance Statements for Version 2 of the Simple Network Management Protocol(SNMPv2), January 1996
 • RFC-1905, Protocol Operations for Version 2 of the Simple NetworkManagement Protocol (SNMPv2),January 1996
 • RFC-1906, Transport Mappings for Version 2 of the Simple NetworkManagement Protocol (SNMPv2),January 1996
 • RFC-1907, Management Information Base for Version 2 of the Simple Network Management Protocol(SNMPv2), January 1996
 • RFC-1908, Coexistence betweenVersion 1 andVersion 2 of the Internet-standardNetworkManagementFramework, January 1996
 • RFC-1918, Address Allocation for Private Internets, February 1996
 • RFC-1919, Classical versus Transparent IP Proxies, March 1996
 • RFC-2002, IP Mobility Support, May 1995
 • RFC-2003, IP Encapsulation within IP, October 1996
 • RFC-2004, Minimal Encapsulation within IP, October 1996
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C H A P T E R 2Mobility Management Entity Configuration
 This chapter provides configuration information for the Mobility Management Entity (MME).
 Because each wireless network is unique, the system is designed with a variety of parameters allowing it toperform in various wireless network environments. In this chapter, only the minimum set of parameters areprovided to make the system operational. Optional configuration commands specific to the MME productare located in the Command Line Interface Reference.
 At least one packet processing card must be made active prior to service configuration. Information andinstructions for configuring a packet processing card to be active can be found in the System Settingschapter of the System Administration Guide.
 Important
 Before you plan or modify your MME's configuration, we recommend that you review Appendix A:Engineering Rules for the engineering rules and configuration limits hardcoded into the system.
 Important
 While configuring any base-service or enhanced feature, it is highly recommended to avoid conflictingor blocked IP addresses and port numbers when binding or assigning these to your configuration. Inassociation with some service steering or access control features, the use of inappropriate port numbersmay result in communication loss. Refer to the respective feature configuration document carefully beforeassigning any port number or IP address for communication with internal or external networks.
 Caution
 Information about all commands in this chapter can be found in the Command Line Interface Reference.Important
 • Configuring the System as a Standalone MME (base configuration), page 70
 • Configuring Optional Features on the MME, page 80
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Configuring the System as a Standalone MME (baseconfiguration)
 This section provides a high-level series of steps and associated configuration file examples for configuringthe system to perform as an MME in a test environment. This section also includes suggestions about thetypes of information that are needed to be able to configure the MME, as well as information about how theMME works based on some of the possible configurations.
 The configurations in this section assume the following:
 • A single context (other than the Local context) for all interfaces and services
 • Static S-GW/P-GW selection (MME Policy configuration)
 Information RequiredThe following sections describe the minimum amount of information required to configure and make theMME operational on the network. Tomake the process more efficient, it is recommended that this informationbe available prior to configuring the system.
 There are additional configuration parameters that are not described in this section. These parameters dealmostly with fine-tuning the operation of the S-GW in the network. Information on these parameters can befound in the appropriate sections of the Command Line Interface Reference.
 Required MME Context Configuration InformationThe following table lists the information that is required to configure the MME context.
 Table 5: Required Information for MME Context Configuration
 DescriptionRequired Information
 An identification string from 1 to 79 characters (alpha and/or numeric) bywhich the MME context is recognized by the system.
 MME context name
 S1-MME Interface Configuration (To/from eNodeB)
 An identification string between 1 and 79 characters (alpha and/or numeric)by which the interface is recognized by the system.
 Multiple names are needed if multiple interfaces will be configured.
 Interface name
 IPv4 or IPv6 address assigned to the S1-MME interface. This address will beused for binding the SCTP (local bind address(es)) to communicate with theeNodeBs using S1-AP.
 Multiple addresses and subnets are needed if multiple interfaces will beconfigured.
 IP address and subnet
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DescriptionRequired Information
 The physical port to which the interface will be bound. Ports are identified bythe chassis slot number where the line card resides followed by the number ofthe physical connector on the card. For example, port 17/1 identifies connectornumber 1 on the card in slot 17.
 A single physical port can facilitate multiple interfaces.
 Physical port number
 S11 Interface Configuration (To/from S-GW)
 An identification string between 1 and 79 characters (alpha and/or numeric)by which the interface is recognized by the system.
 Multiple names are needed if multiple interfaces will be configured.
 Interface name
 IPv4 address assigned to the S11 interface.
 Multiple addresses and subnets are needed if multiple interfaces will beconfigured.
 IP address and subnet
 The physical port to which the interface will be bound. Ports are identified bythe chassis slot number where the line card resides followed by the number ofthe physical connector on the card. For example, port 17/1 identifies connectornumber 1 on the card in slot 17.
 A single physical port can facilitate multiple interfaces.
 Physical port number
 S6a Interface Configuration (To/from HSS)
 An identification string between 1 and 79 characters (alpha and/or numeric)by which the interface is recognized by the system.
 Multiple names are needed if multiple interfaces will be configured.
 Interface name
 IPv4 or IPv6 addresses assigned to the S6a interface.
 Multiple addresses and subnets are needed if multiple interfaces will beconfigured.
 IP address and subnet
 The physical port to which the interface will be bound. Ports are identified bythe chassis slot number where the line card resides followed by the number ofthe physical connector on the card. For example, port 17/1 identifies connectornumber 1 on the card in slot 17.
 A single physical port can facilitate multiple interfaces.
 Physical port number
 S6a Diameter Endpoint Configuration
 An identification string from 1 to 63 characters (alpha and/or numeric) bywhich the S6a Diameter endpoint configuration is recognized by the system.
 End point name
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DescriptionRequired Information
 An identification string between 1 through 127 characters.
 The realm is the Diameter identity. The originator's realm is present in allDiameter messages and is typically the company or service name.
 Origin realm name
 An identification string from 1 to 255 characters (alpha and/or numeric) bywhich the S6a origin host is recognized by the system.
 Origin host name
 The IP address of the S6a interface.Origin host address
 The S6a endpoint name described above.Peer name
 The S6a origin realm name described above.Peer realm name
 The IP address and port number of the HSS.Peer address and portnumber
 The S6a endpoint name described above.Route-entry peer
 S13 Interface Configuration (To/from EIR)
 An identification string between 1 and 79 characters (alpha and/or numeric)by which the interface is recognized by the system.
 Multiple names are needed if multiple interfaces will be configured.
 Interface name
 IPv4 or IPv6 addresses assigned to the S13 interface.
 Multiple addresses and subnets are needed if multiple interfaces will beconfigured.
 IP address and subnet
 The physical port to which the interface will be bound. Ports are identified bythe chassis slot number where the line card resides followed by the number ofthe physical connector on the card. For example, port 17/1 identifies connectornumber 1 on the card in slot 17.
 A single physical port can facilitate multiple interfaces.
 Physical port number
 S13 Diameter Endpoint Configuration
 An identification string from 1 to 63 characters (alpha and/or numeric) bywhich the S13 Diameter endpoint configuration is recognized by the system.
 End point name
 An identification string between 1 through 127 characters.
 The realm is the Diameter identity. The originator's realm is present in allDiameter messages and is typically the company or service name.
 Origin realm name
 An identification string from 1 to 255 characters (alpha and/or numeric) bywhich the S13 origin host is recognized by the system.
 Origin host name
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DescriptionRequired Information
 The IP address of the S13 interface.Origin host address
 The S13 endpoint name described above.Peer name
 The S13 origin realm name described above.Peer realm name
 The IP address and port number of the EIR.Peer address and portnumber
 The S13 endpoint name described above.Route-entry peer
 MME Service Configuration
 An identification string from 1 to 63 characters (alpha and/or numeric) bywhich the MME service can be identified on the system. It is configured in theContext configuration mode.
 Multiple names are needed if multiple MME services will be configured.
 MME service name
 The identifier of Public LandMobile Network (PLMN) of whichMME belongsto. PLMN identifier is consisting of MCC and MNC.
 PLMN identifier
 The identifier of MME node. The MME Id is consisting of MME group andMME code.
 MME identifier
 An identification string from 1 to 64 characters (alpha and/or numeric) bywhich the TAI management database service can be associated with the MMEservice.
 This is required for static S-GW selection. Refer to the Required MME PolicyConfiguration Information section below.
 TAI management databasename
 IPv4 or IPv6 address of a PDN Gateway (P-GW). This is required for staticS-GW/P-GW selection.
 P-GW IP address
 eGTP Service Configuration
 An identification string from 1 to 63 characters (alpha and/or numeric) bywhich the eGTP service can be associated with MME system.
 Multiple names are needed if multiple eGTP services will be used.
 eGTP service name
 Identifies the type of interface to which the eGTP service is bound. Thisinterface type is "interface-mme".
 Interface type
 The IPv4 address of the S11 interface.GTP-C binding IP address
 HSS Peer Service Configuration
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DescriptionRequired Information
 An identification string from 1 to 63 characters (alpha and/or numeric) bywhich the HSS peer service is recognized by the system.
 Multiple names are needed if multiple HSS peer services will be used.
 HSS peer service name
 The name for a pre-configured Diameter endpoint, configured on system toassociate with this MME service to access an HSS and an EIR. This is the S6aDiameter endpoint name.
 Diameter HSS peer
 Required MME Policy Configuration InformationThe following table lists the information that is required to configure the MME Policy on an MME.
 Table 6: Required Information for MME Policy Configuration
 DescriptionRequired Information
 An identification string from 1 to 64 characters (alpha and/or numeric) bywhich the TAI management database is recognized by the system.
 Tracking Area Identifier (TAI)management database name
 An identification string from 1 to 64 characters (alpha and/or numeric) bywhich the TAI management object is recognized by the system.
 Tracking Area Identifier (TAI)management object name
 TheMobile Country Code,Mobile Network Code, and TrackingArea Codefor the S-GW this management object represents.
 MCC, MNC, and TAC
 The IPv4 or IPv6 address of the S-GW this management object represents.S-GW IP address
 How This Configuration WorksThe following figure and supporting text describe how this configuration with a single context is used by thesystem to process a subscriber call originating from the GTP LTE network.
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1 The eNodeB forwards an Attach Request message from the UE to the MME containing the IMSI, lastvisited TAI (if available), the UE's core network capability, the PDN Type, and the Attach Type.
 2 The MME service receives the Attach Request message and references the HSS peer service forauthentication and location resolution.
 3 The HSS peer service configuration specifies the Diameter configuration and S6a interface to use tocommunicate with the HSS and the Diameter configuration and S13 interface to use to communicate withthe Equipment Identity Register (EIR).
 4 Assuming that the MME has no previous security context, it sends an S6a Authentication Request to theHSS and uses the authentication vectors received in the response to complete the authentication procedurewith UE.
 5 After authentication, the MME proceeds to do a security setup with the UE. During this procedure, theME identity is transferred to the MME which then queries the EIR.
 6 The MME then sends an Update Location Request to the HSS and obtains relevant subscription data forthe IMSI in the response.
 7 The MME policy is accessed to determine the S-GW and P-GW to which the UE should be attached.
 8 The MME uses the S11 interface bound to the eGTP service to communicate with the S-GW specified bythe MME policy configuration.
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9 The MME then sends a Create Session Request to S-GW which is also forwarded to the specified P-GW(assuming GTP-S5/S8) P-GW establishes the S5/S8 GTPU bearers and then responds with aCreate-Session-response which is forwarded to the MME by the S-GW. The S-GW includes the relevantS1-U bearer information.
 10 The MME then sends a NAS Attach Accept embedded in the S1 Init Ctxt Setup request to the eNodeB.The Attach Accept contains the IP address allocated to the PDN and the temporary identifier (GUTI)assigned to the UE. The MME waits for positive acknowledgment from both the eNodeB (Init Ctxt Setupresponse) and UE (Attach Complete). The Init Ctxt Setup Response contains the S1-U bearer endpointinformation. The MME then uses the S11 Modify Bearer Request to update the eNodeB endpoints withthe S-GW. The receipt of the S11 Modify Bearer Response completes the end-to-end bearer setup.
 11 The MME then uses the S6a Notify Request to update the HSS with the APN and P-GW identity.
 MME ConfigurationTo configure the system to perform as a standalone eGTP S-GW, review the following graphic and subsequentsteps.
 Step 1 Set system configuration parameters such as activating PSCs by applying the example configurations found in the SystemAdministration Guide.
 Step 2 Create the MME context, service, and all interfaces, and bind the S1-MME interface to an IP address by applying theexample configuration in the section.
 Step 3 Create the eGTP service and associate it with the S11 interface by applying the example configuration in the section.Step 4 Create the HSS peer service and associate it with the S6a interface and S13 interface by applying the example configuration
 in the section.Step 5 Save your configuration to flash memory, an external memory device, and/or a network location using the Exec mode
 command save configuration. For additional information on how to verify and save configuration files, refer to theSystem Administration Guide and the Command Line Interface Reference.
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Creating and Configuring the MME Context and ServiceUse the following example to configure the MME context and all supported interfaces:
 configurecontext mme_context_name -noconfirm
 interface s1-mme_intf_nameip address ipv4_addressexit
 interface s11_intf_nameip address ipv4_addressexit
 interface s6a_intf_nameip address ipv4_addressexit
 interface s13_intf_nameip address ipv4_addressexit
 mme-service mme_svc_name -noconfirmmme-id group-id grp_id mme-code mme_codeplmn-id mcc mcc_value mnc mnc_valuenetwork-sharing plmnid mcc mcc_value mnc mnc_value mme-id group-id id mme-code
 codeassociate egtp-service egtp-service_name context mme_context_nameassociate hss-peer-service hss_peer_service_name context mme_context_namepolicy attach imei-query-type imei-sv verify-equipment-identitypgw-address pgw_ip_addressbind s1-mme ipv4-address ip_addressexit
 exitport ethernet slot_number/port_number
 no shutdownbind interface s1-mme_intf_name mme_context_nameend
 Notes:
 • All interfaces in this configuration can also be specified as IPv6 addresses using the ipv6 addresscommand.
 • Multi-homing is supported on the S1-MME and S6a interfaces. For more information on configuringmulti-homing for the S1-MME and/or S6a interface(s), refer to Configuring SCTPMulti-homing Support,on page 91.
 • A maximum of 256 services (regardless of type) can be configured per system.
 • The bind s1-mme command can also be specified as an IPv6 address using the ipv6-address keyword.
 • The network-sharing command is used to configure an additional PLMN ID for this MME service.
 • The eGTP service is configured in the following section.
 • The HSS peer service is configured in the configuration sequence for Creating and Configuring the HSSPeer Service and Interface Associations, on page 78.
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• In the above example, the mobile equipment identity (IMEI) is checked during the attach procedure.This is configured in the policy attach command. Another option is to check IMEI during the trackingarea update (TAU). This can be accomplished instead of, or, in addition to, the EIR query during theattach procedure. To check during the TAU, use the policy tau command.
 • The pgw-address command is used to statically configure P-GW discovery.
 Creating and Configuring the eGTP Service and Interface AssociationUse the following example to create an eGTP service and associate it with the S11 interface.
 configurecontext mme_context_name
 egtp-service egtp_service_nameinterface-type interface-mmegtpc bind ipv4-address s11_infc_ip_addressexit
 exitport ethernet slot_number/port_number
 no shutdownbind interface s11_interface_name mme_context_nameend
 Notes:
 • The gtpc bind command can be specified as an IPv6 address using the ipv6-address keyword. Theinterface specified for S11 communication must also be the same IPv6 address.
 Creating and Configuring the HSS Peer Service and Interface AssociationsUse the following example to create and configure the HSS peer service:
 configurecontext mme_context_name
 hss-peer-service hss_peer_service_namediameter hss-endpoint hss_endpoint_name eir-endpoint eir-endpoint_nameexit
 exitdiameter endpoint hss-endpoint_name
 origin realm realm_nameorigin host name address S6a_interface_addresspeer peer_name realm realm_name address hss_ip_addressroute-entry realm realm_name peer peer_nameexit
 diameter endpoint eir-endpoint_nameorigin realm realm_nameorigin host name address S13_interface_addresspeer peer_name realm realm_name address eir_ip_addressroute-entry realm realm_name peer peer_nameexit
 port ethernet slot_number/port_numberno shutdownbind interface s6a_interface_name mme_context_nameexit
 port ethernet slot_number/port_number
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no shutdownbind interface s13_interface_name mme_context_nameend
 Notes:
 • The origin host and peer commands can accept multiple IP addresses supporting multi-homing on eachendpoint. For information on configuring SCTPmulti-homing for the S6a interface, refer to ConfiguringSCTP Multi-homing Support, on page 91.
 On a PSC2 setup, all diamproxy tasks might go in to a warning state if the number of hss-peer-servicesconfigured are more than 64 since the memory usage may exceed the allocated value.
 Caution
 Configuring Dynamic Destination Realm Construction for Foreign SubscribersFor a foreign subscriber, the MME does not know the HSS nodes in all the foreign PLMNs. In this case theMME routes S6a/S6d requests directed to foreign PLMNs via a Diameter Routing Agent (DRA) using onlythe destination realm. The DRA in turn routes the request to the correct HSS based on the destination realm.In order to accomplish this, the MME needs to dynamically construct requests to the DRA/HSS with aDestination Realm representing the foreign PLMN of the UE.
 The MME can be configured to derive the EPC Home Network Realm/Domain based on the user's IMSI(MNC and MCC values) and use it as the Destination Realm in all diameter messages.
 For home subscribers, the MME will always use the configured peer realm as destination-realm, regardlessif dynamic-destination-realm is enabled.
 Because MNCs can be 2 or 3 digits long, to provide the ability for an operator to configure the MCC andMNC of foreign PLMNs, the operator policy of the subscriber map is used to determine the MNC value andthe length of the MNC. The following steps outline how this configuration can be implemented.
 First, enable the dynamic destination realm functionality for the HSS Peer Service:
 configurecontext ctxt_name
 hss-peer-service HSS1dynamic-destination-realmend
 Then configure the foreign PLMNs in the LTE subscriber map. For example:
 configurelte-policy
 subscriber map SM1precedence 10 match-criteria imsi mcc 232 mnc 11 operator-policy-name OP.HOMEprecedence 20 match-criteria imsi mcc 374 mnc 130 msin first 700000000 last 800000000
 operator-policy-name OP.ROAMINGend
 Then associate the subscriber map to the MME Service. For example:
 configurecontext ingress
 mme-service mmesvcassociate subscriber-map SM1end
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A static route entry must also be added in the diameter endpoint configuration for each foreign realm. Forexample:
 configurecontext ingress
 diameter endpoint s6a1peer HSS1 realm HSS-Realm1 address ip-address sctproute-entry realm epc.mnc045.mcc123.3gppnetwork.org peer HSS1end
 With this sample configuration, an MNC of length 2 and value of 11 is matched with first operator policy(OP.HOME), and an MNC length of 3 and value of 130 is matched with the second operator policy(OP.ROAMING). With this configuration, the MME will find the MNC based on the operator policy for theforeign subscriber.
 If there is no matching entry present in the operator policy, the MME will use the global static table to decidethe MNC length and pass that information to Diameter layer to construct the dynamic realm. The followinglist of MCCs are all considered as 3 digit MNCs. All other MCCs are considered 2 digit MNCs.
 405354334302
 708356338310
 722358342311
 732360344312
 365346316
 376348
 The show hss-peer-service service name command displays this configuration in the Destination Realmfield, either Configured Peer Realm (default), or Dynamic Realm.Request Auth-vectors : 1Notify Request Message : EnableDestination Realm : Dynamic Realm
 Configuring Optional Features on the MMEThe configuration examples in this section are optional and provided to cover the most common uses of theMME in a live network. The intent of these examples is to provide a base configuration for testing.
 Configuring Differentiation Between HeNB-GW and eNodeBsThe MME can be configured to distinguish the Home eNodeB Gateway (HeNB-GW) from other eNodeBs.This is required to support S1 handovers to Home eNodeBs connected via a HeNB-GW.
 As per 3GPP TS 36.300, section 4.6.2, the TAI used in a HeNB-GW should not be reused in another HeNB-GW.The global eNodeB id of the HeNB-GW can now be configured within the lte-policy configuration mode.
 In case of S1-based handovers to Home eNodeBs served by a HeNB-GW, the lookup at MME for the targeteNodeB based on global ENB id will fail, as MME is aware of only the HeNB-GW. In those cases additionallookup needs to be done based on TAI to find the HeNB-GW serving the Home eNodeB.
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This feature allows operators to configure the global eNodeB ids of HeNB-GWs in the MME service. TheMME uses this information to perform HeNB-GW related functions.
 The following steps create an HeNB-GW management database, configures a single Global eNodeB ID andTAI within the management database, and associates the HeNB-GW management database with the MMEservice:
 configurelte-policy
 mme henbgw mgmt-db db_namehenbgw-global-enbid mcc mcc_valuemnc mnc_value enbid enbid_valueend
 configurecontext ctxt_name
 mme-service svc_nameassociate henbgw-mgmt-db db_nameend
 Notes:
 • A maximum of 8 HeNB-GWs can be configured within the HeNB-GW management database.
 • The show lte-policy henbgw-mgmt-db name db_name command displays configuration informationabout the specified HeNB-GW management database.
 • The showmme-service enodeb-association full command displayswhether the eNodeB is anHeNB-GWby including "(HeNB-GW)" in the output of the eNodeB Type field.
 Configuring Dual Address BearersThis example configures support for IPv4/v6 PDNs.
 Use the following configuration example to enable support on the MME for dual-address bearers:
 configurecontext mme_context_name -noconfirm
 mme-service mme_svc_namepolicy network dual-addressing-supportend
 Configuring Dynamic Peer SelectionThe configuration in this section replaces static configurations on theMME for the following peer components:MME, P-GW, S-GW, SGSN.
 Use the following example to configure dynamic P-GW, S-GW, and peer MME selection through a DNSinterface:
 configurecontext mme_context_name -noconfirm
 interface dns_intf_nameip address ipv4_addressexit
 ip domain-lookupip name-servers dns_ip_addressdns-client name
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bind address dns_intf_ip_addressexit
 mme-service mme_svc_namedns pgwdns sgwdns peer-mmedns peer-sgsnend
 Notes:
 • For the dns pgw, dns sgw, dns peer-mme, and dns peer-sgsn commands, the DNS client service mustexist in the same context as theMME service. If the DNS client resides in a different context, the contextcommand and ctx_name variable must be added to the command(s).
 • If you have associated a tai-mgmt-db with a call-control-profile, and DNS is to be used for S-GWlookups, the DNS configuration must be configured within the same call-control-profile using thedns-sgw command present within the call-control-profile configuration mode.
 Configuring Emergency Session SupportThe configuration example in this section enables emergency bearer session support on the MME.
 Use the following configuration example to enable emergency bearer services on the MME:
 configurelte-policy
 lte-emergency-profile profile_nameambr max-ul bitrate max-dl bitrateapn apn_name pdn-type typepgw ip-address address protocol type weight valueqos qci qci arp arp_value preemption-capability capability vulnerability typeue-validation-level typeexit
 mme-service mme_svc_nameassociate lte-emergency-profile profile_nameend
 Notes:
 • A maximum of four LTE emergency profiles can be configured on the system.
 • In the apn command, the valid PDN types are: ipv4, ipv4v6, and ipv6.
 • In the pgw command, the valid protocol types are: both, gtp, and pmip. A maximum of four P-GW IPaddresses can be configured per profile. An FQDN can also be configured in place of the IP addressesbut only one P-GW FQDN can be configured per profile.
 • In the qos command, the valid preemption capabilities are:may and shall not. The valid vulnerabilitytypes are: not-preemptable and preemptable.
 • The ue-validation-level types are: auth-only, full, imsi, and none.
 • To configure the MME to ignore the IMEI validation of the equipment during the attach procedure inemergency cases, use the following command in themme-service configuration mode:policy attach imei-query-type imei | imei-sv | none verify-equipment-identity verify-emergency
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• To configure the MME to ignore the IMEI validation of the equipment during TAU procedures inemergency cases, use the following command in themme-service configuration mode:policy tau imei-query-type imei | imei-sv | none verify-equipment-identity verify-emergency
 Configuring Gn/Gp Handover CapabilityThe example configuration in this section provides 3G to 4G handover capabilities between the MME and aGn/Gp SGSN. The configuration creates the Gn interface used for control signaling during the handover.
 Use the following configuration example to create a Gn interface and configure the control interface on theMME for Gn/Gp handovers:
 configurecontext mme_context_name -noconfirm
 interface Gn_intf_nameip address ipv4_addressexit
 sgtp-service sgtp_svc_namegtpc bind address Gn_intf_ip_addressexit
 mme-service mme_svc_nameassociate sgtpc-service sgtp_svc_namepeer-sgsn rai mcc mcc_value mnc mnc_value rac value lac value address ip_address
 capability gnnri length length plmn-id mcc mcc_value mnc mnc_valueend
 Notes:
 • The peer-sgsn command is used to statically configure a peer SGSN. SGSN selection can also beperformed dynamically through the DNS client. For more information about dynamic peer selection,refer to the Configuring Dynamic Peer Selection, on page 81 in this chapter.
 • If dynamic peer-SGSN selection is configured, an additional gtpc command must be added to the SGTPservice: gtpc dns-sgsn context cntxt_name
 • In the absence of an NRI length configuration, the MME treats the NRI as invalid. The MME will usea plain RAI-based FQDN (and not an NRI-based FQDN) for DNS queries made to resolve the sourceSGSN.
 Configuring Inter-MME Handover SupportUse the following example to configure inter-MME handover support:
 configurecontext mme_context_name -noconfirm
 interface s10_intf_nameip address ipv4_addressexit
 egtp-service egtp_service_nameinterface-type interface-mmegtpc bind ipv4-address s10_infc_ip_addressexit
 exit
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mme-service mme_svc_namepeer-mme gummei mcc number mnc number group-id id mme-code code address
 ipv4_addressexit
 exitport ethernet slot_number/port_number
 no shutdownbind interface s10_interface_name mme_context_nameend
 Notes:
 • The S10 IP address can also be specified as an IPv6 address. To support this, the ip address commandcan be changed to the ipv6 address command.
 • The peer-mme command can also be configured to acquire a peer MME through the use of a TAI matchas shown in this command example:peer-mme tai-match priority value mcc number mnc number tac any address ipv4_address
 • The peer-mme command is used to statically configure a peer MME. MME selection can also beperformed dynamically through the DNS client. For more information about dynamic peer selection,refer to the Configuring Dynamic Peer Selection, on page 81 in this chapter.
 • The peer MME IP address can also be specified as an IPv6 address.
 Configuring X.509 Certificate-based Peer AuthenticationThe configuration example in this section enables X.509 certificate-based peer authentication, which can beused as the authentication method for IP Security on the MME.
 Use of the IP Security feature requires that a valid license key be installed. Contact your local Sales orSupport representative for information on how to obtain a license.
 Important
 The following configuration example enables X.509 certificate-based peer authentication on the MME.
 In Global Configuration Mode, specify the name of the X.509 certificate and CA certificate, as follows:
 configurecertificate name cert_name pem url cert_pem_url private-key pprivate-keyem url private_key_urlca-certificate name ca_cert_name pem url ca_cert_urlend
 Notes:
 • The certificate name and ca-certificate list ca-cert-name commands specify the X.509 certificate andCA certificate to be used.
 • The PEM-formatted data for the certificate and CA certificate can be specified, or the information canbe read from a file via a specified URL as shown in this example.
 When creating the crypto template for IPSec in the Context Configuration Mode, bind the X.509 certificateand CA certificate to the crypto template and enable X.509 certificate-based peer authentication for the localand remote nodes, as follows:
 configurecontext mme_context_name
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crypto template crypto_template_name ikev2-dynamiccertificate name cert_nameca-certificate list ca-cert-name ca_cert_nameauthentication local certificateauthentication remote certificateend
 Notes:
 • Amaximum of sixteen certificates and sixteen CA certificates are supported per system. One certificateis supported per service, and a maximum of four CA certificates can be bound to one crypto template.
 • The certificate name and ca-certificate list ca-cert-name commands bind the certificate and CAcertificate to the crypto template.
 • The authentication local certificate and authentication remote certificate commands enable X.509certificate-based peer authentication for the local and remote nodes.
 Configuring Dynamic Node-to-Node IP Security on the S1-MME InterfaceThe configuration example in this section creates an IKEv2/IPSec dynamic node-to-node tunnel endpoint onthe S1-MME interface.
 Use of the IP Security feature requires that a valid license key be installed. Contact your local Sales orSupport representative for information on how to obtain a license.
 Important
 Creating and Configuring an IPSec Transform SetThe following example configures an IPSec transform set which is used to define the security association thatdetermines the protocols used to protect the data on the interface:
 configurecontext <mme_context_name>
 ipsec transform-set <ipsec_transform-set_name>encryption aes-cbc-128group nonehmac sha1-96mode tunnelend
 Notes:
 • The encryption algorithm, aes-cbc-128, or Advanced Encryption Standard Cipher Block Chaining, isthe default algorithm for IPSec transform sets configured on the system.
 • The group none command specifies that no crypto strength is included and that Perfect Forward Secrecyis disabled. This is the default setting for IPSec transform sets configured on the system.
 • The hmac command configures the Encapsulating Security Payload (ESP) integrity algorithm. Thesha1-96 keyword uses a 160-bit secret key to produce a 160-bit authenticator value. This is the defaultsetting for IPSec transform sets configured on the system.
 • Themode tunnel command specifies that the entire packet is to be encapsulated by the IPSec headerincluding the IP header. This is the default setting for IPSec transform sets configured on the system.
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Creating and Configuring an IKEv2 Transform SetThe following example configures an IKEv2 transform set:
 configurecontext <mme_context_name>
 ikev2-ikesa transform-set <ikev2_transform-set_name>encryption aes-cbc-128group 2hmac sha1-96lifetime <sec>prf sha1end
 Notes:
 • The encryption algorithm, aes-cbc-128, or Advanced Encryption Standard Cipher Block Chaining, isthe default algorithm for IKEv2 transform sets configured on the system.
 • The group 2 command specifies the Diffie-Hellman algorithm as Group 2, indicating medium security.The Diffie-Hellman algorithm controls the strength of the crypto exponentials. This is the default settingfor IKEv2 transform sets configured on the system.
 • The hmac command configures the Encapsulating Security Payload (ESP) integrity algorithm. Thesha1-96 keyword uses a 160-bit secret key to produce a 160-bit authenticator value. This is the defaultsetting for IKEv2 transform sets configured on the system.
 • The lifetime command configures the time the security key is allowed to exist, in seconds.
 • The prf command configures the IKE Pseudo-random Function, which produces a string of bits thatcannot be distinguished from a random bit string without knowledge of the secret key. The sha1 keyworduses a 160-bit secret key to produce a 160-bit authenticator value. This is the default setting for IKEv2transform sets configured on the system.
 Creating and Configuring a Crypto TemplateThe following example configures an IKEv2 crypto template:
 configurecontext <mme_context_name>
 crypto template <crypto_template_name> ikev2-dynamicauthentication local pre-shared-key key <text>authentication remote pre-shared-key key <text>ikev2-ikesa transform-set list <name1> . . . <name6>ikevs-ikesa rekeypayload <name> match childsa match ipv4
 ipsec transform-set list <name1> . . . <name4>rekeyend
 Notes:
 • The ikev2-ikesa transform-set list command specifies up to six IKEv2 transform sets.
 • The ipsec transform-set list command specifies up to four IPSec transform sets.
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Binding the S1-MME IP Address to the Crypto TemplateThe following example configures the binding of the S1-MME interface to the crypto template:
 configurecontext <mme_context_name>
 mme-service <mme_svc_name>bind s1-mme ipv4-address <address> ipv4-address <address> crypto-template
 <enodeb_crypto_template>end
 Notes:
 • The bind command in the MME service configuration can also be specified as an IPv6 address usingthe ipv6-address command.
 • This example shows the bind command using multi-homed addresses. The multi-homing feature alsosupports the use of IPv6 addresses.
 Configuring ACL-based Node-to-Node IP Security on the S1-MME InterfaceThe configuration example in this section creates an IKEv2/IPSec ACL-based node-to-node tunnel endpointon the S1-MME interface.
 Use of the IP Security feature requires that a valid license key be installed. Contact your local Sales orSupport representative for information on how to obtain a license.
 Important
 Creating and Configuring a Crypto Access Control ListThe following example configures a crypto ACL (Access Control List), which defines the matching criteriaused for routing subscriber data packets over an IPSec tunnel:
 configurecontext <mme_context_name>
 ip access-list <acl_name>permit tcp host <source_host_address> host <dest_host_address>end
 Notes:
 • The permit command in this example routes IPv4 traffic from the server with the specified source hostIPv4 address to the server with the specified destination host IPv4 address.
 Creating and Configuring an IPSec Transform SetThe following example configures an IPSec transform set which is used to define the security association thatdetermines the protocols used to protect the data on the interface:
 configurecontext <mme_context_name>
 ipsec transform-set <ipsec_transform-set_name>
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encryption aes-cbc-128group nonehmac sha1-96mode tunnelend
 Notes:
 • The encryption algorithm, aes-cbc-128, or Advanced Encryption Standard Cipher Block Chaining, isthe default algorithm for IPSec transform sets configured on the system.
 • The group none command specifies that no crypto strength is included and that Perfect Forward Secrecyis disabled. This is the default setting for IPSec transform sets configured on the system.
 • The hmac command configures the Encapsulating Security Payload (ESP) integrity algorithm. Thesha1-96 keyword uses a 160-bit secret key to produce a 160-bit authenticator value. This is the defaultsetting for IPSec transform sets configured on the system.
 • Themode tunnel command specifies that the entire packet is to be encapsulated by the IPSec headerincluding the IP header. This is the default setting for IPSec transform sets configured on the system.
 Creating and Configuring an IKEv2 Transform SetThe following example configures an IKEv2 transform set:
 configurecontext <mme_context_name>
 ikev2-ikesa transform-set <ikev2_transform-set_name>encryption aes-cbc-128group 2hmac sha1-96lifetime <sec>prf sha1end
 Notes:
 • The encryption algorithm, aes-cbc-128, or Advanced Encryption Standard Cipher Block Chaining, isthe default algorithm for IKEv2 transform sets configured on the system.
 • The group 2 command specifies the Diffie-Hellman algorithm as Group 2, indicating medium security.The Diffie-Hellman algorithm controls the strength of the crypto exponentials. This is the default settingfor IKEv2 transform sets configured on the system.
 • The hmac command configures the Encapsulating Security Payload (ESP) integrity algorithm. Thesha1-96 keyword uses a 160-bit secret key to produce a 160-bit authenticator value. This is the defaultsetting for IKEv2 transform sets configured on the system.
 • The lifetime command configures the time the security key is allowed to exist, in seconds.
 • The prf command configures the IKE Pseudo-random Function which produces a string of bits thatcannot be distinguished from a random bit string without knowledge of the secret key. The sha1 keyworduses a 160-bit secret key to produce a 160-bit authenticator value. This is the default setting for IKEv2transform sets configured on the system.
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Creating and Configuring a Crypto MapThe following example configures an IKEv2 crypto map:
 configurecontext <mme_context_name>
 crypto map <crypto_map_name> ikev2-ipv4match address <acl_name>peer <ipv4_address>authentication local pre-shared-key key <text>authentication remote pre-shared-key key <text>ikev2-ikesa transform-set list <name1> . . . <name6>payload <name> match ipv4
 lifetime <seconds>ipsec transform-set list <name1> . . . <name4>exit
 exitinterface <s1-mme_intf_name>
 ip address <ipv4_address>crypto-map <crypto_map_name>exit
 exitport ethernet <slot_number/port_number>
 no shutdownbind interface <s1-mme_intf_name> <mme_context_name>end
 Notes:
 • The type of crypto map used in this example is IKEv2-IPv4 for IPv4 addressing. An IKEv2-IPv6 cryptomap can also be used for IPv6 addressing.
 • The ipsec transform-set list command specifies up to four IPSec transform sets.
 Configuring Mobility Restriction SupportMobility or handover restriction is performed by handover restriction lists configured on the MME. Theselists restrict inter-RAT, 3G location area, and/or 4G tracking area handovers based on the configuration inthe Handover Restriction List Configuration Mode.
 Mobility restriction support is only available through the operator policy configuration. For moreinformation on operator policy, refer to the Operator Policy chapter in this guide.
 Important
 Configuring Inter-RAT Handover Restrictions on the MMEInter-RAT handover restriction configurations on theMME restrict subscribers from participating in handoversto defined radio access network types.
 Use the following example to configure this feature:
 configurelte-policy
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ho-restrict-list <name>forbidden inter-rat cdma2000end
 Notes:
 • Other forbidden inter-RAT choices are: all, GERAN, and UNTRAN.
 • This configuration will only become operational when it is associated with a call control profile. Onlyone handover restriction list can be associated with a call control profile.
 Configuring Location Area Handover Restrictions on the MMELocation area handover restriction lists on the MME restrict subscribers from participating in handovers tospecific 3G location area codes.
 Use the following example to configure this feature:
 configurelte-policy
 ho-restrict-list nameforbidden location-area plmnid id
 lac area_code area_code area_code +end
 Notes:
 • Up to 16 forbidden location areas can be configured per handover restriction list.
 • Up to 128 location area codes can be entered in a single lac command line.
 • This configuration will only become operational when it is associated with a call control profile. Onlyone handover restriction list can be associated with a call control profile.
 Configuring Tracking Area Handover Restrictions on the MMETracking area handover restriction lists on the MME restrict subscribers from participating in handovers tospecific 4G tracking area codes.
 Use the following example to configure this feature:
 configurelte-policy
 ho-restrict-list nameforbidden tracking-area plmnid id
 tac area_code [ area_code + ]end
 Notes:
 • Up to 16 forbidden tracking areas can be configured per handover restriction list.
 • Up to 128 tracking area codes can be entered in a single tac command line.
 • This configuration will only become operational when it is associated with a call control profile. Onlyone handover restriction list can be associated with a call control profile.
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Configuring S4-SGSN Handover CapabilityThis configuration example configures an S3 interface supporting inter-RAT handovers between the MMEand an S4-SGSN.
 Use the following example to configure this feature:
 configurecontext mme_context_name -noconfirm
 interface s3_interface_nameip address ipv4_addressexit
 mme-service mme_svc_namepeer-sgsn rai mcc mcc_value mnc mnc_value rac value lac value address ip_address
 capability s3nri length length plmn-id mcc mcc_value mnc mnc_valueexit
 exitport ethernet slot_number/port_number
 no shutdownbind interface s3_interface_name mme_context_nameend
 Notes:
 • The S3 IP address can also be specified as an IPv6 address. To support this, the ip address commandcan be changed to the ipv6 address command.
 • The peer-sgsn command is used to statically configure a peer SGSN. SGSN selection can also beperformed dynamically through the DNS client. For more information about dynamic peer selection,refer to the Configuring Dynamic Peer Selection, on page 81 section in this chapter.
 • In the absence of an NRI length configuration, the MME treats the NRI as invalid. The MME will usea plain RAI-based FQDN (and not an NRI-based FQDN) for DNS queries made to resolve the sourceSGSN.
 Configuring SCTP Multi-homing SupportSCTPmulti-homing can be configured on the S1-MME interface (to/from eNodeB), the S6a interface (to/fromHLR/HSS), and the SGs interface (to/from the MSC/VLR).
 Configuring SCTP Multi-homing on the S1-MME InterfaceUp to two IPv4 or IPv6 addresses for the S1-MME interface can be entered to allow for SCTP multi-homing.
 The configuration example in this section is intended as a replacement for the S1-MME interface configurationlocated in the section for Creating and Configuring the MME Context and Service, on page 77. Use thefollowing example to configure S1-MME multi-homing between the MME and the eNodeB:
 configurecontext mme_context_name -noconfirm
 interface s1-mme_intf_nameip address ipv4_addressip address secondary_ipv4_address
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exitmme-service mme_svc_name
 bind s1-mme ipv4-address ipv4_address ipv4-address secondary_ipv4_addressexit
 exitport ethernet slot_number/port_number
 no shutdownbind interface s1-mme_intf_name mme_context_nameend
 Notes:
 • The S1-MME IP addresses can also be specified as IPv6 addresses using the ipv6 address keyword.
 • The IP addresses in the bind s1-mme ipv4-address command can also be specified as IPv6 addressesusing the ipv6-address keyword.
 Configuring SCTP Multi-homing on the S6a InterfaceUp to four IPv4 or IPv6 addresses for the S6a interface can be configured to allow for SCTP multi-homing.
 The configuration example in this section is intended as a replacement for the S6a interface configurationlocated in Creating and Configuring the MME Context and Service, on page 77 section and the Diameterconfiguration for the S6a interface located in Creating and Configuring the HSS Peer Service and InterfaceAssociations, on page 78 . Use the following example to configure S6a multi-homing between the MMEand the HLR/HSS:
 configurecontext mme_context_name
 interface s6a_intf_nameip address s6a_intf_primary_ip_addr ip_maskip address s6a_intf_secondary_ip_addr2 ip_mask secondaryip address s6a_intf_secondary_ip_addr3 ip_mask secondaryexit
 exitdiameter endpoint hss-endpoint_name
 origin realm realm_nameorigin host name address s6a_intf_primary_ip_addr port number address
 s6a_intf_secondary_ip_addr2 port number address s6a_intf_secondary_ip_addr3 port numberpeer peer_name realm realm_name address hss_ip_addr1 port number address hss_ip_addr2
 port number sctproute-entry realm realm_name peer peer_nameexit
 port ethernet slot_number/port_numberno shutdownbind interface s6a_intf_name mme_context_nameexit
 Notes:
 • The S6a IP addresses can also be specified as IPv6 addresses using the ipv6 address keyword.
 Configuring S6a SCTP and Application Timers for Multi-homingIn the event of a path failure, the SCTP multi-homing feature requires time to activate the alternate path.Timers associated with the SCTP heartbeat and the application in this instance, a Diameter watchdog request,
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must be tuned properly to ensure that the application does not timeout before the redundant SCTP path canbe activated. The required calculation is based on the two paths configured between the MME and the HSS,the maximum retransmission configuration for the SCTP paths, and the SCTP heartbeat timeout configuration.The configuration of the timers must be identical on both peers.
 The recommended SCTP timer values are provided below in the first row for the Diameter application defaultvalues that follow the typical case of two paths between the MME and HSS SCTP peers. SCTP HB intervalcan be in the range of 1 to 10 seconds, since (10 sec x 1 retx x 2 paths = 20 seconds) (30 sec watchdog timeoutx 1 retry).
 The second row displays the recommended configuration using the same Diameter defaults but providing aSCTP heartbeat timer that reduces heartbeat traffic.
 Table 7: SCTP/Application Timer Configuration Values
 Diameter WatchdogRequest Max Retries
 Diameter DeviceWatchdog Timeout
 SCTP Path MaxRetransmissions
 SCTP Heartbeat Timeout
 1 (default)30 (default)11-10 range
 1 (default)30 (default)15
 The following example configures the SCTP and application timers for the S6a SCTP interface supportingmulti-homing:
 configuresctp-param-template name
 sctp-max-path-retx valuetimeout sctp-heart-beat valueexit
 context namediameter endpoint endpoint_name
 associate sctp-parameter-template template_namedevice-watchdog-request max-retries retry_countwatchdog-timeout timeoutend
 Notes:
 •When no SCTP parameter template is associated with the Diameter endpoint, the following defaultvalues are used:
 sctp-max-path-retx 10 (default in the parameter template is 5)
 timeout sctp-heart-beat 30 (default for the parameter template as well)
 Configuring SCTP Multi-homing on the SGs InterfaceUp to two IPv4 or IPv6 addresses for the SGs interface can be entered to allow for SCTP multi-homing.
 Use the following example to configure SGs multi-homing between the MME and the MSC/VLR:
 configurecontext mme_context_name -noconfirm
 interface s1-mme_intf_nameip address ipv4_address
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ip address secondary_ipv4_addressexit
 sgs-service mme_svc_namebind ipv4-address ipv4_address ipv4-address secondary_ipv4_addressexit
 exitport ethernet slot_number/port_number
 no shutdownbind interface sgs_intf_name mme_context_nameend
 Notes:
 • The SGs IP addresses can also be specified as IPv6 addresses using the ipv6 address keyword.
 • The IP addresses in the bind ipv4-address command can also be specified as IPv6 addresses using theipv6-address keyword.
 SCTP Parameters for MMEThe details on the configurable values for SCTP parameters are provided in the table given below:
 GranularityMaximum valueMinimum valueParameter
 10ms5s10msRTO.min
 10ms120s500msRTO.max
 10msRTO.maxRTO.minRTO.initial
 -1/81/8RTO.alpha
 -1/41/4RTO.beta
 1s120s5sValid.Cookie.Life
 1s300s1sHB.interval
 10ms500ms0msSACK period
 151SACK frequency
 1 byte65535 bytes508 bytesMTU size
 The details on the default values for SCTP parameters are provided in the table given below:
 Default valueParameter
 5RTO Alpha
 10RTO Beta
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Default valueParameter
 600Valid Cookie Life
 10Max. associate retransmission value
 16Max. number of outgoing streams
 16Max. number of incoming streams
 5Max. retransmission initiations
 1500Max. MTU size
 508Min. MTU size
 1500Start MTU
 5Max. path retransmission
 30RTO Initital
 600RTO Max
 10RTO Min
 30HB interval
 TrueHB enable
 2SACK period
 2SACK frequency
 TrueBundle valid
 FalseBundle enable
 Configuring Static S-GW PoolsThe MME supports static TAI list configuration which allows for the mapping of TAIs, TACs, and S-GWsto facilitate S-GW pooling for UEs moving between TAIs in their TAI lists.
 Creating and Configuring a TAI Management Database and ObjectThis section provides configuration examples for creating and configuring the TAI/S-GW associations forS-GW pooling.
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Use the following example to configure this feature on the MME:
 configurelte-policy
 tai-mgmt-db db_nametai-mgmt-obj object_nametai mcc number mnc number tac valuesgw-address ipv4_address s5-s8-protocol gtp weight numberend
 Notes:
 • In releases prior to 21.2: Up to 4 TAI databases can be configured on the system.In 21.2 and later releases: Up to 32 TAI databases can be configured on the system.
 • In releases prior to 21.2: Up to 500 TAI management objects can be configured per database.In 21.2 and later releases: Up to 4000 TAI management objects can be configured per database. Thetotal number of TAI-Objects across all 32 TAI-DBs is limited to 16000.
 • Up to 16 TAIs can be configured per management object.
 • Up to 16 TACs can be configured per TAI.
 • The sgw-address variable can also be specified as an IPv6 address.
 • Up to 32 S-GW IP addresses can be configured per management object.
 •Weights for IPv4 addresses are ignored if IPv6 addresses are present meaning only IPv6 addresses areload-balanced if present.
 • The s5-s8-protocol can also be specified as pmip or both (GTP and PMIP).
 Associating a TAI Management Database with an MME ServiceIn order for an MME service to use a statically configured S-GW pool, it must be associated with the TAIManagement Database.
 Use the following example to configure the TAI Management Database-to-MME service association:
 configurecontext mme_context_name
 mme-service mme_svc_nameassociate tai-mgmt-db database_nameend
 Notes:
 • Only one TAI Management Database can be configured per MME service.
 • This association can also be performed in the Call Control Profile Configuration Mode supportingOperator Policy. If both associations are configured, the Operator Policy association is preferred by thesystem.
 Associating a TAI Management Database with a Call Control ProfileMME service can access a statically configured S-GW pool through an Operator Policy instance, specificallythrough the Call Control Profile.
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Use the following example to configure the TAI Management Database-to-MME service association:
 configurecall-control-profile name
 associate tai-mgmt-db database_nameend
 Notes:
 • Only one TAI Management Database can be configured per Call Control Profile.
 • This association can also be performed in the MME Service Configuration Mode. If both associationsare configured, the Operator Policy association is preferred by the system.
 • If the tai-mgmt-db is associated with a call-control-profile, and DNS is to be used for S-GW lookups,the DNS configuration must be configured within the same call-control-profile using the dns-sgwcommand within the call-control-profile configuration mode.
 Configuring UMTS to LTE ID MappingUMTS networks are configured with LACs allocated from the reserved space of 32K to 64K. In LTE networks,this space is typically reserved for MME group IDs. To overcome this issue during inter-RAT handovers, theMME can be configured with mappings between LACs and MME group IDs.
 Use the following configuration example to map PLMN IDs to MME group IDs:
 configurelte-policy
 network-global-mme-id-mgmt-dbplmn mcc mcc_value mnc mnc_value mme-group-id-range first id last idexit
 exitcontext mme_service_context
 mme-service service_nameassociate network-global-mme-id-mgmt-dbend
 Notes:
 • Up to 32 mappings can be configured on the system.
 • Overlapping ranges can be identified in the output of the show configuration errors command.
 Configuring User Location Information Reporting SupportThis feature allows the MME to query and receive UE location reports from an eNodeB.
 User Location Information Reporting is a licensed feature and requires the purchase of the ULI Reportingfeature license to enable it.
 Note
 Use the following example to configure User Location Information (ULI) reporting support on the MME:
 configurecontext mme_context_name
 mme-service mme_svc_name
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location-reportingend
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C H A P T E R 3128K eNodeB Connections
 TheMME supports 128K eNodeB connections for VPC-DI and ASR5500-DPC2 platforms, previously only64k eNodeB connections were supported.
 • Feature Description, page 99
 • Configuring Rate Limit for S1 SCTP Connections from eNodeB, page 100
 • Monitoring and Troubleshooting, page 100
 Feature Description128K eNodeB Connection Support
 The MME now supports 128K eNodeB connections for VPC-DI and ASR5500-DPC2 platforms; it has beenenhanced from 64K eNodeB connections. A MME manager instance supports 4K eNodeBs, a minimum of32 MMEmanagers are required to support 128K eNodeB's. If the network has more than 32 MMEmanagers,128k eNodeB connections limit is not enforced. The support for 128K eNodeB connections is per chassis andnot per MME service.
 The maximum number of MME managers that can be configured per chassis for the VPC-DI platform hasbeen enhanced from "24" to "48".
 Distribution of Multiple SCTP Association - VLR
 The SCTP associations of a VLR are now distributed across MME managers. In previous releases multipleSCTP connections from aVLRwere hosted on the sameMMEmanager. Distribution of VLRSCTP associationsacross MME managers helps in achieving better load distribution at the MME managers.
 There is no change for load balancing of SGs messages sent by MME across multiple SCTP associations ofa VLR.
 S1-SCTP Rate Limiting
 The operator can now configure a rate limit for incoming S1 SCTP connections from the eNodeB. Thisprevents an overload at the MME in case there is a surge of S1 SCTP connections from the eNodeBs. Newcommand keywords s1-sctp rate limit are introduced in the task facility mmedemux command, they can
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be used to specify the rate limit value of connections per second for the chassis. NewMMEDemux subsystemstatistics are introduced to display the number of packets that are dropped due to the configured rate limit.
 Configuring Rate Limit for S1 SCTP Connections from eNodeBThe task facility mmedemux command is updated to include option to configure a rate limit for incomingS1 SCTP connections in MME per chassis.
 configuretask facilitymmedemux {mmemgr-startup-percentage percent_value [ mmemgr-startup-wait-time
 wait_time ] | s1-sctp rate-limit value }default task facility mmedemux mmemgr-startup-percentage mmemgr-startup-wait-timeno task facility mmedemux { mmemgr-startup-percentage mmemgr-startup-wait-time | s1-sctp
 rate-limit}exit
 • By default rate limiting is not imposed on incoming SCTP connections at the MME. Configuring therate limit is an optional configuration, to prevent overload of MME from surge/burst of S1 SCTPconnections from eNodeBs.
 • The keyword s1-sctp identifies the MME SCTP interface type.
 • The keyword rate-limit is used to configure the rate limit for incoming S1 SCTP connections fromeNodeB. The value of the rate limit that can be configured is an integer from 1 up to 65535. Once therate of incoming S1 SCTP connections exceed the configured value, the SCTP cookie echo packets aredropped by the MME on exceeding the rate limit. The SCTP connection with eNodeB is eventually beestablished after retries/retransmission by the eNodeB. The statistics of the dropped S1 SCTP packetsare collected and displayed as part of MME Demux subsystem statistics.
 Example:
 The following CLI command configures rate-limit of 100 S1 SCTP connections per second for a chassis:
 task facility mmedemux s1-sctp rate-limit 100
 Verifying the Configuration
 The configuration of this feature can be verified using the following show commands. Execute the showconfiguration command to verify the configuration, the output displays the following parameters based onthe configuration:
 • task facility mmedemux s1-sctp rate-limit value
 Monitoring and TroubleshootingThis section provides information on the show commands available to support this feature.
 Show Command(s) and/or Outputs
 The following parameter is added to the output generated by the show session subsystem facility mmedemuxall command to display statistics for this feature.
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• Total number of S1 sctp packets dropped (rate-limit) - This counter displays the number of SCTPpackets dropped due to the configured rate limit for incoming S1 SCTP connections to the MME on aper chassis basis.
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C H A P T E R 4A-MSISDN Functionality
 It is possible to configure the MME to support the Additional Mobile Subscriber ISDN (A-MSISDN) flagin the Features List AVP of the Update Location Request (ULR) messages.
 This chapter looks at the MME's A-MSISDN functionality.
 • Feature Description, page 103
 • How It Works, page 103
 • Configuring A-MSISDN Functionality, page 104
 • Monitoring and Troubleshooting the A-MSISDN Functionality, page 105
 Feature DescriptionThe MME includes the Additional Mobile Subscriber ISDN (A-MSISDN) flag in the Features List AVP ofthe Update Location Request (ULR) messages that are sent over the S6a interface to the Home SubscriberServer (HSS) at the time a UE Attaches. In response, if an A-MSISDN is available then the HSS sends aprovisioned A-MSISDN and an MSISDN in the Subscription Data AVP in Update Location Answer (ULA)and IDR messages.
 How It WorksWhen A-MSISDN is configured to enable this functionality, then the MME will advertise support forA-MSISDN in S6a ULRmessages by setting bit 31 in the Feature List Id 1 AVP. Upon receiving s6a ULA/IDRmessages from the HSS, the MME will
 • store received A-MSISDN value from the Subscription Data AVP in the UE context.
 • use A-MSISDN as C-MSISDN in "SRVCC PS to CS Request" and "Forward Relocation Request"messages.
 • store received C-MSISDN as A-MSISDN in the UE context.
 Support for A-MSISDN functionality enables the MME to use the A-MSISDN as a Correlation MSISDN(C-MSISDN) during SRVCC PS-to-CS handovers. For information on the purpose of the C-MSISDN, referto 3GPP TS 23.003.
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If the MME sends an A-MSISDN flag in the ULR, then the MME
 • can receive only one or both MSISDN and A-MSISDN in ULA/IDR messages.
 • can send MSISDN or A-MSISDN as C-MSISDN.
 The MME's A-MSISDN functionality is applicable for ULR/ULA, IDR/IDA, and DSR/DSA command pairssent over S6a interface.
 The MME also supports the A-MSISDN withdrawal bit received in DSR Flags AVP. Receipt of this bittriggers the MME to delete an A-MSISDN from the UE context.
 LimitationsA-MSISDN support is not present for the S6d interface. This means that A-MSISDN will not be available tothe MME when SGSN/MME-combo optimization is enabled and subscription data received by the SGSN isre-used by the MME.
 Location services using A-MSISDN are not supported (PLR/LRR).
 Lawful Intercept (LI) andMonitor Subscriber functions based onA-MSISDN as the identifier are not supported.
 Standards ComplianceThe MME's support of A-MSISDN complies with 3GPP 29.274 v11.10.0.
 Configuring A-MSISDN FunctionalityEnabling A-MSISDN is a two step process:
 • First, configure A-MSISDN support on the MME.
 • Second, configure the MME to support 3GPP Release 11 AVPs.
 Both configuration steps are described below and both must be completed to fully enable A-MSISDNfunctionality.
 Configuring A-MSISDN SupportBy default, A-MSISDN is not supported. Use the following configuration sequence to enable the MME tosupport A-MSISDN functionality and to advertise that support to the HSS.
 configurecall-control-profile profile_name
 a-msisdnremove a-msisdnend
 Notes:
 • a-msisdn Enables the MME to notify the HSS of support for Additional-MSISDN for the PLMNassociated with this call-control profile.
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• remove Disables support for A-MSISDN functionality and returns the MME to default state.
 • Configure the 3GPP R11 support with the diameter update-dictionary-avps command in the HSS PeerService configuration mode to complete the configuration required to support A-MSISDN.
 Verifying the A-MSISDN Support ConfigurationUse the output generated by the show call-control-profile full all command to verify the configuration statusof the A-MSISDN functionality:Call Control Profile Name = cp1SAMOG Web-Authorization Mutiple Device Support : NO...Super Charger : DisabledP-CSCF Restoration : EnabledA-MSISDN : EnabledSending Radio Access Technology (RAT) IE : Enabled
 Configuring 3GPP Release 11 AVP SupportThe following configuration sequence enables the MME to support AVPs available in Release 11 3GPP29.272.
 configurecontext context_name
 hss-peer-service service_namediameter update-dictionary-avps { 3gpp-r10 | 3gpp-r11 | 3gpp-r9 }no diameter update-dictionary-avpsend
 Notes:
 • 3gpp-r11 Configures the MME to support signaling additional AVPs to an HSS in support of Release11 of 3GPP 29.272. Using this keyword is necessary to enable the MME to fully support inclusion ofthe Additional Mobile Station ISDN (A-MSISDN) flag of the Feature List AVP in Update LocationRequest (ULR) messages sent over the S6a interface to the HSS at the time a UE Attaches.
 • no Sets the command to the default value where Release 8 (standard) dictionary is used for backwardcompatibility of previous releases.
 Monitoring and Troubleshooting the A-MSISDN Functionality
 Show Command(s) and/or OutputsThe show commands in this section are available in support of the MME's A-MSISDN functionality.
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show mme-service session full allThe A-MSISDN field in the generated output indicates an A-MSISDN value if the A-MSISDN is receivedfrom the HSS. If no value is received from the HSS, then the value displayed will be n/a.[local]asr5000 show mme-service session full allSessMgr Instance: 1 ImsiMgr Instance: 1MSID: 123456789012345 Callid: 00004e21MME Service: mmesvcMME HSS Service: mme1SGTPC Service: sgtp1EGTP S11 Service: egtp_mmeMME S1 Address: 192.80.80.2EGTP S11 Address: 192.80.80.16ME Identity: n/a GUTI: 123:456:32777:2:3221225473MSISDN: 888012345679001A-MSISDN : 988012345679002
 The following show commands will also generate outputs that display the A-MSISDN value if it has beenreceived from the HSS. If nothing is received, then the value will be n/a:
 • show mme-service db record call-id call-id
 • show mme-service db record imsi imsi
 • show mme-service db record guti plmn plmn group-id group-id code code m-tmsi m-tmsi
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C H A P T E R 5Access Restriction based on Regional Zone Code
 This chapter describes access restrictions based on regional zone codes, which are configured under aTAI-Object.
 • Feature Description, page 107
 • How It Works, page 107
 • Configuring Access Restriction based on Regional Zone Code, page 111
 • Monitoring and Troubleshooting Access Restriction based on Regional Zone Codes, page 113
 Feature DescriptionZone codes are used to identify the group of Tracking Area Identities (mcc-mnc-tac), and to further restrictor allow services under those TAI, based on Call Control and/or Operator policies. The scope of zone codeis defined as a set of TAIs. This is configurable under LTE TAI Management Object.
 Until release 21.0, only one zone code value was configurable under each TAI-Object. Due to this limitation,configuring and managing different access restrictions per TAI-Object separately for each PLMN required acomplex configuration or a separate TAI-DB for each PLMN.
 To overcome this limitation, in release 21.1, this feature is modified to configure multiple zone code valuesunder the same TAI-Object. It allows specific zone codes to be managed based on call-control-profile / HSS(per roaming partner). Also, this feature supports overlapping of zones by allowing multiple zone code valuesto which a TAI-Object belongs.
 How It WorksRegional Zone Code Identity
 A PLMN-specific regional subscription unambiguously defines the region in which roaming is allowed, forthe entire PLMN. It consists of one or more regional subscription zones. The regional subscription zone isidentified by a Regional Subscription Zone Identity (RSZI).
 The RSZI elements are defined below:
 • Country Code (CC): This defines the country in which the PLMN is located.
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• National Destination Code (NDC): Identifies the PLMN in that country.
 • Zone Code (ZC) identifies a regional subscription zone as a pattern of "allowed" and "not allowed"location areas uniquely within that PLMN. ZC has a fixed length of two octets and is coded in fullhexadecimal representation.
 RSZIs, including ZCs, are assigned by the VPLMN operator.
 Information Storage
 If a mobile subscriber has a regional subscription, the HSS stores a list - up to 10 Regional Subscription ZoneIdentities (RSZIs), for each PLMN involved. This is sufficient to store the Zone Code List per CC NDC. Onupdating the MME, HSS identifies the VPLMN and NDC given by the MME and transfers the correspondingZone Code List to the MME. The UE is allowed access to all zone codes provided in the subscription datareceived from the HSS. The Zone Code List maintained by the MME, consists of Zone Codes without CCand NDC.
 Regional Zone Code Restriction
 Regional Zone Code Restriction allows an operator to control the areas in which a UE can roam in to receiveservice. The code representing the zone in which a UE is to be offered service by the network can be configuredin the HSS or using local provisioning in the MME.
 Once provisioned, the following restriction types are supported on the MME:
 • HSS subscription based zone code restriction - if the subscription data in the HSS contains zone codes,the UE is allowed to attach/connect only in those zones. Support for Regional Zone Code restrictionbased on HSS subscription data allows operators to offer zone based EPC subscriptions to homesubscribers.
 Regional subscription zone codes are populated only when HSS returns the zone codesconfigured in the subscription profile (as shown below). HSS returned zone codes areonly configured as Allowed, not as Restricted.
 Note
 Subscription ProfileRegional Subscription Zone CodesZone Code: 1Zone Code: 12Zone Code: 234Zone Code: 4567Zone Code: 890
 • Local policy based zone code restrictions - using the operator policy on the MME, certain ranges ofIMSI or specific PLMN(s) could be restricted from or allowed to camp on, zones within the MMEservice area. This policy could apply to any PLMN. Local policy based zone code restriction allowsoperators to control access of EPC by roaming subscribers on a zone basis.
 • Call-Control-Profile based restriction:
 ◦In the call-control-profile, the operator can configure zone codes as a list of allowed zone codesfor a TAI-list.configcall-control-profile ccplte-zone-code allow zone-code-list 100 147 170
 If the "allow" zone code configured in the call-control-profile matches with a zone code from theTAI-Object list, the operation succeeds, else fails.
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◦In the call-control-profile, the operator can configure zone codes as a list of restricted zone codesfor a TAI-list.configcall-control-profile ccplte-zone-code restrict zone-code-list 100 147 170
 If the “restrict” zone codes configured under Call Control Profile matches with any one zone codefrom TAI-Object then the zone code validation fails, else it succeeds.
 Local policy based zone code restriction allows operators to control access of EPC by roaming subscriberson a zone basis.
 When zone code validation fails (either with HSS or call-control-profile), the EMM Cause Code to be sentin the reject message can be configured in the call-control-profile.
 • On failure, if no EMMCause Codes is configured, the default EMMCause Code is sent in reject messageis #13, 'roaming-not-allowed-in-this-tracking-area' for roaming subscribers and #12,'tracking-area-not-allowed' for home subscribers.
 • The other EMM Cause Codes are: 'no-suitable-cell-in-tracking-area','eps-service-not-allowed-in-this-plmn', and 'plmn-not-allowed'.
 •When a UE is rejected either because the zone code was not in the allowed list or because it was not inthe restricted list, the above mentioned EMM Cause Codes can be configured.
 Use the following CLI commands to configure EMM Cause Codes during a zone code validation failure:
 configcall-control-profile profile_namelocal-cause-code-mapping restricted-zone-code emm-cause-code [ eps-service-not-allowed-in-this-plmn
 | no-suitable-cell-in-tracking-area | plmn-not-allowed | roaming-not-allowed-in-this-tracking-area |tracking-area-not-allowed ]
 [ remove ] local-cause-code-mapping restricted-zone-codeend
 Notes:
 • The local-cause-code-mapping restricted-zone-code command configures the reject cause code tosend to a UE when a UE requests access to a restricted zone.
 • The emm-cause-code command specifies the EPS Mobility Management (EMM) cause code to returnwhen a UE requests access to a restricted zone. The emm-cause-code value must be one of the followingoptions:
 • eps-service-not-allowed-in-this-plmn
 • no-suitable-cell-in-tracking-area - Default.
 • plmn-not-allowed
 • roaming-not-allowed-in-this-tracking-area
 • tracking-area-not-allowed
 • The remove local-cause-code-mapping restricted-zone-code command removes the configured causecode mapping.
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Standards ComplianceThe Access Restrictions based on Regional Zone Codes feature complies with the following standards:
 • 3GPP TS 24.301 V9.5.0 (2010-12), 3rd Generation Partnership Project; Technical Specification GroupCore Network and Terminals; Non-Access-Stratum (NAS) protocol for Evolved Packet System (EPS);Stage 3 (Release 9)
 • 3GPP TS 29.272 V9.5.0 (2010-12), 3rd Generation Partnership Project; Technical Specification GroupCore Network and Terminals; Evolved Packet System (EPS); Mobility Management Entity (MME) andServing GPRS Support Node (SGSN) related interfaces based on Diameter protocol (Release 9)
 • 3GPP TS 29.274 V9.4.0 (2010-09), 3rd Generation Partnership Project; Technical Specification GroupCore Network and Terminals; 3GPP Evolved Packet System (EPS); Evolved General Packet RadioService (GPRS) Tunnelling Protocol for Control plane (GTPv2-C); Stage 3 (Release 9)
 • 3GPP TS 29.002 V9.4.0 (2010-09), 3rd Generation Partnership Project; Technical Specification GroupCore Network and Terminals; 3GPP Evolved Packet System (EPS); Mobile Application Part (MAP);(Release 9)
 • 3GPP TS 23.008 V9.4.0 (2010-09), 3rd Generation Partnership Project; Technical Specification GroupCore Network and Terminals; 3GPP Evolved Packet System (EPS); Organization of Subscription Data;(Release 9)
 • 3GPP TS 23.003 V9.4.0 (2010-09), 3rd Generation Partnership Project; Technical Specification GroupCore Network and Terminals; 3GPP Evolved Packet System (EPS); Numbering, Addressing andIdentification; (Release 9)
 LimitationsThe Access Restriction based on Regional Zone Code feature have the following limitations:
 • If an ISDR is received from the HSS for an attached subscriber, theMME does not detach the subscriber,rejects the next TAU request.
 • If both call control policy based restrictions and HSS subscription based zone code restrictions are presentduring a call, only HSS based restrictions will be processed. For a zone code in a HSS accept list, thecall will be progressed, and for a zone code that is not in the HSS accept list, the message will be rejected,regardless of any call control profile being active for the call.
 • Changes to zone code mapping or call control profile mapping will not detach the currently attachedsubscribers. The call control profile changes, and also, the changes to mapping of TAI to Zone codesaffects the processing of any incoming messages after the change.
 This feature should be configured with either a HSS provided zone-code policy or a locally configuredzone-code policy, but not together. If both are configured, the MME selects the HSS provided zone-codepolicy leading to an unexpected behavior.
 Note
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Configuring Access Restriction based on Regional Zone CodeIn release 21.1, the CLI command to configure zone code under a TAI-Object is extended to configure multiplezone code values under the same TAI-Object. A maximum of 10 zone codes is configurable under eachTAI-Object.
 During the configuration, the operator should be mindful of the following:
 • Zone codes can be configured as single zone code per configuration line or multiple zone codes perconfiguration line. It is recommended to enter multiple zone codes per configuration line to reduce theconfiguration load time.
 • Duplicate zone codes are not allowed under the same TAI-Object. However, duplicate zone code canbe configured in a different TAI-Object.
 • If multiple zone codes are entered in a single line configuration - duplicate zone codes and unique zonecodes, only the duplicate zone codes will be rejected whereas the unique zone codes are accepted.
 • If number of zone codes entered in single configuration line is greater than 10, then only 10 minus theinitial configured zone codes will be accepted and configured.
 • During the configuration, if all the 10 slots are configured, the extra configured zone code values arerejected with a suitable error.
 • If the zone codes are configured when the subscribers are already attached, the currently attachedsubscribers are not detached. Changes to the mapping of TAI to Zone codes affect the processing of anyincoming messages. So, if the mapping of TAI to zone codes is changed after an initial attach, the nextTAUmessage zone code validation with a HSS/call-control-profile is processed with the newly updatedzone code configuration. The initial attach message for new subscribers uses the updated zone codeconfiguration.
 The session manager instance, as displayed in the log, must be reloaded to push the correct configurationto the respective session manager after session manager recovery. This will ensure that the configurationin the session manager and the SCT are in sync.
 Use the following CLI commands to enable Access Restriction based on Regional Zone Codes:configurelte-policytai-mgmt-db database_nametai-mgmt-obj object_name[ no ] zone-code zonecode_value [ zonecode_value2 [...[ zonecode_value10 ] ] ]end
 Notes:
 • The zone-code command configures zone code values under a TAI object. In release 21.1, the numberof zone codes values configurable in a single line configuration is extended to 10 values under a TAI-list.For example, zone-code 10 11 12 13 14 15 16 17 18 19
 • By default, the zone-code command is not enabled.
 • The no zone-code<zonecode_value2>…<zonecode_value10>, removes the selected zone code valuesentered from the TAI-list. For example, in the following configuration: no zone-code 10 11 12, onlythe zone code value 10 11 12 is removed from the existing TAI-list, whereas the other zone code valuesremain configured in the TAI-list.
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Example Configuration
 The following is an example configuration to allow access to TAIs for PLMNwith a specific value of mcc/mnc,and a configuration to restrict access to specific TAI values for a different PLMN.config
 operator-policy name Partner-1-policyassociate call-control-profile CCP1
 #exitoperator-policy name Partner-2-policy
 associate call-control-profile CCP2#exitlte-policy
 subscriber-map sm1precedence 100 match-criteria imsi mcc 111 mnc 222 operator-policy-name
 Partner-1-policyprecedence 101 match-criteria imsi mcc 111 mnc 333 operator-policy-name
 Partner-2-policyexittai-mgmt-db TMD
 tai-mgmt-obj OBJ1zone-code 11 21tai mcc 123 mnc 456 tac 1234tai mcc 123 mnc 456 tac 1235tai mcc 123 mnc 456 tac 1236tai mcc 123 mnc 456 tac 1237
 #exittai-mgmt-obj OBJ2
 zone-code 12tai mcc 123 mnc 456 tac 2234tai mcc 123 mnc 456 tac 2235tai mcc 123 mnc 456 tac 2236
 #exittai-mgmt-obj OBJ3
 zone-code 13 22tai mcc 321 mnc 456 tac 1244tai mcc 321 mnc 456 tac 1245tai mcc 321 mnc 456 tac 1248tai mcc 321 mnc 456 tac 1249
 #exittai-mgmt-obj OBJ4
 zone-code 23tai mcc 321 mnc 456 tac 2244tai mcc 321 mnc 456 tac 2245tai mcc 321 mnc 456 tac 2247tai mcc 321 mnc 456 tac 2248
 #exit#exit
 #exitcall-control-profile CCP1
 lte-zone-code allow zone-code-list 11 12 13associate tai-mgmt-db TMD
 #exitcall-control-profile CCP2
 lte-zone-code restrict zone-code-list 21 22 23associate tai-mgmt-db TMD
 #exitend
 Configuration Description
 In the above configurations, UEs are mapped to separate zone code numbers. Each zone code can be associatedto TAIs independent of each other.
 From the example above, for “allow” access:UEs from PLMN –with mcc = 111 and mnc = 222, operator policy = Partner-1-policy and call-control-profile= CCP1 applies.With reference to CCP1, zone codes 11, 12 and 13 are allowed from the associated tai-mgmt-db
 MME Administration Guide, StarOS Release 21.2112
 Access Restriction based on Regional Zone CodeConfiguring Access Restriction based on Regional Zone Code

Page 149
                        

= TMD. UEs from this PLMN will be allowed with access to TAI values in tai-mgmt-obj = OBJ1, OBJ3 andOBJ2 (For example, tai mcc 123 mnc 456 tac 1234).
 From the above example, for “restrict” access:UEs from PLMN –with mcc = 111 and mnc = 333, operator policy = Partner-2-policy and call-control-profile= CCP2 applies. With reference to CCP2, zone codes 11, 12 and 13 are restricted from the associatedtai-mgmt-db = TMD. UEs from this PLMN will be restricted from access to TAI values in tai-mgmt-obj =OBJ1, OBJ3 and OBJ2 (For example, tai mcc 123 mnc 456 tac 1234).
 Verifying Access Restriction based on Regional Zone CodesUse the following command to verify Access Restriction based on Regional Zone Codes configuration on theMME.
 show lte-policy tai-mgmt-db name database_nameTAI Management DB: db_test
 TAI Management Object: obj_testZone Code: 103 104 105 106 107 108 109
 Notes:
 • TAI Management DB: Denotes the name of the database object.
 • TAI Management Object: Identifies the TAI-Object list where the zone codes are configured.
 • Zone Code: Displays the configured zone code values under a specified TAI-Object.
 Monitoring and Troubleshooting Access Restriction based onRegional Zone Codes
 This section provides information on how to monitor Access Restriction based on Regional Zone Codes.
 Show Command(s) and/or OutputsThis section provides information regarding show commands and/or their outputs in support of AccessRestriction based on Regional Zone Codes feature.
 show mme-service statistics
 On running this command, the following fields are displayed for this feature:
 • Roaming restricted TA
 • PLMN Not allowed
 • TA not allowed
 • No suitable cells in TA
 • No EPS Service in PLMN
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DescriptionField
 The total number of EMMAttach Reject messages sent with the cause code#13: "Roaming restricted in TA".
 Roaming restricted TA
 The total number of EMMAttach Reject messages sent with the cause code#11: "PLMN not allowed".
 PLMN Not allowed
 The total number of EMMAttach Reject messages sent with the cause code12: "Tracking Area not allowed".
 TA not allowed
 The total number of EMMAttach Reject messages sent with the cause code#15: "No suitable cells in TA".
 No suitable cells in TA
 The total number of EMMAttach Reject messages sent with the cause code#14: "EPS service not allowed in this plmn".
 No EPS Service in PLMN
 show mme-service db record imsi imsi_value
 On running this command, zone codes allowed for a particular UE are displayed. The following field isdisplayed for this feature:
 • Regional Subscription Zone Codes
 DescriptionField
 This field displays all the Zone Code values (up to 10 zone code values),returned by the HSS in the Update Location Answer message or InsertSubscriber Data message for a UE, based on the values configured in itssubscription profile.
 Regional Subscription ZoneCodes
 If zone code restriction is applied under the call-control-profile, then the Regional Subscription ZoneCodes field will not be captured in any of the show CLI output.
 Note
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C H A P T E R 6APN Override
 Access Point Name (APN) Override is a set of features which enable the operator to override the APNrequested by the UE. The functionality to provide configurable remapping provides the operator flexibleoptions with APN handling locally rather than requiring changes in the external systems.
 • Feature Description, page 115
 • How it Works, page 116
 • Configuring APN Override, page 116
 • Monitoring and Troubleshooting the APN Override Feature, page 120
 Feature DescriptionIn many situations the APN provided in the Activation Request is unacceptable. Either it does not match anyof the subscribed APNs or could be misspelled, resulting in the SGSN/MME rejecting the Activation Request.The APN Override feature enables the operator to override an incoming APN specified by a subscriber orprovided during the APN selection procedure.
 There are three methods of performing apn-overriding.
 • Network Identifier (NI) based overriding
 • Operator Identifier (OI) based overriding
 • Charging-characteristic based overriding
 A valid license key is required to enable APNOverride. Contact your Cisco Account or Support representativefor information on how to obtain a license.
 MME sends remappedAPN to the UE in the ATTACH_ACCEPT or ACTIVATE_DEFAULT_BEARER_REQmessages when APN Remapping feature is enabled. In release 19.5, this behavior is modified so that MMEcan control to send either the UE requested APN or remapped APN in these messages. This behavior iscontrolled through adding a new optional keyword orig-apn in the existing apn-remap CLI command in theAPN Remap Table configuration mode.
 Additional configuration control is provided at the MME service level to reject or accept UE sessions withAPN containing non-3GPP standard characters. The following are considered as standard 3GPP characters:
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• A - Z, a - z (alphabets)
 • 0 – 9 (numeric)
 • - (hyphen)
 • * (asterisk)
 • . (period)
 All other characters are considered as non-3GPP standard.
 New CLI configuration is also introduced in the APN Remap Table configuration mode to allow remappingof APNs with non-3GPP characters.
 How it WorksThe following sections describe the three methods for overriding a UE requested APN. These options enablethe operator to overwrite incorrect APNs or apply an APN when not provisioned for the subscriber in theHLR.
 Network Identifier (NI) OverridingNetwork Identifier (NI) Overriding is done before validating the UE requested APN with HSS subscriberdata.
 Operator Identifier (OI) OverridingOperator Identifier (OI) Overriding is done after Network Identifier is validated against HSS subscriber data.After the FQDN is constructed for DNS query, OI overriding is applied on the constructed FQDN to form anew FQDN based on OI remapping.
 Charging Characteristics OverridingCharging characteristics based overriding is performed if theapn-charging-characteristic/subscriber-charging-characteristic from the HSS matches the configured APNand charging-characteristic in the remap entry.
 Configuring APN OverrideConfiguration for all of the functions of the APN Override feature is accomplished in the APN Remap Tableconfiguration mode of the Operator Policy Feature. In order to enable apn-overriding, an apn-remap-tablemust be configured and associated to the mme-service through the operator-policy.
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Before You BeginAPN Override is configured with the commands in the APN Remap Table configuration mode. This modegenerates a table that is a key component of the Operator Policy feature and the table is not valid unless it isassociated with an operator policy.
 Before entering the APN Remap Table configuration mode to configure specific APN override settings, youmust first create and associate the various related objects as follows:
 Step 1 Create an APN Remap Table instance from the Global configuration mode.Step 2 Associate the APN Remap Table with an operator policy in the Operator Policy configuration mode.Step 3 Define which subscribers should have this operator policy applied.
 Refer to the following example to complete these steps.
 configureapn-remap-table table_name -noconfirm
 exitoperator-policy name policy_name -noconfirm
 associate apn-remap-table table_nameexit
 lte-policysubscriber-map map_name -noconfirm
 precedence 1 match-criteria all operator-policy-name policy_nameexit
 exitcontext ingress -noconfirm
 mme-service srvc_name -noconfirmassociate subscriber-map map_nameend
 Configuring Network Identifier OverrideNetwork Identifier (NI) Overriding is done before validating the UE requested APN with HSS subscriberdata.
 configureapn-remap-table table_nameapn-remap network-identifier company.com new-ni internet.comend
 Notes:
 • The apn-remap command above remaps the UE requested APN "company.com" to "internet.com".
 •Wildcards characters (*) can be used in the existing network identifier.
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Configuring Operator Identifier OverrideOperator Identifier (OI) Overriding is done after Network Identifier is validated against HSS subscriber data.After the FQDN is constructed for the DNS query, Operator Identifier overriding is applied on the constructedFQDN to construct the new FQDN based on OI remapping.
 configureapn-remap-table table_nameapn-remap operator-identifier mnc456.mcc123.gprs new-oi mnc987.mcc654.gprsapn-remap operator-identifier mnc456.mcc123.gprs value-for-oi-mcc 543 value-for-oi-mnc 234end
 Notes:
 • The first apn-remap command above remaps "company.com.apn.epc.mnc456.mcc123.3gppnetwork.org"to "starent.com.apn.epc.mnc987.mcc654.3gppnetwork.org".
 • The second apn-remap command above remaps "starent.com.apn.epc.mnc456.mcc123.3gppnetwork.org"to "starent.com.apn.epc.mnc234.mcc543.3gppnetwork.org".
 •Wildcards characters (*) can be used in the existing operator identifier.
 Configuring Charging Characteristics OverrideIf the UE-requested APN and apn-charging-characteristic or subscriber-charging-characteristic informationreturned from the HSS matches the locally configured APN and charging-characteristic details in the remapentry, then it is overridden with the configured target-ni.
 configureapn-remap-table table_namecc behavior 0x785 profile 6 apn-remap network-identifier company.com new-ni internet.comend
 Notes:
 • The above command remaps "company.com" to "internet.com" if the configured charging-characteristicmatches the apn-charging-characteristic or subscriber-charging-characteristic in the HSS. Also, thePDN-type must match.
 Enabling MME to Send UE Requested APNUse the following configuration commands to configure MME to send the UE requested APN inATTACH_ACCEPT or ACTIVATE_DEFAULT_BEARER_REQ message.
 configureapn-remap-table table_nameapn-remap network-identifier company.com new-ni internet.com [ orig-apn ]cc behavior 0xff profile 10 apn-remap network-identifier company.com new-ni internet.com [ orig-apn
 ]apn-selection-default lowest-context-id [ orig-apn ]apn-selection-default first-in-subscription [ orig-apn ]apn-selection-default network-identifier require-dns-fail-wildcard [ orig-apn ]end
 Notes:
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• orig-apn: This is an optional keyword newly added to the existing CLI commands to enable MME tosend UE requested APN to the UE. If this optional keyword is not configured, then MME continueswith its default behavior of sending the remapped APN to the UE.
 • For more information on the existing CLI commands, see the Command Line Interface Reference guide.
 Rejecting UE Requested APN with Non-standard CharactersUse the following configuration commands to configure MME to reject UE sessions containing non 3GPPstandard characters in the APN.
 configurecontext context_namemme-service service_name[ default ] policy attach reject-non3gpp-char-apn[ default ] policy pdn-connect reject-non3gpp-char-apnend
 Notes:
 • policy attach reject-non3gpp-char-apn: This command enablesMME to immediately reject the attachprocedure without any APN remapping, if the UE requested APN contains non 3GPP characters. Theattach procedure is rejected with ESM cause-code #27 "missing or unknown APN" and T3396 value IEis included in the Attach reject message.
 • policy pdn-connect reject-non3gpp-char-apn: This command enables MME to immediately rejectthe PDN connect procedure without any APN remapping, if the UE requested APN contains non 3GPPcharacters. The PDN connect procedure is rejected with ESM cause-code #27 "missing or unknownAPN" and T3396 value IE is included in the PDN connect reject message.
 • For more information on the existing CLI commands, see the Command Line Interface Reference guide.
 Remapping UE Requested APN with Non-standard CharactersUse the following configuration commands to configure MME to remap UE requested non 3GPP characterAPN to an operator defined APN.
 configureapn-remap-table table_nameapn-remap non3gpp-char-apn new-ni new-ni-name [ orig-apn ]end
 Notes:
 • apn-remap non3gpp-char-apn new-ni new-ni-name: This command enables MME to remap all UErequested APNs containing non 3GPP characters to the configured new-ni APN. If the optional keyword“orig-apn” is configured, then MME sends the UE requested APN in ATTACH_ACCEPT orACTIVATE_DEFAULT_BEARER_REQ message. If this keyword is not configured, then remappedAPN is sent back to UE.
 • This CLI is applied only if the UE sessions are not rejected by the new configuration options policyattach reject-non3gpp-char-apn and policy pdn-connect reject-non3gpp-char-apn under themme-service.
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• If the UE requested APN contains non-3GPP characters and the apn-remap non3gpp-char-apn new-ninew-ni-name CLI command is configured, then this CLI takes precedence over any other matchingcriterion for APN remapping.
 • For more information on the existing CLI commands, see the Command Line Interface Reference guide.
 Verifying the APN Override ConfigurationThe following command shows the override settings configured for the specified APN remap table.
 show apn-remap-table full name table_name[local]asr5x00 show apn-remap-table full name table1Charging Characteristic APN Override Entry1
 Match Charging Characteristics Behavior : 0x785Match Charging Characteristics Profile-Index : 6Match Requested APN : company.comAPN to use for Overriding : internet.com
 APN remap Entry1 :Match Input OI wildcard :mnc456.mcc123.gprsRemap Input OI to :mnc987.mcc654.gprs
 APN remap Entry2 :Match Input NI wildcard :company.comRemap Input NI to :internet1.com
 Monitoring and Troubleshooting the APN Override FeatureThis section provides information regarding show commands and/or their outputs in support of this feature.
 The following operations should be performed for any failure related to this feature:
 • Verify if the feature is enabled using show configuration and show mme-service all CLI commands.If not enabled, configure the CLI commands mentioned in the Enabling MME to Send UE RequestedAPN and Rejecting UE Requested APN with Non-standard Characters sections and check if it works.
 • Collect the output of show mme-service statistics debug command and analyze the debug statistics"Rejected Attach due to non3gpp char APN" and "Rejected PDN Connect due to non3gpp char APN".For further analysis, contact your Cisco account representative.
 show configurationThe output of this show command is enhanced to indicate whether MME sends back UE requested APN inATTACH_ACCEPT or ACTIVATE_DEFAULT_BEARER_REQ message.
 The following is a sample output of this show command indicating that this feature is enabled.[local]asr5000# show configurationconfig... ... ...no session trace network-element saegwapn-remap-table abcapn-remap non3gpp-char-apn new-ni mappedAPn orig-apnapn-remap network-identifier origApn new-ni mappedApn orig-apn#exitport bits 24/4snmp trap link-status
 ... ... ...no heuristic-paging
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no isr-capabilitypolicy attach set-ue-time disable
 policy attach reject-non3gpp-char-apnpolicy pdn-connect reject-non3gpp-char-apn
 policy tau set-ue-time disable... ... ...... ... ...end
 show mme-service allThe output of this show command is enhanced to indicate whether MME rejects APNs with non-standardcharacters in Attach Request or PDN Connect Request message. The following fields are added in support ofthis feature.
 • Reject attach with non-3GPP char APN
 • Reject pdn connect with non-3GPP char APN
 The following is a sample output of this show command with the new field included.show mme-service allPolicy for Idle Mode Detach : ExplicitNAS Max Retransmissions Count : 4Set UE Time (attach processing) : DisabledReject attach with non-3GPP char APN : DisabledReject pdn connect with non-3GPP char APN : DisabledIMEI Query (attach processing) : NoneEIR Query (attach processing) : Disabled
 show mme-service session full { all | imsi | mme-service }The output of this show command is enhanced to display the name of UE requested APN with non-standardcharacter in hexadecimal format, and with all standard characters in normal string format. The following fieldis added in support of this feature.
 • UE Requested APN
 The following is a sample output of this show command with the new field included.show mme-service session full allPDN Information:
 APN Name: starent.comUE Requested APN: starent-ueside.com
 APN Restriction: 1PDN Type: IPv4
 The UE requested APN information will not be available for UE after the session recovery as it will notbe check pointed.
 Important
 MME Administration Guide, StarOS Release 21.2 121
 APN Overrideshow mme-service all

Page 158
                        

MME Administration Guide, StarOS Release 21.2122
 APN Overrideshow mme-service session full { all | imsi | mme-service }

Page 159
                        

C H A P T E R 7Backup and Recovery of Key KPI Statistics
 The Backup and Recovery of Key KPI Statistics feature allows the MME to back up a small set of KPIcounters for recovery of the counter values after a session manager (SessMgr) crash.
 • Feature Description, page 123
 • How It Works, page 123
 • Configuring Backup Statistics Feature, page 125
 • Managing Backed-up Statistics, page 126
 Feature DescriptionBefore the Backup and Recovery of Key KPI Statistics feature was implemented, statistics were not backedup and could not be recovered after a SessMgr task restart. Due to this limitation, monitoring the KPI was aproblem as the MME would loose statistical information whenever task restarts occurred.
 KPI calculation involves taking a delta between counter values from two time intervals and then determinesthe percentage of successful processing of a particular procedure in that time interval. When a SessMgr crashesand then recovers, the MME loses the counter values - they are reset to zero. So, the KPI calculation in thenext interval will result in negative values for that interval. This results in a dip in the graphs plotted usingthe KPI values, making it difficult for operations team to get a consistent view of the network performanceto determine if there is a genuine issue or not.
 This feature makes it possible to perform reliable KPI calculations even if a SessMgr crash occurs.
 How It WorksA key set of counters, used in KPI computation will be backed up for recovery if a SessMgr task restarts. Thecounters that will be backed up are determined by the KPIs typically used in several operator networks.
 The backup of counters is enabled or disabled via configuration. The configuration specifies the product forwhich counters will be backed up and also a time interval for the back up of the counters.
 The backed up counters can be identified via CLI generated displays or via display of the MME-specificbackup statistics schema: mme-bk. The operator can use this schema to compute the KPI as statistics will
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have the recovered counters. During the display and the backup processes, both the normal counters andbacked-up counters are cumulatively displayed or backed up.
 mme-bk schema - This schema comprises a superset of key MME counters maintained by the SessMgr andare backed up. The counters in this schema are pegged per MME service. Each line of output is per MMEservice. Additionally, there will be one set of consolidated counters for all MME services which is displayedwith the MME service name.
 ArchitectureWhen this feature is enabled (see Configuring Backup Statistics Feature below), the MME only backs up thecounters maintained at the SessMgr. The recovery function does not need to be configured or started as itoccurs automatically as needed when the feature is enabled.
 The counters are backed up to the AAAMgr that is paired with the SessMgr. They are recovered from theAAAMgr if a SessMgr task is killed and after the SessMgr task recovers. This feature makes use of the sessionrecovery framework to backup and retrieve the counters.
 The following diagram depicts how backed-up statistics are maintained separately at the SessMgr and howthe cumulative values are backed up and recovered from the AAAMgr after SessMgr task recovery completes.
 Figure 9: Back Up and Recovery of Statistics for MME
 Limitations• A backup interval is optionally specified default is every 5 minutes. We recommend care should betaken when defining an interval as too small an interval could mean too frequent checkpoints. Forexample, if the backup interval is specified as 5 minutes, then counters are backed up every 5 minutes.Suppose backup happened at Nth minute and the configured backup interval is for every 5 minutes, thenif a task crash happens at N+4 minutes, the MME recovers only the values backed up at Nth minute andthe data for the past 4 minutes is lost.
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• Only service level statistics are backed up and recovered. Any KPI that is monitored per other granularity,such as per TAC or per eNodeB, is not supported.
 • Only statistics maintained at the SessMgr are backed up. Statistics at other managers are not backed up.
 Configuring Backup Statistics FeatureFor the Backup and Recovery of Key KPI Statistics feature to work, it must be enabled by configuring thebackup of statistics for the MME.
 ConfigurationThe following CLI commands are used to manage the functionality for the backing up of the key KPI statisticsfeature
 Enabling
 The following configures the backup of statistics for the MME and enables the Backup and Recovery of KeyKPI Statistics feature.
 configurestatistics-backup mmeend
 Setting the Backup Interval
 The following command configures the number of minutes (0 to 60) between each backup of the statistics.When the backup interval is not specified a default value of 5 minutes is used as the backup interval
 configurestatistics-backup-interval minutesend
 Disabling
 The following configures the MME to disable the backing up of statistics for the MME.
 configureno statistics-backup mmeend
 Verifying the Backup Statistics Feature ConfigurationUse either the show configuration command or the show configuration verbose command to display thefeature configuration.
 If the feature was enabled in the configuration, two lines similar to the following will appear in the output ofa show configuration [ verbose ] command:statistics-backup mmestatistics-backup-interval 5Notes:
 MME Administration Guide, StarOS Release 21.2 125
 Backup and Recovery of Key KPI StatisticsConfiguring Backup Statistics Feature

Page 162
                        

• The interval displayed is 5 minutes. 5 is the default. If the statistics-backup-interval command isincluded in the configuration, then the 5 would be replaced by the configured interval number of minutes.
 • If the command to disable the feature is entered, then no statistics-backup line is displayed in the outputgenerated by a show configuration [ verbose ] command.
 Managing Backed-up StatisticsA new keyword, recovered-values, is used with existing show and clear commands to either generate a displayof the backed-up statistics or to clear the backed-up statistics.
 Displaying Backed-up Statistics
 Use one of the following commands to generate a display of the backed up statistics:
 • show mme-service statistics [ recovered-values ] [ verbose ]
 • show mme-service statistics emm-only [ recovered-values ] [ verbose ]
 • show mme-service statistics esm-only [ recovered-values ] [ verbose ]
 Notes:
 •When the recovered-values keyword is used, output includes both current + recovered backed-upstatistical values.
 • If no SessMmgr crash has occurred, then the recovered values in the output of the above commands willbe 0 (zero).
 Clearing Backed-up Statistics
 Use one of the following commands to clear (delete) the backed-up statistics. Note that the order entry for theservice name identification varies in some of the commands. As well, the verbose keyword is not used withthe clear commands.
 • clear mme-service statistics [ recovered-values ]
 • clear mme-service statistics emm-only [ recovered-values ]
 • clear mme-service statistics esm-only [ recovered-values ]
 Notes:
 •When the recovered-values keyword is used, only the recovered values will be cleared.
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C H A P T E R 8Cause Code #66
 • Feature Description, page 127
 • How It Works, page 128
 • Configuring PDP Activation Restriction and Cause Code Values, page 128
 • Monitoring and Troubleshooting the Cause Code Configuration, page 133
 Feature DescriptionThis feature is developed to achieve compliance with Release 11 3GPP Technical Specifications. The Release11 3GPP Technical Specification introduced a new ESM/SM cause code "Requested APN not supported incurrent RAT and PLMN combination (cause code 66). This ESM/SM cause is used by the network to indicatethat the procedure requested by the UE is rejected as the requested APN is not supported in the current RATand PLMN. A UE which receives this cause will stop accessing the APN in the current RAT, but as soon asit enters another RAT type it will retry the APN.
 In earlier releases only cause code 27 and cause code 33 were supported, these codes were not very effectivein restricting APN in a particular RAT. For example, UE which has received cause 27 (with timer = 24hrs)will stop retrying a PDN connection in every RAT for 24 hrs. This is not the desired behavior in some casesAPN cannot be restricted in a particular RAT. If the SGSN sends cause code 33 to the UE for an IMS APN,the UE/MS stops retrying the PDN connection for some time, but UE/MS will not automatically retry thisAPN in 4G, even though the APN is available there. The introduction of cause code 66 resolves this issue asthe operator can block access to IMS APN in 2G/3G and can allow access in 4G.
 This feature is applicable for both SGSN and MME.Important
 This is a 3GPP Release 11 compliance feature, and will be applicable only to UEs capable of decodingESM/SM cause code 66.
 Important
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How It WorksThis feature is developed for both SGSN and MME. In the SGSN, activation restriction of PDP context onthe basis of access type can be configured using the restrict access-type command under the APN profileconfigurationmode. This command is now extended toMME; a new keyword "eps" is introduced to configurethe APN profile to restrict the PDP context activation from EPS network access. If this CLI is enabled accessto APN's associated with this APN profile are not allowed on MME/SGSN. By default, any activation onSGSN for this APN is rejected with cause code 'Requested APN not supported in current RAT and PLMNcombination66'. During mobility scenarios the PDPs related to this APN are deactivated on the SGSN andthe PDPs are also deactivated up to the GGSN/PGW.
 On the MME attach is rejected if the default bearer related APN is not supported under the APN profile. Bydefault the EMM cause and the ESM cause in attach reject are 'ESM failure19' and 66 respectively.
 If the first default bearer APN is allowed, after a successful attach if the subsequent second default bearerAPN is not supported, activation is rejected with cause 'Requested APN not supported in current RAT andPLMN combination66'. This is default MME behavior.
 During mobility procedures onMME, if APN is not supported for bundle, bearers will deactivated all the wayup to PGW and as well on MME for that particular bundle.
 If the APN is not supported for all the bundles received from a peer node for a Tracking Area Update procedureat a new MME, Tracking Area Update is rejected with EMM cause 'No Suitable Cells In tracking area 15'.
 If the APN is not supported for all the bundles received from a peer node for SRNS relocation procedure atthe new MME, SRNS is rejected with GTPV2 cause 'Denied in RAT82' in Forward relocation response (ifthe peer node is MME/S4 SGSN). SRNS is rejected with GTPV1 cause 'Relocation failure213' in Forwardrelocation response if the peer node is a Gn Gp SGSN.
 The operator can configure different cause values other than the default cause values mentioned in the scenariosdescribed above. For SGSN/MME cause code remapping is done by configuring various options of thelocal-cause-code-mapping command under the Call Control Profile configuration mode (for both SGSN andMME) and MME Service Configuration mode (for MME only).
 Standards ComplianceThis feature is developed to comply with the following standards:
 • 3GPP TS 24.301, Release 11 (version 11.14.0)
 • 3GPP TS 23.401,Release 11 (version 11.11.0)
 • 3GPP TS 24.008,Release 11 (version 11.15.0)
 • 3GPP TS 23.060,Release 11 (version 11.12.0)
 Configuring PDP Activation Restriction and Cause Code ValuesThe following configuration procedures are used to configure this feature. The access type restriction, causecode mapping for SGSN and MME can be configured using following procedures.
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Configuring PDP Activation RestrictionThe restrict access-type command under the APN profile configuration mode is used to configure PDPactivation restriction on the basis of access type, a new command option for EPS networks is introduced forthis feature. In earlier releases this command was supported only for GPRS and UMTS networks to performQoS related restrictions. Now this command is also used to configure the APN not supported in particularRAT and PLMN combination. If this command is enabled, new PDP activations to an APN with which thisAPN profile is associated are rejected. During handovers PDPs/PDNs are deactivated if the APN namematcheswith this APN profile.
 configureapn-profile profile_name
 [ no ] restrict access-type { eps | { { gprs | umts } [ qos-class { background | conversational |interactive | streaming } ] } }
 default restrict access-type { eps | gprs | umts }end
 Notes:
 • This command is disabled by default.
 • In earlier releases this command was applicable only for SGSN. It is now supported by MME also.
 • If the operator does not include the optional qos-class keyword option, then complete APN restrictionis enabled and QoS related restrictions have no impact as QoS restriction is a subset of a complete APNrestriction.
 Configuring SM Cause Code Mapping for SGSNThe following command is used remap the cause code 66 to an operator desired cause code. This cause codeis sent in activate rejection.
 configcall-control-profile profile_name[remove] local-cause-code-mapping apn-not-supported-in-plmn-rat sm-cause-code cause_number
 exitNotes:
 • This mapping is not done by default.
 • The keyword apn-not-supported-in-plmn-rat specifies the cause code for RequestedAPN not supportedin current RAT and PLMN combination.
 • The keyword sm-cause-code specifies the SM cause code to be used towards the UE. The value can beinteger with range 1 up to 255.
 Configuring ESM Cause Code Mapping for ESM Procedures (for MME)The following command is used remap the ESM cause code sent in activate rejections (due to APN notsupported) to an operator desired ESM cause code.
 configcall-control-profile profile_name
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[remove] local-cause-code-mapping apn-not-supported-in-plmn-rat esm-cause-code cause_numberesm-proc
 exitNotes:
 • This mapping is not done by default.
 • The keyword apn-not-supported-in-plmn-rat specifies the cause code for RequestedAPN not supportedin current RAT and PLMN combination.
 • The keyword esm-cause-code specifies the ESM cause code to be used if a bearer management requestis rejected due to this configuration. The value can be integer with range 1 up to 255.
 • The specified esm-cause-code is used if an ESMprocedure is rejected under the error condition esm-proc.This is specified as a keyword in the command.
 Configuring EMM and ESM Cause Code Mapping for EMM Procedures (forMME)
 The following command under the Call Control Profile configuration mode is used remap the EMM and ESMcause codes sent in activate rejections (due to APN not supported) to an operator desired ESM and EMMcause codes.
 configcall-control-profile profile_name[remove] local-cause-code-mapping apn-not-supported-in-plmn-rat emm-cause-code cause_number
 esm-cause-code cause_number [ attach [ tau ] | tau [attach ] ]exit
 Notes:
 • This mapping is not done by default.
 • The keyword apn-not-supported-in-plmn-rat specifies the cause code for RequestedAPN not supportedin the current RAT and PLMN combination.
 • The keyword emm-cause-code specifies the EMM cause code to be used if a NAS request is rejecteddue to this configuration. A valid EMM cause value is an integer from 2 through 111.
 • The keyword esm-cause-code specifies the ESM cause code to be used if a NAS request is rejected dueto this configuration. A valid ESM cause value is an integer from 8 through 112.
 • The keyword attach specifies the cause code to be used if an attach procedure is rejected under theerror conditions.
 • The keyword tau specifies the cause code to be used if TAU procedure is rejected under the errorconditions.
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Configuring ESM Cause Code Mapping for ESM Procedures (MME ServiceConfiguration Mode)
 The following command under the MME Service Configuration mode is used remap the ESM cause codesent in activate rejections (due to APN not supported) to an operator desired ESM cause code.
 configcontext <context_name>mme-service <service_name>local-cause-code-mapping apn-not-supported-in-plmn-rat esm-cause-code <cause_number>
 esm-procdefault local-cause-code-mapping apn-not-supported-in-plmn-rat esm-cause-code esm-procexit
 Notes:
 • The default cause code for esm-proc is 66.
 • The keyword apn-not-supported-in-plmn-rat is used to specify the cause code for Requested APNnot supported in current RAT and PLMN combination.
 • The keyword esm-cause-code is used to specify the ESM cause code to be used if a bearer managementrequest is rejected due to this configuration. The ESM cause value is an integer with range 8 up to 112.
 • The specified esm-cause-code is used if an ESMprocedure is rejected under the error condition esm-proc.This is specified as a keyword in the command.
 Configuring EMM and ESM Cause Code Mapping for EMM Procedures (MMEService Configuration Mode)
 The following command under theMME Service configuration mode is used remap the EMM and ESM causecodes sent in activate rejections (due to APN not supported) to an operator desired ESM and EMM causecodes.
 configcontext context_name
 mme-service service_namelocal-cause-code-mapping apn-not-supported-in-plmn-rat emm-cause-code cause_number
 esm-cause-code cause_number [ attach [ tau ] | tau [ attach ] ]default local-cause-code-mapping apn-not-supported-in-plmn-rat [ attach | tau ]exit
 Notes:
 • The default cause code values for Attach procedure are emm-cause-code 19 and esm-cause-code 66.The default cause code values for TAU procedure are emm-cause-code 15 and esm-cause-code 66.
 • The keyword apn-not-supported-in-plmn-rat specifies the cause code for RequestedAPN not supportedin current RAT and PLMN combination.
 • The keyword emm-cause-code specifies the EMM cause code to be used if a NAS request is rejecteddue to this configuration. The EMM cause value is an integer with range 2 up to 111.
 • The keyword esm-cause-code specifies the ESM cause code to be used if a NAS request is rejected dueto this configuration. The ESM cause value is an integer with range 8 up to 112.
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• The keyword attach specifies the cause code to be used if an attach procedure is rejected under the errorconditions.
 • The keyword tau specifies the cause code to be used if TAU procedure is rejected under the errorconditions.
 Verifying the Feature ConfigurationThe configuration of this feature can be verified using the following show commands.
 Execute the show configuration command to verify the configuration, the output displays the followingparameters based on the configuration:
 • restrict access-type umts/gprs/eps
 • local-cause-code-mapping apn-not-supported-in-plmn-rat sm-cause-code cause_number
 • local-cause-code-mapping apn-not-supported-in-plmn-rat esm-cause-code cause_number esm-proc
 • local-cause-code-mapping apn-not-supported-in-plmn-rat emm-cause-code 19 esm-cause-code 66 attach
 • local-cause-code-mapping apn-not-supported-in-plmn-rat emm-cause-code 19 esm-cause-code 66 tau
 • local-cause-code-mapping apn-not-supported-in-plmn-rat esm-cause-code 32 esm-proc
 • local-cause-code-mapping apn-not-supported-in-plmn-rat emm-cause-code 15 esm-cause-code 66 attach
 • local-cause-code-mapping apn-not-supported-in-plmn-rat emm-cause-code 19 esm-cause-code 66 tau
 Execute the show apn-profile full profile_name command to verify the configuration, the output displaysthe following parameters based on the configuration:
 • Service Restriction for Access Type UMTS:
 • Complete APN restricted : Enabled
 • Service Restriction for Access Type GPRS:
 • Complete APN restricted : Enabled
 • Service Restriction for Access Type EPS:
 • Complete APN restricted : Enabled
 Execute the show call-control-profile full profile_name command to verify the configuration, the outputdisplays the following parameters based on the configuration:
 • Mapped SM Cause For Req APN not sup in current RAT and PLMN combination: Not Configured
 • Mapped SM Cause For Req APN not sup in current RAT and PLMN combination: Requested serviceoption not subscribed (33)
 • Cause Code Mapping
 • APN not supported PLMN-RAT esm-proc : Operator Determined Barring (esm-8)
 • APN not supported PLMN-RAT Attach : ESM failure (emm-19), Requested APN not supported incurrent RAT and PLMN combination (esm-66)
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• APN not supported PLMN-RATTAU : ESM failure (emm-19), Requested APN not supported in currentRAT and PLMN combination (esm-66)
 Execute the showmme-service namemme_service command to verify the configuration, the output displaysthe following parameters based on the configuration:
 • APN not supported PLMN-RAT esm-proc : Requested APN not supported in current RAT and PLMNcombination (esm-66)
 • APN not supported PLMN-RAT Attach : ESM failure (emm-19), Requested APN not supported incurrent RAT and PLMN combination (esm-66)
 • APN not supported PLMN-RAT TAU : No Suitable Cells In tracking area (emm-15)
 Monitoring and Troubleshooting the Cause Code ConfigurationThis section provides information on the show commands and bulk statistics available to support this feature.
 Show Command(s) and/or OutputsThis section provides information regarding show commands and/or their outputs in support of this feature.
 show gmm-sm statistics verboseThe following new parameters are added to this show command to display the statistics for this feature:
 • 3G-Pri-Actv-APN-Not-Sup-Rej
 • 2G-Pri-Actv-APN-Not-Sup-Rej
 • 3G-APN-Not-Supported-in-PLMN-RAT
 • 2G-APN-Not-Supported-in-PLMN-RAT
 • APN Not Supported in PLMN RAT combination Statistics
 • 3G-Pdp-Dropped-During-New-SGSN-RAU
 • 2G-Pdp-Dropped-During-New-SGSN-RAU
 • 3G-Pdp-Dropped-During-New-SGSN-SRNS
 • Pdp-Dropped-During-3G-To-2G-IRAT
 • 3G-Actv-NRPCA-Reject
 • Pdp-Dropped-During-2G-To-3G-IRAT
 The following statistics are MME specific:
 • APN not sup PLMN-RAT
 • Inbound Inter node SRNS failure
 • APN not sup in PLMN/RAT
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Bulk StatisticsThe following statistics are included in the MME and SGSN Schemas in support of the feature.
 MME Schema
 • inter-node-srns-proc-fail-apn-not-supported
 • inter-node-tau-proc-fail-apn-not-supported
 • tai-esm-msgtx-pdncon-rej-apn-not-sup-in-plmn-rat
 • tai-emm-msgtx-attach-rej-apn-not-sup-in-plmn-rat
 • attach-proc-fail-apn-not-sup-in-plmn-rat
 • esm-msgtx-pdncon-rej-apn-not-sup-in-plmn-rat
 • emm-msgtx-attach-rej-apn-not-sup-in-plmn-rat
 • emmdisc-apnnotsupinplmnrat
 SGSN Schema
 • 3G-actv-rej-apn-not-supported-in-plmn-rat
 • 2G-actv-rej-apn-not-supported-in-plmn-rat
 • 3G-actv-rej-apn-not-supported-in-plmn-rat-cum
 • 2G-actv-rej-apn-not-supported-in-plmn-rat-cum
 • 2G-3G-irat-pdp-drop-apn-not-supported-in-plmn-rat
 • 2G-israu-pdp-drop-apn-not-supported-in-plmn-rat
 • 3G-israu-pdp-drop-apn-not-supported-in-plmn-rat
 • 3G-srns-pdp-drop-apn-not-supported-in-plmn-rat
 • 3G-nrpca-pdp-drop-apn-not-supported-in-plmn-rat
 • 3G-2G-irat-pdp-drop-apn-not-supported-in-plmn-rat
 • 2G-inter-svc-rau-pdp-drop-apn-not-supported-in-plmn-rat
 For descriptions of these variables, see the information for the SGSN and MME schema in the Statistics andCounters Reference.
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C H A P T E R 9Cell Broadcast Center - SBc Interface
 • Feature Description, page 135
 • How It Works, page 135
 • Configuring SBc Interface, page 137
 • Monitoring SBc Services, page 138
 Feature DescriptionThe MME uses the SBc interface, between the MME and the Cell Broadcast Center (CBC), for warningmessage delivery and control functions.
 The MME provides support for Commercial Mobile Alert System (CMAS): SBc interface and underlyingprotocols. Warning Messages can be received from a Cell Broadcast Center (CBC) over the SBc-AP interfaceand relayed to all relevant eNodeBs over the S1-AP interface.
 Customers can now enable CMAS functionality in their networks to providewarning notifications to subscribers.
 Beginning with Release 18.4, a valid license key is required to enable the SBc interface. Contact yourCisco Account or Support representative for information on how to obtain a license.
 Important
 How It WorksThe MME accepts incoming SBc associations coming from multiple CBCs.
 TheMME is responsible for the delivery of theWarningMessages received from CBC to all relevant eNodeBsserving the given TAI list. In the absence of TAI list in the received Warning Message, MME sends theWarning Message to all connected eNodeBs.
 TheMME acknowledges to CBCwhen it has started distributing theWarningMessage to all relevant eNodeBs.If a response is not received from any eNodeB, it shall not result in any exclusive error messaging to CBC.
 Even if the MME node is experiencing congestion, Warning Messages are forwarded and not dropped.
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When connected to multiple CBCs, the uniqueness of Warning Messages as identified by Message Type,Message Identifier and Serial Number, must be ensured across these CBCs.
 DSCP Marking for SBc InterfaceSBc services provides the Differentiated Services Code Point (DSCP) marking functionality. DSCP markinghelps in packet traffic management. DSCP marking can be performed on both IPv4 and IPv6 packets leavingthe SBc interface.
 Either the pre-defined DSCP values can be used for marking, or any arbitrary value ranging from 0x01 to0x3F can be assigned. The default DSCP value is 0x00 or be (Best Effort). The default DSCP value isautomatically set when the configuration is disabled.
 configcontext context_name
 sbc-service service_name[no] ip qos-dscp dscp_valueend
 • ip defines the Internet Protocol parameters for the packets leaving through the SBc interface.
 • qos-dscp designates the Quality of Service - Differentiated Services Code Point value to the packetleaving through the SBc interface.
 • dscp_value is a value assigned to the packet for DSCP marking. The value can be a pre-defined DSCPvalue or an arbitrary value ranging from 0x01 to 0x3F.
 Warning Message Call FlowsIn compliance with 3GPP TS 29.168 v10.2.0, the MME supports the following procedures:
 •Write-Replace Warning Procedure
 • Stop Warning Procedure
 • Error Indication Procedure
 Standards ComplianceThe MME's implementation of this feature complies with the following standards:
 • 3GPP TS 23.041 v10.6.0 Technical realization of Cell Broadcast Service (CBS)
 • 3GPP TS 29.168 v10.2.0 Cell Broadcast Centre Interfaces with the Evolved Packet Core
 • 3GPP TS 22.268 v10.4.0 Public Warning System
 • 3GPP TS 36.413 v10.6.0 S1-AP Interface
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Configuring SBc Interface
 Creating and Configuring SBc ServiceAn SBc service must be created within a context to configure the SBc-AP interface to accept connectionsfrom one or more CBCs.
 Beginning with Release 18.4, a valid license key is required to access the commands used to configureandmanage the SBc interface. Contact your CiscoAccount or Support representative for license information.
 Important
 configurecontext ctxt_name
 sbc-service sbc_svc_nameassociate sctp-param-template sctp_param_template_namebind ipv4-address ipv4_address_value1 ipv4-address ipv4_address_value2cbc-associations maximum numbersbc-mme sctp port port_numend
 Notes:
 • Up to 8 SGs + MME + SBc + SLs Services can be configured on the system. The SBc service namemust be unique across all contexts.
 • Associating the SBc service to the SCTP parameter template is not required for the SBc service to beoperational. However, if a template is associated, the template must exist before the SBc service isassociated to it.
 • The SBc service must be bound to at least 1 IP address. Up to 2 IPv4 or 2 IPv6 addresses can be specifiedfor multi homing purposes.
 • The cbc-associations command is used to define the maximum number of CBC connections allowedfor this SBc service. The default setting is 1. Up to 2 connections are allowed per SBc service.
 • The default SCTP port used is 29168. TheMME listens for incoming SBc-AP connections from an CBCon this port.
 Associating the SBc Service with the MME ServiceUse the following sample configuration to associate the SBc service to an MME service.
 configurecontext ctxt_name
 mme-service mme_svc_nameassociate sbc-service sbc_svc_name [ context ctxt_name ]end
 Notes:
 • Each MME service can be associated with one unique SBc service.
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• The SBc service is not a critical parameter for the MME service. Removing this configuration will notrestart the MME service.
 • TheMMEwill always check for a valid SBc service that is up and connected to a CBC before performingany meaningful operations on the Warning Messages received on the S1-AP interface (like attemptingto forward the messages).
 • Use the optional context keyword if the SBc service andMME service are configured in separate contexts.
 • The SBc service is not operationally STARTED unless the MME service to which it is associated is ina STARTED state.
 Verifying the SBc Service ConfigurationThe following command displays configuration information for all SBc services, for the specified for thespecified SBc service, or for the specified Cell Broadcast Center.
 show sbc-service { all | cbc-associations { all | sbc-service-name sbc_svc_name [ path-info | summary ] }| sbc-service-name sbc_svc_name }The following command displays the SBc Service name and SBc Service Context which has been associatedwith each MME service.
 show mme-service allThe following command displays configuration errors and warnings related to all SBc services on the MME:
 show configuration errors section sbc-service verbose
 Monitoring SBc ServicesThis section lists the SNMP traps, bulk statistics, and show commands that display operational statisticsrelating to SBc services.
 SNMP TrapsThe following traps are available to track status and conditions relating to the SBc service.
 • starSBCServiceStart: An SBc Service has started.
 • starSBCServiceStop: An SBc Service has stopped.
 The following traps are generated to track status and conditions of individual CBC associations.
 • starCBCAssocDown: A CBC Association is down.
 • starCBCAssocUp: A CBC Association is up.
 SBc Bulk StatisticsSBc service related bulk statistics are provided within the SBc schema.
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Use the following command to display a list of all variables available within this schema:
 show bulkstats variables sbcFor more information about these statistics, refer to the SBc Schema chapter of the Statistics and CountersReference.
 SBc Service Show Commands and OutputsThe following command displays all statistics related to the SBc service. These statistics can be filtered basedon CBC association (peer-id) or SBc service name.
 show sbc statistics { all | peer-id peer_id | sbc-service-name sbc_svc_name }The following command displays S1-AP statistics relating to the SBc interface. Check the lines for Kill Requestand Kill Response in the sample below:
 show mme-service statistics s1apS1AP Statistics:
 Transmitted S1AP Data:
 Kill Request: 0 Write-Replace Warning Request: 0Received S1AP Data:
 Kill Response: 0 Write-Replace Warning Response: 0
 Event LoggingEvent logging for the SBc interface can be enabled using the following command:
 logging filter active facility sbc level severity_levelRefer to the System Logs chapter of the System Administration Guide for more information about event logging.
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C H A P T E R 10Cell Traffic Trace
 The Cell Traffic Trace feature for subscriber and equipment tracing provides detailed information at the calllevel on one or more UEs and serves as an additional source of information (along with PerformanceMeasurements) for monitoring and optimization operations.
 This chapter describes MME support for Cell Traffic Trace.
 The Cell Traffic Trace feature is intended only for limited debugging and not for wide-scale deployment.Important
 • Feature Description, page 141
 • How It Works, page 142
 • Configuring Cell Traffic Trace, page 144
 • Monitoring and Troubleshooting the Cell Traffic Trace, page 146
 Feature DescriptionThe Cell Traffic Trace feature, for subscriber and equipment tracing, provides detailed information at thecall-level on one or more UEs and serves as an additional source of information (along with PerformanceMeasurements) for monitoring and optimizing operations.
 This feature is intended only for limited debugging and not for wide-scale deployment.Important
 The Cell Traffic Trace feature provides a 3GPP standard-based cell trace function for tracing all calls in asingle cell or multiple cells. Cell Tracing provides the capability to log on to data on any interface at a calllevel for a specific user or mobile type or a service initiated by a user. In addition, Cell Tracing providesinstantaneous values for a specific event.
 Trace activation/deactivation is administered by an entity called an Element Manager (EM) on the NetworkElements (NE) that comprise the network. TheNE generate the trace data or results and transfers the informationto a Trace Collection entity (TCE). Trace activation/deactivation can be of two types:
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• Management Activation/Deactivation - Trace activated/deactivated in different NEs directly by usingthe management EM.
 • Signaling based Activation/Deactivation - Trace activated/deactivated in different NEs using signalinginterfaces between them. The NEs forward the activation/deactivation originating from EM.
 In an EPS network, trace is enabled on the following NE: eNodeB, MME, SGW, PGW, HSS, EIR and so on.Cell Traffic Trace enables tracing of all active at one or more Cells in eNodeBs.
 A valid license key is required to enable Cell Traffic Trace. Contact your Cisco Account or Supportrepresentative for information on how to obtain a license.
 How It WorksWhenCell Traffic Trace is activated in themonitored cell(s) of E-UTRAN, the eNodeB starts a Trace RecordingSession for new calls/session and also for existing active calls/session. A Trace Recording Session Reference(TRSR) is allocated by eNodeB for each of the monitored call/session. The TRSR includes the TRSR referencealong with the Trace Reference and TCE address in the CELL TRAFFIC TRACE message to the MME overS1 connection.
 Cell Traffic Trace Procedures are used at theMME to assist the TCE Server in correlating the Trace Reference(generated by EM) and Trace Recording Session Reference (generated by the eNodeB) with the IMSI, IMEI(SV) corresponding to the traced session as the eNodeBs only have access to temporary UE identities and notpermanent identities (IMSI, IMEI (SV)).
 Cell Traffic Trace involves the following nodes:
 • Network Element (NE): Network elements are the functional component to facilitate subscriber sessiontrace in mobile network. The term network element refers to a functional component that has standardinterfaces in and out of it. It is typically shown as a stand-alone AGW. Examples of NEs are the MME,S-GW, and P-GW.
 • Element Manager (EM): The Element Manager (EM) forwards the globally unique Trace Reference toeach eNodeB.
 • eNodeB
 • MME and
 • Trace Collection Entity (TCE) server
 The Cell Traffic Trace feature operates sequentially and is classified into two stages:
 • Trace Files management - Creation of Trace files, renaming and moving trace files to respectivedirectories, compression and archiving of trace files. The configuration for this process is discussed inthe Configuring Cell Traffic Trace section.
 • Decompression - This process is executed to extract compressed and archived files. The files are namedby a .gz extension. It is highly recommended to use tar for the decompression process. The commandsyntax to decompress the trace files is as follows: Syntax: tar -zxf <file_name>.gz
 ArchitectureMME supports the following in Cell Traffic Trace:
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•When MME receives a Cell Traffic Trace message from eNodeB, it extracts the Trace Reference andTrace Recording Session Reference, and checks for the IMSI and IMEI if present, from the S1 AP ID.
 • The MME send the IMSI, IMEI if present, and the Trace References received in a Cell Traffic Trace tothe TCE. The TCE address is received in the Cell Traffic Trace signal from eNodeB.
 • The MME complies with data formats of Trace Reference, Trace recording Session Reference and TCEAddress.
 The Cell Traffic Trace operation takes place in the following stages:
 Stage 1: Creation of trace files on expiry of Collection Timer
 • A list is initialized at the session manager to store relevant information of all the incoming cell tracemessages.
 • Once the collection timer expires, the session manager gathers all the cell traces into a file, which hasa temporary name, and writes it to the hard-disk.
 Stage 2: Renaming and moving the files to archive directories by session trace
 • The session trace renames these temporary filenames to C Type filenames. The C Type file name is amodified version of the 3gpp specification. A suffix is added to every C type file. Thus starting from 1the suffix ends at 4294967295. After reaching the maximum limit, then the suffix restarts from 1. Thefiles are then moved to the directories.For example, refer to the file name given below:C20150520.0137-0400-MME.RTPBNGASR5KCH78.21436500008D-1C20150529.0231-0400-MME.RTPBNGASR5KCH78.3143650000FF-4294967295The C Type file format is modified to provide additional trace information with a trace extension, whichhas three additional fields such as eNodeB ID, UE S1 AP identity and the MME UE S1 AP identity.
 • A new archive directory is created by the session trace when the previous directory is full. The syntaxfor the new directory is as follows: Syntax: <nodename>.<time-stamp inseconds>.<tce_index>.<file-counter>. For example:RTPBNGASR5KCH78.555ac613.1.1
 • If the cell trace messages are meant to be for two different TCE's, then a second directory would becreated and the files are moved to their directories respectively.
 Stage 3: Compression and Archiving files to directories by session trace
 • Session trace waits for a configured file count or timer expiry or directory size to be reached beforearchiving the directories.
 • Once the archive directories are full, the session trace archives or compresses these directories and movesthem to the final directories.
 The above mentioned files and are monitored and processed to their final directories based on the followingtimers:
 • Collection timer: This timer is configurable, and the timer ranges from 0 - 255 seconds. The collectiontimer is triggered by the session manager. Once the timer expires, the session manager writes the filesto the staging location in the hard disk. After all files are written, a messenger call is sent from sessionmanager to session trace indicating the details of the new file.
 • Archive trigger timer: This timer is configurable, and the timer ranges from 1 to 3600 seconds. TheArchive timer is triggered by the session trace. This timer is a safety mechanism to make sure archivedirectories are closed and sent for compression and archiving.
 MME Administration Guide, StarOS Release 21.2 143
 Cell Traffic TraceArchitecture

Page 180
                        

LimitationsDecompression of the trace files using gzip or gunzip may cause file corruption depending on the systemplatform used, for example: Linux. Mac and so on
 Standards ComplianceThe Cell Traffic Trace feature complies with the following standards:
 • 3GPP TS 36.413 Release 10, S1 Application Protocol (S1AP)
 • 3GPP TS 32.422 Release 10, Trace control and configuration management
 • 3GPP TS 32.423 Release 10, Trace data definition and management
 Configuring Cell Traffic TraceThis section documents configuration of Cell Traffic Trace and its related functionality.
 Configuring Trace Files StorageThe configuration provided in the below section is used to store the cell traffic trace files locally or on a TCEserver.
 The commands illustrated below configure the Cell Traffic Trace. In support of the Cell Trace feature, theenb keyword has been added, which monitors the traffic from the eNodeB network element. The configurationalso includes archiving and compression parameters to archive and compress trace files into their directories.
 Local Storage
 To store the trace files locally, use the following configuration:
 configuresession trace network-element enb tce-mode none collection-timer timer_value[ no ] session trace network-element enbend
 Notes:
 All parameters are new to the Cell Traffic Trace feature. For information on these parameters refer to thesession trace command in the Command Line Interface Reference.
 TCE Server Storage
 To store the trace file on a TCE server, use the following configuration:
 configuresession trace network-element enb tce-mode push transport sftp path server_path_name username
 user_name [ encrypted ] password user_password collection-timer timer_value[ no ] session trace network-element enbend
 Notes:
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All parameters are new to the Cell Traffic Trace feature. For information on these parameters refer to thesession trace command in the Command Line Interface Reference.
 Configuring Cell Traffic Trace Template - Archiving and Compressing TraceFiles
 The configuration provided in this section is used to archive and compress trace files into their directories.
 This command creates a template with parameters that configure archiving and/or compression for the filesgenerated by Cell Traffic Trace. Defining this template and archiving and/or compression of files is optionalwhen setting up Cell Traffic Trace. The enb keyword processes Cell Traffic Trace in the MME.
 configuretemplate-session-trace network-element enb template-name cell-trace
 [ no ] disk-limit disk_size[ no ] archive files number_of_files size size timer timer_value[ no ] trace-extension enb-id ue-s1ap-idend
 Notes:
 • cell-trace indicates the template name 'cell-trace' for storage of the eNodeB cell trace storage parameters.Note that you cannot define a template name - there is only one template and its name is 'cell-trace'.
 • disk-limit disk_size is measured in megabytes (MB). This keyword defines the total space to be reservedon the hard disk. If disk-limit alone is configured then compression is not considered. The disk-limitsize ranges from 1MB to 20480MB. If disk-limit is not configured, a default size of 200MB is allocatedin the hard disk for storing Cell Trace files.
 • archive allows you to define the archive directory and the archive parameters.
 ◦files number_of_files defines the maximum number of files that can be archived in the directory.When the limit is reached, the archive closes. The range is an integer from 1 to 10000.
 ◦size size defines the directory limit in MB. The range is an integer from 1 to 10
 ◦timer timer_value defines the total time in seconds before the pending directories are archived.The range is an integer from 1 through 3600.
 • The trace-extension keyword defines the UE or eNodeB identity extension parameters for the C Typefiles.
 ◦The enb-id keyword is an additional field in the C Type file that identifies the global eNodeBentry.
 ◦The ue-s1ap-id keyword is an additional field in the C Type file that identifies the eNodeB ID,UE S1 AP identity and the MME UE S1 AP identity.
 Verifying the Cell Traffic Trace ConfigurationThe following command is used to display/verify the parameters for Cell Traffic Trace from the eNodeBnetwork element.
 show session trace template network-element enb template-name cell-trace
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On running the above mentioned show command the following statistics are displayed:Template name: cell-traceNE Type: ENBCell Trace file Extension entries: GLOBAL-ENB-ID ENB-UE-S1AP-ID MME-UE-S1AP-IDStorage Parameters for Archiving Cell trace files:Disk Storage Limit: 200 MBFiles per Archive Directory: 4000Total size per Archive directory: 3 MBArchive directory timeout: 300 seconds
 Monitoring and Troubleshooting the Cell Traffic TraceThe following section describes commands available to monitor Cell Traffic Trace on the MME.
 Cell Traffic Trace Show Command(s) and/or Outputs
 show session trace statisticsOn running the above mentioned show command, statistics similar to the following are displayed:Interface not traced: 0Total number of file generated: 25541Number of Cell Traffic Trace files generated: 25541Total archive files: 7Avg Time in secs, for archiving one directory: 2.247592Avg Time in secs, for Moving one C type file: 0.0200471Avg files per archive directory: 3648Frequency of Archiving Triggers:
 Files: 5Size: 1Time-out: 1
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C H A P T E R 11Closed Subscriber Groups
 • Feature Description, page 147
 • How It Works, page 147
 • Configuring Closed Subscriber Groups, page 152
 • Monitoring and Troubleshooting Closed Subscriber Groups, page 153
 Feature DescriptionThe MME provides support for Closed Subscriber Groups (CSG). This enables the MME to provide accesscontrol and mobility management for subscribers who are permitted to access one or more CSG cells of thePLMN as a member of the CSG for a Home eNodeB (HeNB).
 A CSG ID is a unique identifier within the scope of the PLMN which identifies a Closed Subscriber Groupin the PLMN associated with a CSG cell or group of CSG cells.
 The MME performs access control for CSG a UE will not be permitted to access the network through a CSGcell unless either the UE's subscription data includes the same CSG ID as the CSG cell, or if the CSG cell isoperating in hybrid mode. The MME also optionally reports the UE's CSG information to the S-GW/P-GW,based on the MME's CLI mme-service configuration. The S-GW/P-GW, in turn, informs the MME when itshould report user CSG information.
 How It WorksClosed Subscriber Group functionality is comprised of three main components, each are described in thissection.
 • Access Control, on page 148
 • CSG Notification to S-GW/P-GW, on page 149
 • CSG Status Communication to Peer MME/SGSN, on page 150
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Access ControlTheMMEperforms CSG-based access control by examining the CSG cell information provided by the eNodeBthrough the S1AP interface for a UE connection or handover attempt, and comparing that to the CSGsubscription data for that UE provided by the HSS through the S6a interface. CSG-based access control affectsthe following S1AP and S6a messages and messaging:
 S1AP Messaging
 For additional security, the S1AP connections between the MME and the eNBs may be secured throughIPSec.
 Important
 • S1 Setup Request If the eNB sending the S1 Setup Request supports one or more CSG cells, the S1Setup Request will contain the CSG IDs of the supported CSGs. The MME will store the CSG IDs aspart of the data pertaining to the eNB.
 • eNB Configuration Update If the eNB sending the eNB Configuration Update supports one or moreCSG cells, the eNB Configuration Update will contain the CSG IDs of the supported CSGs, which mayor may not have changed from those sent in the S1 Setup Request. The MME will overwrite the storedCSG IDs for that eNB with the list contained in the eNB Configuration Update.
 • Initial UE Message If the establishment of the UE-associated logical S1-connection is performed dueto a connection originating from a CSG cell, the CSG ID is included in the Initial UE Message. If theestablishment of the UE-associated logical S1-connection is performed due to a connection originatingfrom a Hybrid cell, the CSG ID and the Cell Access Mode IE are included in the Initial UE Message.The MME stores the CSG ID and Cell Access Mode in the UE context. If the UE context already exists,the MME overwrites the existing CSG ID and Cell Access Mode with the new data, or clears the CSGID and Cell Access Mode if the CSG ID is not present in the message. The CSG ID is checked againstthe subscription data from the HSS to determine if the UE is a member of the CSG. If the UE is not amember, and the cell is not a hybrid cell, access is denied.
 • Initial Context Setup Request If the cell is a hybrid cell, the Initial Context Setup Request from theMME contains a CSG Membership Status IE indicating whether the UE is a member of the cell's CSG.
 • UE Context Modification Request A UE Context Modification Request from the MME contains aCSG Membership Status IE if the cell has a CSG ID (if the cell is either a CSG cell or a hybrid cell).TheMME sends a UEContextModification Request indicating CSGMembership Status is Non-memberif the HSS sends a Delete Subscriber Data Request with DSR Flags indicating that CSG subscriptiondata is being deleted. The MME also sends a UE Context Modification Request indicating CSGMembership Status is Non-member if the CSG subscription data for the CSG in question includes anExpiration Date AVP and the time indicated by the AVP has been reached.
 • Paging The Paging message may contain a list of one or more CSG IDs. If the MME includes this list,the eNodeB avoids paging the UE at CSG cells whose CSG ID does not appear in the list. If the UE hasCSG IDs in its subscription data, the MME includes the intersections of the eNodeB's CSG ID list andthe subscriber's CSG ID list in the Paging message whenever that UE is being paged.
 • Handover Required The Handover Required message may contain a CSG ID if it does, there may alsobe a Cell Access Mode IE which indicates the target cell is a hybrid cell. When the MME receives aHandover Required message with a CSG ID, it uses the UE's subscription data to determine if the UE
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is a member of the CSG in question. If the UE is not a member and the cell is not a hybrid cell, the MMErefuses the handover attempt. Otherwise, the MME conveys the CSG information to the target system.
 • Handover Request If the MME is sending a Handover Request message, a CSG ID is included in themessage if the target has been specified as either a CSG cell or hybrid cell with the CSG ID in question.If the cell has been specified as a hybrid cell, the MME also includes a CSG Membership Status IE inthe Handover Request as well.
 • Handover Request Ack If the Handover Request contains both a CSG ID and a CSG MembershipStatus IE, but the target cell in question is a hybrid cell that broadcasts a different CSG ID, the actualCSG ID of the cell shall be included in the Handover Request Ack. Upon receipt of such a message, theMME changes the CSG ID of the UE, marks the target cell as being a hybrid cell, and considers the UEto be a non-member of the CSG. Note that the MME may later discover via subscription data from theHSS that the UE is actually a member of the CSG in question if so, it sends a UE Context ModificationRequest indicating that the UE is a member of the CSG. Note also that if the Handover Request containsa CSG ID and the target cell broadcasts a different CSG ID and is not a hybrid cell, the eNB sends aHandover Failure message, not a Handover Request Ack.
 S6a Messaging• Update Location AckMessages from the HSS contain the UE's subscription data, which may includeCSG subscription data. CSG subscription data consists of one or more CSG IDs, each of which mayalso have an associated expiration date. The CSG IDs are interpreted within the context of the PLMNID sent to the HSS in the Visited-PLMN-ID AVP in the Update Location Request message. The CSGsubscription data is stored in the UE's database entry along with the rest of the UE subscription data.The MME stores up to eight CSG IDs per UE. The MME uses the CSG subscription data to determinemembership in a given CSG by comparing the CSG ID of the current cell against the CSG IDs in thesubscription data.
 • Delete SubscriberDataRequestTheHSS can indicate to theMME to delete the stored CSG subscriptiondata by sending a Delete Subscriber Data Request message with the CSG Deleted bit set in the DSRflags. If this happens, and the UE is currently connected to a cell where it was a CSGmember, the MMEsends a UE Context Modification Request indicating that the UE is no longer a CSGmember. TheMMEis responsible for enforcing the expiration date (if any) for a given CSG as indicated in the CSGsubscription data. If the CSG subscription expires, the MME must send a UE Context ModificationRequest indicating that the UE is no longer a CSG member.
 CSG Notification to S-GW/P-GWThe MME informs the P-GW whether it supports CSG change notification by setting the CSG ChangeReporting Support Indication (CCRSI) flag. MME support for CSG change notification can be enabled ordisabled. If it is enabled, the P-GW, based on input from the PCRF, determines if CSG change notificationis required by sending the CSG Information Reporting Action IE to the MME.
 CSG notification to the S-GW/P-GW affects the following S11 messages and messaging:
 • Create Session Request The Indication IE in the Create Session Request contains a CSG ChangeReporting Support Indication (CCRSI) flag, which is set when the MME is configured to support CSGinformation change reporting to the S-GW/P-GW. If the UE is attached through a CSG or hybrid cell,the User CSG Information (UCI) IE is be included in the Create Session Request. The User CSG
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Information IE contains the PLMN and CSG ID of the CSG or hybrid cell in question, the access mode(closed or hybrid), and if the access mode is hybrid, the membership status of the UE in the CSG.
 • Create Session Response The P-GW/S-GW will send the CSG Reporting Information IE in the CreateSession Response if CSG information reporting is to be started or stopped. This IE includes three bitsthat indicate whether the MME should report when the UE enters or leaves a CSG (non-hybrid) cell, asubscribed hybrid cell, or an unsubscribed hybrid cell. If all three bits are set to zero, all CSG informationreporting to the S-GW/P-GW is stopped. The MME stores the CSG reporting information as part of thePDN context, since the reporting requirements may be different on different P-GWs.
 • Create Bearer Request The Create Bearer Request message from the P-GW/S-GWmay include a CSGReporting Information IE if CSG reporting from the MME is to change. The MME stores the CSGreporting information as part of the PDN context in question.
 •Modify Bearer Request The CCRSI flag in the Indication IE is set in a Modify Bearer Request whenthe MME is configured to support CSG information change reporting to the S-GW/P-GW. If theP-GW/S-GW has requested CSG information reporting and a TAU, Handover, or UE-initiated ServiceRequest is taking place, the MME includes the User CSG Information IE in the Modify Bearer Requestmessage.
 • Update Bearer Request The Update Bearer Request message from the P-GW/S-GW may include aCSG Reporting Information IE if CSG reporting from the MME is to change. The MME stores the CSGreporting information as part of the PDN context in question.
 • Change Notification Request The MME sends a Change Notification Request to the S-GW/P-GW foreach PDNwhere it is requested, if a change to the CSG connection information changes without requiringeither a Create Bearer Request or Modify Bearer Request. The Change Notification Request contains aUser CSG Information IE. Since Location Reporting also uses the Change Notification Request message,theMMEminimizes the number of Change Notification Request messages sent by bundling the reportingof a location change with a CSG change into the same message whenever possible.
 • Change Notification Response The Change Notification Response message from the P-GW/S-GWmay include a CSG Reporting Information IE if CSG reporting from the MME is to change. The MMEstores the CSG reporting information as part of the PDN context in question.
 CSG Status Communication to Peer MME/SGSNThe MME indicates its ability to report location information using the "CSG Change Reporting SupportIndication" which is a part of the indication flags parameter.
 CSG status communication to a peerMME or SGSN affects the following S10 and S3messages andmessaging:
 • ForwardRelocation Request If the sourceMME or SGSN supports CSG information change reporting,the CCRSI flag is set in the Indication IE in a Forward Relocation Request message from that MME orSGSN. If the source eNB or RNC included a target CSG ID as part of the Handover Required message,the source MME or SGSN include that CSG ID in a CSG ID IE in the Forward Relocation Request. Ifthe source eNB or RNC indicated that the target cell is a hybrid cell, the sourceMME or SGSN determinewhether the UE is a member of the CSG and include the CSGMembership Indication IE in the ForwardRelocation Request. (A Forward Relocation Request that contains a CSG ID IE but no CSGMembershipIndication IE indicates that the target cell is a closed CSG cell.) The PDNConnection IE(s) in the ForwardRelocation Request will contain a CSG Information Reporting Action IE if the P-GW/S-GW hadpreviously sent it to the source MME or SGSN for the PDN in question.
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• Context Response If the old MME or SGSN in a Context Request/Response/Ack exchange supportsCSG information change reporting, the CCRSI flag is set in the Indication IE shall be set in the ContextResponse from that MME or SGSN. The PDN Connection IE(s) in the Context Response contains aCSG Information Reporting Action IE if the P-GW/S-GW had previously sent it to the old MME orSGSN for the PDN in question.
 Message FlowsThe following diagram shows the messaging between the EPC elements in a Closed Subscriber Groupimplementation.
 Figure 10: Closed Subscriber Groups Message Flow
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Table 8: Closed Subscriber Groups Message Flow 0
 DescriptionStep
 The eNodeB broadcasts the CSG Information to UEs.1
 When an Attach Request event happens, the eNodeB sends its own CSG-related Information inInitial UE message to the MME.
 2
 The MME sends an Update Location Request (ULR) to the HSS to get subscriber's profile.3
 The HSS responds with an Update Location Answer (ULA) including Subscription-Data whichincludes CSG-Subscription-Data. If the ULA does not include a CSG_ID: 1) The Attach attemptwill be rejected if the Access mode is set to Closed 2) The call will proceed on a non-CSG-memberbasis if the Access mode is set to Hybrid.
 4
 The MME proceeds with the call according to the user profile from the HSS. The MME sets theCSG membership Indication and passes it to the S-GW including Access Mode and CSG-ID. TheS-GW transparently passes the information to the P-GW.
 5
 The P-GW requests policy and charging rule from the PCRF.6
 The PCRF sends Event-Trigger:=USER_CSG_INFO_CHG and USER-CSG-INFO AVP based onuser subscription profile.
 7
 The P-GW sets CSG-Information-Reporting-Action in Create Session Response when the P-GWreceives Event-Trigger:=USER_CSG_INFO_CHG.
 8
 The MME sends CSG-Membership-Status to eNodeB. This is only occurs when the Access modeis set to Hybrid.
 9
 When a CSG change event happens, the eNodeB/MME reports the event. The MME updates CSGchange event using a Change Notification Request or Modify Bearer Request.
 10
 The P-GW reports CSG change event using Event-Reporting-Indication AVP to the PCRF.11
 The PCRF updates the policy and charging rule with Charging-Rule-Base-Name or install newCharging-Rule-Base-Name.
 12
 The P-GW sends a CSG Information Reporting Action IE as part of the Modify Bearer Response,a Change Notification Response, or it can initiate a change through an Update Bearer Request.
 13
 Configuring Closed Subscriber GroupsCSG access control and status communication to peer MMEs/SGSNs is mandatory and enabled by default.CSG notification to the S-GW/P-GW is optional and may be enabled using the csg-change-notification CLIcommand within the scope of the mme-service configuration.
 Use the following example to enable CSG change notification to the S-GW/P-GW.
 configurecontext context_name
 mme-service mme_svc_name -noconfirmcsg-change-notificationend
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Notes:
 • By default, csg-change-notification is disabled and the MME does not send CSG notification to theS-GW/P-GW.
 Verifying the Closed Subscriber Groups ConfigurationUse either of the following Execmode commands to verify if CSG notification to the S-GW/P-GW is enabled.
 show mme-service allshow mme-service name mme_svc_name
 The output of these commands displays the entire configuration for either all the MME services or just forthe one specified. The output sample below only illustrates the line used to indicate the Closed SubscriberGroups (CSG) configuration status.[local]asr5x00 show mme-service name mmesvc1CSG Change Notification : Enabled
 Monitoring and Troubleshooting Closed Subscriber GroupsCSG information and per-PDN CSG reporting information is included the following Exec mode command.
 show mme-service session full allThe sample output below shows only the information relating to CSG.[local]asr5x00 show mme-service session full all
 CSG Cell Change Notification: EnabledCSG Subscribed Hybrid Cell Change Notification: EnabledCSG Unsubscribed Hybrid Cell Change Notification: Enabled
 CSG Information:CSG ID at last connection: 15625 (0x3d09)
 CSG cell type: HybridCSG membership status: Non-Member
 If the CSG cell is not a hybrid cell, the CSG Information section will be displayed as follows:CSG Information:
 CSG ID at last connection: 15625 (0x3d09)CSG cell type: ClosedCSG membership status: Member
 If the last (or current) cell is not a CSG cell, the CSG Information section will be displayed as follows:CSG Information:
 CSG ID at last connection: NoneCSG cell type: n/aCSG membership status: n/a
 The following command shows CSG IDs from the subscription data:
 show mme-service db record imsi imsi_id[local]asr5x00 show mme-service db record imsi 123456789012345CSG IDs : 10
 25625
 If no CSG IDs are present in the subscription data, that state will be displayed as follows:CSG IDs : None
 The following command shows statistics for the number of times the MME sent a NAS message with thecause value "Not authorized for this CSG". These statistics are tracked for Attach Reject, Detach Request,Service Reject, and TAU Reject.
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The sample output that follows shows only the statistics relating to CSG.
 show mme-service statistics[local]asr5x00 show mme-service statistics
 Attach Reject: 0...CSG Not Subscribed: 0
 Detach Request: 0...CSG Not Subscribed: 0
 Service Reject: 0...CSG Not Subscribed: 0
 TAU Reject: 0...CSG Not Subscribed: 0
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C H A P T E R 12CSFB and SMS over SGs Interface
 Circuit Switched Fallback (CSFB) provides an interim solution for enabling telephony and short messageservice (SMS) for LTE operators that do not plan to deploy IMS packet switched services at initial servicelaunch.
 • Feature Description, page 155
 • How It Works, page 157
 • Configuring CSFB over SGs, page 158
 Feature DescriptionCircuit Switched Fallback (CSFB) enables the UE to camp on an EUTRAN cell and originate or terminatevoice calls through a forced switch over to the circuit switched (CS) domain or other CS-domain services(e.g., Location Services (LCS) or supplementary services). Additionally, SMS delivery via the CS core networkis realized without CSFB. Since LTE EPC networks were not meant to directly anchor CS connections, whenany CS voice services are initiated, any PS based data activities on the E-UTRAN network will be temporarilysuspended (either the data transfer is suspended or the packet switched connection is handed over to the 2G/3Gnetwork).
 CSFB provides an interim solution for enabling telephony and SMS services for LTE operators that do notplan to deploy IMS packet switched services at initial service launch.
 CSFB function is realized by reusing Gs interface mechanisms, as defined in 3GPP TS 29.018, on the interfacebetween the MME in the EPS and the VLR. This interface is called the SGs interface. The SGs interfaceconnects the databases in the VLR and the MME.
 This feature requires that a valid license key be installed. Contact your Cisco Account or Supportrepresentative for information on how to obtain a license.
 Important
 Supported FeaturesThe following CSFB features are supported:
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• Release 8 and Release 9 Specification Support
 • SGs-AP Encode/Decode of all messages
 • SGs-AP Procedure Support
 ◦Paging
 ◦Location Update
 ◦Non-EPS Alert
 ◦Explicit IMSI Detach
 ◦Implicit IMSI Detach
 ◦VLR Failure
 ◦HSS Failure
 ◦MM Information
 ◦NAS Message Tunneling
 ◦Service Request
 ◦MME Failure
 • SMS
 • Mobile Originating Voice Call
 • Mobile Terminating Voice Call
 • Gn/Gp Handover
 • S3 Handover
 • Basic and Enhanced TAI to LAI Mapping
 • Basic LAI to VLR Mapping
 • VLR association distribution among multiple MMEMGRs
 • IMSI Paging Procedure
 • SCTP Multi-homing for SGs interface
 • IPv6 Transport for SGs interface
 • SNMP Trap Support (Service/VLR association)
 • Operator Policy Support
 ◦SMS-only
 ◦Disallow CSFB
 ◦Reject EPS if IMSI attach fails
 ◦Reject EPS if VoIMS and no CSFB
 ◦CSFB Not Preferred
 ◦Configurable RFSP based on UE Usage and and Voice Domain Preference
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• PS Suspend/Resume over S11 (Release 8)
 • PS Suspend/Resume over S3/S11 (Release 9)
 • Support for SGs AP Timers: TS6-1, ts8, ts9, ts10, ts12-1, ts12-2, ts-13
 • Idle mode Signaling Reduction (ISR)
 • Multiple Association Support
 • SNMP Trap Support
 ◦VLRAssocDown - sent when an SCTP association to a VLR is down.
 ◦VLRDown - sent when all SCTP associations to a VLR are down.
 ◦VlrAllAssocDown - sent when all associations to all VLRs are down.
 • Support for Passive VLR Offload: See VLR Management.
 • Support for Active VLR Offload: See VLR Management.
 • UE Detach on VLR Failure: See VLR Management.
 • UE Detach on VLR Recovery: See VLR Management.
 DSCP Marking for SGs InterfaceSGs services provides the Differentiated Services Code Point (DSCP) marking functionality. DSCP markinghelps in packet traffic management. DSCP marking can be performed on both IPv4 and IPv6 packets leavingthe SGs interface.
 Either the pre-defined DSCP values can be used for marking, or any arbitrary value ranging from 0x01 to0x3F can be assigned. The default DSCP value is 0x00 or be (Best Effort). The default DSCP value isautomatically set when the configuration is disabled.
 configcontext context_name
 sgs-service service_name[no] ip qos-dscp dscp_valueend
 • ip defines the Internet Protocol parameters for the packets leaving through the SGs interface.
 • qos-dscp designates the Quality of Service - Differentiated Services Code Point value to the packetleaving through the SGs interface.
 • dscp_value is a value assigned to the packet for DSCP marking. The value can be a pre-defined DSCPvalue or an arbitrary value ranging from 0x01 to 0x3F.
 How It WorksEPC core networks are designed for all IP services and as such lack intrinsic support for circuit switched voiceand telephony applications. This presents challenges for those operators that do not plan to launch packetswitched IMS core networks at initial service deployment. CSFB represents an interim solution to addressthis problem by enabling dual radio mobile devices (LTE/GSM/UMTS or CDMA1xRTT) to fallback to
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GSM/UMTS or CDMA1x access networks to receive incoming or place outgoing voice calls. The next sectionpresents highlights of the CSFB procedure.
 Preparation Phase•When the GSM/UMTS/LTE access terminal attaches to the EUTRAN access network, it uses combinedattachment procedures to request assistance from theMME to register its presence in the 2G/3G network.
 • The MME uses SGs signaling to the MSC/VLR to register on behalf of the AT to the 2G/3G network.The MME represents itself as an SGSN to the MSC and the MSC performs a location update to theSGSN in the target 2G/3G network.
 • The MME uses the Tracking Area Identity provided by UE to compute the Location Area Identity itprovides to the MSC.
 Execution Phase: Mobile Terminated Calls•When a call comes in at the MSC for the user, the MSC signals the incoming call via the SGs interfaceto MME.
 • If the AT is an active state, the MME forwards the request directly to the mobile. If the user wishes toreceive the call the UE instructs the MME to hand over the call to the 2G/3G network. The MME theninforms the eNodeB to initiate the handoff.
 • If the AT is in dormant state, the MME attempts to page it at every eNodeB within the Tracking Arealist to reestablish the radio connection. As no data transfer is in progress, there are no IP data sessionsto handover and the mobile switches to its 2G/3G radio to establish the connection with the target accessnetwork.
 • If the mobile is active and an IP data transfer is in progress at the time of the handover, the data transfercan either be suspended or the packet switched connection can be handed over if the target networksupports Dual Transfer Mode. Note that this is typically only supported on UMTS networks.
 • Once the access terminal attaches to the 2G/3G cell, it answers the initial paging via the target cell.
 Execution Phase: Mobile Originated Calls• This is very similar to the procedure for Mobile Terminated Calls, except there is no requirement foridle mode paging for incoming calls and the AT has no need to send a paging response to the MSC afterit attaches to the target 2G/3G network.
 Configuring CSFB over SGsThe configuration example in this section creates an SGs interface and an SGs service for communicatingwith a Mobile Switching Center/Visitor Location Register (MSC/VLR) for Circuit- Switched Fallbackcapability.
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Circuit-Switched Fallback (CSFB) is a licensed feature and requires the purchase of the Circuit SwitchedFallback feature license to enable it.
 Important
 Use the following configuration example to enable CSFB capability on the MME:
 configurelte-policy
 tai-mgnt-db db_nametai-mgmt-obj object_name
 lai mcc numbermnc number lac area_codetai mcc numbermnc number tac area_codeend
 context mme_context_name -noconfirminterface sgs_intf_name
 ip address ipv4_addressexit
 sgs-service name -noconfirmsctp port port_numbertac-to-lac-mapping tac valuemap-to lac value +vlr vlr_name ipv4-address ip_address port port_numberpool-area pool_name
 lac area_code +hash-value non-configured-value use-vlr vlr_name>hash-value range value to value use-vlr vlr_nameexit
 bind ipv4-address sgs-intf_ipv4_addressexit
 mme-service service_nameassociate tai-mgmt-db db_nameassociate sgs-service sgs_svc_nameend
 Notes:
 • The MME will attempt to map a TAI to LAI in the following order:
 ◦If a TAI Management Database is configured, the MME will first use any TAI to LAI mappingdefined within the database.
 ◦If no TAI Management Database is configured or if no suitable mapping is found within the TAIManagement Database, the MME will next attempt to map a specific TAC to a specific LAC asdefined in the SGs service according to the tac-to-lac-mapping command.
 ◦Lastly, the MME will attempt to use the default LAC value. This is defined using thetac-to-lac-mapping command with the any-tac keyword option.
 • In this release, the number of TAC to LAC mappings is increased from 512 to 1024 entries.
 • For the SGs interface, the tac-to-lac-mapping command supports the configuration of multiple TAC-toLAC values in the same configuration line.
 • The SGs IP address can also be specified as an IPv6 address. To support this, the ip address commandcan be changed to the ipv6 address command and the bind ipv4-address command can be changed tobind ipv6-address command.
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This command also allows for the configuration of a secondary IP address in support of SCTPmulti-homing.
 • The VLR interface (vlr command) also supports IPv6 addressing and SCTP multi-homing.
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C H A P T E R 13CSFB for 1xRTT
 The MME supports circuit-switched fallback (CSFB) for CDMA2000 1x (single-carrier) radio transmissiontechnology (1xRTT) networks as defined by 3GPP TS 23.272 R10.
 • CSFB for 1xRTT Feature Description, page 161
 • How It Works, page 163
 • Configuring CSFB for 1xRTT, page 166
 • Monitoring and Troubleshooting the CSFB for 1xRTT, page 172
 CSFB for 1xRTT Feature DescriptionThe primary purpose of circuit-switched fallback (CSFB) for 1xRTT is to take the CDMA2000 messagesreceived from the caller's phone (UE) and relay them to the CSFB interworking solution function for 3GPP2(1xCS IWS) associated with the mobile switching center (1x RTTMSC) (or vice-versa) through S1-APP andS102 interfaces. This ensures the UE moves seamlessly from an LTE network to a CDMA2000 network.
 TheMME uses the S102 interface to tunnel the 1xRTTmessages between theMME and IWS/MSC to supportthe following CS services:
 • MO/MT Voice calls
 • MO/MT SMS
 • Emergency calls
 This feature requires that a valid license key be installed to use the commands to configure this functionality.Speak with your Cisco Representative for information about this license. For information about the commandsand their use, refer to the Configuring CSFB for 1xRTT section later in this chapter.
 Supported FeaturesThe MME provides the following features in support of CSFB for 1xRTT functionality:
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MSC Pool Areas:Multiple MSCs would be handled by pooling all the MSCs mapping to a particular cellfor load distribution. MSC pool areas can be configured for load balancing and intelligent selection of MSCservers based on IMSI hash values. Up to 10 MSC servers can be defined per S102 service.
 MSC Non-Pool Areas:MSC selection, based on local MSC configuration.
 MSC Selection: If an MSC pool area has been configured, the selection logic for the pool area is based onthe CDMA2000 sector cell ID (includes the MSC ID and the Cell ID) in the CDMA2000 1xRTT network
 Both the MSC ID and the cell ID are used to locate the pool / non-pool area. The MME attempts to select anMSC using the following selection order:
 1 The MME attempts to match the MSC ID and the Cell ID:
 • If the match is found in the non-pool area configuration, then the configured MSC is selected.
 • If the match is found in the pool area configuration,
 ◦then IMSI hashing is used to select the MSC.
 ◦if no hash corresponds, then the MSC selected is the one configured for the'non-configured-values'.
 2 If no MSC is found, a failure message is returned.
 When the UE attaches with IMEI, the MSC configured for the non-pool area is always selected becauseIMSI hashing cannot be performed for that UE.
 Important
 DSCP Marking for S102 InterfaceS102 interface allows Differentiated Services Code Point (DSCP) marking functionality. DSCPmarking helpsin packet traffic management. DSCP marking can be performed only on IPv4 packets leaving the S102interface.
 Either the pre-defined DSCP values can be used for marking, or any arbitrary value ranging from 0x01 to0x3F can be assigned. The default DSCP value is 0x00 or be (Best Effort). The default DSCP value isautomatically set when the configuration is disabled.
 configcontext context_name
 S102-service service_name[no] ip qos-dscp dscp_valueend
 • ip defines the Internet Protocol parameters for the packets leaving through the S102 interface.
 • qos-dscp designates the Quality of Service - Differentiated Services Code Point value to the packetleaving through the S102 interface.
 • dscp_value is a value assigned to the packet for DSCP marking. The value can be a pre-defined DSCPvalue or an arbitrary value ranging from 0x01 to 0x3F.
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Relationships to Other FeaturesCSFB for 1xRTT is related to the SRVCC for 1xRTT feature. Each requires a separate license to take advantageof the separate functionality and use the configuration commands.
 If licenses for both features are installed in the system and both features are configured, then the MME canuse the S102 interface for both CSFB for 1xRTT and SRVCC for 1xRTT.
 1xRTT CSFB and 1xRTT SRVCC calls will be decided based on the presence or absence of the CDMA20001xRTT SRVCC Info IEs in an UPLINK S1 CDMA2000 TUNNELING message. This IE should not presentfor a 1xRTT CSFB call. If only one feature is licensed and configured and if the above condition is notappropriately satisfied for any received call, then that call will be dropped.
 The SRVCC for 1xRTT feature is described elsewhere in this administration guide.
 How It WorksMultiple components enable the MME to support CSFB for 1xRTT.
 S1-AppThe MME's CSFB for 1xRTT feature complies with 3GPP 36.413 Section 8.8, which define S1 CDMA2000Tunneling Procedures to carry CDMA2000 signaling between a UE and a CDMA2000 RAT over S1 interfaceto perform:
 • signaling for preparation for handover from the E-UTRAN to the CDMA2000 /1xRTT, and
 • pre-registration and paging of the UE with the CDMA2000 1xRTT CS system.
 These procedures use an established UE-associated logical S1-connection.
 The CDMA2000 Tunneled messages are packaged and transported in the following messages:
 • DOWNLINK S1 CDMA2000 TUNNELING: If a CDMA2000 message needs to be sent from an MMEto a givenUE, theMMEuses an existing S1 connection. TheMME sends a DOWNLINKS1CDMA2000TUNNELING message, which includes the CDMA2000 message in a CDMA2000-PDU IE. Similarly,the MME sends other IE's, such as the CDMA2000 HO Status IE during Handover, through theDOWNLINK S1 CDMA2000 TUNNELING message.
 • UPLINK S1 CDMA2000 TUNNELING: When the eNB receives a CDMA2000 message intended fora UE, the eNB determines which MME has an existing UE-associated logical S1 connection. The eNBsends the UPLINK S1 CDMA2000 TUNNELINGmessage to the MME. The UPLINK S1 CDMA2000TUNNELING message includes the CDMA2000 message for the UE in the CDMA2000-PDU IE.
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S102-App
 Messages for the S102
 The MME's S102 application is based on the UDP/IP transport medium. S102 (MME-to-IWS) /udp/23272 isthe registered destination UDP port number to be used for signaling interconnection between an MME andan IWS for the S102 application.
 The S102 application defines a set of messages between the MME and 1xCS IWS to provide CSFB. TheMME uses a bound S102 interface to pass signaling messages (A21 messages) between the UE and the IWS:
 • A21-1x Air Interface Signaling message: When the MME receives an Uplink CDMA2000 messagefrom the eNB, the MME sends an A21-1x air interface message to 1xCS IWS. The MME encapsulatesthe 1x air interface message in an A21-1x air interface signaling message and sends it to the 1xCS IWSvia the S102 interface. This message type is used by the MME or 1xCS IWS during registration, paging,and mobile-originated / mobile-terminated SMS procedures.
 • A21-Ack message: This message is sent from an MME or a 1xCS IWS to acknowledge receipt of someA21 message to the peer 1xCS IWS or MME. The Correlation ID in an A21-Ack message is copiedfrom the Request message to which the MME or 1xCS IWS is replying.
 • A21-Event Notification message: This message is sent by either the MME or the 1xCS IWS to notifythe peer node of a specific event. The "S102 Redirection" value is used to indicate S102 tunnel redirectionduring MME relocation.
 A21 Network/Transport Messaging Procedures.
 The destination port number is set to 23272 in the UDP packet that carries an A21-1x Air Interface Signalingmessage or an A21-Event Notification message.
 The receiver of an A21-1x Air Interface Signaling message or of an A21-Event Notification message shallset the source port and source IP address and the destination port and destination IP address of the UDP packetthat carries the corresponding A21-Ack message to the destination port / destination IP address and the sourceport / source IP address of the UDP packet that carried the A21-1x Air Interface Signaling message or theA21-Event Notification message respectively.
 MME-AppThe UE performs the 1x-RTT pre-registration when it successfully attaches and then:
 1 The MME receives an S1-UPLINK CDMA2000 message in ATTACHED state from the eNB.2 The MME sends an A21 Air Interface message via the S102 interface to the IWS/MSC.3 The MME receives an A21 message from the IWS/MSC.4 The MME sends an S1 Downlink CDMA2000 message to the eNB.
 The MO/MT call or SMS are handled in Idle and Connected modes:
 • In Connected mode, the EMM FSM will be in REGISTERED CONNECTED state. In this state, themessages from theMSC through the S102messages are directly dispatched over the S1 interface throughS1 DOWNLINK CDMA2000 messages.
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• In Idle mode, when an MT-call or an MT-SMS arrives from an MSC, the MME needs to trigger pagingto make the UE return to CONNECTED state. During this time, S102 message is stored inside the S102context. Once the UE returns to connected state the message is dispatched over the S1 interface.
 Other Support FunctionsAttach Procedure: As parts of the existing Attach procedure, the 1x RTTUE includes an indication of supportfor enhanced CSFB to 1xRTT. The UE context will be updated with this information for further processing.
 TAU Procedure: The 1xRTT UE performs the Tracking Area Update with the MME change. After LocationUpdate Ack is received from the HSS, theMME sends a Context Request to the old MME and the 1x CS IWSID is sent back in the Context Response message. This information would be stored in the UE's context andwould be used when the CSFB procedure performs S102 Tunnel Redirection.
 eGTPC: Whenever there is a change of MME, the target MME gets the IWS-ID (the MSC address) throughthe Context Response message from the source MME. In the case of SRNS relocation, the source MME sendthe IWS-ID (the MSC address) through the Forward Relocation Request message, which is stored in the UEcontext and will be used in the S102 Redirection procedures.
 Architecture
 Figure 11: Architecture of the MME’s CSFB for 1xRTT
 FlowsThe following call flows are supported as defined by 3GPP TS 23.272, "Circuit Switched (CS) fallback inEvolved Packet System (EPS)":
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• 1xRTT CS Pre-Registration
 • S102 Tunnel Redirection
 • UE-Initiated Detach Procedure
 • MO Call - Normal CSFB to 1xRTT
 • MO Call - enhanced CSFB to 1xRTT
 • MT Call - Normal CSFB to 1xRTT
 • MT Call - enhanced CSFB to 1xRTT
 • Emergency Call
 • SMS Procedures
 Limitations• SMS procedures will only apply if the UE is 1xRTT CS registered and the CS access domain is chosenby the UE and/or the home PLMN for delivering short messages.
 • The MME only buffers the last received SMS until the UE returns to connected state.
 Standards ComplianceThe CSFB for 1xRTT complies with the following standards:
 • 3GPP TS 23.401 Release 10, "GPRS enhancements for E-UTRAN access "
 • 3GPP TS 23.402 Release 10, "Architecture enhancements for non-3GPP accesses"
 • 3GPP TS 36.413 Release 10, "Evolved Universal Terrestrial Radio Access Network (E-UTRAN) S1Application Protocol (S1AP)".
 • 3GPP TS 23.272 Release 10, "Circuit Switched (CS) fallback in Evolved Packet System (EPS)"
 • 3GPP2 A.S0008-C Release 3.0, "Interoperability Specification (IOS) for High Rate Packet Data (HRPD)Radio Access Network Interfaces with Session Control in the Access Network".
 • 3GPP2 A.S0009-C Release 3.0, "Interoperability Specification (IOS) for High Rate Packet Data (HRPD)Radio Access Network Interfaces with Session Control in the Packet Control Function".
 • 3GPP2 A.S0013-D Release 3.0, "Interoperability Specification (IOS) for cdma2000 Access NetworkInterfaces"
 Configuring CSFB for 1xRTTIf you have the appropriate license, you will be able to see and configure the commands identified below to
 • setup an S102 service for the use of an S102 interface.
 • associate the S102 service configuration with the MME service.
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• configure MSC selection.
 • allow/disallow CSFB service and/or SMS-only service via an Operator Policy.
 The first three sets of configuration must be completed for this feature to function.Important
 For more details on commands and keywords indicated below, we recommend that you refer to theCommand Line Interface Reference, StarOS Release 19 or higher.
 Important
 Configuring the S102 ServiceThis configuration enables you to define the characteristics for a specific S102 interface as an S102 serviceinstance, including:
 • configuring the interface to work with CSFB for the 1xRTT CDMA2000 messaging.
 • binding or unbinding a logical IPv4 address and ports to the S102 service.
 • configuring an IPv4 address and ports for the IWS/MSC in the S102 service configuration.
 configurecontext context_name
 [ no ] s102-service service_name[ no ] 1xRTT csfb
 [ no ] bind ipv4-address ipv4_address port port_number[ no ] msc msc_name
 [ no ] ipv4-address ipv4_address port port_numberexit
 [ no ] msc msc_name[ no ] ipv4-address ipv4_address port port_numberend
 Notes:
 • context_name enter a string of 1 to 79 alphanumeric characters to define the name of the context inwhich the S102 service is configured. You can configure the S102 service in the same context in whichthe associated MME service is configured.
 • service_name enter a string of 1 to 63 alphanumeric characters to define the name. We recommend thateach service name be unique on this MME.
 • The MME supports configuration of an undefined number of S102 services (interfaces). As there is a1-to-1 correlation between S102 service configurations and MME services, the only limiting factor isthe maximum number of MME services that can be configured per system maximum number is 8.
 • 1xrtt configures the S102 interface to provide either CSFB or SRVCC capabilities for the 1xRTTCDMA2000 network The 1xrtt command can be repeated so that a single S102 interface provides bothCSFB and SRVCC functionality.
 • bind ipv4-address ipv4_address port port_number binds the S102 interface to the specified source(MME) IPv4 interface address, and optionally to a specific port number if the port option is included.
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The value for the IPv4 address must be entered in standard IPv4 dotted-decimal notation and, if included,the port number must be an integer from 1 to 65535.
 • msc msc_name enter 1 to 63 alphanumeric characters to define a unique name for the MSC. Executingthe msc command causes the system to enter the S102-MSC configuration mode to define the targetIPv4 address (and optionally the port ID). This associates the S102 interface to the specified MSC.
 • ipv4-address ipv4_address port port_number identifies IPv4 interface address of the MSC, andoptionally a specific port number if the port option is include. The value for the IPv4 address must beentered in standard IPv4 dotted-decimal notation and, if included, the port number must be an integerfrom 1 to 65535.
 • It is possible to associate up to 10 IWS/MSCs with the S102 interface/service configuration. Repeat themsc, ipv4-address, and exit commands sequence as often as needed to identify all MSCs.
 • no prefix included with a command, disables and/or erases the specified configuration from the MME'sconfiguration.
 • default prefix is unused at this time and is available for future development.
 Verify the S102 Service ConfigurationUse the show s102-service name s102_service_name command to verify the S102 configuration that youhave entered following the steps outlined above. The output will appear similar to the following:[local]MME show s102-service name s102-mme1Service name : s102-mme1Context : testStatus : NOT STARTED1xRTT type : CSFBBind : DoneIP Address : nnn.nnn.nnn.1Port : 54321
 Associating the S102 ServiceUse the following to add an association between a previously configured MME service and an S102 service.
 configcontext context_namemme-service mme_service_nameassociate s102-service s102_service_name [ context context_name ]end
 Notes:
 • context context_name enter a string of 1 to 79 alphanumeric characters to identify the name of thecontext in which the S102 service is configured. We recommend that you identify the context if it is notthe same one in which the associated MME service is configured.
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Verifying the S102 AssociationUse the showmme-service namemme_service_name command to verify the S102 association that you haveentered following the steps outlined above. The output will appear similar to the following:[local]MME show mme-service name mme1Service name : mme1Context : testStatus : NOT STARTEDBind : Not Done. . .. . .IPNE Service : Not definedS102 Context : testS102 Service : s102-AMax bearers per MS : 11. . .. . .
 Configuring MSC SelectionThe following process configures up to 10 MSC pool/non-pool areas per S102 service in support of MSCselection. Both the MSC-Id and the Cell-Id are used to locate the pool or non-pool area for the MSC selectionprocess.
 Prerequisite: Each of theMSCsmust have been defined and associated with an S102 service (seeConfiguringthe S102 Service noted above) before theMSC can be included in the non-pool-area or pool-area configuration.
 Defining a Non-Pool Area
 configcontext context_name
 [ no ] s102-service service_name
 The plmn option that is visible in the code is not supported at this time and is included for futuredevelopment.
 Important
 non-pool-area non_pool_area_namemsc msc_namemsc-id msc_id cell-id cell_id +no non-pool-area non_pool_area_name cell-id cell_id +Notes:
 • non_pool_area_name enter a string of 1 to 63 alphanumeric characters to uniquely identify thenon-pool-area definition used for MSC selection.
 • mscmsc_name enter a string of 1 to 63 alphanumeric characters to identify one of the MSCs previouslyconfigured in the S102 service configuration.
 • msc-id msc_id cell-id cell_id +
 ◦msc_id enter an integer from 1 through 16777215 to identify the unique numeric ID for the MSC.
 ◦cell_id + enter an integer from 1 through 65535 to identify a CDMA2000 sector cell ID that youare assigning to this non-pool area configuration. Enter up to 24 cell IDs, separated by a singleblank space, in the same command.
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• plmnid { any | mccmcc_idmncmnc_id } is not operationally supported at this time. The code is includedfor future development.
 • no prefix included with the command, erases or disables the specified configuration from the MME'sconfiguration.
 Defining a Pool Area
 configcontext context_name
 [ no ]s102-service service_name[ no ] pool-area pool_area_name
 [ no ] cell-id cell-id cell-id[ no ] hash-value { hash_value | non-configured-values | range lower_hash_value to
 higher_hash_value } { msc msc_name }[ no ] msc-id msc-id
 [ no ] plmnid { any | mcc mcc_idmnc mnc_id }end
 Notes:
 • pool-area pool_area_name enter a string of 1 through 63 alphanumeric characters to create a uniquename of an MSC pool area configuration. After the command is entered, the system enters theS102-Pool-Area configuration mode.
 • cell-id cell-id [cell-id + ] enter an integer from 1 through 65535 to identify a CDMA2000 sector cellID that you are assigning to this pool area configuration. Enter up to 24 cell IDs, separated by a singleblank space, in the same command.
 • hash-value
 ◦hash_value enter an integer from 0 through 999 to identify a specific MSC.
 ◦non-configured-values msc msc_name assigns all non-configured hash values to use the namedMSC.
 ◦range lower_hash_value to higher_hash_valuemsc msc_name specifies the range of hash valuesfor an MSC:
 ◦lower_hash_value enter an integer from 0 through 999 to identify the start value for a rangeof hash. The lower_hash_value must be lower than higher_hash_value.
 ◦higher_hash_value enter an integer from 0 through 999 to identify the end value for a rangeof hash. The higher_hash_value must be higher than lower_hash_value.
 • msc_id enter an integer from 1 through 16777215 to identify the unique numeric ID for the MSC.
 • plmnid { any | mcc mcc_idmnc mnc_id } is not operationally supported at this time. The code isincluded for future development.
 • no prefix included with the command, erases the specified configuration from theMME's configuration.
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Verifying Pool and Non-Pool Area ConfigurationUse the show configuration command to view the S102 pool area and S102 non-pool area configuration. Itshould appear similar to the following:[local]MME show configuration...
 s102-service s102testbind ipv4-address 123.123.123.1 port 543211xrtt CSFBmsc msc1ipv4-address nn2.nn2.nn2.2 port 33333
 exitmsc msc10ipv4-address nn1.nn2.nn1.2 port 23272
 exitpool-area poolonecell-id 2 4 5hash-value 34 msc msc10
 exitnon-pool-area np1 msc msc1 msc-id 1233 cell-id 223non-pool-area np3 msc msc1 msc-id 14441 cell-id 6 7 8
 Allowing CSFB and/or SMS-only in the Operator PolicyThe operator can configure the type of CSFB service the MME provides at the Operator Policy level.
 Enabling SMS-only
 The following configuration sequence instructs the MME that the CSFB function will only support SMS.
 configcall-control-profile ccprof_name[ remove ] csfb sms-onlyend
 Notes:
 • remove prefix included with the command, erases the specified configuration from the Call-ControlProfile configuration.
 Enabling CSFB for Voice and SMS
 The following configuration sequence instructs the MME that the CSFB function is
 • not allowed for both voice and SMS, or
 • only allowed for SMS.
 configcall-control-profile ccprof_name[ remove ] csfb policy { not-allowed | sms-only }end
 Notes:
 • remove prefix included with the command, erases the specified configuration from the Call-ControlProfile configuration.
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Verifying the Call-Control Profile ConfigurationUse the show call-control-profile full name command to display the configuration entered with the proceduresoutlined above. The output should appear similar to the following:
 [local]MME show call-control-profile full name ccprof1Call Control Profile Name = ccprof1SAMOG Home PLMN : Not configuredCSFB Restrictions
 SMS Only : TRUENot Allowed : FALSE
 Monitoring and Troubleshooting the CSFB for 1xRTT
 Monitoring ProtocolWhen using the monitor protocol command, enable option 86 to see all A21 messages.
 Show Command(s) and/or Outputs
 show s102-service statistics name
 The show s102-service statistics name s102_service_name command generates statistical output indicatingthe status and activity of the interface. The output generated will appear similar to the following:S102-AP Statistics:S102-AP Data: Tx ReTx RxA21-1x Air Interface Signaling message 0 0 0A21-Ack message 0 0 0
 Unknown MSG 0 0 0Error Statistics:Encoding Errors: 0Mismatch in Correlations: 0Decoding Errors: 0Missing Mandatory IEs: 0Syntax Errors: 0
 Misc Errors: 0
 Bulk StatisticsBulk statistics are described in the Statistics and Counters Reference.
 MME Schema
 The MME tracks the number of CSFB 1xRTT calls using the following variables:
 • s1ap-transdata-dlinktunnel
 • s1ap-recdata-ulinktunnel
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S102 Schema
 The MME will use the S102 interface to tunnel the 1xRTT messages between the MME and IWS/MSC. TheS102 schema has been created to track performance over this interface and includes all of the following statvariables (which are described in detail in the Statistics and Counters Reference) :
 • vpnname
 • vpnid
 • servname
 • servid
 • s102ap-tx-a21-air-signal-msg
 • s102ap-tx-a21-ack-msg
 • s102ap-tx-a21-evt-ntfy-msg
 • s102ap-tx-unknown-msg
 • s102ap-retx-a21-air-signal-msg
 • s102ap-retx-a21-ack-msg
 • s102ap-retx-a21-evt-ntfy-msg
 • s102ap-retx-unknown-msg
 • s102ap-rx-a21-air-signal-msg
 • s102ap-rx-a21-ack-msg
 • s102ap-rx-a21-evt-ntfy-msg
 • s102ap-rx-unknown-msg
 • s102ap-encode-errors
 • s102ap-missing-mandatory-ies
 • s102ap-corelation-mismatch
 • s102ap-decode-errors
 • s102ap-syntax-errors
 • s102ap-misc-errors
 TrapsTraps are defined to indicate when an S102 service starts or stops. The trap information includes the contextidentification in which the S102 service is configured the unique identification of the S102 service. Thefollowing are examples of how the traps would appear :Internal trap notification <XXXX> (S102ServiceStop) context S102 service s102-serviceInternal trap notification <YYYY> (S102ServiceStart) context S102 service s102-service
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C H A P T E R 14DDN Throttling
 • Feature Description, page 175
 • How It Works, page 175
 • Configuring DDN Throttling, page 178
 • Monitoring and Troubleshooting DDN Throttling, page 179
 Feature DescriptionTheMME supports Downlink Data Notification (DDN) Throttling.With this feature, theMME is provisionedto reject non-priority (traffic based on ARP and LAPI) DDN Requests when the UE is in idle mode.Additionally, the MME dynamically requests the S-GW to reduce the number of DDN Requests based on athrottling factor and a throttling delay specified in the DDN Ack message.
 MME supports the following functions for DDN Throttling:
 • Rejection of DDN requests when configured congestion threshold is reached.
 • Allows the configuration of cause value to be sent in DDN Ack message when DDN is rejected duringcongestion.
 • Allows DDN rejection based on ARP.
 • Allows DDN rejection based on LAPI.
 • Allows configuration of DDN throttling factor and throttling delay values to be sent in DDNAckmessageto SGW during congestion.
 A valid license key is required to enable DDNThrottling. Contact your Cisco Account or Support representativefor information on how to obtain a license.
 How It WorksThe SGW determines whether a bearer needs DDN throttling based on the bearer's ARP priority level andoperator policy (operator's configuration in the SGW of the ARP priority levels to be considered as priorityor non- priority traffic). While throttling, the SGW throttles the DDN Requests for low and normal bearers
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based on priority. TheMMEdetermines whether a DownlinkData Notification request is priority or non-prioritytraffic on the basis of the ARP priority level that was received from the SGW and operator policy.
 Congestion Control Profile supports DDN Throttling. The Congestion Control policy allows the operator toconfigure three different action profiles critical, major and minor based on the congestion level. DuringCongestion the operator configures the action to be taken using action profiles. Congestion Action profileallows configuration of DDN Throttling parameters.
 When congestion threshold is reached the following actions are taken on DDN requests based on the operatorconfiguration:
 • Reject all DDN requests based on ARP and LAPI. DDN Ack message is sent with failure cause to theSGW. Paging is not initiated.
 • Reject all DDN requests if ARP or LAPI values are not configured.
 • Enable SGW Throttling. DDN Ack message is sent to the SGW with throttling factor and throttlingdelay values.
 Session Manager
 The Session Manager is configured to handle DDN requests based on the DDN's current congestion statusand the operator configuration. Session Manager stores the congestion status information along with S1-APor NAS messages received from the MME manager. This data is used to handle DDN requests.
 The Session Manger handles congestion for incoming DDN requests in the following ways:
 • If the congestion status does not indicate any congestion, session manager initiates paging without anychange in existing behavior.
 • If the congestion threshold is reached, session manager either decides to reject DDN requests or enablethrottling DDN requests towards SGW, based on the action profile corresponding to the threshold level.A throttling factor and throttling delay is added to the DDN Ack message and is sent to the SGW. IfDDN Rejection is based on reject ddn configuration then DDN Ack will not contain any throttlingfactor and throttling delay value.
 • If the action profile indicates DDN requests to be rejected, the sessmgr does not initiate paging. A DDNAck message is sent with the configured cause value. The default cause value is "Unable to page UE".
 • If the action profile indicates throttling in SGW is enabled, then the sessmgr includes the throttling factorand the throttling delay value in the DDN Ack, which is sent to the SGW. If action profile indicatesDDN requests to be rejected, then throttling parameters are not included in the DDN Ack message.
 • If reject ddn is configured with arp-watermark, and if the PDN has multiple bearer and ARP values,the DDN requests are serviced depending on the following scenarios:
 ◦If DDN is received without bearer ID and ARP value, then the DDN requests are allowed and allbearers remain active. The DDN requests will not be rejected unlessMME receives the ARP valuesand all bearers remain active, as part of the paging procedures.
 ◦If DDN is received with a bearer ID but not an ARP value, the DDN requests are still allowed andall bearers will be active as part of a paging procedure. But, if a stored ARP value matches withthe configured arp-watermark value, DDN requests are rejected.
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The action to reject DDN requests or enable SGW throttling is independent of each other. The operatorcan configure either or both actions for each action profile.
 Important
 If there is a configuration change in DDN Throttling parameters, then the action is applied only upon receivingthe next DDN request.
 • If configuration is modified to disable throttling, then it will come into effect immediately while processingthe next DDN. MME shall send throttling IE so that it de-activates the DDN throttling timer at SGW.
 • If configuration is modified to change throttling values, throttling begins after a delay of few seconds.The new throttling value is sent to the SGW when the ongoing throttling time (timer = previously senttimestamp + new throttling delay) expires.
 If the Session Manager crashes, the SGW list with throttling information is lost on recovery. In thiscondition, the throttling parameter information is sent to the SGW even before the ongoing throttlingexpires. If congestion persists after session manager recovery, the throttling parameters are sent again forrecovery.
 Important
 LimitationsMemory Impact -- There is a negligible impact on memory, which stores the SGW information created toprocess the incoming DDN throttling request. A list of SGW entries are created in this process. The followinginformation is stored in the SGW:
 • SGW IP address
 • Congestion Status time at which throttling status were sent in the DDN Ack
 • Timestamp Congestion status for which throttling information was last sent
 The above mentioned information is required to keep the Session Manager in sync with the SGW's throttlingstatus. However, to keep thememory impactminimal the SGW information list is created only during congestionand throttling factors are configured in the action profile. On completion of DDN throttling, congestion iscleared and the SGW entry in the list is deleted to process the subsequent DDN request.
 Standards ComplianceThe DDN Throttling feature complies with the following standards:
 • 3gpp TS 29.274, Version 10.4.0, Tunneling Protocol for Control plane (GTPv2-C).
 • 3gpp TS 23.401, Version 10.4.0, General Packet Radio Service (GPRS) enhancements for EvolvedUniversal Terrestrial Radio Access Network (E-UTRAN) access.
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Configuring DDN ThrottlingThis section documents the configuration procedures for DDN Throttling and related functionality.
 Configuring DDN Throttling Factor and Throttling Delay
 reject
 The ddn is a newly added keyword to this command. This keyword allows the operator to reject DDN requestsduring congestion. The operator can reject DDN requests based on ARP or LAPI values or both. An optionis provided to reject all DDN requests without using ARP/LAPI values.
 configurelte-policy
 congestion-action-profile profile_namereject ddn [ arp-watermark arpwatermark_value [ cause cause_value ] | cause cause_value |
 lapi [ cause cause_value ] ]none ddn [ lapi | arp-watermark ]end
 Notes:
 • The ddn keyword configures action to be taken for all DDN requests
 • The lapi keyword indicates that DDN reject is applicable for UEs with LAPI.
 • The arp-watermark keyword indicates that DDN reject is applicable for ARP values greater than or equalto the ARP specified. The ARP value ranges from 1 through 15.
 • The cause keyword rejects DDN with the specified cause value. The valid cause value ranges from 1through 255. The default value is 90 with the display message “Unable to page ue”.
 • none disables DDN configuration.
 If the value of arp-watermark does not match with the DDN's ARP value, then the DDN notifications isnot rejected, and all bearers remain active.
 Important
 ddn sgw-throttling
 The sgw-throttling, throttle factor and delay are new keywords added to this command in this release. ThisCommand allows the operator to configure the throttling factor and throttling delay values to be sent in DDNAck message.
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Throttling delay value will be converted internally to seconds, minutes or hours as defined in the 3gppSpec 29.274.
 Important
 configurelte-policy
 congestion-action-profile profile_nameddn sgw-throttling throttle-factor percentage_value delay delay_timeno ddn sgw-throttlingend
 Notes:
 • The sgw-throttling keyword enables DDN throttling towards SGW.
 • The throttle-factor keyword indicates throttling factor as a percentage from 1 to 100.
 • The delay keyword indicates the amount of time taken for throttling delay in seconds. The delay valueranges from 2 to 1116000 seconds.
 • no removes DDN throttling towards SGW.
 Verifying the DDN Throttling ConfigurationThe following command displays the configuration fields in the Congestion Action Profile for the DDNThrottling feature:
 show lte-policy congestion-action-profile name testCongestion Action Profile testnone handoversnone combined-attachesnone ps-attachesnone addn-pdn-connectsnone addn-brr-requestsnone brr-ctxt-mod-requestsnone service-requestnone tau-requestnone s1-setupsnone init-uesnone ddnddn sgw-throttling throttle-factor 3 delay 1116000none pagingno exclude-emergency-eventsno exclude-voice-events
 Monitoring and Troubleshooting DDN ThrottlingThis section provides information on how to monitor congestion control.
 DDN Throttling Show Command(s) and/or OutputsThis section provides information regarding show commands and/or their outputs in support of enhancedcongestion control.
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show congestion-control statistics mmeThe command generates a display that provides a concise listing of congestion control statistics. The commandoffers four keyword options: critcal | full | major | minor
 In the output example below, the critical keyword has been included in the command so only Criticalinformation is shown. The displayed fields are the same when the full, major, or minor options are used withthe command.Critical Congestion Policy Action
 Congestion Policy Applied : 0 timesPS attaches
 Rejected : 0 timesDropped : 0 times
 PS attachesRejected : 0 timesDropped : 0 times
 Combined attachesRejected : 0 timesDropped : 0 times
 S1-SetupRejected : 0 timesDropped : 0 times
 HandoverRejected : 0 timesDropped : 0 times
 Addn-pdn-connectRejected : 0 timesDropped : 0 times
 Addn-brr-connectRejected : 0 timesDropped : 0 times
 Service-RequestRejected : 0 timesDropped : 0 times
 TAU-RequestRejected : 0 timesDropped : 0 times
 S1AP Overload Start Sent : 2 timesS1AP Overload Stop Sent : 2 timesExcluded Emergency Events : 0 timesExcluded Voice Events : 0 timesDDN Request
 Rejected : 0 timesARP-Based : 0 timesLAPI-Based : 0 times
 Notes:
 • The DDN Request field indicates the number of DDN requests rejected based on the CLI configurationin the Congestion Action Profile.
 • The Rejected field provides information on the total number of DDN rejections based on the CLIconfiguration.
 • The ARP-based field indicates the number of DDN rejected based on the ARP value. For example, rejectddn arp-watermark 10 increments the counter once the ARP value of DDN requests received is 10 andabove.
 • The LAPI-Based field indicates the number of DDN rejected based on the LAPI value.
 For LAPI based UEs, both cli are valid, it means if DDN rejection happened due to ARP-based conditionthen only ARP-based counter will be incremented.
 Important
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C H A P T E R 15Default APN for DNS Failure
 With Release 18.2, it is possible for the operator to configure theMME to use a default APN in some situationswhere the DNS resolution fails due to a problem with the subscriber-requested APN. As a result, the Attachcould proceed or the PDP context activation could complete.
 • Feature Description, page 181
 • How It Works, page 182
 • Configuring Default APN for DNS Failure, page 183
 Feature DescriptionThe Default APN for DNS Failure feature makes it possible for the operator to ensure that calls and PDPcontext activation are not rejected because of possible UE errors, such as, the UE requested a misspelled APNname. This feature allows the operator to promote activation success if
 • the DNS query would fail
 when
 • the subscriber-requested APN is not present in the subscription record,
 and if
 • the wildcard subscription is present in the subscription record.
 This functionality is configured with the use of the require-dns-fail-wildcard keyword. This keyword iscurrently supported only on MME.
 By default, this new functionality is not enabled. If not enabled, then the MME sends a PDN connectivityreject to the eNodeB if the DNS resolution fails for the reasons indicated above.
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Relationships to Other FeaturesOperator Policy - Default APN for DNS Failure is configured with the commands in the APN Remap Tableconfiguration mode which is a key component of the Operator Policy feature. For information about thisfeature, see the chapter on Operator Policy.
 How It WorksWith the Default APN for DNS Failure enabled by configuring the 'required-dns-fail-wildcard', if DNSresolution fails because the UE-requested APN name is not present in the subscription record but the wildcardsubscription is present, then MME overrides the requested APN with a configured default APN. The MMEproceeds with the DNS resolution of the configured default APN and then proceeds with the Attach or PDPcontext activation.
 The MME checks the subscription record with the configured default APN. If subscription record of theconfigured default APN is available, then theMME takes the QoS profile and the ARP values from that record.If the subscription record is not available, then the MME checks the QoS profile and ARP values included inthe wildcard subscription record.
 Note that DNS query will be retried with default APN only once. If DNS resolution fails again, even afterapplying the configured default APN, then the Activation Request will be rejected.
 Important
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ArchitectureThe graphic below illustrates the intenal procedure the MME follows to determine if a default APN shouldbe used.
 Figure 12: Decision Tree for MME Using Default APN
 Standards ComplianceThe Default APN for DNS Failure feature complies with the following standards:
 • 3GPP TS 23.060
 • 3GPP TS 36.413
 • 3GPP TS 24.301
 • 3GPP TS 29.274
 • 3GPP TS 23.401
 Configuring Default APN for DNS FailureEnabling Default APN for DNS Failure is configured in the APN Remap Table configuration mode. Thismode generates a remap table that is a key component of the Operator Policy feature. The operator policy
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must be assigned subscribers in the LTE Policy, the LTE policy's subscriber map must be associated with theMME service.
 Check the MME's current configuration for names of already created APN remap tables, operator policies,subscriber maps and mme-service instances. If desired, these names can be used to create associations withpre-configured tables, policies and services.
 We recommend that all table, policy, and service names be unique - not only within a context but acrossthe MME's configuration. Do not use preconfigured names unless the association is desired.
 Important
 This configuration procedure will take you through all of the following:
 1 creating an APN remap table and enabling 'require-dns-fail-wildcard',2 creating an operator policy and associating the remap table with the operator policy,3 associating the remap table with the operator policy,4 assigning subscribers to the operator policy in the LTE policy,5 associating the LTE policy's subscriber map to the MME service configuration.
 All commands, keywords, and variables are defined in theCommand Line Interface Reference for this release.
 All components must be completed for the feature to be enabled. Begin this procedure in the Local contextin the Exec mode.
 Enabling 'require-dns-fail-wildcard'The following configuration components deals with creating an APNRemap Table and configuring the specialkeyword specific to enabling the Default APN for DNS Failure feature.
 configapn-remap-table <table_name> -noconfirm
 apn-selection-default network-identifier net_id require-dns-fail-wildcardend
 Notes:
 • net_id - Specifies the network identifier to be used as the default APN name. Must be a string of 1 to62 characters, including digits, letters, dots (.) and dashes (-).
 • require-dns-fail-wildcard - The keyword that enables the use of the default APN when DNS resolutionfails. This keyword is currently supported only on MME.
 • no prefixed to the command will remove the require-dns-fail-wildcard configuration from the remaptable.
 Associating the APN Remap Table with the Operator PolicyThe following configuration components deals with creating an operator policy or accessing the operatorpolicy configuration to associate the APN remap table identified in the configuration procedure above.
 configoperator-policy name <policy_name> -noconfirm
 associate apn-remap-table <table_name>end
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Assigning Subscribers to the Operator PolicyThe following configuration components deals with assigning subscribers to the operator policy in the LTEpolicy.
 configlte-policy
 subscriber-map <map_name> -noconfirmprecedence precedencematch-criteria all operator-policy-name <policy_name>end
 Associating the Subscriber's Map with the MME ServiceThe following configuration components deals with associating the LTE policy's subscriber map to the MMEservice configuration
 configcontext context_name -noconfirm
 mme-service <srvc_name> -noconfirmassociate subscriber-map <map_name>end
 Verifying the Feature's ConfigurationThe show apn-remap-table full all command generates a display that indicates the configuration for theAPN Remap Table. The Use Default APN when DNS Query fails field indicates if the Default APN for DNSFailure feature has been enabled.
 The following is a sample display is only a portion of the output and this sample shows star.com configuredas the default APN name.[local]asr5000 show apn-remap-table full allAPN Remap Table Name = test-tableDefault APN : star.com
 Require Subscription APN : Not ConfiguredUse Default APN when no APN is requested : YesUse Default APN when DNS Query fails : YesFallback APN to use when Default APN not presentin subscription : Not Configured. . . .
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C H A P T E R 16eDRX Support on the MME
 This feature describes the Extended Discontinuous Reception (eDRX) support on the MME in the followingsections:
 • Feature Description, page 187
 • How eDRX Works, page 188
 • Standards Compliance, page 189
 • Limitations and Restrictions, page 190
 • Configuring eDRX on the MME, page 190
 • Monitoring and Troubleshooting eDRX, page 191
 • Bulk Statistics, page 192
 Feature DescriptionThe Extended Discontinuous Reception (eDRX) feature allows IoT devices to remain inactive for longerperiods. This feature allows the device to connect to a network on a need basis – the device can remain inactiveor in sleep mode for minutes, hours or even days, thus increasing the battery life of the device.
 Extended DRX cycles provide UEs longer inactive periods between reading, paging or controlling channels.
 The Extended DRX feature is license controlled. Contact your Cisco Account or Support representativefor information on how to obtain a license.
 Note
 The prime advantage of the eDRX support in MME is that the without the eDRX support the MME wouldpage the UE unconditionally, but when eDRX is enabled theMME pages the UE only at valid paging occasions.The MME sends the eDRX paging parameters to the eNODEB during paging.
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How eDRX WorksIn order to use the eDRX feature, the UE requests eDRX parameters during ATTACH and TAU procedures.Based on the configuration, the MME may accept or reject the UE’s request to enable the eDRX feature. Ifthe MME accepts the eDRX request, different values of the eDRX parameters are provided based on operatorpolicies, apart from the parameters requested by the UE.
 A new CLI command edrx is provided under the call control profile configuration mode to configure theeDRX parameters Paging Time Window (PTW) and eDRX cycle length duration. The operator can eitherconfigure the option to accept the UE requested values or configure the values using this command. If theedrx command is enabled the MME supports eDRX feature for the UE. The UE requested values of PTWand eDRX cycle is received in the Attach or TAU request. Under MME service configuration mode anothernew edrx command is introduced which is used to configure the H-SFN start time. The H-SFN start time isthe UTC Time at which H-SFN=0 starts. TheMME calculates the paging occasion for the UE using the valuesof H-SFN start time, PTW and the eDRX cycle length. The UE is paged only at the paging occasion until thePTW expires. The MME rejects all other paging requirements which occur in between the paging occasion.
 The edrx command under the call control profile configuration mode is also used to configure the downlinkbuffer duration in DDN ACK when the MME cannot page the UE. This is an optional configuration, a CLIkeyword dl-buf-duration is provided in the eDRX command. For Downlink Data Notifications (DDN), ifthe UE is not in a paging occasion, the MME does not page the UE. The MME sends a Downlink DataNotification Reject message to the Serving GW along with the DL buffering duration and DL suggested packetcount IEs as per the operator configuration. The packet count in DDN ACK can be configured . An optionalkeyword packet-count is provided to configure the packet count value. The MME starts a timer to page atthe next paging occasion. If the optional keyword dl-buf-duration is not configured the MME rejects theDDN without these IEs. If the packet_count_value is not configured locally, the subscription provided valuefor the packet_count_value is used. The subscription value can be "0" in which case packet count IE will notbe sent for that subscriber even if it is configured locally.
 If the UE is not in a paging occasion, theMME rejects the paging request for dedicated bearer creation requestand sends bearer reject to the S-GW with the cause "UE is temporarily not reachable due to power saving".The MME starts a timer to page at the next paging occasion. If the UE is not in a paging occasion during aMME initiated detach where the MME needs to page the UE to send a detach request, the MME does notpage the UE and performs an implicit detach.
 The following new flags are introduced as part of this feature; these flags are supported in GTPCv2 IndicationIE:
 • Pending Network Initiated PDN Connection Signaling Indication (PNSI): The source MME supportssending of PNSI flag in GTPCv2 Indication IE of Context response.
 • UEAvailable for Signaling Indication (UASI): TheMME supports sending of the UASI flag in GTPCv2Indication IE of Create Session Request and Modify Bearer Request to indicate to the PGW that the UEis available for end to end signaling.
 • Delay Tolerant Connection Indication (DTCI): The MME supports receiving the DTCI flag in CreateSession Response from the SGW. The MME supports receiving of the DTCI flag in Context Responseand Forward Relocation Request from peer MME or S4-SGSN.
 The MME rejects CBR/UBR when PPF is False. The cause "UE is temporarily not reachable due to powersaving" is sent in the response by the MME if the corresponding PDN was marked "Delay tolerant" by PGW.
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eDRX ParametersAHyper-SFN (H-SFN) frame structure is defined for regular idle mode DRX. Each H-SFN value correspondsto a legacy SFN cycle comprised of 1024 radio frames (10.24 seconds). The eDRX consists of values that area power of 2, ranging from 5.12 seconds (that is, 5.12, 10.24, 20.48 seconds and so on) up to a maximum of2621.44 seconds (43.69 minutes). When EDRX is enabled for a UE, the UE is reachable for paging in specificPaging Hyperframes (PH), which is a specific set of H-SFN values. The PH computation is a formula that isfunction of the EDRX cycle, and a UE specific identifier. This value can be computed at all UEs and MMEswithout need for signalling. The MME includes the extended idle mode DRX cycle length in paging messageto assist the eNodeB in paging the UE.
 The MME also assigns a Paging Time Window length, and provides this value to the UE during attach/TAUprocedures together with the extended idle mode DRX cycle length. The UE first paging occasion is withinthe Paging Hyperframe. The UE is assumed reachable for paging for an additional Paging Time Windowlength after first paging occasion. After the Paging Time Window length, the MME considers the UEunreachable for paging until the next Paging Hyperframe.
 Loose Hyper SFN SynchronizationIn order for the UE to be paged at roughly similar time, the H-SFN of all eNodeBs and MMEs should beloosely synchronized. Each eNodeB and MME synchronizes internally the H-SFN counter so that the startof H-SFN=0 coincides with a pre-configured time. It is assumed that eNodeBs and MMEs are able to use thesame H-SFN value with accuracy in the order of legacy DRX cycle lengths, for example 1 to 2 seconds. Thereis no need for synchronization at SFN level. There is no signaling between network nodes required to achievethis level of loose H-SFN synchronization.
 Paging and Paging Retransmission StrategyWhen the MME receives trigger for paging and the UE is reachable for paging, the MME sends the pagingrequest. If the UE is not reachable for paging, then theMME pages the UE just before the next paging occasion.The MME determines the Paging Time Window length based on paging retransmission strategy, and uses itto execute the retransmission scheme.
 Standards ComplianceThe eDRX feature complies with the following standards:
 • 3GPP TS 23.682 version 13.4.0, Architecture enhancements to facilitate communications with packetdata networks and applications (Release 13)
 • 3GPP TS 24.302 version 13.5.0, Non-Access-Stratum (NAS) protocol for Evolved Packet System (EPS);Stage 3 (Release 13)
 • 3GPP TS 23.401 version 13.5.0, General Packet Radio Service (GPRS) enhancements for EvolvedUniversal Terrestrial Radio Access Network (E-UTRAN) access.
 • 3GPP TS 29.274 version 13.5.0, 3GPP Evolved Packet System (EPS); Evolved General Packet RadioService (GPRS) Tunneling Protocol for Control plane (GTPv2-C); Stage 3
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Limitations and RestrictionsThe eDRX feature is compatible only with IoT devices. It is not available for all Mobile Stations (MS), thatis, only thoseMSs and their respective Base Service Stations (BSS) that have the extended coverage parametersare supported by the SGSN.
 Configuring eDRX on the MME
 Enabling eDRX on MMEThe following CLI configuration enables the eDRX feature on the MME. The configuration provides optionsto configure:
 • Accept eDRX parameters: Paging Time Window (PTW) and eDRX cycle length value, from the UE
 • Configure PTW and eDRX cycle length value.
 • Configure downlink buffer duration in DDN ACK when unable to page UE.
 • Configure 'DL Buffering Suggested Packet Count' in DDN ACK when unable to page UE. The aboveconfiguration is available under the Call Control Profile Configuration mode.
 The below configuration is available under the Call Control Profile Configuration mode.
 configurecall-control-profileprofile_name
 edrx { ue-requested | ptw ptw_value edrx-cycle cycle_length_value [ dl-buf-duration[ packet-count packet_count_value] ] }
 remove edrxend
 Notes:
 • The keyword remove disables the eDRX configuration on the MME.
 • The keyword edrx configures extended discontinuous reception parameters.
 • The keyword ue-requested specifies the accepted UE requested values of the of the Paging TimeWindow (PTW) and the eDRX cycle length received from the UE in the Attach Request/TAU Requestmessage be accepted.
 • The keyword ptw is used to configure the PTW value. The ptw_value is an integer ranging from 0 to20 seconds.
 This value has been updated from release 21.2 onwards as an integer ranging from "0" up to "15" seconds.
 • The keyword edrx-cycle is used to configure the eDRX cycle length. The cycle_length_value is aninteger value from “512” up to “262144”. It is a multiple of 2 starting from 512 up to 262144 (for example:512, 1024, 2048, and so on).
 • The keyword dl-buf-duration sends Downlink Buffer Duration data in the DDN ACK message whenMME is unable to page the UE.
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• The keyword packet-count is used to send 'DL Buffering Suggested Packet Count' in DDNACKwhenunable to page UE. The packet_count_value is an integer value from “0” up to “65535”.
 • This command is not enabled by default.
 Verifying eDRX on the MME
 Execute the show command show call-control-profile profile-name to verify the configured values. Forexample:
 show call-control-profile full name profile_nameExtended DRX:
 Paging Time Window : 10 SecondseDRX Cycle Length : 512 SecondsDownlink Buffer Duration in DDN Ack : EnabledDL Buffering Suggested Packet count in DDN Ack : 10
 Configuring Hyper SFN SynchronizationThe following new command edrx hsfn-startunder theMME service configurationmode allows the operatorto configure the Hyper-SFN Synchronization start time:
 configurecontext context_name
 mme-service service_nameedrx hsfn-start UTC_Timeno edrx hsfn-startend
 Notes:
 • The no option disables the H-SFN synchronization time configuration.
 • The edrx command specifies the Extended Discontinuous Reception H-SFN start time.
 • The hsfn-start keyword specifies the UTC Time at which H-SFN=0 starts. The time should be enteredin the UTC Time format as follows: YYYY:MM:DD:hh:mm:ss. For example: 2016:03:01:12:34:56.
 Verifying H-SFN Synchronization
 The following command displays the new fields that are added to verify H-SFN synchronization:
 show mme-service full service_nameExtended DRX:
 H-SFN Start: 2016:03:01:12:34:56
 Monitoring and Troubleshooting eDRXeDRX Show Command(s) and /or Outputs
 This section provides information regarding show commands and their outputs for the eDRX feature.
 show mme-service statistics
 • EDRX Subscribers: Displays information about the eDRX subscribers.
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• Attached Cells: Displays the number of attached subscribers for which eDRX is enabled.
 • DDN Rejects: Displays the number of DDNs rejected when eDRX subscribers cannot be paged (UE isout of the paging window).
 show egtpc statistics verbose
 Executing the above command displays the following fields for this feature:
 • Create Bearer Denied
 • Create Bearer Denied TX
 • Update Bearer Denied
 • Update Bearer Denied TX
 The Create Bearer Request (CBR) and Update Bearer Request (UBR) are rejected when the UE is in PowerSaving Mode. The MME sends the cause"EGTP_CAUSE_UE_TEMP_NOT_REACHABLE_DUE_TO_POWER_SAVING" in the reject message ifthat PDN is marked "Delay Tolerant" by PGW (DTCI flag enabled in PDNConnection Indication IE of CreateSession Response). Otherwise the MME sends the cause "EGTP_CAUSE_UNABLE_TO_PAGE_UE" toSGW in CBR/UBR Reject.
 Troubleshooting
 Listed below are some troubleshooting steps which help the user in verifying the eDRX configuration toensure correct working of the feature:
 • If eDRX is not enabled, verify if the eDRX parameters are configured in the call control profile and theEDRX H-SFN start time is configured for the MME service.
 • If paging failures occur verify the eDRX parameters.
 Bulk StatisticsFunctional descriptions, triggers and statistic type are defined for each of the bulk statistics listed below inthe Statistics and Counters Reference
 • %attached-edrx-subscriber%
 • %ddn-rejects-edrx%
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C H A P T E R 17Emergency Bearer Services
 This chapter describes theMME's implementation of Emergency Bearer services that support IMS emergencysessions.
 • Feature Description, page 193
 • How It Works, page 199
 • Configuring Emergency Bearer Service, page 200
 • Monitoring and Troubleshooting the Emergency Bearer Services, page 202
 Feature DescriptionThe MME's emergency bearer services are provided to support IMS emergency sessions. Emergency bearerservices are functionalities provided by the serving network when the network is configured to supportemergency services.
 Emergency bearer services are provided to normal attached UEs, depending on local regulation, to UEs thatare in limited service state. Receiving emergency services in limited service state does not require a subscription.Depending on local regulation and an operator's policy, the MME may allow or reject an emergency attachrequest for UEs in limited service state.
 In release 19.2, the Emergency Bearer Service feature provides a functionality to disable Emergency BearerService at a TAI management database level.
 This feature is license controlled. Please consult your Cisco Account Representative for information aboutthe specific license. This license was not enforced in earlier releases.
 Important
 Feature CapabilitiesThe Emergency Bearer Support is equipped with the following capabilities:
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UE capabilitiesFor Emergency Bearer Services in EPS, the UE supports the following functionalities:
 • IMS Voice Calls.
 • ATTACH requests with IMEI as the mobile identity if SIM is not detected in the network.
 • PDN Connectivity procedures with request type set to "EMERGENCY".
 MME Capabilities
 The MME can accept an Attach Request for an Emergency Bearer Service or a PDN Connectivity Requestto an emergency PDN if the network capabilities are configured to support Emergency Bearer Services.
 As of 19.2, the MME now also supports:
 • Emergency Bearer Service profile configuration. The profile should include the following to completethe profile configuration:
 ◦APN name
 ◦PGW FQDN or IP Addresses
 ◦QoS parameters to setup a session
 • Configuration to disable emergency services at TAI management object level to reject emergency callsfor a configured list of TAIs
 Call Admission Control
 In this release, all emergency calls are allowed until the configuration limit is reached. Deletion of existingcalls to admit emergency attaches is not in scope of this release.
 Attach for Emergency Bearers
 Emergency Bearer Support supports the following ATTACH behaviors:
 • Valid UEs only: Only normal UEs that have a valid subscription, authenticated and authorized for PSservice in the attached location, are allowed. The normal Authentication and Attach procedures will beexecuted. The HSS subscription of the UE should allow the UE to be attached to EPS in its current TAIand in the current CSG (if applicable). The emergency attach procedure is not any different from thenormal ATTACH procedure in this case.
 • Authenticated UEs: These UEs must have a valid IMSI. These UEs are authenticated and may be inlimited service state due to being in a location that is restricted from service. The Authentication procedureshould complete successfully. The Update Location procedure to the HSS failing, or any further validationof HSS provided subscription data does not affect the processing of the ATTACH request successfully.
 • IMSI: These UEs must have an IMSI. If authentication fails, the UE is granted access and theunauthenticated IMSI is retained in the network for the records purposes.
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• All UEs: Along with authenticated UEs, this includes UEs with an IMSI that can not be authenticatedand UEs with only an IMEI. In this case, an emergency attach request with the IMEI is accepted by thenetwork.
 • ISR is deactivated for an emergency attached UE.
 As of release 19.2
 • MME rejects the emergency attach procedure if emergency services are disabled for a TAI from whichattach request is initiated.
 When authentication fails, the MME queries the UE for IMEI, and the received IMEI is used as the keyfor the UE in the network. The IMSI is used for recording purposes only. If IMEI is used as the key foridentifying the UE in the network, there will be no backup database context associated with the call.
 Important
 PDN Connectivity for Emergency Bearer Service
 A UE that is already attached to the network for EPS services requests for Emergency Bearer Service usinga PDN connectivity request. The request-type in PDN Connectivity request is set to "emergency", and noAPN information is supplied by the UE.
 TheMME does not consider HSS provided information to setup a connection, rather uses the locally configuredPGW and APN information to setup the PDN connection. The UE is not allowed to request bearer allocationsfrom this PDN, the requests are rejected.
 As of release 19.2, the MME rejects emergency PDN activation if emergency services are disabled for a TAI.
 The setup for PDN connection and associated bearers should not be affected by the policy configurationon the MME.
 Important
 Tracking Area Update Procedure
 MME supports the following in the TAU procedure:
 • Skip Authentication procedure for a UE that only has PDNs for Emergency Bearer Services.
 • If the UE is restricted on the new TAI, and the UE has PDN connection for Emergency Bearer services,the MME:
 ◦Deactivate all non-Emergency service PDN using with signaling to the UE if the UE is inECM-CONNECTED.
 ◦Deactivate all non-emergency service PDN locally, and sending the EPS Bearer Context status IEin the TAU accept message if the UE is ECM-IDLE.
 ◦The MME shall also indicate to the UE that ISR is turned off
 • If re-authentication fails the MME,
 ◦Deactivate all non-Emergency service PDN using with signaling to the UE if the UE is inECM-CONNECTED
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◦Deactivate all non-emergency service PDN locally, and sending the EPS Bearer Context status IEin the TAU accept message if the UE is ECM-IDLE.
 • If a UE attached only for EMERGENCY SERVICES, the MME shall set the mobile reachability timerto the configured T3412 value, and locally detach the UE if mobile reachability timer expires.
 As of release 19.2, MME also supports:
 • If a TAU for a UE in ECM-IDLE state is received after an emergency attach procedure, which arrivesfrom an area whose emergency services are disabled, MME provides the following functions:
 ◦Rejection of TAU in case of single emergency PDN.
 ◦De-activation of all emergency PDNs in case of multiple PDNs.
 The above functions are applicable for TAU arriving in idle modeNote
 Inbound relocation Procedures
 • Handling inbound relocations with no IMSI and security context present in the incoming MM context.
 • If the UE is not valid in new location, or if local policy forbids setup of all bearers in the context, ensurethat bearers set up for emergency services are not torn down.
 • As of release 19.2, S1 and X2 handovers occurring after an emergency attach from an area whereemergency services are disabled, is allowed to continue in connected mode.
 MME Emergency Configuration Data
 MME is supported with the following configuration data:
 • Emergency Access Point Name (em APN): A label according to DNS naming conventions describingthe access point used for Emergency PDN connection (wild card not allowed).
 • Emergency QoS profile: The bearer level QoS parameter values for Emergency APN's default bearer(QCI and ARP). The ARP is an ARP value reserved for emergency bearers.
 • Emergency APN-AMBR: The Maximum Aggregated uplink and downlink MBR values to be sharedacross all Non-GBR bearers, which are established for the Emergency APN, as decided by the PDNGW.
 • Emergency PDN GW identity: The statically configured identity of the PDN GW used for emergencyAPN. The PDN GW identity may be either an FQDN or an IP address. It has be possible to supportmultiple PDN GW identity to support PGW redundancy.
 • Disable emergency services: In release 19.2, MME provides CLI control to disable emergency-servicesat TAI management object level.
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Information Storage
 Currently, MME-APP stores UE contexts in lists indexed by IMSI, GUTI or PTMSI. To support emergencyIMS bearers for UE without IMSI, MME supports indexing the list of active call lines by IMEI too.
 InterdependencesThe Emergency Bearer Service feature affects the related features described in this section, during Attach/TAUprocessing.
 Regional Zone Code RestrictionThe MME does not release a call if,
 • Regional Zone Code restriction for a call in progress, and the TAI is restricted
 • UE has emergency PDN connections, and emergency connections are allowed in restricted zone codes
 Load RebalancingThe MME does not impact UEs that are connected for Emergency Bearer Services during load rebalancingprocedures (3GPP TS 23.401- 9.6.0 - 4.3.2.7).
 SRVCCIf any of the bearers setup for emergency services have a QCI value of 1, such bearers is moved to CS domainon SRVCC activity. There is no conflict between SRVCC and Emergency Bearer Services. The Sv interfaceaccepts messages without an IMSI, and unauthenticated UEs is supported over the Sv interface.
 CSFBThe attach type IE is used for signaling either a "combined" or "emergency" attach. A UE that is "combined"attached might send a PDN connectivity request for emergency bearer services. After setup of such a bearer,if CSFB is requested, CSFB procedure will proceed with no interaction. Because the UE has been authenticatedin the network, there is successful transfer of the UE context to a Gn/Gp SGSN. The SMS functionality of aUE is unaffected by a PDN Connectivity to a emergency PDN.
 Gn/Gp InterfaceSince the current version of Gn/Gp interface supported on the MME does not support handover ofunauthenticated UE MM contexts to SGSN, Context Requests for an unauthenticated UE context from aGn/Gp SGSN will be rejected by the MME.
 Operator PolicyThe interdependency of the Operator Policy that applies to the Emergency Bearer Service are as follows:
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• Maximum PDN or Bearers reached
 • Current TAI not supported
 • Authentication required by policy fails
 • Equipment identification through policy fails.
 The specifications are only for calls which have both emergency and non-emergency PDNs. In any of theabove policy restriction, the emergency PDN stays established, regardless of what validation level is requiredfor emergency attach.
 Interface
 S11The following changes are implemented on the S11 interface to support Emergency Service:
 • IMSI is made optional in the Create Session Request.
 • An indication flag is added to indicate if the IMSI is available but unauthenticated.
 NAS• New header type added to NAS parser to specify if the message header type is "integrity protected" or"integrity protected and ciphered"
 • New Attach type.
 • Emergency service support indicator for Attach/TAU accept.
 S3/S10The following interface changes apply to Context Response and Forward Relocation Request messages:
 • Optional IMSI.
 • IMSI Validation flag.
 • Security Parameters if available.
 S6AThe changes to the S6A interface includes the following:
 • Optional HSS handle in UE_CONTEXT.
 • Authentication Information Request not mandatory for all call flows.
 • Update Location Requests not sent for Emergency Bearer Services Attach, if the configuration does notrequire it.
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• Cancel Location Request will not clear a call in the MME if the associated IMSI has a PDN connectionfor Emergency Bearer Services.
 How It WorksThe UE can request Emergency Bearer Services depending on its current network state using the followingoptions:
 • If the UE is in a limited-access service state, that is, if the UE received a Attach-Reject message fromthe network or if the UE does not have a SIM, the UE can initiate an ATTACH request message toreceive emergency bearer services. On successful ATTACH, the UE receives emergency bearer services.
 • If the UE is in a regular connected state, the UE can request emergency bearer services by initiating anATTACH request using the PDN Connectivity procedures.
 Call FlowsThis sections describes the procedures involved in providing Emergency Bearer Support in the MME
 • Management of Security context
 • Authentication procedure
 • Attach procedure
 • Detach procedure
 • Tracking Area Update procedure
 • Service Request procedure
 • PDN Disconnection procedure
 • Bearer resource exhaustion
 • PDN Connect procedure for emergency bearers services
 • PGW initiated Dedicated Bearer creation
 • UE requested bearer resource allocation procedure
 • UE requested bearer resource modification procedure
 • Outbound relocation procedures
 • TAU Attach
 • Inbound relocation procedures
 For details on the call flow procedure refer to the links provided in the Standards Compliance section.
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LimitationsIn this release, the Emergency Bearer Support has the following limitations:
 • No checks will be made whether the same IMEI is used by UEs that are authenticated using IMSI.
 • Only one call shall be allowed for a non-authenticated UE for a particular IMEI.
 • Since theMME does not support Context Transfer without IMSI on the Gn/Gp interface, context transferto a Gn/Gp SGSN will be rejected by MME if the UE has bearers for emergency services.
 The following limitations apply to UEs that are ATTACHed for Emergency Bearer Services:
 • The UE shall not request for additional PDNConnectivity. Any UE initiated PDNConnectivity requestswill be rejected by the network.
 The following limitations apply to PDN connection used for Emergency Bearer Services:
 • The UE shall not request any Bearer Resource Allocation for such a PDN connection - a request will berejected by the MME.
 The following limitations apply to a EPS bearer context within a PDN connection for Emergency BearerServices:
 • The UE shall not request for Bearer modifications on such a bearer - any requests will be rejected bythe MME.
 Standards ComplianceThe Emergency Bearer Service complies with the following standards:
 • 3GPP TS 23.401 v9.7.0 (2010-12), 3rd Generation Partnership Project; Technical Specification GroupServices and SystemAspects; General Packet Radio Service (GPRS) enhancements for EvolvedUniversalTerrestrial Radio Access Network (E-UTRAN) access (Release 9)
 • 3GPP TS 24.301 V9.5.0 (2010-12), 3rd Generation Partnership Project; Technical Specification GroupCore Network and Terminals; Non-Access-Stratum (NAS) protocol for Evolved Packet System (EPS);Stage 3 (Release 9)
 Configuring Emergency Bearer Service
 Configuring Emergency Bearer Service ParametersThis section describes the configuration of the parameters to support Emergency Bearer Services.
 A new object is added to abstract the configuration required for emergency bearer service. This object is thenassociated withmme-service. This object prevents the need to configure the same parameters multiple times
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for multiple services within the same chassis. It also provides the flexibility to change parameters for differentservices when required.
 The lte-emergency-profile command is used to configure a profile, which is associated to a mme-service orsgsn-service to provide emergency bearer services. A maximum of four profile configurations are supported.
 configlte-policy
 lte-emergency-profile test profile_name[ [ default ] ue-validation-level ] {auth-only | full | imsi | none }[ [ remove ] apn ] apn_name pdn-type {ipv4 | ipv4v6 | ipv6 } restoration-priority[ [ remove ] qos ] qci qci_value arp arp_value preemption-capability { may | shall-not }
 vulnerability { not-preemptable | preemptable }apn-ambr max-ul uplink_valuemax-dl downlink_valuepgw ip-address ip_address protocol { both | gtp | pmip } weight weight_value
 exitexit
 exitcontext context_name
 mme-service service_nameassociate lte-emergency-profile profile_name
 endNotes:
 • A maximum of four LTE emergency profiles can be configured on the system.
 • In the pgw command, the valid protocol types are: both, gtp, and pmip. A maximum of four P-GW IPaddresses can be configured per profile. An FQDN can also be configured in place of the IP addressesbut only one P-GW FQDN can be configured per profile.
 • To configure the MME to ignore the IMEI validation of the equipment during the attach procedure inemergency cases, use the following command in themme-service configuration mode:policy attach imei-query-type <imei | imei-sv | none> verify-equipmentidentityverify-emergency
 • To configure the MME to ignore the IMEI validation of the equipment during TAU procedures inemergency cases, use the following command in the mme-service configuration mode:policy tau imei-query-type <imei | imei-sv | none> verify-equipmentidentityverify-emergency
 Disabling Emergency Bearer ServicesThis section describes the configuration to disable Emergency Bearer Services.
 A new CLI is added at TAI management object level to disable emergency services. If the emergency requestis received from a TAC, for which emergency services are disabled, then the request would be rejected.
 configurelte-policy
 tai-mgmt-db db_nametai-mgmt-obj obj_name
 emergency-services-not-supportedend
 Notes:
 • The emergency-services-not-supported is a newly added keyword to disable emergency bearer services.
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Verifying the Emergency Bearer Service ConfigurationVerify the configuration Emergency Bearer Services by entering the following command:
 show mme-service allThe output for the above command is as shown below:Service name : mmesvcContext : ingressStatus : STARTEDBind : DoneS1-MME IP Address : 192.20.20.2Crypto-Template Name : NoneMax Subscribers : 4000000S1-MME sctp port : 25MME Code : 2MME Group : 32777PLMN Id : MCC: 123, MNC: 456Emergency Service Profile : NoneEGTP Context : ingressEGTP Service : egtp_mme
 Monitoring and Troubleshooting the Emergency Bearer ServicesThe following sections describe commands available to monitor Emergency Bearer Services on the MME
 Emergency Bearer Services Show Command(s) and/or OutputsThis section provides information regarding show commands and/or their outputs in support of the EmergencyBearer Services
 The show commands in this section are available in support of the Emergency Bearer Services
 show lte-policy tai-mgmt-db name db_nameTAI Management DB tmd1
 TAI Management Object tmo1Time Zone UTC +05:15 DST 2Zone Code: 1111emergency-service-not-supportedTAI mcc 123 mnc 456 tac 2345TAI mcc 123 mnc 456 tac 2348TAI mcc 123 mnc 456 tac 1000TAI mcc 123 mnc 456 tac 1001TAI mcc 123 mnc 456 tac 1002SGW 10.6.0.14 s5-s8-protocol gtp weight 100
 show mme-service statistics mme-service mmesvcThe mme-service statistics command displays the number of attach rejects, TAU rejects and PDN connectivityrejects, on disabling emergency services.
 The output of the above command is as follows:Attach Reject: 0
 IMSI Unknown in HSS: 0 Illegal UE:0
 Illegal ME: 0 EPS Not Allowed:
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0Emergency-services-disabled: 1
 TAU Reject Total: 0IMSI Unknown in HSS: 0 Illegal UE:
 0Illegal ME: 0 EPS Not Allowed:
 0Emergency-services-disabled: 2
 TAU Reject Intra MME: 0IMSI Unknown in HSS: 0 Illegal UE:
 0Illegal ME: 0 EPS Not Allowed:
 0Emergency-services-disabled: 1
 TAU Reject Inter MME: 0IMSI Unknown in HSS: 0 Illegal UE:
 0Illegal ME: 0 EPS Not Allowed:
 0Emergency-services-disabled: 1
 PDN Connectivity Reject: 0PTI Already in Use: 0 Unknown or Missing APN:0Unknown PDN Type: 0 Invalid Bearer Id:
 0Invalid PTI: 0 Rejected By PGW/SGW:
 0Authentication Failed: 0 Svc Opt Not Supported:0Svc Opt Not Subscribed: 0 Opr Determined Barring:
 0Insufficient Resource: 0 Activation Rejected:0Svc Opt Tmp OutOfOrder: 0 Protocol Errors:
 0APN Restrict Incomt: 0 APN not sup PLMN-RAT:0
 Emergency-services-disabled: 1
 Emergecny Bearer Services Bulk StatisticsThe following statistics are included in the MME Schema in support of the Emergency Support Services:
 For descriptions of these variables, see "MME Schema Statistics" in the Statistics and Counters Reference.
 • %emm-msgtx-emergency-disabled%
 • %emm-msgtx-tau-emergency-disabled%
 • %emm-msgtx-tau-inter-emergency-disabled%
 • %emm-msgtx-tau-intra-emergency-disabled%
 • %esm-msgtx-pdncon-rej-emergency-disabled%
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C H A P T E R 18Enhanced Congestion Control and OverloadControl
 • Feature Description, page 205
 • Configuring Enhanced Congestion Control, page 206
 • Monitoring and Troubleshooting, page 211
 Feature DescriptionThe MME provides an enhanced congestion control and overload control feature set.
 This feature builds on the base congestion control functionality provided on theMME. Refer to theCongestionControl and Overload Control sections in theMME Overview chapter for more information about the basicfunctionality.
 To use this feature, you need a valid license key (MME Resiliency) installed. Contact your Cisco Account orSupport representative for information on how to obtain a license.
 Enhanced Congestion Control and Overload ControlTo allow greater control during overload conditions, the MME supports the configuration of three separatelevels (critical, major, minor) of congestion thresholds for the following system resources:
 • System CPU usage
 • System service CPU usage (Demux-Card CPU usage)
 • System Memory usage
 • License usage
 • Maximum Session per service
 The MME can, in turn, be configured to take specific actions when any of these thresholds are crossed, suchas:
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• Drop or reject the following S1-AP/NAS messages: S1 Setup, Handover events, TAU request, Servicerequest, PS-Attach request, Combined-attach request, Additional PDN request, or UE initiated bearerresource allocation.
 • Allow voice or emergency calls/events.
 • Initiate S1AP overload start to a percentage of eNodeBs with options to signal any of the following inthe Overload Response IE:
 ◦reject non-emergency sessions
 ◦reject new sessions
 ◦permit emergency sessions
 ◦permit high-priority sessions and mobile-terminated services
 ◦reject delay-tolerant access.
 Relationships to Other FeaturesThis license-enabled feature builds on the base congestion control functionality provided on the MME.
 Refer to the Congestion Control and Overload Control sections in theMME Overview chapter for moreinformation about the basic functionality.
 Additional information is also provided in theCongestion Control chapter in the System Administration Guide.
 LimitationsThe base congestion control functionality also can monitor congestion of the following resources:
 • Port-specific RX and TX utilization
 • Port RX and TX utilization
 • Message queue utilization
 • Message queue wait time
 The license-enabled Enhanced Congestion Control funtionality on the MME does not support the monitoringof these resources using three different threshold levels (critical, major and minor). Only a single thresholdlevel (critical) can be monitored for these resources.
 Configuring Enhanced Congestion ControlThis feature requires that a valid license key be installed. Contact your Cisco Account or Support representativefor information on how to obtain a license.
 Configuring Enhanced Congestion ControlThis section includes configuration procedures for the following:
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• Configuring Thresholds and Tolerances
 • License Utilization Thresholds
 • Maximum Session Per Service Thresholds
 • Service Control CPU Thresholds
 • System CPU Thresholds
 • System Memory Thresholds
 • Configuring a Congestion Action Profile
 • Associating a Congestion Action Profile with Congestion Control Policies
 • Configuring Overload Control
 • Configuring Congestion SNMP Traps
 Configuring Thresholds and TolerancesCongestion threshold values must be defined to establish when a congestion condition is reached. Congestionthreshold tolerances must also be configured to establish when a congestion condition is cleared. Individualthresholds values and tolerances can be defined for critical , major and minor thresholds.
 The default tolerance window for critical thresholds is 10. The default for major and minor thresholds is 0.
 If the tolerance is configured greater than threshold, then the tolerance will be treated as zero.
 When configuring thresholds and tolerances for critical, major and minor congestion levels, the thresholdlevels and tolerances should never overlap. Consider the following example configuration, where the followingthreshold levels do not overlap:
 • Critical congestion will trigger at 80 and will clear at 70
 • Major congestion will trigger at 70 and will clear at 60
 • Minor congestion will trigger at 60 and will clear at 50.
 configurecongestion-control threshold tolerance critical 10congestion-control threshold max-sessions-per-service-utilization major 70congestion-control threshold tolerance major 10congestion-control threshold max-sessions-per-service-utilization minor 60congestion-control threshold tolerance minor 10congestion-control threshold max-sessions-per-service-utilization critical 80end
 For information about all of the congestion control commands available, refer to the Global ConfigurationMode Commands chapter of the ASR 5x00 Command Line Interface Reference .
 License Utilization Thresholds
 The license-utilization threshold is calculated based on the configured license values for the chassis.
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In this example configuration, the minor threshold will be triggered at 4000 calls, major threshold will betriggered at 6000 calls, and critical threshold will be triggered at 8000 calls.congestion-control threshold license-utilization critical 80congestion-control threshold license-utilization major 60congestion-control threshold license-utilization minor 40
 Maximum Session Per Service Thresholds
 This threshold is configured across all MME services.config
 congestion-control threshold max-sessions-per-service-utilization critical 80When there are multiple MME services configured with different max-subscribers parameters, chassiscongestion will be calculated using the minimum of max-subscribers configured in each of the different MMEservices.
 However, congestion actions will be applied to each individual service based on its correspondingmax-session-per-service parameters.
 For example:configure
 context ingressmme-service mmesvc1
 bind s1-mme ipv4-address 10.10.10.2 max-subscribers 10000exit
 exitmme-service mmesvc2
 bind s1-mme ipv4-address 10.10.10.3 max-subscribers 1000exit
 exitmme-service mmesvc3
 bind s1-mme ipv4-address 192.80.80.3 max-subscribers 20000end
 In the above example, chassis level critical congestion will get triggered when the number of subscribers inmmesvc2 is at 800. Corresponding SNMP traps will be generated. However, congestion policies will not beapplied for mmesvc1 and mmesvc3.When the number of subscribers in mmesvc1 and mmesvc3 reaches 8000and 16000 respectively, then congestion policies will be applied for mmesvc1 and mmesvc3.
 Chassis congestion will be cleared only when the congestion is cleared in all MME services.
 Similarly, when minor, major and critical threshold are configured for max-session-per-service for manyMME services, the maximum value of the threshold will be considered for chassis level congestion.
 For example, if mmesvc1 reaches the major threshold, mmesvc2 reaches the critical threshold and mmesvc3reaches the minor threshold, then chassis congestion state will be critical.
 Service Control CPU Thresholds
 This threshold is calculated from the system's demux CPU. The threshold is calculated based on a five minuteaverage CPU usage.
 The highest CPU usage value of two CPU cores of the demux CPU is considered. For example, if CPU core0 has a five minute CPU usage of 40 and CPU core 1 has a five minute CPU usage of 80, then CPU core 1will be considered for threshold calculation.
 The following example configuration shows threshold levels of 80, 60, and 40 usage:congestion-control threshold service-control-cpu-utilization critical 80congestion-control threshold service-control-cpu-utilization major 60congestion-control threshold service-control-cpu-utilization minor 40
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System CPU Thresholds
 This threshold is calculated using the five minute CPU usage average of all CPUs (except standby CPU andSMC CPU ).
 The highest CPU usage value of two CPU core of all CPU will be considered.
 The following example configuration shows threshold levels of 80, 60, and 40 usage:congestion-control threshold system-cpu-utilization critical 80congestion-control threshold system-cpu-utilization major 60congestion-control threshold system-cpu-utilization minor 40
 System Memory Thresholds
 This threshold is calculated using the five minute memory usage average of all CPUs (except standby CPUand SMC CPU ).
 The following example configuration shows threshold levels of 80, 60, and 40 usage:congestion-control threshold system-memory-utilization critical 80congestion-control threshold system-memory-utilization major 60congestion-control threshold system-memory-utilization minor 40
 Configuring a Congestion Action ProfileCongestion Action Profiles define a set of actions which can be executed after the corresponding thresholdis crossed.
 Use the following example configurationwhich creates a congestion action profile named critical_action_profileand defines several actions for this profile:configure
 lte-policycongestion-action-profile critical_action_profile
 reject s1-setups time-to-wait 60drop handoversreject combined-attachesreport-overload permit-emergency-sessions enodeb-percentage 50end
 See the Congestion Action Profile Configuration Commands chapter in the Command Line Reference fordetails about all the congestion action profile commands available.
 Refer to Configuring Overload Control in this chapter for more information about the report-overloadkeyword and associated functionality.
 Associating a Congestion Action Profile with Congestion Control PoliciesEach congestion control policy (critical, major, minor) must be associated with a congestion control profile.
 The following example configuration to associate the congestion action profile named critical_action_profilewith the critical congestion control policy:configure
 congestion-control policy critical mme-service action-profile critical_action_profileSeparate congestion action profiles can be associated with major and minor congestion control policies, forexample:
 congestion-control policy major mme-service action-profile major_action_profilecongestion-control policy minor mme-service action-profile minor_action_profile
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Configuring Overload ControlWhen an overload condition is detected on an MME, the system can be configured to report the condition toa specified percentage of eNodeBs and take the configured action on incoming sessions.
 To create a congestion control policy with overload reporting, apply the following example configuration:configure
 lte-policycongestion-action-profile <profile_name>congestion-action-profile <profile_name>end
 configurecongestion-control policy critical mme-service action report-overload reject-new-sessions
 enodeb-percentage <percentage>end
 Notes:
 • The following overload actions are also available (in addition to reject-new-sessions):
 ◦permit-emergency-sessions-and-mobile-terminated-services
 ◦permit-high-priority-sessions-and-mobile-terminated-services
 ◦reject-delay-tolerant-access
 ◦reject-non-emergency-sessions
 See the Congestion Action Profile Configuration Mode Commands chapter in the Command Line Referencefor details about all the congestion action profile commands available.
 Configuring Enhanced Congestion SNMP TrapsWhen an enhanced congestion condition is detected, an SNMP trap (notification) is automatically generatedby the system.
 To disable (suppress) this trap:
 configuresnmp trap suppress EnhancedCongestionend
 To re-enable generation of the Enhanced Congestion trap:
 configuresnmp trap enable EnhancedCongestion target <target-name>end
 Verifying the Congestion Control ConfigurationUse the following Exec mode command to display the configuration of the congestion control functionality.
 show congestion-control configurationThe following output is a concise listing of all threshold and policy configurations showingmulti-level Critical,Major and Minor threshold parameters and congestion control policies:Congestion-control: enabled
 Congestion-control Critical threshold parameters
 MME Administration Guide, StarOS Release 21.2210
 Enhanced Congestion Control and Overload ControlVerifying the Congestion Control Configuration

Page 247
                        

system cpu utilization: 80service control cpu utilization: 80system memory utilization: 80message queue utilization: 80message queue wait time: 10 secondsport rx utilization: 80port tx utilization: 80license utilization: 100max-session-per-service utilization: 100tolerence limit: 10
 Congestion-control Critical threshold parameterssystem cpu utilization: 80service control cpu utilization: 80system memory utilization: 80message queue utilization: 80message queue wait time: 10 secondsport rx utilization: 80port tx utilization: 80license utilization: 100max-session-per-service utilization: 100tolerence limit: 10
 Congestion-control Major threshold parameterssystem cpu utilization: 0service control cpu utilization: 0system memory utilization: 0message queue utilization: 0message queue wait time: 0 secondsport rx utilization: 0port tx utilization: 0license utilization: 0max-session-per-service utilization: 0tolerence limit: 0
 Congestion-control Minor threshold parameterssystem cpu utilization: 0service control cpu utilization: 0system memory utilization: 0message queue utilization: 0message queue wait time: 0 secondsport rx utilization: 0port tx utilization: 0license utilization: 0max-session-per-service utilization: 0tolerence limit: 0
 Overload-disconnect: disabledOverload-disconnect threshold parameters
 license utilization: 80max-session-per-service utilization: 80tolerance: 10session disconnect percent: 5iterations-per-stage: 8
 Congestion-control Policymme-service:
 Critical Action-profile : ap3Major Action-profile : ap2Minor Action-profile : ap1
 Verifying Congestion Action ProfilesTo verify the configuration of a congestion action profile, use the following Exec mode command:show lte-policy congestion-action-profile { name <profile_name> | summary }
 Monitoring and TroubleshootingThis section provides information on how to monitor congestion control.
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Congestion Control Show Command(s) and/or OutputsThis section provides information regarding show commands and/or their outputs in support of enhancedcongestion control.
 show congestion-control statistics mmeThe following command shows an overview of all congestion control statistics for the MME.show congestion-control statistics mme [ full | critical | major | minor ]
 The following output is a concise listing of congestion control statistics. In this example output, only theCritical information is shown.Critical Congestion Policy Action
 Congestion Policy Applied : 0 timesPS attaches
 Rejected : 0 timesDropped : 0 times
 PS attachesRejected : 0 timesDropped : 0 times
 Combined attachesRejected : 0 timesDropped : 0 times
 S1-SetupRejected : 0 timesDropped : 0 times
 HandoverRejected : 0 timesDropped : 0 times
 Addn-pdn-connectRejected : 0 timesDropped : 0 times
 Addn-brr-connectRejected : 0 timesDropped : 0 times
 Service-RequestRejected : 0 timesDropped : 0 times
 TAU-RequestRejected : 0 timesDropped : 0 times
 S1AP Overload Start Sent : 2 timesS1AP Overload Stop Sent : 2 timesExcluded Emergency Events : 0 timesExcluded Voice Events : 0 times
 show congestion-control statistics mmeThe following command shows SNMP event statistics for the EnhancedCongestion trap andEnhancedCongestionClear trap .show snmp trap statistics verbose | grep EnhancedCongestion
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C H A P T E R 19Enhanced Multimedia Priority Service (eMPS)
 TheMME supports eMPS (EnhancedMultimedia Priority Service) in PS (Packet Switched) and CS (CircuitSwitched) domains.
 • Feature Description, page 213
 • How it Works, page 213
 • Configuring Enhanced Multimedia Priority Service, page 216
 • Monitoring and Troubleshooting, page 219
 Feature DescriptionThis feature is developed to provide MME support for eMPS (Enhanced Multimedia Priority Service) in PS(Packet Switched) and CS (Circuit Switched) domains. If UEs subscription information containsMPS-PriorityAVP and the MPS-EPS-Priority bit set, the MME classifies such UEs for Enhanced Multimedia PriorityService (eMPS) in PS domain. The MME includes paging priority IE in S1 AP Paging message if it receivesevents like DDN/CBR/UBR for users havingMPS EPS subscription. TheMME also supports priority SRVCChandovers by providing ARP information to the MSC in SRVCC PS to CS Request message.
 This feature is license controlled. Please consult your Cisco Account Representative for information aboutthe specific license.
 Important
 How it WorksThe MME receives the eMPS subscription information which is indicated by the MPS-Priority IE in HSSsubscription data or local configuration for eMPS subscription. Local configuration of eMPS subscriptionoverrides the information received from the HSS.
 For PS paging theMME supports Paging Priority in S1AP PagingMessages. A configurable mapping supportis provided for ARP to S1AP Paging Priority. TheMME includes paging priority for PS paging if correspondingARP to paging priority is configured and the user has an eMPS PS subscription.
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In previous releases (release 19.2) the MME supports paging priority for CS paging (refer to feature chapter"Paging Priority IE Support"). By default the MME sends the received eMLPP priority present in SGs-APPaging-Request message as the S1 paging priority for CS paging. From this release onwards theMME supportsconfiguration of one to one mapping of eMLPP priority to paging priority. The paging-priority commandcan be configured to map eMLPP priority to paging priority. In earlier releases this mapping was limited tosingle paging priority value override. The MME by default sends the eMLPP priority as paging priority forCS paging, this functionality does not require a feature license. However the mapping and subscription overridefunctionality for PS and CS paging requires an eMPS license. All the priority PS traffic is completely controlledby the license. Priority CS MT/MO calls are allowed do not require a license in the following scenarios:
 • MT calls are allowed always because “paging-priority cs” CLI is enabled by default.
 • MO calls are allowed if eMPS CS subscription is received from HSS as subscribed, this functionalityis not controlled by CLI configuration.
 The csfb command is enhanced to configure HO-restriction for csfbMOEmergency calls.WhenHO-restrictionis enabled the MME sets the "Additional CS Fallback Indicator IE" in S1AP UE Context Setup/Modificationas "restriction".
 Support for ARP based heuristics paging profile selection is added by this feature. This allows differentiatedpaging treatment based on the ARP of the corresponding PS traffic. ARP based paging profile selectionrequires a Heuristics paging license. For more information refer to the feature chapter on Heuristic andIntelligent Paging.
 This feature adds support for priority SRVCC Handovers. When handover request message with SRVCC HOIndication flag set is received from eNodeB, the UE is subscribed to MPS in the EPS domain and the MMEdetects the SRVCC HO requires priority handling, the MME provides priority indication in SRVCC PS toCS Request. The MME detection of priority handling is based on the ARP associated with the EPS bearerused for IMS signaling (bearer with QCI 5) and corresponding paging priority mapping configured for thisARP. The priority indication here corresponds to the ARP information element.
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Listed below are the various scenarios describing the MME behavior on receiving S11 Downlink DataNotification or Create Bearer Request or Update Bearer Request:
 Scenario 1: DDN is received with ARP
 • The MME includes paging priority in the S1 Paging message if the mapping configured for that ARP.
 • Heuristics paging enabled, the MME selects the paging profile based on ARP if paging-profile withmatching ARP value is configured in paging-map.
 • The paging profile with the highest precedence is selected even if both ARP and QCI are configured inthe paging-map.
 Scenario 2: DDN received with only Bearer Id (No ARP)
 • The MME fetches the ARP for that bearer id and includes paging priority in the paging message ifmapping is configured for that ARP
 • Heuristics paging enabled,MME selects the paging profile based on ARP if paging-profile with matchingARP value is configured in paging-map.
 • The paging profile with the highest precedence is selected even if both ARP and QCI are configured inthe paging-map.
 Scenario 3: DDN received without the Bearer id
 • The MME fetches the lowest ARP value from all the bearers and includes mapped paging priority forthat ARP in the paging message if mapping is configured for that ARP
 • Heuristics paging enabled,MME selects the paging profile based on ARP if paging-profile with matchingARP value is configured in paging-map.
 • The paging profile with the highest precedence is selected even if both ARP and QCI are configured inthe paging-map
 Scenario 4: CBR is received
 • MME includes paging priority in the S1 Paging message if the mapping configured for that ARP
 • Heuristics paging enabled,MME selects the paging profile based on ARP if paging-profile with matchingARP value is configured in paging-map.
 • The paging profile with the highest precedence shall be selected even if both ARP and QCI are configuredin the paging-map.
 Scenario 5: UBR is received from SGW for QOS modification
 • MME includes paging priority in the S1 Paging message if the mapping configured for that ARP
 • Heuristics paging enabled, MME selects paging profile based on ARP if paging-profile with matchingARP value is configured in paging-map.
 • The paging profile with the highest precedence shall be selected even if both ARP and QCI are configuredin the paging-map
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LimitationsCongestion control is applied to all subscribers irrespective of eMPS subscription.
 Standards ComplianceEnhanced Multimedia Priority Service complies with the following 3GPP standards:
 • 3GPP TS 29.272
 • 3GPP TS 36.413
 • 3GPP TS 23.401
 • 3GPP TS 29.280
 Configuring Enhanced Multimedia Priority ServiceThe following configuration procedures are used to configure this feature:
 Configuring MPS in EPS DomainThe mps command under the Call Control Profile Configuration mode has been enhanced to supportMultimedia Priority Service (MPS) in the EPS domain. A new keyword eps-priority is added to the command;this keyword is used to configure support for MPS in EPS domain.
 configurecall-control-profile profile_name[ remove ] mps [ cs-priority | eps-priority ] { subscribed | none }exit
 Notes:
 • By default MPS in EPS domain is disabled.
 • The remove keyword deletes the existing configuration.
 • The keyword eps-priority configures support for MPS in the EPS domain.
 • The keyword subscribed indicates the UE subscribed to priority service in the CS/EPS domain.
 • The keyword none indicates the UE not subscribed to priority service in the CS/EPS domain.
 • The keywordmps cs-priority is used only for Mobile originated calls.
 • The operator will be able to prioritize EPS calls for a set of subscribers irrespective of them beingsubscribed to MPS services.
 • This configuration is not configured by default.
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Configuring Paging PriorityThe paging-priority command has been enhanced to support PS traffic. New keywords are added to configurepriority value of enhanced Multi Level Precedence and Pre-emption service, configure the value ofpaging-priority to be sent to eNodeB and configure the value of allocation and retention priority.
 [ remove ] paging-priority { cs { cs_value | map emlpp-priority emlpp_value s1-paging-prioritypriority_value } | ps map arp arp_value s1-paging-priority priority_value }Notes:
 • The keyword cs is used to configure the value of paging-priority to be sent to eNodeB for Circuit Switched(CS) traffic. The paging priority value can be configured or it can be used to map the received value tothe paging-priority. The cs_value is an integer in the range “0” up to “7”. Configuring a value of “0”disables sending of paging priority value to eNodeB.
 • The keyword ps is used to configure the value of paging-priority to be sent to eNodeB for Packet Switched(PS) traffic. The paging priority value can be configured or it can be used to map the received value tothe paging-priority.
 • The keywordmap is used to map the received value to paging-priority.
 • The keyword emlpp-priority is used to configure the priority value of enhancedMulti Level Precedenceand Pre-emption service. The emlpp_value is an integer in the range “0” up to “7”.
 • The keyword s1-paging-priority is used to configure the value of paging-priority to be sent to eNodeB.The priority value is an integer in the range “0” up to “7”. Configuring a value of “0” disables sending ofpaging priority value to eNodeB.
 • The keyword arp is used to configure the value of allocation and retention priority. The value is aninteger in the range “1” up to “15”.
 • Mapping is not enabled by default.
 • The keyword remove deletes the existing configuration.
 Configuring PrecedenceThe precedence command enables the operator to apply a priority for different paging-profiles based on traffictype. The priority value that can be configured for the precedence has been enhanced. The operator can defineARP priority based paging for PS traffic type in the paging-map.
 precedence priority traffic-type { cs [ voice | sms | other ] | ps [ arp arp_value | qci qci_value ] | signaling[ detach | idr | lcs | node-restoration ] } paging-profile paging_profile_nameno precedence priorityNotes:
 • The range for precedence priority value is updated from 1 up to 35 , where 1 is the highest priority and35 is the lowest priority. The numbers of paging-profiles supported are increased from 8 to 16.
 • The keyword arp is added to the precedence command. It is used to define the ARP priority basedpaging for PS traffic type in the paging-map. The arp_value is an integer from 1 up to 15.
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Configuring HO RestrictionThe csfb command configures circuit-switched fallback options. CSFB is the mechanism to move a subscriberfrom LTE to a legacy technology to obtain circuit switched voice or short message. This command is updatedwith the keyword ho-restriction, to enable ho-restriction support for CSFB MO Emergency Calls.
 csfb { policy { ho-restriction | not-allowed | not-preferred | sms-only | suppress-call-reject } | sms-only}remove csfb { policy | sms-only }Notes:
 • The keyword ho-restriction enables ho-restriction support for priority CS calls. If this keyword isenabled theMME sets the "Additional CS Fallback Indicator IE" in S1APUEContext Setup/Modificationas "restriction".
 • HO-Restriction is not enabled by default.
 Sample configurationconfig
 apn-profile apn1apn-type ims
 exitoperator-policy name op1associate call-control-profile ccpapn network-identifier starent.com apn-profile apn1
 exitcall-control-profile ccpcsfb policy ho-restrictionmps cs-priority subscribedmps eps-priority subscribedpaging-priority cs map emlpp-priority 1 s1-paging-priority 2paging-priority ps map arp 5 s1-paging-priority 2
 exitexit
 Verifying the Configuration
 show configuration
 The following new fields are added to the show configuration command to verify the configured eMPSparameters:
 • mps eps-priority: Displayed as either “Subscribed” or “None”.
 • paging-priority traffic_type: Displayed as either “PS” or “CS”.
 • map: Displayed if mapping is configured.
 • emlpp-priority priority_value: Displays the configured emlpp priority value.
 • s1-paging-priority value: Displays the configured s1-paging priority value.
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• arp arp_value: Displays the configured ARP value.
 • precedence precedence_value: Displays the configured precedence value.
 • traffic-type type: Displays the traffic type as “CS” or “PS”.
 • paging-profile profile_name: Displays the name of the paging profile.
 Monitoring and TroubleshootingThis section provides information regarding show commands and bulk statistics for this feature.
 Show Command(s) and/or Outputs
 Paging counter includes the S1 paging for priority and non-priority paging requests. Paging CS Priorityand Paging PS Priority counters only count the priority S1 paging requests.
 Note
 show mme-service service_name peer-id id statisticsThe following new fields are added to the show output to display the configured eMPS parameters:
 • Paging CS Priority
 • Paging PS priority
 • UE Initiated Priority Voice Procedures
 • Attempted
 • Failures
 • Success
 • NW Initiated Priority Voice Procedures
 • Attempted
 • Failures
 • Success
 show session subsystem facility mmemgrThe following new parameters are added show output:
 • Paging CS Priority
 • Paging PS priority
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show lte-policy paging-map nameThe following new parameters are added to the show output:
 • Precedence
 • Packet-Switched(PS)
 • ARP
 • Paging is performed as per paging-profile name
 show mme-service statisticsThe following new parameters are added to the show output:
 • Paging Initiation for PS ARP-N Events
 • Attempted
 • Success
 • Failures
 • Success at Last n eNB
 • Success at Last TAI
 • Success at TAI List
 show call-control-profile full allThe following new fields are added to the show output to display the configured eMPS parameters:
 • MPS EPS priority
 • Paging priority to be sent to eNodeB for CS
 • Paging priority mapping for CS
 • Paging priority mapping for EPS
 • Handover Restriction
 Enhanced Multimedia Priority Support Bulk StatisticsThe following statistics are included in the MME Schema in support of this feature:
 • s1ap-transdata-pagingpriocs
 • s1ap-transdata- pagingpriops
 • csfb-ue-prio-voice-total
 • csfb-ue-prio-voice-success
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• csfb-ue-prio-voice-failures
 • csfb-nw-prio-voice-total
 • csfb-nw-prio-voice-success
 • csfb-nw-prio-voice-failures
 • ps-arp-1-paging-init-events-attempted
 • ps-arp-1-paging-init-events-success
 • ps-arp-1-paging-init-events-failures
 • ps-arp-1-paging-last-enb-success
 • ps-arp-1-paging-last-tai-success
 • ps-arp-1-paging-tai-list-success
 • ps-arp-2-paging-init-events-attempted
 • ps-arp-2-paging-init-events-success
 • ps-arp-2-paging-init-events-failures
 • ps-arp-2-paging-last-enb-success
 • ps-arp-2-paging-last-tai-success
 • ps-arp-2-paging-tai-list-success
 • ps-arp-3-paging-init-events-attempted
 • ps-arp-3-paging-init-events-success
 • ps-arp-3-paging-init-events-failures
 • ps-arp-3-paging-last-enb-success
 • ps-arp-3-paging-last-tai-success
 • ps-arp-3-paging-tai-list-success
 • ps-arp-4-paging-init-events-attempted
 • ps-arp-4-paging-init-events-success
 • ps-arp-4-paging-init-events-failures
 • ps-arp-4-paging-last-enb-success
 • ps-arp-4-paging-last-tai-success
 • ps-arp-4-paging-tai-list-success
 • ps-arp-5-paging-init-events-attempted
 • ps-arp-5-paging-init-events-success
 • ps-arp-5-paging-init-events-failures
 • ps-arp-5-paging-last-enb-success
 • ps-arp-5-paging-last-tai-success
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• ps-arp-5-paging-tai-list-success
 • ps-arp-6-paging-init-events-attempted
 • ps-arp-6-paging-init-events-success
 • ps-arp-6-paging-init-events-failures
 • ps-arp-6-paging-last-enb-success
 • ps-arp-6-paging-last-tai-success
 • ps-arp-6-paging-tai-list-success
 • ps-arp-7-paging-init-events-attempted
 • ps-arp-7-paging-init-events-success
 • ps-arp-7-paging-init-events-failures
 • ps-arp-7-paging-last-enb-success
 • ps-arp-7-paging-last-tai-success
 • ps-arp-7-paging-tai-list-success
 • ps-arp-8-paging-init-events-attempted
 • ps-arp-8-paging-init-events-success
 • ps-arp-8-paging-init-events-failures
 • ps-arp-8-paging-last-enb-success
 • ps-arp-8-paging-last-tai-success
 • ps-arp-8-paging-tai-list-success
 • ps-arp-9-paging-init-events-attempted
 • ps-arp-9-paging-init-events-success
 • ps-arp-9-paging-init-events-failures
 • ps-arp-9-paging-last-enb-success
 • ps-arp-9-paging-last-tai-success
 • ps-arp-9-paging-tai-list-success
 • ps-arp-10-paging-init-events-attempted
 • ps-arp-10-paging-init-events-success
 • ps-arp-10-paging-init-events-failures
 • ps-arp-10-paging-last-enb-success
 • ps-arp-10-paging-last-tai-success
 • ps-arp-10-paging-tai-list-success
 • ps-arp-11-paging-init-events-attempted
 • ps-arp-11-paging-init-events-success
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• ps-arp-11-paging-init-events-failures
 • ps-arp-11-paging-last-enb-success
 • ps-arp-11-paging-last-tai-success
 • ps-arp-11-paging-tai-list-success
 • ps-arp-12-paging-init-events-attempted
 • ps-arp-12-paging-init-events-success
 • ps-arp-12-paging-init-events-failures
 • ps-arp-12-paging-last-enb-success
 • ps-arp-12-paging-last-tai-success
 • ps-arp-12-paging-tai-list-success
 • ps-arp-13-paging-init-events-attempted
 • ps-arp-13-paging-init-events-success
 • ps-arp-13-paging-init-events-failures
 • ps-arp-13-paging-last-enb-success
 • ps-arp-13-paging-last-tai-success
 • ps-arp-13-paging-tai-list-success
 • ps-arp-14-paging-init-events-attempted
 • ps-arp-14-paging-init-events-success
 • ps-arp-14-paging-init-events-failures
 • ps-arp-14-paging-last-enb-success
 • ps-arp-14-paging-last-tai-success
 • ps-arp-14-paging-tai-list-success
 • ps-arp-15-paging-init-events-attempted
 • ps-arp-15-paging-init-events-success
 • ps-arp-15-paging-init-events-failures
 • ps-arp-15-paging-last-enb-success
 • ps-arp-15-paging-last-tai-success
 • ps-arp-15-paging-tai-list-success
 For descriptions of these variables, see "MME Schema Statistics" in the Statistics and Counters Reference.
 TroubleshootingIf paging priority information is not being sent to the eNodeb during mobile terminating PS traffic then, verifythe following:
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• Ensure the licensing is configured for eMPS.
 • Verify if ps-priority is received from the HSS in ULA message or “mps ps-priority subscribed” isconfigured under the call control profile.
 • Verify if ARP to paging-priority mapping is configured.
 Execute the show command "show call-control-profile full all" to verify the configuration parameters listedabove.
 If ARP IE is not being sent in Sv PS to CS Request message, verify the following:
 • Ensure eMPS PS subscription is configured.
 • The apn-type should be ims, it is configured in the apn-profile configuration for IMS PDN.
 • IMS signaling bearer uses QCI 5
 • ARP for IMS signaling bearer has corresponding paging priority mapping configured.
 If Additional CSFB indicator is not included for MO CS emergency call/ traffic, verify the following:
 • Ensure the CLI configuration for HO restriction is enabled.
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C H A P T E R 20Enhanced Event Logging
 This chapter describes the MME's Event Logging functionality which occurs at the subscriber level, fromthe MME to an external server.
 • Feature Description, page 225
 • How Event Logging Works, page 226
 • Configuring Event Logging, page 234
 • Monitoring and Troubleshooting Event Logging, page 236
 Feature DescriptionTheMME handles numerous subscriber calls from different eNodeBs in the network. In order to troubleshootany issues for a particular subscriber, the events that caused the issue is recorded. The events could be individualprocedures listed below:
 • Attach Procedures
 • Detach Procedures
 • TAU Procedures
 • Handover Procedures
 • All types of Service Requests
 • Paging based on different triggers
 • PDN Connectivity Requests
 • All types of PDN detach and network initiated PDN detach procedures
 • Dedicated Bearer Activation Requests
 • Dedicated Bearer Deactivation Requests
 • All types of Bearer modification procedures
 • CSFB procedures
 • SRVCC procedures
 MME Administration Guide, StarOS Release 21.2 225

Page 262
                        

• eCSFB procedures
 • eSRVCC procedures
 The Event Data Record is a proprietary feature of StarOS. In this feature, MME provides a debuggingframework to capture procedure level information for each subscriber. On the completion of a proceduresuccessfully or unsuccessfully, the MME generates a procedure summary. This summary provides details ofthe events and issues, which is nearly comparable to real-time debugging.
 This feature is license controlled. Please consult your Cisco Account Representative for information aboutthe specific license.
 Important
 MME supports the following functionality in this feature:
 • Event Logging for 4G subscribers.
 • The Event Records are stored in CSV file format.
 • A framework to collect information and eventually provide log information. The framework is extensibleto hold more procedures and information fields.
 • The order of fields are easily changeable.
 • The event logs are generated on completion of the procedure successfully or unsuccessfully. The procedurecould be unsuccessful because of local reasons such as –HSS/Peer element triggered reasons, Timeoutsfor responses, arrival of procedures and so on.
 • Each record has a smgr-no and sequence-no field. If there is no guaranteed delivery of events, thesequence number will help in identifying the lost events.
 • Event reporting can be enabled or disabled through the CLI command reporting-actionmme-event-recordunder the Call Control Configuration mode. For detailed information on feature configuration see theConfiguring Event Logging section in this feature chapter.
 How Event Logging WorksEvent Logging in the MME is implemented by providing subscriber event information to an external server.Data analyzers use the event information in the record, which is stored in the external server, to debug andtroubleshoot subscriber issues.
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ArchitectureThis section describes the framework designed in the MME to support Event Logging.
 Figure 13: Event Logging - Interfaces
 The interface between the MME and the external server is based on SFTP. Each record (CSV record) isgenerated as comma-separated ASCII values. The MME sends one ASCII formatted CSV record per line.The CSV records are stored in a file. If configured, these files can be compressed before sending it to theexternal server.
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The transfer of CSV record files between the MME and the external server is based on either PULL or PUSHmodel. In case of the PULL model, the external server is responsible for initiating the SFTP with MME, andin the PUSH model, MME is responsible for sending the CSV record file to external server based on theconfigured PUSH timer interval.
 The event report includes the information in CSV format as shown in the table given below.
 Table 9: Information Fields in the EDR
 RangeFormat informationDescriptionSl.No
 1 up to 1023Numbersmgr_number1
 1 up to 4294967295Numbersequence_no2
 YYYY-MMM-DD+HH:MM:SS.SSSTime3
 enum: Attach; Detach; TAU; Handover; Service Request; Paging; PDNConnect/Disconnect; BearerActivation/Deactivation; CSFB andSRVCC procedures.
 event-idenity4
 enum: 0-Success; 1-failure;2-Aborted;3-eps_only
 Result5
 Dotted-stringmme-address6
 String of decimal digitsMsisdn7
 1 - 15 digitsString of decimal digitsimsi8
 14 or 16 digitsString of decimal digitsImei (sv)9
 mcc:mnc:mmegroup:mmecode:mtmsiold-guti10
 Enumeration [0 - native, 1 - mapped]old-guti-type11
 0 up to 65535mcc:mnc:mmegroup:mmecode:mtmsiguti12
 mcc: mnc: cellidEcgi13
 Taccurrent-tac14
 1 - 104857420 bit valueenodeB-id15
 0 up to 65535Numberdisc-reason16
 5-15Numberebi17
 Numberlinked-ebi18
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RangeFormat informationDescriptionSl.No
 Stringapn19
 1-4Numberpdn-type20
 Dotted Stringipv4-address21
 Dotted Stringipv6-address22
 1-255Numberpti23
 1-9,65,66, 69,70,128-254Numberqci24
 1-255Numberarp25
 0/1Enum [0-No, 1-Yes]qos-change26
 mcc-mnc-laclai27
 If a particular information is not relevant for the procedure being logged or if particular information isn'tavailable, the event record is left blank. For example, if the IMEI is unavailable after the completion of anAttach procedure, the event record is left blank.
 All enumerations will be listed by Cisco for every software release. The external server is designed to beaware of the same listing and to interpret the number accordingly. The event records contain 0-based indexvalue of such enumerations to save space and processing overhead.
 Important
 The Event IDs that are tracked as part of the EDR logging is shown in the below table:
 ENUM ValueEvents
 Attach Procedures
 1MME_EDR_EVENT_ID_EPS_ATTACH
 2MME_EDR_EVENT_ID_EMERGENCY_ATTACH
 3MME_EDR_EVENT_ID_COMBINED_ATTACH
 4MME_EDR_EVENT_ID_EPS_HO_ATTACH
 MME_EDR_EVENT_ID_ATTACH_TYPE_MAX
 Detach Procedures
 51MME_EDR_EVENT_ID_UE_INITIATED_DETACH
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ENUM ValueEvents
 52MME_EDR_EVENT_ID_NW_INITIATED_DETACH
 53MME_EDR_EVENT_ID_HSS_INITIATED_DETACH
 54MME_EDR_EVENT_ID_CSFB_UE_INIT_IMSI_DETACH
 55MME_EDR_EVENT_ID_CSFB_NW_INIT_IMSI_DETACH
 MME_EDR_EVENT_ID_DETACH_TYPE_MAX
 TAU Procedures
 101MME_EDR_EVENT_ID_TAU_SGW_RELOC
 102MME_EDR_EVENT_ID_TAU_NO_SGW_RELOC
 103MME_EDR_EVENT_ID_TAU_COMBINED_SGW_RELOC
 104MME_EDR_EVENT_ID_TAU_COMBINED_NO_SGW_RELOC
 105MME_EDR_EVENT_ID_TAU_PERIODIC
 106MME_EDR_EVENT_ID_TAU_ATTACH_SGW_RELOC
 107MME_EDR_EVENT_ID_TAU_ATTACH_NO_SGW_RELOC
 108MME_EDR_EVENT_ID_TAU_ATTACH_COMBINED_SGW_RELOC
 109MME_EDR_EVENT_ID_TAU_ATTACH_COMBINED_NO_SGW_RELOC
 MME_EDR_EVENT_ID_TAU_TYPE_MAX
 Handover Procedures
 151MME_EDR_EVENT_ID_S1_HO_SGW_RELOC
 152MME_EDR_EVENT_ID_S1_HO_NO_SGW_RELOC
 153MME_EDR_EVENT_ID_X2_HO_SGW_RELOC
 154MME_EDR_EVENT_ID_X2_HO_NO_SGW_RELOC
 155MME_EDR_EVENT_ID_INBOUND_S10_HO_SGW_RELOC
 156MME_EDR_EVENT_ID_INBOUND_S10_HO_NO_SGW_RELOC
 157MME_EDR_EVENT_ID_INBOUND_S3_HO_SGW_RELOC
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ENUM ValueEvents
 158MME_EDR_EVENT_ID_INBOUND_S3_HO_NO_SGW_RELOC
 159MME_EDR_EVENT_ID_INBOUND_GNGP_HO
 160MME_EDR_EVENT_ID_OUTBOUND_S10_HO
 161MME_EDR_EVENT_ID_OUTBOUND_S3_HO
 162MME_EDR_EVENT_ID_OUTBOUND_GNGP_HO
 MME_EDR_EVENT_ID_HO_TYPE_MAX
 Service Request Procedures
 201MME_EDR_EVENT_ID_SERV_REQ_UE_INITIATED
 202MME_EDR_EVENT_ID_SERV_REQ_NW_INIT_PROC
 203MME_EDR_EVENT_ID_SERV_REQ_EXTENDED
 MME_EDR_EVENT_ID_SERV_REQ_TYPE_MAX
 Paging Procedures
 251MME_EDR_EVENT_ID_PAGING_DDN_TRIGGER
 252MME_EDR_EVENT_ID_PAGING_DETACH_TRIGGER
 253MME_EDR_EVENT_ID_PAGING_BRR_TRIGGER
 254MME_EDR_EVENT_ID_PAGING_IDR_QUERY_TRIGGER
 255MME_EDR_EVENT_ID_PAGING_PCSCF_RESTORATION
 256MME_EDR_EVENT_ID_PAGING_UE_OFFLOAD_TRIGGER
 257MME_EDR_EVENT_ID_PAGING_SGS_TRIGGER
 258MME_EDR_EVENT_ID_PAGING_GMLC_TRIGGER
 259MME_EDR_EVENT_ID_PAGING_PGW_NODE_RESTORATION
 260MME_EDR_EVENT_ID_PAGING_S102_TRIGGER
 261MME_EDR_EVENT_ID_PAGING_IPNE_QUERY_TRIGGER
 MME_EDR_EVENT_ID_PAGING_TYPE_MAX
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ENUM ValueEvents
 PDN Connectivity Requests
 301MME_EDR_EVENT_ID_PDN_CONN_REQ
 302MME_EDR_EVENT_ID_PDN_EMERGENCY_CONN_REQ
 MME_EDR_EVENT_ID_PDN_CONN_TYPE_MAX
 UE and Network Initiated PDN Detach
 351MME_EDR_EVENT_ID_UE_PDN_DISCONN_REQ
 352MME_EDR_EVENT_ID_MME_PDN_DISCONN_REQ
 353MME_EDR_EVENT_ID_HSS_PDN_DISCONN_REQ
 354MME_EDR_EVENT_ID_NW_PDN_DISCONN_REQ
 MME_EDR_EVENT_ID_PDN_DISCONN_TYPE_MAX
 Dedicated Bearer Activation Requests
 401MME_EDR_EVENT_ID_DED_BEARER_ACT_REQ
 MME_EDR_EVENT_ID_DED_BEARER_ACT_MAX
 Dedicated Bearer Deactivation Requests
 451MME_EDR_EVENT_ID_UE_DED_BEARER_DEACT_REQ
 452MME_EDR_EVENT_ID_MME_DED_BEARER_DEACT_REQ
 453MME_EDR_EVENT_ID_PGW_DED_BEARER_DEACT_REQ
 MME_EDR_EVENT_ID_DED_BEARER_DEACT_MAX
 Bearer Modification Requests
 501MME_EDR_EVENT_ID_NW_BEARER_MODIF
 502MME_EDR_EVENT_ID_HSS_BEARER_MODIF
 MME_EDR_EVENT_ID_BEARER_MODIF_TYPE_MAX
 CSFB Prodecures
 551MME_EDR_EVENT_ID_CSFB_MO_CALL
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ENUM ValueEvents
 552MME_EDR_EVENT_ID_CSFB_MT_CALL
 553MME_EDR_EVENT_ID_CSFB_MO_PRIORITY_CALL
 554MME_EDR_EVENT_ID_CSFB_MT_PRIORITY_CALL
 555MME_EDR_EVENT_ID_CSFB_MO_EMERGENCY_CALL
 556MME_EDR_EVENT_ID_CSFB_MO_SMS
 557MME_EDR_EVENT_ID_CSFB_MT_SMS
 561MME_EDR_EVENT_ID_ECSFB_MO_CALL
 562MME_EDR_EVENT_ID_ECSFB_MT_CALL
 563MME_EDR_EVENT_ID_ECSFB_EMERGENCY
 SRVCC Procedures
 601MME_EDR_EVENT_ID_SRVCC_SV_CSPS
 602MME_EDR_EVENT_ID_SRVCC_SV_CS
 603MME_EDR_EVENT_ID_SRVCC_SV_NO_DTM
 604MME_EDR_EVENT_ID_SRVCC_1XRTT
 MME_EDR_EVENT_ID_SRVCC_MAX
 The status of each event is as shown in the table given below:
 Table 10: Event Status
 ENUM ValueFormat InformationSl No.
 0MME_EDR_EVENT_RESULT_SUCCESS1
 1MME_EDR_EVENT_RESULT_FAILURE2
 2MME_EDR_EVENT_RESULT_ABORT3
 3MME_EDR_EVENT_RESULT_EPS_ONLY4
 MME Administration Guide, StarOS Release 21.2 233
 Enhanced Event LoggingArchitecture

Page 270
                        

LimitationsThe reliability of event generation is limited by the CDRMOD framework – particularly in the followingways:
 • Any reboot of the chassis, will result in loss of records that are not yet flushed to the hard-disk or anexternal server
 • In case of overload of the CDRMOD, the SESSMGR ignores event records if the queue is full.
 • EDR sequence numbers are within the scope of the Session Manager. If a different Session Manager isselected, the EDR sequence number may reset or continue from the last sequence number allocated inthat Session Manager.
 • The statistics are key parameters for logging EDRs, if the statistics have any discrepancies the EDRsare not generated. Listed below are some scenarios where the EDRs are not generated due to discrepanciesin statistics:
 ◦Network or MME initiated dedicated bearer de-activation during SRVCC procedures.
 ◦HSS initiated modification failures.
 ◦HSS initiated PDN disconnect failures.
 Relationship with Other ProductsThe SGSN has a similar function, GMM-SM Event Logging. For information about this functionality referto the SGSN Administration Guide.
 Configuring Event LoggingThe following configurations are discussed in this section for Event Data Records (EDRs):
 Enabling Event LoggingThe following CLI configuration is executed in the Call Control Profile mode to enable Event Logging onthe MME.
 configcall-control-profile profile_namereporting-action mme-event-record
 exitNotes:
 • The call-control-profile configuration enables Event Logging forMME, provided this profile is associatedto themme-service through operator policy and subscriber map.
 • reporting-action enables procedure reports.
 • mme-event-record reports MME procedures in the form of event records using CDRMOD.
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Enabling EDR LogsThe CDRMOD proclet writes the individual records into a single file received from several session managers.The CDRMOD proclet is enabled with the configuration below.
 configcontext context_nameedr-module active-charging-service reporting
 cdr { push-interval interval_time | remove-file-transfer | use-harddisk | transfer-mode { pull| push primary { encrypted-url | url } url [ secondary { encrypted-secondary | secondary-url } url_ ] }[ module-only ] }
 end
 Configuring File ParametersFile parameters can be configured using the configuration given below.
 configcontext context_namesession-event-module
 file name file_name current-prefix current_file_prefix rotation volume file_rotation_size rotationtime file_rotation_time field-separator underscore sequence-number padded charging-service-nameinclude compression gzip }
 end
 EDR Profile AssociationThe Call Control Profile configuration enables event Logging forMME, provided the EDR profile is associatedto the MME-Service through Operator Policy and Subscriber Map (LTE-Policy).
 configoperator-policy name policy_nameassociate call-control-profile edr_profile_name
 exitlte-policysubscriber-map map_nameprecedence precedence_valuematch-criteria all operator-policy-name policy_name
 exitexit
 context context_namemme-service service_nameassociate subscriber-map map_name
 end
 Verifying the Event Logging ConfigurationThe following commands are used to verify the parameters for Event Logging.
 • show call-control-profile full all
 • show operator-policy full all
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• show lte-policy subscriber-map name sub1
 • show mme-service all
 Monitoring and Troubleshooting Event LoggingThis section provides information on how to monitor Event Logging.
 Event Logging Show Command(s) and/or OutputsThis section provides information regarding show commands and/or their outputs in support of Event Logging.
 The show commands in this section are available in support of the Event Logging.
 show call-control-profile full allCall Control Profile Name = TESTSAMOG Home PLMN : Not configuredAccounting Mode (SGW/SaMOG) : NoneAccounting stop-trigger (SGW) : Not configuredAccounting Policy (SaMOG) : Not configuredEvent Data Records (MME) : Enabled
 show cdr statisticsOn running the above command , the following statistics are displayed:EDR-UDR file Statistics:CDRMOD Instance Id: 2
 Overall Statistics:Files rotated:
 30Files rotated due to volume limit: 0Files rotated due to time limit: 3Files rotated due to tariff-time: 0Files rotated due to records limit: 11File rotation failures:
 0Files deleted:
 7Records deleted:
 0Records received:
 23754Current open files:0
 Time of last file deletion: Sunday November 08 23:32:53 EST2015Session-Event Record Specific Statistics:Session-Event files rotated: 30Session-Event files rotated due to volume limit: 0Session-Event files rotated due to time limit: 3Session-Event files rotated due to tariff-time: 0Session-Event files rotated due to records limit: 11
 Session-Event file rotation failures: 0Session-Event files deleted: 7Session-Event records deleted: 0Session-Event records received: 23754Current open Session-Event files: 0
 Time of last Event file deletion: Sunday November 08 23:32:53 EST 2015
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C H A P T E R 21Foreign PLMN GUTI Management
 This feature allows operators to gain some savings on signaling by avoiding DNS request attempts to foreignPLMNs if a foreign PLMN GUTI is not allowed.
 • Feature Description, page 237
 • How it Works, page 237
 • Configuring Foreign PLMN GUTI Management, page 238
 • Monitoring Foreign PLMN GUTI Management, page 240
 Feature DescriptionIn releases prior to 15.0, all Attach and TAU Requests containing a foreign GUTI would result in a DNSlookup for the peer MME or SGSN, followed by an S10, S3 or Gn/Gp Identification or Context Request. Thiscould result in significant delay when the GUTI is from a foreign PLMN, which the localMME cannot access.
 Beginning with Release 15.0, a Foreign PLMN GUTI Management Database can be configured to allow orimmediately reject Attach Requests or TAU Requests containing a GUTI from a foreign PLMN. This ForeignPLMN GUTI Management Database contains as many as 16 entries, where each entry consists of a PLMN(MCC and MNC) and an action, which can either be Allow or Reject. If the action is Reject, the MME willnot perform any DNS requests to locate a peer MME or SGSN to which any foreign GUTI from that foreignPLMN maps.
 How it WorksWhen anAttach Request or TAURequest containing a foreign GUTI is received, theMMEmust first determineif the GUTI's PLMN matches either the MME's own PLMN or one of the MME's shared PLMNs. If such amatch is found, the foreign GUTI belongs to a local PLMN, no foreign PLMN check is made, and a DNSrequest for a peer MME or SGSN may be made as the request is processed normally. If the GUTI's PLMNdoes not match either the MME's own PLMN or one of the MME's shared PLMNs, the foreign GUTI belongsto a foreign PLMN and theMMEService is checked for an association to a Foreign PLMNGUTIManagementDatabase. If there is no such association, all Attach Requests and TAU Requests containing foreign GUTIsfrom foreign PLMNs are allowed to be processed, and a DNS request for a peer MME or SGSNmay be made.
 MME Administration Guide, StarOS Release 21.2 237
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If an association to a Foreign PLMN GUTI Management Database is present, the database is checked for amatching foreign PLMN. If no match is found, the MME continues processing the Attach Request or TAURequest, and a DNS request may be made. If a match is found, the action specified for the foreign PLMN(either Allow or Reject) is applied. If the action is Reject, and the request is a TAU Request, a TAU Rejectmessage is sent immediately with cause code 9 (UE Identity cannot be derived by the network), and no DNSlookup is performed to find a peerMME or SGSN. If the action is Reject, and the request is an Attach Request,the MME sends a NAS Identity Request to the UE to determine its IMSI, and no DNS lookup is performedto find a peer MME or SGSN. If the action is Allow, the MME continues processing the Attach Request orTAU Request, and a DNS request may be made.
 If a TAU Request containing a foreign GUTI is rejected due to its PLMN being present in the Foreign PLMNGUTI Management Database, the mme-foreign-plmn-guti-rejected session disconnect reason will beincremented.
 Similarly, the emmdisc-foreignplmnreject bulk statistic counter, which tracks the number of times thisdisconnect reason, is incremented..
 Configuring Foreign PLMN GUTI ManagementThis section explains the configuration procedures required to enable this feature.
 Creating a Foreign PLMN GUTI Management DatabaseA Foreign PLMN GUTI Management Database is configured as part of the LTE Policy configuration mode.
 configlte-policy
 foreign-plmn-guti-mgmt-db fguti_db_nameend
 Up to four Foreign PLMN GUTI Management Databases can be configured.
 To delete an existing database, in the lte-policy mode include the no prefix with the command. You need toidentify the database to be deleted.
 no foreign-plmn-guti-mgmt-db fguti-db1
 Configuring Foreign PLMN GUTI Management Database EntriesA Foreign PLMN GUTI Management Database entry consists of an MCC, an MNC, and an action (eitherAllow or Reject). The following example creates two entries:
 configurelte-policy
 foreign-plmn-guti-mgmt-dbdb_nameplmn mcc 123 mnc 456 allowplmn mcc 321 mnc 654 rejectend
 The any keyword may be used as a wildcard in place of both the MCC and MNC values, or in place of anMNC value with a specific MCC value. In other words, the following commands are allowed:
 plmn mcc 123 mnc any allowplmn mcc any mnc any reject
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The examples listed above are only to understand the significance of the keyword any. The examples donot suggest any particular order of configuration.
 Important
 However, a wildcard MCC is not allowed with a specific MNC value. For example, the following commandis not allowed:
 plmn mcc any mnc 456 allowIt is strongly recommended that a Foreign PLMNGUTI Management Database contain anmcc any mnc anyentry in order to define the default behavior when a GUTI with an unknown MCC / MNC combination isreceived. If such an entry is absent, the default behavior will be to allow Attach Requests and TAU Requestswith unknown MCC/ MNC combinations, which may result in DNS lookups for peer MMEs and SGSNs.This default behavior would be the same as if there were no Foreign PLMN GUTI Management Databasedefined.
 Up to 16 foreign PLMN entries can be added to a database.
 The no prefix followed by a PLMN ID removes a specific entry from the database. Refer to the followingexample:
 no plmn mcc 123 mnc 456
 Associating an MME Service with a Foreign PLMN GUTI Management DatabaseAnMMEService can be associatedwith a database using the associate foreign-plmn-guti-mgmt-db commandin MME Service Configuration mode.
 configurecontext ctxt_name
 mme-service mme_svcassociate foreign-plmn-guti-mgmt-db db_nameend
 MultipleMMEServicesmay be associatedwith a single Foreign PLMNGUTIManagement Database. Becauseof this, it is not possible to cross-check the PLMNs in the database against an MME Service's own PLMN orits shared PLMNs. However, the MME Service's own PLMN or shared PLMNs will never be checked againstthe Foreign PLMN GUTI Management Database, regardless of whether those PLMNs are configured in thedatabase or not. In other words, any Attach Request or TAU Request containing a GUTI from the MMEService's own PLMN or one of its shared PLMNs will always be processed, and may result in a DNS lookupfor a peer MME or SGSN.
 The association can be removed using the following command:
 no associate foreign-plmn-guti-mgmt-db
 Verifying the ConfigurationUse the following command to display the list of Foreign PLMN GUTI Management databases configuredon the system:
 show lte-policy foreign-plmn-guti-mgmt-db summaryUse the following command to display the entries configured within a specific Foreign PLMN GUTIManagement Database:
 show lte-policy foreign-plmn-guti-mgmt-db name fguti-db1Foreign PLMN GUTI Mgmt DB fguti-db1
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PLMN mcc 123 mnc 456 allowPLMN mcc 321 mnc 654 rejectPLMN mcc any mnc any rejectPLMN mcc 123 mnc any allow
 Use the following command to display the Foreign PLMN GUTI Management database to which an MMEService has been associated:
 show mme-service name mme_svc_nameRefer to the Foreign-PLMN-GUTI-Mgmt-DB field in the output, as shown here:Foreign-PLMN-GUTI-Mgmt-DB : fguti-db1
 Monitoring Foreign PLMN GUTI ManagementThis section provides information on how to monitor the Foreign PLMN GUTI Management feature.
 Show Command(s) and/or OutputsThis section provides information regarding show commands and/or their outputs relating to this feature.
 show session disconnect-reasonsIf a TAU Request containing a foreign GUTI is rejected due to its PLMN being present in the Foreign PLMNGUTI Management Database, the following session disconnect reason is incremented.
 • mme-foreign-plmn-guti-rejected(534)
 Bulk Statistics
 MME Schema
 The following statistic is included in the MME Schema in support of the Foreign PLMN GUTI feature:
 • emmdisc-foreignplmnreject
 This statistic increments when an Attach or TAU request containing a foreign GUTI is rejected due torestrictions set in the Foreign PLMN GUTI Management Database.
 System Schema
 The following statistic is also included in the System Schema in support of the Foreign PLMN GUTI feature:
 • disc-reason-534: mme-foreign-plmn-guti-rejected(534)
 This statistic increments when a session is disconnected due to the restrictions set in the Foreign PLMNGUTIManagement Database.
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C H A P T E R 22GTP-C Load and Overload Control on MME
 • Feature Description, page 241
 • How it Works, page 243
 • Configuring GTP-C Load and Overload Control on MME, page 243
 • Monitoring and Troubleshooting the GTP-C Load and Overload Control Feature, page 246
 Feature DescriptionOverload of packet core network nodes in the network results in service de-gradation. Overload conditionscan occur in various network scenarios. Overload issue can be addressed through improved load distributionover the network.
 GTP-C load and overload control feature addsMME support for GTP-C load and overload control mechanismon S11 interface. GTP-C load and overload control is a standard driven (3GPP TS 29.807 V12.0.0 and 3GPPTS 29.274 V d30) feature. For standards compliance information see the Standards Compliance section inthis feature chapter.
 This feature is license controlled. The "EPC Support for GTP Overload Control" license is required forsuccessfully configuring and enabling this feature. Please consult your Cisco Account Representative forinformation about the specific license.
 Important
 GTP-C Overload Issues and Resultant effects
 A GTP-C overload occurs when the number of incoming requests exceeds the maximum request throughputsupported by the receiving GTP-C entity. The GTP-C is carried over UDP transport, and it relies on there-transmissions of unacknowledged requests.When a GTP-C entity experiences overload (or severe overload)the number of unacknowledged GTP-C messages increase exponentially and this leads to a node congestionor even node collapse. An overload or failure of a node further leads to an increase of the load on the othernodes in the network and in some cases into a network issue.
 Listed below are some examples of GTP-C signaling based scenarios which lead to GTP-C overload:
 • A traffic flood resulting from the failure of a network element, inducing a signaling spike.
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• A traffic flood resulting from a large number of users performing TAU/RAU or from frequent transitionsbetween idle and connected mode.
 • An exceptional event locally generating a traffic spike for example a large amount of calls (and dedicatedbearers) being setup almost simultaneously.
 • Frequent RAT re-selection due to scattered Non-3GPP (for example, Wi-Fi) coverage or a massivemobility between a 3GPP and Non-3GPP coverage. This may potentially cause frequent or massiveinter-system change activities.
 GTP-C overload may result in any of the following service impacts:
 • Loss of PDN connectivity (IMS, Internet and so on) and associated services.
 • Loss of ability to setup and release radio and core network bearers necessary to support services, forexample GBR bearers for VoLTE.
 • Loss of ability to report to the PGW/PCRF user's information changes, for example location informationfor emergency services and lawful intercept, changes in RAT or QoS.
 • Billing errors which result in loss of revenue.
 OverviewGTP-C load control and overload control are complimentary concepts which can be supported and activatedindependently on the network. This feature uses the existing EGTPC infrastructure to gather and distributeload and overload control information across session managers. In broad terms GTP-C load control can bedescribed as a preventive action and GTP-C overload control can be described as a corrective action. A GTP-Centity is termed as overloaded when it operates over and above its signaling capacity resulting in a diminishedperformance (including impacts to handling of incoming and outgoing traffic).
 The advantages of enabling GTP-C load control are listed below:
 • Load control allows better balancing of the session load; this prevents an GTP-C overload scenario.
 • Load control enables a GTP-C entity (for example SGW or PGW) to send its load information to aGTP-C peer (for example a MME or SGSN, ePDG, TWAN) to adaptively balance the session loadacross entities supporting the same function (for example SGW cluster) according to their effective load.The load information reflects the operating status of the resources of the GTP-C entity.
 • Load control does not trigger overload mitigation actions even if the GTP-C entity reports a high load.
 The advantages of enabling GTP-C overload control are listed below:
 • Overload control prevents a GTP-C entity from becoming or being overloaded to gracefully reduce itsincoming signaling load by instructing its GTP-C peers to reduce sending traffic according to its availablesignaling capacity to successfully process the traffic.
 • Overload control aims at shedding the incoming traffic as close to the traffic source as possible whenan overload has occurred.
 Operational Benefits of GTP-C Load and Overload Control Support on MME:
 • Improved load distribution on SGWand PGW this in turn reduces the occurrence of PGW/SGWoverload.
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• TheMME pro-actively advertises its overload information so that the peer nodes SGW/PGW can reducethe traffic.
 • The MME can reduce the traffic towards the peer SGW/PGW if they are overloaded.
 Relationships to Other FeaturesThis feature utilizes the existing EGTPC infrastructure to gather and distribute load and overload controlinformation across session managers.
 How it WorksThis section describes the detailed working mechanism of this feature.
 Limitations• APN level load and overload control is not supported
 Standards ComplianceThe GTP-C load and overload control feature complies with the following standards:
 • 3GPP TS 29.807,version 12.0.0
 • 3GPP TS 29.274, version 13.3.0 and beyond
 Configuring GTP-C Load and Overload Control on MMEThe following configuration procedures are used to configure the GTP-C load and overload control feature.
 Configuring GTP-C Load or Overload Control ProfileThe associate command associates or disassociates supportive services and policies with an MME service.New keywords gtpc-load-control-profile and gtpc-overload-control-profile are introduced in the associatecommand to configure the GTP-C load control profile and GTP-C overload control profile.
 configurecontext context_namemme-service service_nameassociate { { egtp-service egtp_svc_name | egtp-sv-service egtp_sv_svc_name |
 foreign-plmn-guti-mgmt-db db_name | gtpc-load-control-profile profile_name |gtpc-overload-control-profile profile_name | henbgw-mgmt-db db_name | hss-peer-service hss_svc_name| ipne-service ipne_svc_name | location-service location_svc_name | lte-emergency-profile profile_name| network-global-mme-id-mgmt-db | s102-service s102_svc_name [ context context_name ] | sbc-servicesbc_svc_name | sctp-param-template template_name | sgs-service sgs_svc_name | sgtpc-service
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sgtpc_svc_name } [ context ctx_name ] | subscriber-map map_name | tai-mgmt-db database_name }no associate { egtp-service | egtp-sv-service | foreign-plmn-guti-mgmt-db |
 gtpc-load-control-profile | gtpc-overload-control-profile| henbgw-mgmt-db | hss-peer-service |ipne-service | location-service | lte-emergency-profile | network-global-mme-id-mgmt-db | s102-service| sctp-param-template | sgs-service | sgtpc-service | subscriber-map | tai-mgmt-db }Notes:
 • The keyword gtpc-load-control-profile is used to configure GTP-C Load Control Profile for this MMEservice.
 • The keyword gtpc-overload-control-profile is used to configure GTP-C Overload Control Profile forthis MME service.
 • The profile_name is a string of size 1 up to 64.
 • These CLI commands are not enabled by default.
 Configuring Usage of GTP-C Load Information in SGW/PGW SelectionThe gw-selection command configures the parameters controlling the gateway selection process. A newkeyword gtp-weight is introduced as a part of this feature which is the weight value calculated from the LoadControl Information received from the GTP peers.
 configurecall-control-profile profile_name[remove] gw-selection {co-location [weight [prefer{ sgw | pgw }]]| gtp-weight | pgw weight | sgw
 weight | topology [ weight [ prefer { sgw | pgw } ] ] }exit
 Notes:
 • The option enables the MME selection of SGW and PGW based on the advertised load controlinformation.
 • This configuration can be applied selectively to subscribers.
 • This CLI is not enabled by default.
 Configuring MME Manager and IMSI Manager CPU Utilization to CalculateOverload Factor
 This new command allows the user to configure the inclusion of CPU utilization of Session Manager, DemuxManager, IMSI Manager and MME Manager under GTP-C overload control profile for overload factorcalculation.
 configuregtpc-overload-control-profileprofile_namecpu-utilization {sessmgr-card | demuxmgr-card | imsimgr | mmemgr}no cpu-utilizationdefault cpu-utilizationexit
 Notes:
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• The default behavior for the above CLI is to include the average CPU utilization of Sessmgr cards andDemuxmgr card in the overload factor calculation.
 • The no keyword disables the configuration of CPU utilization of Sessmgr/Demuxmgr/IMSImgr/MMEmgrunder GTP-C overload control profile for overload factor calculation.
 • The keyword sessmgr-card configures the inclusion of average cpu-utilization of SessMgr cards foroverload factor calculation.
 • The keyword demuxmgr-card configures the inclusion of average cpu-utilization of Demux Managercard for overload factor calculation.
 • The keyword imsimgr configures the inclusion of cpu-utilization of IMSIMgr(s) proclet for overloadfactor calculation.
 • The keywordmmemgr configures the inclusion of cpu-utilization of MMEMgr(s) proclet for overloadfactor calculation.
 Sample Configurationconfigurecall-control-profile profile_namegw-selection topology weight prefer pgwgw-selection gtp-weight
 exitoperator-policy namepolicy_nameassociate call-control-profile profile_name
 exitlte-policysubscriber-mapmap_nameprecedence xmatch-criteria all operator-policy-name policy_name
 exitexitcontext ingressmme-serviceservice_namebind s1-mme ipv4-address x.x.x.xs1-mme sctp portxxmme-id group-idxxxxxmme-codexplmn-id mcc xxxmnc xxxassociate egtp-service egtp_mme context ingressassociate mme-hss-service mme_hss contexthssassociate subscriber-mapmap_nameassociate gtpc-load-control-profileprofile_nameassociate gtpc-overload-control-profile profile_name
 exitexitend
 Verifying the ConfigurationThe configuration of this feature can be verified using the following show commands.
 Execute the show configuration command to verify the configuration, the part of the output related CallControl Profile displays the following parameters based on the configuration:
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• gw-selection: gtp-weight
 The parameter gtp-weight identifies GTP-C load based SGW or PGW selection.
 Execute the show configuration command to verify the configuration, the part of the output related to MMEService Configuration displays the following parameters based on the configuration:
 • associate gtpc-load-control-profile profile_name
 • associate gtpc-overload-control-profile profile_name
 Execute the show configuration command to verify the configuration, the part of the output related to GTP-Coverload control profile Configuration displays the following parameters based on the configuration:
 • cpu-utilization: sessmgr-card demuxmgr-card imsimgr mmemgr
 The cpu-utilization is used to configure the inclusion of CPU utilization of SessionManager, DemuxManager,IMSI Manager and MME Manager under GTP-C overload control profile for overload factor calculation.
 Monitoring and Troubleshooting the GTP-C Load and OverloadControl Feature
 This section provides information regarding show commands and bulk statistics for this feature.
 TroubleshootingListed below are the troubleshooting steps for any issues encountered during configuration or functioning ofthe GTP-C Load and Overload control feature:
 All configuration parameters newly addedwill be recovered during SessionManager re-starts. The LCI/OCIinformation of SGW/PGW peer nodes are recovered during Session Manager restarts.
 Important
 Step 1:
 If the CLI commands required to enable the feature are not visible, ensure that the GTP-C Load and Overloadfeature control license is present and enabled.
 Step 2:
 If MME selection of SGW and PGW based on load control information is not working, verify the following:
 • Ensure that the load control profile is associated with the MME service, for more information see thesection on “Configuring GTP-C Load or Overload Control Profile” in this feature chapter.
 • Ensure that the overload control profile is associated with the MME service, for more information seethe section on “Configuring GTP-C Load or Overload Control Profile” in this feature chapter.
 • Verify if the load and overload feature is associated and feature is enabled, execute the show commandsshow mme-service all and show egtp-service name service_name.
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• Verify if the MME has started learning the LCI/OCI information from peer nodes using following showcommands:
 show egtpc peersshow egtpc peers sessmgrsshow egtpc peers address x.x.x.xshow egtpc statistics sgw-address x.x.x.xshow egtpc statistics remote-peer-address x.x.x.xshow subscribers summary mme-service service-name sgw-address x.x.x.xshow subscribers summary mme-service service-name pgw-address x.x.x.xshow egtpc statistics egtp-service service-name
 • Ensure the configuration to consider LCI/OCI information in node selection is enabled. For moreinformation see the section “Configuration to use GTPC load information in SGW/PGW selection” inthis feature chapter. Execute the show command show call-control-profile full all to verify the same.
 • For the GTP dynamic weight (that is, LCI/OCI) to work in case of DNS based node selection, followingDNS weight based configuration should be present in the call control profile.
 • In case of SGW selection:
 configurecall-control-profile profile_name
 gw-selection sgw weightend
 Please refer to the section " DNS SGW selection with Load Control Information" in this featurechapter.
 • In case of PGW selection:
 configurecall-control-profile profile_name
 gw-selection pgw weightend
 Please refer to the section " DNS PGW selection with Load Control Information" in this featurechapter.
 • During Topology based selection:configure
 call-control-profile profile_namegw-selection topology [ weight [ prefer { pgw|sgw } ] ]end
 Please refer to the section "Topology" in this feature chapter.
 •When Co-location is enabled:
 configurecall-control-profile profile_name
 gw-selection co-location [ weight [ prefer { pgw|sgw } ] ]end
 Please refer to the section "Co-location" in this feature chapter.
 Step 3:
 If the MME Selection of SGW using DNS does not result in expected session distribution on the SGW.
 • Ensure that Steps 1 and 2 are working as explained earlier in this section.
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• Collect the data for following show commands at regular intervals of time to observe if the distributionis happening or not:
 show egtpc peersshow egtpc peers sessmgrsshow egtpc peers address x.x.x.xshow egtpc statistics sgw-address x.x.x.xshow egtpc statistics remote-peer-address x.x.x.xshow subscribers summary mme-service service-name sgw-address x.x.x.x
 Step 4:
 If the MME Selection of PGW using DNS does not result in expected session distribution on the SGW.
 • Ensure that Steps 1 and 2 are working as explained earlier in this section.
 • Collect the data for following show commands at regular intervals of time to observe if the distributionis happening or not:
 show egtpc peersshow egtpc peers sessmgrsshow egtpc peers address x.x.x.xshow egtpc statistics remote-peer-address x.x.x.xshow subscribers summary mme-service service-name pgw-address x.x.x.xshow egtpc statistics egtp-service service-name
 Step 5:
 If MME Selection of SGW and PGW using topology is not resulting in expected session distribution onSGW/PGW.
 • Ensure that Steps 1 and 2 are working as explained earlier in this section.
 • Collect the data for following show commands at regular intervals of time to observe if the distributionis happening or not:
 show egtpc peers sessmgrsshow egtpc peers address x.x.x.xshow egtpc statistics sgw-address x.x.x.xshow egtpc statistics remote-peer-address x.x.x.xshow subscribers summary mme-service service-name sgw-address x.x.x.xshow subscribers summary mme-service service-name pgw-address x.x.x.xshow egtpc statistics egtp-service service-name
 Step 6:
 If the MME is not reporting overload control information, follow the steps described below:
 • Ensure that Step 1 is working as explained earlier in this section.
 • Ensure that the overload control profile is associated with the MME Service. For more information seethe section “Configuring GTP-C Load or Overload Control Profile” in this feature chapter.
 • Execute the following show commands to verify if the feature is enabled:
 ◦show mme-service all
 ◦show egtp-service name egtp_mme
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• Verify the parameters configured through the commands inclusion-frequency, message- prioritization,overload-control-handling, overload-control-publishing, self-protection-behavior, tolerance,throttling-behavior, validity-period and weightage under the GTPC Overload Profile ConfigurationMode. Execute the following show command to verify the same:
 show gtpc-overload-control-profile profile_name
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C H A P T E R 23GUTI Re-allocation
 • Feature Description, page 251
 • How It Works, page 251
 • Configuring GUTI Re-allocation, page 253
 • Monitoring and Troubleshooting GUTI Re-allocation, page 254
 Feature Description
 OverviewThe Globally Unique Temporary Identity (GUTI) is assigned to the UE by the MME the GUTI is used tosupport subscriber identity confidentiality. The GUTI has two parts, the Globally UniqueMobilityManagementEntity Identifier (GUMMEI), which identifies the network, and the M-TMSI, which identifies the device.This feature enables GUTI Re-allocation for an UE based on time and frequency of access attempts per UE.
 How It WorksThe MME currently performs GUTI allocation during UE attaches. The GUTI once allocated is retained untilthe DB associated with the UE is purged. This feature introducesMME support to performGUTI Reallocationfor securing the TMSI allocated to UE. GUTI Reallocation is triggered based on configured frequency ofaccess attempts or periodicity.
 A configured frequency of "n" requests triggers GUTI Reallocation for every "nth" ATTACH / TAU / SERVICEREQUEST received from the UE. Here 'n' is the sum of the received ATTACH / TAU/ SERVICE Request.A configured periodicity of "t" minutes triggers GUTI Reallocation at every "t" minutes for a UE.
 The frequency-based GUTI reallocation is independent of the configured periodicity. However,periodicity-based GUTI reallocation attempts are relative to the last attempted UE GUTI Reallocation time.The last attempted GUTI Reallocation time for a UE is updated whenever a GUTI Reallocation for a UE isattempted irrespective of the trigger (frequency/periodicity).
 The MME initiates GUTI Reallocation only if the NAS signaling connection with the UE is present. If theNAS signaling connection is not present the UE shall not be paged. If the NAS signaling connection with the
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UE is absent, GUTI reallocation is performed whenever the NAS signaling connection with the UE isestablished.
 GUTI Reallocation is not triggered when UE is always in connected mode as, GUTI Reallocation basedon periodicity is performed only when the either Attach, periodic TAU, Service request is received byMME and the configured periodicity time has been reached. For a UE that is always in connected modeneither of these events occur. The session are not disturbed during GUTI Reallocation, idle-active transitionsare a frequent occurrence in the network, therefore GUTI Reallocation should happen for most UE's atthe configured periodicity/frequency during service request procedure.
 Note
 The Reallocated GUTI is sent in the NAS Attach Accept, NAS TAU Accept and NAS GUTI RelocationCommand messages.
 LimitationsThe MME does not perform GUTI Reallocation if the subscriber is marked for offload or if the subscriber isexecuting an outbound handover procedure.
 The GUTI reallocation retries for UE's which do not adhere to specifications is limited by the MME. MMEdetaches such UEs after "10" consecutive failure attempts of GUTI Reallocation. This behavior and numberof consecutive failures to trigger detach is not configurable.
 The frequency and periodicity configured to trigger authentication/GUTI reallocation requires the newsession setup message (NAS Attach/TAU) to be processed by the Session Manager instance which has thecorresponding MME DB for the subscriber. If the MME DB is not available the frequency and periodicitytriggers will not work. For example, if the mobile identifier in the NAS Attach/TAU message is a foreignGUTI and additional GUTI is not present, the MME does not trigger authentication/GUTI reallocation forthe subscriber based on frequency/periodicity.
 Reallocated GUTI is not sent in TAU accept for TAUwith type TAUpdate. In this scenario, once the frequencycriteria for TAU is met, GUTI reallocation is performed on receiving the next periodic TAU or Service request.This to prevent the case where, TAU complete for an TAU accept with Reallocated GUTI is not received byMME. Wherein upon receiving a paging trigger, MME needs to page the UE in both the TAI lists (before andafter TAU) with both the GUTI (previous and reallocated). In the case of SGSN , paging message is sent tothe RNCwith acknowledged PTMSI and unacknowledged (reallocated) PTMSI. However paging is sent onlyfor the current RAI. Similarly in the case of MME, MME has to send paging message to the eNodeB's withacknowledged GUTI and unacknowledged GUTI (reallocated). But paging needs to be sent in both currentTAI list and previous TAI list.
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FlowsThe following diagram illustrates the messages exchanged during network-initiated GUTI re-allocation:
 Figure 14: GUTI Re-allocation
 1 The MME sends GUTI REALLOCATION COMMAND message to the UE. The time duration for theT3450 timer starts. This timer starts when the MME initiates a Globally Unique Temporary Identifier(GUTI) reallocation procedure by sending a GUTI REALLOCATION COMMAND message to the UEand stops upon receipt of the GUTI REALLOCATION COMPLETE message.
 2 The UE sends a GUTI REALLOCATION COMPLETE message to the MME on completion of the GUTIRe-allocation procedure. The T3450 timer stops once the MME receives the GUTI REALLOCATIONCOMPLETE message.
 Configuring GUTI Re-allocationThe following configuration command is used to configure the periodicity (time interval) / frequency of GUTIReallocation for a UE:
 configcall-control-profile <profile_name>
 [ remove ] guti reallocation [ frequency <frequency> | periodicity <duration> ]end
 Notes:
 • The keyword guti identifies the Globally Unique Temporary UE Identity (GUTI).
 • The keyword reallocation specifies reallocation of GUTI.
 • The frequency configured specifies the GUTI reallocation frequency. The frequency is an integer witha range "1" up to "65535" requests.
 • The periodicity configured specifies GUTI reallocation periodicity. The periodicity is an integer witha range "1" up to "65535" minutes.
 • GUTI reallocation is disabled by default. The remove keyword is used to remove the configured GUTIreallocation frequency and periodicity specified in the call control profile configuration.
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Monitoring and Troubleshooting GUTI Re-allocationThis section provides information regarding show commands and/or their outputs in support of the GUTIreallocation feature in MME.
 GUTI Re-allocation Show Command(s) and/or Outputs
 show call-control-profile full allThe following new fields are added to the show output to display the configured GUTI Reallocation parameters:
 • GUTI Reallocation
 • GUTI Reallocation Frequency
 • GUTI Reallocation Periodicity
 show session disconnect-reasons verboseThe following new disconnect reason is added for GUTI Reallocation:
 • mme-guti_realloc_failed-detach
 show mme-service statisticsThe following new fields are added to the show output to display the configured GUTI Reallocation parameters:
 • GUTI Reallocation
 • Attempted
 • Failures
 • Success
 • GUTI Reallocation
 • Attach Accept
 • Retransmission
 • TAU Accept
 • Retransmission
 • GUTI Reallocation cmd
 • Retransmission
 Below is an example displaying the EMM Statistics listed above:EMM Statistics:. . .
 GUTI Reallocation:
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Attempted : 176807Success : 176691Failures : 116
 Below is an example displaying the Total EMM Control Messages listed above:Total EMM Control Messages::. . .
 GUTI Reallocation:Attach Accept: 180094 Retransmissions: 0TAU Accept: 892098 Retransmissions: 0GUTI Reallocation Cmd: 389986 Retransmissions: 0
 show mme-service db record allThe following new field is added to the show output to display the configured GUTI Reallocation parameters:
 • REALLOCATED GUTI
 show mme-service db record imsiThe following new fields are added to the show output to display the configured GUTI Reallocation parameters:
 • REALLOCATED GUTI
 • PLMN
 • MME Group ID
 • MME Code
 • M-TMSI
 • GUTI Allocated time
 Below is an example displaying the statistics listed above:show mme-service db record imsi 123456710100158Friday September 18 09:25:19 EDT 2015DB RECORD=========Sessmgr Instance : 1Imsimgr Instance : 1MME Service :mmesvcLookup Keys-----------IMSI : 123456710100158Service-id : 7GUTIPLMN : 123456MME Group ID : 32777MME Code : 2M-TMSI : 3221491713
 REALLOCATED GUTIPLMN : 123456MME Group ID : 32777MME Code : 2M-TMSI :
 3221491713Call-ID : 00004e62GUTI Allocated time : Fri Sep 18 08:29:162015
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GUTI Re-allocation Bulk StatisticsThe following bulk statistics are included in the MME Schema in support of this feature:
 The following bulk statistics are included in the MME Schema in support of this feature:
 • emm-msgtx-guti-reallocation
 • emm-msgtx-guti-reallocation-retx
 • emm-msgtx-guti-realloc-attach-accept
 • emm-msgtx-guti-realloc-attach-accept-retx
 • emm-msgtx-guti-realloc-tau-accept
 • emm-msgtx-guti-realloc-tau-accept-retx
 • guti-reallocation-attempted
 • guti-reallocation-success
 • guti-reallocation-failure
 For descriptions of these variables, see "MME Schema Statistics" in the Statistics and Counters Reference.
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C H A P T E R 24Heuristic and Intelligent Paging
 This chapter describes the advanced paging features of the MME.
 • Feature Description, page 257
 • How It Works, page 258
 • Configuring MME Paging Features, page 259
 • Monitoring and Troubleshooting the MME Paging Features, page 261
 Feature DescriptionA valid license key is required to enable heuristic and intelligent paging. Contact your Cisco Account orSupport representative for information on how to obtain a license.
 The MME supports two levels of paging optimization to minimize the paging load in the E-UTRAN accessnetwork:
 • Heuristic PagingPaging is a shared resource with a finite capacity in the radio access network. When a request for an idlemode access terminal is received by the S-GW, the MME floods the paging notification message to alleNodeBs in the Tracking Area List (TAI). A network has several million customers and hundreds ofeNodeBs in the TAI. If each subscriber receives a page during peak network traffic hour, more than amillion number of paging messages are generated per second. In order to prevent this scenario, Heuristicsor Idle-mode paging is introduced. This optimized paging feature reduces network operations costthrough more efficient utilization of paging resources and reduced paging load in the E-UTRAN accessnetwork. In heuristics paging the MME keeps track of the eNodeB to which the UE most commonlyattaches or was previously connected to and only pages those eNodeBs before paging the TA or TA(Tracking Area) list, thus reducing the signaling otherwise associated with continuous paging.
 • Intelligent PagingIntelligent Paging further optimizes heuristic paging to allow operators to specify different paging profilesfor different streams of traffic (CS or PS traffic types). Each paging profile provides the flexibility tocontrol the pace, volume and type of paging requests sent to eNBs.
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How It Works
 Heuristic PagingEach MME maintains a list of "n" last heard from eNodeBs for the UE. The intent is to keep track of theeNodeBs that the AT commonly attaches to such as the cells located near a person's residence and place ofwork. During the average day, the typical worker spends the most time attaching to one of these two locations.
 Using Heuristic Paging, the MME attempts to page the user in stages as described in the "Heuristic PagingBehavior" section that follows.
 Default (Non-Heuristic) Paging Behavior
 The MME pages all eNodeBs in all TAIs present in the TAI list assigned to the UE.
 The number of paging retries attempted for Packet Switch (PS) calls is dictated by themax-paging-attemptscommand under themme-service configuration. If no configuration exists then by default 3 retries are attempted.
 The timeout duration for each retry is dictated by the t3413-timeout keyword in the emm command underthe mme-service configuration mode . If the keyword is not configured, the default value of 6 seconds is used.
 For Circuit Switch (CS) calls, the MME sends only one paging attempt, regardless of the configuration of themax-paging-attempts command.
 Heuristics Paging Behavior
 If heuristics paging is enabled for the mme-service the following heuristics paging behavior is observed:
 1 Page the last eNodeB from which the UE contacted the MME in the last TAI from which the UE contactedthe MME.
 2 Page all eNodeBs in the last TAI from which the UE contacted the MME.3 Page all eNodeBs in all TAIs present in the TAI list assigned to the UE.
 When heuristic paging is enabled, the MME tracks the last TAI from which the UE contacted the MME andthe last eNodeB from which the UE contacted the MME. Heuristic paging is disabled by default.
 When Heuristic Paging is enabled, it applies only to messages sent to all eNodeBs in all TAIs present in theTAI list. Paging to the last known eNodeB and paging the TAI from which the UE was last heard is attemptedonly once. As a result, whenmax-paging-attempts is set to 3, a maximum of 5 paging retries are attemptedwith Heuristic Paging enabled
 For paging requests for circuit switch (CS) calls, the MME does not follow this staged paging behavior.Instead, it follows the standards-defined paging mechanism of paging all eNodeBs in all TAIs present inthe TAI list assigned to the UE (all-enb-all-tai). Only one attempt is made with no retries.
 Important
 Intelligent PagingWith Intelligent Paging, the MME can be configured with paging profiles which define different stages ofpaging (paging maps). These controls determine whether the MME sends a paging-request to either the last
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TAI or all TAIs. In addition, these controls determine whether the MME sends the paging request to just oneeNodeB, a specific number of eNodeBs, or to all eNBs. This enables the MME to control the span and reachof each paging request.
 Two modules, configurable under the LTE Policy configuration mode, are introduced to support intelligentpaging:
 • Paging-profile -- This module allows operator to configure different stages of paging in the order ofdesired execution with parameters that control the pace, volume and behavior of a given paging stage.
 • Paging-map -- This module allows operator to apply different 'paging-profiles' to different traffic types.WhenMME service is associated with an instance of this module, MME checks this map object to figurethe type of paging-profile to adopt for a given paging trigger.
 If the MME is associated with a paging-map object that either does not exist or does not have an entrymatching the paging-trigger, theMMEperforms paging as described inDefault Heuristics Paging Behavior.
 Important
 Configuring MME Paging Features
 Use of these Paging features require that a valid license key be installed. Contact your local Sales orSupport representative for information on how to obtain a license.
 Important
 Configuring Heuristic PagingThe example configuration in this section allows theMME to perform heuristic (optimized), idle-mode paging,reducing the number of messages carried over the E-UTRAN access network.
 The following configuration example enables heuristic (optimized) paging on the MME:
 configurecontext <mme_context_name>
 mme-service <mme_svc_name>heuristic-pagingend
 Configuring Intelligent PagingThe following sections provide configuration examples to enable intelligent paging on the MME:
 Step 1 Create and configure a paging-profile.Step 2 Create and configure a paging-map.Step 3 Enable heuristic paging and assign a paging-map to a specific mme-service.
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Creating and Configuring the Paging-ProfileA paging-profile enables operators to configure different stages of paging in the order of desired executionwith parameters that control the pace, volume and behavior of a given paging stage.
 The following configuration example creates two paging-profiles in the lte-policy configuration mode:
 configurelte-policy
 paging-profile <paging_profile_name1 > -noconfirmpaging-stage 1 match-criteria all action all-enb-all-tai t3413-timeout 5 max-paging-attempts
 4exit
 paging-profile <paging_profile_name2 > -noconfirmpaging-stage 1 match-criteria all action last-n-enb-last-tai max-n-enb 1 t3413-timeout 5
 max-paging-attempts 1paging-stage 2 match-criteria all action all-enb-last-tai t3413-timeout 5 max-paging-attempts
 1end
 Creating and Configuring the Paging-MapA paging-map enables operators to apply different paging-profiles to different traffic types. When an MMEservice is associated with an instance of this module, the MME checks this map object to figure the type ofpaging-profile to adopt for a given paging trigger.
 The following configuration example creates a paging-profile in the LTE Policy configuration mode:
 configurelte-policy
 paging-map <paging_map_name > -noconfirmprecedence 1 traffic-type { cs | ps } paging-profile paging_profile_name1end
 Beginning in Release 16.0, the paging-map configuration includes additional configuration options for selectinga paging-profile in order to control the pace, volume and behavior of a given paging state. Within a pagingmap, precedence can be defined for paging requests based on the following traffic types:
 • CS traffic (circuit-switched traffic for Mobile Terminated CSFB) types can be defined according tospecific subtypes of voice, sms, and other.
 • PS traffic (packet-switched traffic for all data and control messaging that involve packet services as wellas IMS Voice) types can be defined according to the QoS QCI value from the EPS Bearer ID (EBI) inthe Downlink Data Notification (DDN) received on S11 from the S-GW. The ARP priority based pagingcan be defined for PS traffic.
 • Signaling (UE-level signaling requests) traffic types can also be defined. This option can be furtherqualified with the Detach and LCS (Location Services) traffic subtype options.
 These options are shown in the following precendence command syntax:
 precedence precedence traffic-type { cs [ voice | sms | other ] | ps [ qci qci_value ] | signaling [ detach |lcs ] } paging-profile paging_profile_name
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From release 20.0 onwards the precedence command has been enhanced as follows:
 precedence priority traffic-type { cs [ voice | sms | other ] | ps [ arp arp_value | qci qci_value ] | signaling[ detach | idr | lcs | node-restoration ] } paging-profile paging_profile_nameRefer to the LTE Paging Map Configuration Commands chapter of the Command Line Interface Referencefor more information about this command.
 Enable Heuristic Paging with Paging-Map (Intelligent Paging)The following example enables heuristic-paging and associates a paging-map to the specified MME service.
 configurecontext <mme_context_name > -noconfirm
 mme-service <mme_svc_name > -noconfirmheuristic-paging paging-map paging_map_nameend
 Verifying the Paging ConfigurationThe following command displays the entire paging configuration for the MME service.
 show mme-service allThe output of the above command will be similar to the following:
 [local]asr5x00 show mme-service name mmesvc1Heuristic Paging : EnabledHeuristic Paging Map : pgmap1
 Monitoring and Troubleshooting the MME Paging FeaturesFor more information regarding bulk statistics and output fields and counters in this section, refer to theStatistics and Counters Reference.
 Paging Bulk StatisticsThe following bulk statistics are included in the MME Schema to track paging events:
 • ps-qci-1-paging-init-events-attempted
 • ps-qci-1-paging-init-events-success
 • ps-qci-1-paging-init-events-failures
 • ps-qci-1-paging-last-enb-success
 • ps-qci-1-paging-last-tai-success
 • ps-qci-1-paging-tai-list-success
 • ps-qci-2-paging-init-events-attempted
 • ps-qci-2-paging-init-events-success
 • ps-qci-2-paging-init-events-failures
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• ps-qci-2-paging-last-enb-success
 • ps-qci-2-paging-last-tai-success
 • ps-qci-2-paging-tai-list-success
 • ps-qci-3-paging-init-events-attempted
 • ps-qci-3-paging-init-events-success
 • ps-qci-3-paging-init-events-failures
 • ps-qci-3-paging-last-enb-success
 • ps-qci-3-paging-last-tai-success
 • ps-qci-3-paging-tai-list-success
 • ps-qci-4-paging-init-events-attempted
 • ps-qci-4-paging-init-events-success
 • ps-qci-4-paging-init-events-failures
 • ps-qci-4-paging-last-enb-success
 • ps-qci-4-paging-last-tai-success
 • ps-qci-4-paging-tai-list-success
 • ps-qci-5-paging-init-events-attempted
 • ps-qci-5-paging-init-events-success
 • ps-qci-5-paging-init-events-failures
 • ps-qci-5-paging-last-enb-success
 • ps-qci-5-paging-last-tai-success
 • ps-qci-5-paging-tai-list-success
 • ps-qci-6-paging-init-events-attempted
 • ps-qci-6-paging-init-events-success
 • ps-qci-6-paging-init-events-failures
 • ps-qci-6-paging-last-enb-success
 • ps-qci-6-paging-last-tai-success
 • ps-qci-6-paging-tai-list-success
 • ps-qci-7-paging-init-events-attempted
 • ps-qci-7-paging-init-events-success
 • ps-qci-7-paging-init-events-failures
 • ps-qci-7-paging-last-enb-success
 • ps-qci-7-paging-last-tai-success
 • ps-qci-7-paging-tai-list-success
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• ps-qci-8-paging-init-events-attempted
 • ps-qci-8-paging-init-events-success
 • ps-qci-8-paging-init-events-failures
 • ps-qci-8-paging-last-enb-success
 • ps-qci-8-paging-last-tai-success
 • ps-qci-8-paging-tai-list-success
 • ps-qci-9-paging-init-events-attempted
 • ps-qci-9-paging-init-events-success
 • ps-qci-9-paging-init-events-failures
 • ps-qci-9-paging-last-enb-success
 • ps-qci-9-paging-last-tai-success
 • ps-qci-9-paging-tai-list-success
 • cs-voice-paging-init-events-attempted
 • cs-voice-paging-init-events-success
 • cs-voice-paging-init-events-failures
 • cs-voice-paging-last-enb-success
 • cs-voice-paging-last-tai-success
 • cs-voice-paging-tai-list-success
 • cs-sms-paging-init-events-attempted
 • cs-sms-paging-init-events-success
 • cs-sms-paging-init-events-failures
 • cs-sms-paging-last-enb-success
 • cs-sms-paging-last-tai-success
 • cs-sms-paging-tai-list-success
 • cs-other-paging-init-events-attempted
 • cs-other-paging-init-events-success
 • cs-other-paging-init-events-failures
 • cs-other-paging-last-enb-success
 • cs-other-paging-last-tai-success
 • cs-other-paging-tai-list-success
 • signaling-detach-paging-init-events-attempted
 • signaling_detach-paging-init-events-success
 • signaling-detach-paging-init-events-failures
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• signaling-detach-paging-last-enb-success
 • signaling-detach-paging-last-tai-success
 • signaling-detach-paging-tai-list-success
 • signaling-lcs-paging-init-events-attempted
 • signaling_lcs-paging-init-events-success
 • signaling-lcs-paging-init-events-failures
 • signaling-lcs-paging-last-enb-success
 • signaling-lcs-paging-last-tai-success
 • signaling-lcs-paging-tai-list-success
 Release 15.0: The following bulk statistics are included in the MME Schema to track paging events. Notethat these bulk statistics have been replaced by the bulk statistics above.
 • ps-paging-init-events-attempted
 • ps-paging-init-events-success
 • ps-paging-init-events-failures
 • ps-paging-last-enb-success
 • ps-paging-last-tai-success
 • ps-paging-tai-list-success
 Release 20.0
 The following bulk statistics are included in the MME schema in for eMPS support :
 • s1ap-transdata-pagingpriocs
 • s1ap-transdata- pagingpriops
 • csfb-ue-prio-voice-total
 • csfb-ue-prio-voice-success
 • csfb-ue-prio-voice-failures
 • csfb-nw-prio-voice-total
 • csfb-nw-prio-voice-success
 • csfb-nw-prio-voice-failures
 • ps-arp-1-paging-init-events-attempted
 • ps-arp-1-paging-init-events-success
 • ps-arp-1-paging-init-events-failures
 • ps-arp-1-paging-last-enb-success
 • ps-arp-1-paging-last-tai-success
 • ps-arp-1-paging-tai-list-success
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• ps-arp-2-paging-init-events-attempted
 • ps-arp-2-paging-init-events-success
 • ps-arp-2-paging-init-events-failures
 • ps-arp-2-paging-last-enb-success
 • ps-arp-2-paging-last-tai-success
 • ps-arp-2-paging-tai-list-success
 • ps-arp-3-paging-init-events-attempted
 • ps-arp-3-paging-init-events-success
 • ps-arp-3-paging-init-events-failures
 • ps-arp-3-paging-last-enb-success
 • ps-arp-3-paging-last-tai-success
 • ps-arp-3-paging-tai-list-success
 • ps-arp-4-paging-init-events-attempted
 • ps-arp-4-paging-init-events-success
 • ps-arp-4-paging-init-events-failures
 • ps-arp-4-paging-last-enb-success
 • ps-arp-4-paging-last-tai-success
 • ps-arp-4-paging-tai-list-success
 • ps-arp-5-paging-init-events-attempted
 • ps-arp-5-paging-init-events-success
 • ps-arp-5-paging-init-events-failures
 • ps-arp-5-paging-last-enb-success
 • ps-arp-5-paging-last-tai-success
 • ps-arp-5-paging-tai-list-success
 • ps-arp-6-paging-init-events-attempted
 • ps-arp-6-paging-init-events-success
 • ps-arp-6-paging-init-events-failures
 • ps-arp-6-paging-last-enb-success
 • ps-arp-6-paging-last-tai-success
 • ps-arp-6-paging-tai-list-success
 • ps-arp-7-paging-init-events-attempted
 • ps-arp-7-paging-init-events-success
 • ps-arp-7-paging-init-events-failures
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• ps-arp-7-paging-last-enb-success
 • ps-arp-7-paging-last-tai-success
 • ps-arp-7-paging-tai-list-success
 • ps-arp-8-paging-init-events-attempted
 • ps-arp-8-paging-init-events-success
 • ps-arp-8-paging-init-events-failures
 • ps-arp-8-paging-last-enb-success
 • ps-arp-8-paging-last-tai-success
 • ps-arp-8-paging-tai-list-success
 • ps-arp-9-paging-init-events-attempted
 • ps-arp-9-paging-init-events-success
 • ps-arp-9-paging-init-events-failures
 • ps-arp-9-paging-last-enb-success
 • ps-arp-9-paging-last-tai-success
 • ps-arp-9-paging-tai-list-success
 • ps-arp-10-paging-init-events-attempted
 • ps-arp-10-paging-init-events-success
 • ps-arp-10-paging-init-events-failures
 • ps-arp-10-paging-last-enb-success
 • ps-arp-10-paging-last-tai-success
 • ps-arp-10-paging-tai-list-success
 • ps-arp-11-paging-init-events-attempted
 • ps-arp-11-paging-init-events-success
 • ps-arp-11-paging-init-events-failures
 • ps-arp-11-paging-last-enb-success
 • ps-arp-11-paging-last-tai-success
 • ps-arp-11-paging-tai-list-success
 • ps-arp-12-paging-init-events-attempted
 • ps-arp-12-paging-init-events-success
 • ps-arp-12-paging-init-events-failures
 • ps-arp-12-paging-last-enb-success
 • ps-arp-12-paging-last-tai-success
 • ps-arp-12-paging-tai-list-success
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• ps-arp-13-paging-init-events-attempted
 • ps-arp-13-paging-init-events-success
 • ps-arp-13-paging-init-events-failures
 • ps-arp-13-paging-last-enb-success
 • ps-arp-13-paging-last-tai-success
 • ps-arp-13-paging-tai-list-success
 • ps-arp-14-paging-init-events-attempted
 • ps-arp-14-paging-init-events-success
 • ps-arp-14-paging-init-events-failures
 • ps-arp-14-paging-last-enb-success
 • ps-arp-14-paging-last-tai-success
 • ps-arp-14-paging-tai-list-success
 • ps-arp-15-paging-init-events-attempted
 • ps-arp-15-paging-init-events-success
 • ps-arp-15-paging-init-events-failures
 • ps-arp-15-paging-last-enb-success
 • ps-arp-15-paging-last-tai-success
 • ps-arp-15-paging-tai-list-success
 Paging Show Command(s) and/or OutputsThis section provides information regarding show commands and/or their outputs in support of the MMEPaging features.
 Only those counters which relate to paging are shown.
 The following command displays a list of all paging-profiles in ordered by the paging-stage.
 show lte-policy paging-profile summaryThe following command shows information for the specified paging-profile.
 show lte-policy paging-profile name <name >[local]asr5x00 show lte-policy paging-profile name pg-aggressivePaging Profile : pg-aggressive
 Paging Stage 1 :Paging Action - Page all TAIs in all ENBs.Match Criteria - No conditions. Always apply this stage.T3414-Timeout - 5 secMax Paging Retries - 4
 The following command shows a list of all paging-maps configured.
 show lte-policy paging-map summaryThe following command shows information for the specified paging-map.
 show lte-policy paging-map name < name >[local]asr5x00 show lte-policy paging-map name pg-map2Paging Map : pg-map2
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Precedence 1 : Circuit-Switched (CS); Paging is performed as per paging-profilepg2
 Precedence 2 : Packet-Switched (PS); Paging is performed as per paging-profilepg4The following command shows the UE Tracking Information for the Last Reported 5 eNodeBs and LastReported 7 ECGIs for the specified IMSI.
 show mme-service db record imsi < imsi >The following command shows information about the Paging Initiation Events.
 show mme-service statisticsThe following groups of PS paging initiation event counters track individual events for each QCI level (1-7).The following sample shows only the fields for QCI-1. Additional groups of fields are provided for QCI-2through QCI-7.Paging Initiation for PS QCI-1 Events:
 Attempted: 0 Success: 0Failures: 0Success at Last n eNB: 0 Success at Last TAI: 0Success at TAI List: 0
 The following groups of CS traffic paging event counters events based on sub-traffic type: (CS Voice Events,CS SMS Events, and CS Other Events) .Paging Initiation for CS Voice Events:
 Attempted: 0 Success: 0Failures: 0Success at Last n eNB: 0 Success at Last TAI: 0Success at TAI List: 0
 Paging Initiation for CS SMS Events:Attempted: 0 Success: 0Failures: 0Success at Last n eNB: 0 Success at Last TAI: 0Success at TAI List: 0
 Paging Initiation for CS Other Events:Attempted: 0 Success: 0Failures: 0Success at Last n eNB: 0 Success at Last TAI: 0Success at TAI List: 0
 The following groups of Signaling event counters track individual Detach and LCS (Location Services) pagingevents.Paging Initiation for SIGNALING DETACH Events:
 Attempted: 0 Success: 0Failures: 0Success at Last n eNB: 0 Success at Last TAI: 0Success at TAI List: 0
 Paging Initiation for SIGNALING LCS Events:Attempted: 0 Success: 0Failures: 0Success at Last n eNB: 0 Success at Last TAI: 0Success at TAI List: 0
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C H A P T E R 25HSS-based P-CSCF Restoration
 The home subscriber server-based (HSS) Proxy Call Session Control Function (P-CSCF) Restoration is anoptional mechanism during a P-CSCF failure. It applies only when the UE is using 3GPP access technologies.
 This section describes MME support for HSS-Initiated P-CSCF Restoration.
 • Feature Description, page 269
 • How It Works, page 269
 • Configuring HSS-based P-CSCF Restoration, page 273
 • Monitoring and Troubleshooting the HSS-based P-CSCF Restoration, page 274
 Feature DescriptionP-CSCF Restoration aids in successful establishment of MTVoLTE calls when the serving P-CSCF has failedor unreachable.
 The HSS-based P-CSCF Restoration mechanism is executed when a terminating request cannot be serviceddue to a P-CSCF failure. The execution is possible if there are no other registration flows available for theterminating UE using an available P-CSCF.
 The HSS-based P-CSCF restoration consists of a basic mechanism that makes usage of a path through HSSand MME/SGSN to request the release of the IMS PDN connection to the corresponding UE and an optionalextension that avoids the IMS PDN deactivation and re-activation.
 The HSS-based P-CSCF Restoration complies with the following standard: 3gpp TS 23.380 section 5.4HSS-based P-CSCF Restoration
 The HSS-based P-CSCF Restoration feature is license controlled. Contact your Cisco Account or Supportrepresentative for information on how to obtain a license.
 How It WorksThe HSS-based P-CSCF restoration feature consists of restoring P-CSCF for the corresponding UE IMS PDNconnections in one of the following ways:
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• Basic mechanism -- This makes usage of a path through HSS and MME to request the release of theIMS PDN connection to the corresponding UE.
 • Optional extension -- This avoids the IMS PDN deactivation and re-activation. The HSS-based P-CSCFbasic mechanism is optionally extended by reusing part of the "Update bearer at P-CSCF failure"mechanism. This extension is based on the possibility for the P-GW to know whether or not the UEsupports the "P-CSCF address assignment through PCO." mechanism.
 ArchitectureMME provides the following support for HSS-based P-CSCF restoration:
 • Advertise support for P-CSCF Restoration on S6a interface towards HSS when configured.
 • P-CSCF restoration for IMS PDN's upon receiving s6a IDR message with P-CSCF restoration in IDRflags.
 • Identifying IMS PDN based on APN type specified.
 • Configuration to select P-CSCF restoration type - PDN Deactivation or PDN Modification.
 • Performs PDNDisconnect for IMS PDN deactivationwith cause code "reactivation requested" if P-CSCFRestoration type is set to PDN Deactivation.
 • "Modify bearer request on S11 interface towards SGW with PCRI indication if P-CSCF Restorationtype is set to PDN Modification.
 • Detaches UE with cause "reattach required" in case all the UE PDN's need to be deactivated as part ofP-CSCF restoration.
 • Pages the UE if IDR with P-CSCF restoration is received, while UE is in idle mode.
 • Implicitly detach or disconnect the IMS PDN if Paging UE fails and the P-CSCF restoration type is setto PDN deactivation.
 • Generate statistics for the number of IMS PDN's Deactivated & Modified for P-CSCF restoration.
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FlowsThis section provides the MME's call flows for HSS-based P-CSCF Restoration.
 Figure 15: Call flow for HSS-based P-CSCF Restoration
 On receiving the P-CSCF Restoration indication from the HSS, the MME/SGSN from the received IMSIidentifies the UE and finds the corresponding IMSAPN. The support of this feature by the serving SGW/PGWis determined based on the local configuration at the MME. If the optional extension is not supported by theSGW/PGW, the MME releases the identified PDN connection towards the UE by executing PDNdisconnection/detach procedure with NAS cause code "reactivation requested/ reattach required". Additionally,theMME/SGSN release the same PDN connection towards the SGW/PGWby sendingDelete Sessionmessage.
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As a result of the release of the IMS PDN connection, the UE activates the IMS PDN connection to select anavailable P-CSCF and to perform a new initial IMS registration.
 Figure 16: Call flow for HSS-based P-CSCF Restoration, continued...
 The HSS-based P-CSCF basic mechanism is optionally extended by reusing part of the "Update PDPcontext/bearer at P-CSCF failure" mechanism. This in order to avoid the need to deactivate and reactivate theIMS PDN connection. PCO-based optional extension is based on the possibility for the P-GW/GGSN to knowwhether or not the UE supports the "Update PDP context/bearer at P-CSCF failure" mechanism.
 The MME sends Modify Bearer to the P-GW for the associated PDN connection with a P-CSCF Restorationindication. The MME provides this indication to the P-GW through the S-GW. When Modify Bearer Requestis received by the S-GW with the P-CSCF Restoration indication, this message is forwarded to PGW. PGWsends Update Bearer Request to the MME along with a list of available P-CSCF addresses within PCO IE toupdate the destination UE.
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MME sends an Update EPS Bearer Context Request or Modify PDP Context Request to the UE, includingthe PCO with the list of available P-CSCF addresses otherwise, upon reception of Delete Bearer Request theMME sends Delete EPS Bearer Context Request to the UE with NAS cause code "reactivation requested".When the PDN connection is released, the UE re-activates the IMS PDN connection and selects an availableP-CSCF. If the UE has received Modify EPS Bearer Context Request, the UE as per PCO based P-CSCFRestoration procedures, selects an available P-CSCF from the list for IMS registration. The UE performs anew initial IMS registration.
 Configuring HSS-based P-CSCF Restoration
 Configuring P-CSCF Restoration and Restoration Method
 Setting Up P-CSCF RestorationThe pcscf-restoration is a newly added command to enable HSS-based P-CSCF Restoration.
 The following CLI configuration enables/disables support for HSS-initiated P-CSCF restoration in the CallControl Profile configuration mode.
 configurecall-control-profile profile_name
 [ remove ] pcscf-restorationend
 Notes:
 • The pcscf-restoration command in the above configuration enables HSS-based P-CSCF restoration.When enabled, MME supports P-CSCF Restoration on the S6a interface towards HSS for IMS PDN.
 • The remove prefix added to the command disables HSS-based P-CSCF Restoration in the MME.
 • By default, the above configuration is disabled.
 • To select the method for P-CSCF Restoration, use the pcscf-restoration keyword in apn-type imscommand under APN Profile configuration mode.
 Setting Restoration Method
 The apn-type ims command identifies APN as IMS APN, and indicate whether the PGW supports optionalextension or MME initiates PDN deactivation for HSS initiated P-CSCF restoration.
 The pcscf-restoration { pco-update | pdn-deactivate } keywords select the method for P-CSCF restoration.The P-CSCF restoration method is configured under the APN Profile configuration mode.
 configureapn-profile profile_name
 apn-type ims [ pcscf-restoration { pco-update | pdn-deactivate } ]end
 Notes:
 • The apn-type ims command for MME identifies the type of APN. If an IMSAPN is present, theModifyBearer Request will be delayed during Inbound SRNS relocation.
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• The pcscf-restoration keyword identifies P-CSCF restoration for IMS PDN. This keyword is functionalonly if the feature license is installed.
 • The pco-update keyword selects P-CSCF restorationmethod as PDNModification through PCO update.
 • The pdn-deactivate keyword selects P-CSCF restoration method as PDN Deactivation.
 • To enable HSS-based P-CSCF Restoration, use the pcscf-restoration command under the Call ControlProfile mode.
 If only "apn-type ims" is configured then default P-CSCF restoration method "pdn-deactivate" is enabled.Important
 Verifying the HSS-based P-CSCF Restoration ConfigurationVerify the configuration of HSS-based P-CSCF Restoration by entering the following commands:show call-control-profile full allThe command above outputs a display similar to the following:Call Control Profile Name = cp1SAMOG Web-Authorization Mutiple Device Support : NOSuper Charger : DisabledP-CSCF Restoration : EnabledSending Radio Access Technology (RAT) IE : EnabledThe P-CSCF Restoration field indicates if P-CSCF Restoration is enabled or disabled.
 show apn-profile full allThe command above generates a display similar to the following:APN Profile Name : ap1CI-QOS mapping table : Not ConfiguredAPN Type : IMSPCSCF Restoration Type : PCO UpdateDedicated bearersGBR : Not ConfiguredNon-GBR : Not ConfiguredThe P-CSCF Restoration Type parameter is displayed if the APN type is set to IMS. This parameter indicatesif the P-CSCF Restoration method is PCO Update or PDN Deactivate for the current APN profile.
 Monitoring and Troubleshooting the HSS-based P-CSCFRestoration
 The following sections describe commands available to monitor HSS-based P-CSCFRestoration on theMME.
 HSS-based P-CSCF Restoration Show Command(s) and/or OutputsThis section provides information regarding show commands and their outputs in support of HSS-basedP-CSCF Restoration
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show mme-service statisticsThe following fields are displayed on executing this command for this feature:Bearer Statistics:All Bearers: 0 Connected Bearers: 0Idle Bearers: 0HSS P-CSCF Restoration:PDN Deactivation: 0 PDN Modification: 3
 The PDN Deactivation counter indicates the number of IMS PDN deactivations attempted due to HSS-basedP-CSCF Restoration
 Troubleshooting HSS-based P-CSCF Restoration
 To troubleshoot the HSS-based P-CSCF Restoration feature, use the following instructions:
 • Ensure call control profile has PCSCF restoration configured.
 • Ensure APN profile has APN type configuration and APN profile is associated for the concerned APNNI.
 • Check if HSS supports PCSCF restoration and also if it has advertised its support in the S6a messages.
 • Ensure if all PGWs serving the APN supports PCSCF restoration through PCO update. If yes thenPCSCF restoration method PDN Modification (PCO-update) should be configured. Otherwise PCSCFrestoration method PDN deactivate should be configured by default.
 • Check the statistics using the following show commands:
 ◦show mme-service statistics esm-only: Displays the counters illustrated below:HSS P-CSCF Restoration:PDN Deactivation: 0 PDN Modification: 3
 ◦show session disconnect-reasons verbose: Displays the counter illustrated below:mme-pcscf-rest-detach(616) 0 0.00000
 ◦show mme-service statistics: Displays the counters illustrated below:Paging Initiation for SIGNALING DETACH Events:Attempted: 0 Success: 0Failures: 0Success at Last n eNB: 0 Success at Last TAI: 0Success at TAI List: 0
 Paging Initiation for SIGNALING Idr Events:Attempted: 0 Success: 0Failures: 0Success at Last n eNB 0 Success at Last TAI: 0Success at TAI List: 0HSS Initiated PDN Disconnections:Attempted: 2 Success: 2Failures: 0Disconnect Statistics:UE detached: 0 PGW detached: 0HSS detached: 1 MME detached: 0Implicit detach: 0 Local abort: 0Authentication failure: 0 Sub parameter failure: 0Foreign PLMN rejected: 0 APN not sup PLMN-RAT: 0Other reasons: 0
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HSS-based P-CSCF Restoration Bulk StatisticsThe following statistics are included in the MME Schema in support of the HSS-based P-CSCF Restoration:
 • pcscf-restoration-pdn-deactivations
 • pcscf-restoration-pdn-modifications
 For descriptions of these variables, seeMME Schema Statistics in the Statistics and Counters Reference.
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C H A P T E R 26Idle-mode Signaling Reduction
 Idle-mode Signaling Reduction (ISR) allows a UE to be registered on (and roam between) E-UTRAN andUTRAN/GERANnetworks while reducing the frequency of TAU and RAU procedures and overall signaling.
 • Feature Description, page 277
 • How it Works, page 278
 • Configuring ISR, page 280
 • Monitoring and Troubleshooting ISR, page 281
 Feature DescriptionIdle mode Signaling Reduction (ISR) allows the UE to be registered in UTRAN/GERAN at the same time itis registered in E-UTRAN. ISR requires functionality in both the UE and the network (i.e. in the SGSN,MME,S-GW and HSS) to activate ISR for a UE. The network can decide for ISR activation individually for eachUE.
 ISR allows the UE to roam between LTE& 2G/3Gwhile reducing the frequency of TAU and RAU procedurescaused by UEs reselecting between E-UTRAN and GERAN/UTRAN, when operated together. It not onlyreduces the signaling between UE and network, but also reduces the signaling between E-UTRAN &UTRAN/GERAN.
 When ISR is activated, the UE is registered with both the MME and S4 SGSN. Both the S4 SGSN and theMME have a control connection with the S-GW. The MME and S4 SGSN are both registered at the HSS.The UE stores MM parameters from S4 SGSN (e.g. P-TMSI and RA) and fromMME (e.g. GUTI and TA(s))and the UE stores sessionmanagement (bearer) contexts that are common for E-UTRAN andGERAN/UTRANaccesses. In an idle state the UE can reselect between E-UTRAN and GERAN/UTRAN (within the registeredRA and TAs) without any need to perform TAU or RAU procedures with the network. SGSN and MME storeeach other's address when ISR is activated.
 MME Administration Guide, StarOS Release 21.2 277

Page 314
                        

How it Works
 ISR ActivationISR does not entail any changes to the initial attach procedure at the MME or S4 SGSN. ISR is only activatedwhen the UE is registered with both the MME and S4 SGSN. This happens for the first time when the UEhas a previous state at either the MME or S4 SGSN and relocates to the other node. This is achieved viaTAU/RAU procedures or via inter-RAT procedures. Both the S4 SGSN and the MME then have a controlconnection with the Serving GW. The MME and S4 SGSN are both registered at the HSS.
 The UE stores Mobility Management (MM) parameters from the SGSN (P-TMSI and RA) and from MME(GUTI and TA(s)) and the UE stores session management (bearer) contexts that are common for E-UTRANandGERAN/UTRAN accesses. In the idle state, the UE can reselect between E-UTRAN andGERAN/UTRAN(within the registered RA and TAs) without any need to perform TAU or RAU procedures with the network.The SGSN and MME store each other's address when ISR is activated.
 Figure 17: ISR Activation During MME to SGSN Relocation
 Notes:
 • S3 Fwd relocation request/context response would indicate ISR support at MME via indication flag(ISRSI).
 • If the SGSN also supports ISR, it activates and indicates so using ISRAI flag to the S-GW in an S4modify bearer request message.
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• The SGSN uses Context Ack/Fwd Relocation Complete response to indicate to MME that ISR has beenactivated. This ensures that the MME does not delete UE context.
 • The MME also expects the HSS to not send a Cancel-Location-request to the MME.
 Figure 18: ISR Activation During SGSN to MME Relocation
 Notes:
 • S3 Fwd relocation request/context response indicates ISR support at SGSN via indication flag (ISRSI).
 • If the MME also supports ISR, it activates and indicates so using ISRAI flag to the S-GW in a S11Modify Bearer Request message.
 • The MME uses the Context Ack/Fwd Relocation Complete notification to indicate to the SGSN thatISR has been activated. This ensures that the SGSN does not delete the UE context.
 • The MME sends a t3423 timer and sends the appropriate EPS Update result IE to UE in a TAU accept.
 ISR DeactivationThe UE and the network run independent periodic update timers for GERAN/UTRAN and for E-UTRAN.When the MME or SGSN do not receive periodic updates, the MME and SGSN may decide independentlyfor implicit detach, which removes session management (bearer) contexts from the CN node performing theimplicit detach and it also removes the related control connection from the S-GW. Implicit detach by one CNnode (either SGSN or MME) deactivates ISR in the network. It is deactivated in the UE when the UE cannotperform periodic updates in time. When ISR is activated and a periodic updating timer expires, the UE starts
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a Deactivate ISR timer. When this timer expires and the UE was not able to perform the required updateprocedure, the UE deactivates ISR.
 All special situations that cause context in the UE, MME and SGSN to become asynchronous are handled byISR deactivation. The normal RAU/TAU procedures synchronize contexts in MME and SGSN and activateISR again when wanted by the network.
 ISR Behavior with Circuit Switched FallbackISR capability impacts some MME messaging when Circuit Switched Fallback (CSFB) is also implemented.
 •When receiving a Paging Request from the MSC/VLR, the MME must initiate paging in both theE-UTRAN and the UTRAN/GERAN domains (as a UE in idle mode may be in either cell coverage).
 •When the MSC/VLR initiates a Non-EPS Alert Procedure, the MMEmust inform the peer SGSN of therequest. If there is signaling activity in the UTRAN/GERAN domain, the SGSN can inform the MME(via the S3 interface) to allow the MME to indicate activity to the MSC/VLR.
 • IMSI-detach is allowed from the SGSN.
 Standards ComplianceThe ISR capability complies with the following standards for 3GPP LTE/EPS wireless networks:
 • 3GPP TS 23401-970
 • 3GPP TS 29274-940
 • 3GPP TS 23272-990
 • 3GPP TS 24301-950
 Configuring ISRThis feature requires that a valid license key be installed. Contact your Cisco Account or Support representativefor information on how to obtain a license.
 Use the following example to enable the ISR feature on the specified MME service
 configcontext <context_name>
 mme-service <mme_svc_name> -noconfirmisr-capabilityexit
 Verifying ISR ConfigurationUse either of the following commands to display information to verify if ISR is enabled.
 show mme-service allshow mme-service name <mme_svc_name>
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The output of this command displays the entire configuration for the MME service specified.
 [local]asr5x00 show mme-service name mmesvc1ISR Capability : Enabled
 Monitoring and Troubleshooting ISR
 ISR Bulk StatisticsThe following MME Schema bulk statistics have been introduced for the Idle-mode Signaling Reductionfeature:
 • isr-activated
 The following eGTP-C Schema bulk statistics have been introduced for the Idle-mode Signaling Reductionfeature:
 • mobility-sent-cspagingind
 • mobility-recv-cspagingind
 • mobility-sent-alertmmenotf
 • mobility-sent-retransalertmmenotf
 • mobility-recv-alertmmenotf
 • mobility-recv-retransalertmmenotf
 • mobility-sent-alertmmeack
 • mobility-sent-retransalertmmeack
 • mobility-recv-alertmmeack
 • mobility-recv-retransalertmmeack
 • mobility-sent-alertmmeackaccept
 • mobility-sent-alertmmeackdenied
 • mobility-recv-alertmmeackaccept
 • mobility-recv-alertmmeackdenied
 • mobility-sent-ueactivitynotf
 • mobility-sent-ueactivitynotf
 • mobility-sent-retransueactivitynotf
 • mobility-recv-ueactivitynotf
 • mobility-recv-retransueactivitynotf
 • mobility-sent-ueactivityack
 • mobility-sent-retransueactivityack
 • mobility-recv-ueactivityack
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• mobility-recv-retransueactivityack
 • mobility-sent-ueactivityackaccept
 • mobility-sent-ueactivityackdenied
 • mobility-recv-ueactivityackaccept
 • mobility-recv-ueactivityackdenied
 • mobility-sent-detachnotf
 • mobility-sent-retransdetachnotf
 • mobility-recv-detachnotf
 • mobility-recv-retransdetachnotf
 • mobility-sent-detachack
 • mobility-recv-detachack
 • mobility-sent-detachackaccept
 • mobility-sent-detachackdenied
 • mobility-recv-detachackaccept
 • mobility-recv-detachackdenied
 ISR Show Command(s) and/or OutputsThis section provides information regarding show commands and/or their outputs in support of ISR.
 Only those counters which relate to ISR are shown.
 show mme-service statistics
 Table 11: ISR Deactivation Statistics
 DescriptionField
 ISR Deactivation Statistics
 The total number of Idle mode Signaling Reduction (ISR) deactivations due to failurein the S3 interface.
 S3 path failure
 The total number of Idle mode Signaling Reduction (ISR) deactivations due to SGSNdetach notification.
 SGSN local detach
 The total number of Idle mode Signaling Reduction (ISR) deactivations due to S-GWrelocation of the session to an MME/SGSN which does not support ISR.
 SGW relocation
 The total number of Idle mode Signaling Reduction (ISR) deactivations due to CNNode relocation of the session to an MME/SGSN which does not support ISR.
 CN Node relocation
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DescriptionField
 The total number of Idle mode Signaling Reduction (ISR) deactivations due to anidle timeout (implicit detach) initiated by either the MME or Peer SGSN.
 Implicit detach
 The total number of Idle mode Signaling Reduction (ISR) deactivations due to anidle timeout (implicit detach) initiated by either the MME or Peer SGSN.
 Other detachprocedures
 The total number of Idle mode Signaling Reduction (ISR) deactivations due to areason not otherwise classified by one of the other ISR Deactivation Statisticscategories.
 Other reasons
 show mme-service session full
 Table 12: ISR Session Information
 DescriptionField
 Displays if the session is using Idle mode Signaling Reduction (ISR). Possibleconfigurations are Activated or Deactivated.
 ISR Status
 Displays the IP address of the SGSN which has a context for this UE in support ofIdle mode Signaling Reduction (ISR). A Peer SGSN address is only shown whenISR is activated for this session.
 Peer SGSN
 show mme-service session summary
 Table 13: ISR Session Summary
 DescriptionField
 The current total number of MME sessions which are activated for ISR.Total ISR-activatedsessions
 show egtpc sessionsTypically this command shows only one EGTP session (S11) per UE. When an ISR-activated UE is present,this command displays 2 EGTP sessions per UE.
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C H A P T E R 27IMSI Manager Overload Control
 • Feature Description, page 285
 • Monitoring and Troubleshooting IMSI Manager Overload Control, page 286
 Feature DescriptionThe IMSI Manager is the Demux process that selects the Session Manager instance based on the Demuxalgorithm logic to host a new session for 2G/3G/4G subscribers for SGSN/MME. The IMSIManager maintainsthe IMSI-SMGR mapping for SGSN (2G/3G) and MME (4G) subscribers. The mappings maintained for allregistered subscribers are synchronous with the Session Managers.
 When the incoming attach rate is high at the IMSIMGR in a short span of time, the CPU consumption is veryhigh and affects the normal processing activities of the IMSI Manager. At times this can lead to an IMSIManager crash. Overload control methods are devised through this feature enhancement to keep the IMSIManager CPU under control.
 This feature is enabled by default.Important
 IMSI Manager Overload Control
 IMSI Manager Overload control is implemented on both SGSN and MME call flows. Attach ratethrottling(network overload protection) is implemented in IMSIManager to cap the rate at which new requestsare accepted by SGSN and MME. This feature helps us process the incoming new subscriber requests (forexample ATTACH/ISRAU) at a configured rate, therefore the HLR and other nodes are not overloaded. TheSGSN and MME have separate pacing queues in the IMSI Manager to monitor the incoming rate of requestsand have a separate network overload configuration as well.
 For the SGSN, the following requests are paced using the pacing queues:
 • Initial ATTACH (with IMSI , L-PTMSI ,F-PTMSI)
 • Inter-SGSN RAU
 • Empty-CR requests
 In the MME, new connections are setup for the following events:
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• UE initiated initial Attach
 • All types of attach – IMSI, local GUTI, foreign GUTI, mapped GUTI, emergency and so on.
 • UE initiated Inter-CN node TAU request requiring context transfer from old MME/SGSN
 • TAU request with foreign GUTI or mapped GUTI
 • Peer SGSN/MME initiated forward relocation request via Gn/S10/S3
 With this feature enhancement when the incoming attach rate is high, the pacing queue becomes full and thefurther requests are either dropped or forwarded to Session Manager. The Session Manager in turn sends thereject response based on the configuration. When network overload protection action is set as "reject", theIMSI Manager has to forward overflowing requests from the pacing queue to Session Manager through amessenger call to send back error response. The IMSI Manager spends more time on messenger read andwrite. The IMSIManager CPU reaches high values when the incoming call rate is very high (both SGSN/MME)though the network overload protection is configured. To ensure that the IMSIManager CPU is under control,the IMSI Manager reduces certain messenger activities on reaching the default CPU threshold of 70%. Thisthreshold value is fixed and this feature is enabled by default. This value is currently non-configurable. TheIMSIManager drops the overflowing requests from the pacing queue when the CPU crosses 70%mark insteadof rejecting the request. Every IMSI Manager instance monitors its CPU usage independently and actions aretaken according to the CPU usage.
 Relationships to Other Features
 Attach throttling feature will have an impact due to this feature enhancement. Once the CPU reaches thethreshold of 70%, the messages will be dropped (irrespective of configured action).
 Monitoring and Troubleshooting IMSI Manager Overload ControlNew statistics are introduced as a part of feature which can be viewed in the Debug mode. The operator canuse these statistics to find the number of requests dropped due to overload.
 Show Command(s) and/or OutputsThis section provides information regarding show commands and/or their outputs:
 show demuxmgr statistics imsimgr allThese counters are available for both MME and SGSN separately.
 • Requests dropped due to pacing queue with High Imsimgr CPU
 Apart from the statistics listed above, SGSNNetwork Overload protection statistics which were only availablein the show gmm-sm statistics are now available as a part of show demuxmgr statistics imsimgr all. The showoutput is realigned for better readability. Debug logs are also provided to display the current CPU usage.
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C H A P T E R 28IMSI Manager Scaling on the MME
 Simply put, IMSIManager Scaling enables multiple IMSIManagers perMME. To facilitateMME operationson Cisco's higher capacity platforms, such as ASR 5500 and Cisco's Virtual Packet Core (VPC)- DistributedInstance (DI) platform, the MME enables scaling up the number of IMSI Managers supported on ASR 5500and VPC-DI platforms. Scaling the number of IMSI Managers means the MME's IMSI Manager is not abottleneck on enhanced platforms.
 • Feature Description, page 287
 • How It Works, page 288
 • Configuring IMSI Manager Scaling, page 289
 • Monitoring and Troubleshooting the IMSIMgr Scaling, page 291
 Feature Description
 OverviewThe IMSI Manager (IMSIMgr) is the de-multiplexing process that selects the Session Manager (SessMgr)instance to host a new session. The IMSIMgr selects the SessMgr instance based on a demux algorithm logicto host a new session by handling new calls requests from the MMEManager (MMEMgr), EGTPCMgr, andthe (e)SGTPCMgr (handles new MME handoffs). The new call requests or signaling procedures includeAttach, Inter-MMETAU, PS Handover, and SGs, all of which go through the IMSIMgr. The IMSIMgr processalso maintains the mapping of the UE identifier (e.g., IMSI/GUTI) to the SessMgr instance.
 With the addition of support for the expanded capacities of the VPC-DI and ASR5500 platforms, the MME'sIMSIMgr had become a bottleneck. With Release 18.0, the IMSI Manager Scaling feature increases thenumber of IMSIMgrs that can be made available on the MME - scaling from 1 to a maximum of 4 in releasesprior to 21.0 and a maximum of 8 from release 21.0 onwards. The number is configurable (see Configurationsection below).
 IMSIMgr Scaling is only available on the ASR 5500 and the VPC-DI platforms. The maximum numberof IMSIMgrs supported on ASR 5000 and SSI platforms remains at "1".
 Important
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Customers will notice the following when the configured number of IMSIMgrs setting is changed for morethan 1:
 • It is possible to initiate an audit request for a single, specific IMSIMgr instance.
 • Increased tolerance for configurable MME per service session limits. This can be visualized whenconfiguring commands such as bind in the MME Service configuration mode.
 • Increased tolerance for Attach rate control as theMMEAttach rate control will be independently enforcedby each IMSI Mgr instance.
 Relationships to Other FeaturesThe MME's use of the following features has been changed when multiple IMSIMgrs are configured:
 • Attach Rate Throttling
 • MME per service session limits
 • Monitor Subscriber 'next call'
 • Congestion Control
 • MME traps generated by IMSI Manager
 For details about the changes, refer to the How It Works section.
 How It WorksWorkings of IMSIMgr Scaling
 It is the MMEMgr/EGTPC Mgr/SGTPC Mgr that selects an IMSIMgr instance to be contacted for sessionsetup. Each subscriber session in the SessMgr maintains the IMSIMgr instance ID that 'hosts' the mappingfor this IMSI. This information is required when communicating during audit and session recovery scenarios.
 With a single IMSIMgr instance present, there in only one centralized entry point for new calls into the system.By increasing the number of IMSIMgr instances, the new call handling (primarily for Attach and SGsprocedures) capacity of the MME is increased as the calls are distributed across multiple instances. The calldistribution logic across IMSIMgrs utilizes a simple hash operation on IMSI/GUTI to select the IMSIMgrinstance.
 The IMSIMgr and SessMgr interactions are the same as those employed when IMSIMgr scaling is notimplemented. Once the IMSI is found, the SessMgr performs hash on the IMSI to acquire the "target" IMSIMgrinstance ID. Once the IMSI is known, the NOTIFY-IMSI Request will be sent from the SessMgr to the "target"IMSIMgr instance. The "target" IMSIMgr instance updates themapping table with this "IMSIMgr ID"mapping.This ensures that any further IMSI-based requests from this subscriber will land on the correct SessMgr.
 Attach Rate Throttling
 With multiple IMSIMgrs, the configured number of allowed Attaches is divided between the configurednumber of IMSIMgrs. As throttling is now distributed, 100 accuracy cannot be achieved as with a singleIMSIMgr, so a minor impact in accuracy based on the incoming rate in every IMSIMgr will result in a limitednumber of calls being dropped/rejected.
 MME Administration Guide, StarOS Release 21.2288
 IMSI Manager Scaling on the MMERelationships to Other Features

Page 325
                        

MME Service Session Limits
 As a result of IMSIMgr Scaling, a behavior change has been implementedwith regard toMME service sessionlimits. Now all IMSIMgr instances will send the current count of sessions per MME service to the MMEMgrvia existing response messaging. The MMEMgr shall send the same data received from multiple IMSIMgrinstances back to the IMSIMgr in existing request messaging. As a result, each IMSIMgr shall know thesession count per MME service for all IMSIMgr instances.
 Given this information, the per MME service session limits can now be enforced by each IMSIMgr instance.The per service session limit is configured by the command bind s1-mme max-subscribers number (referto the Command Line Interface Reference for command details).
 Monitor Subscriber 'next-call'Option
 The monitor subscriber next-call option is used to trace the next incoming call into the system. With multipleIMSIMgr instances, the session controller now sends the next-call details to IMSIMgr instance 1. So, the nextincoming call through IMSIMgr instance 1 is monitored.
 Congestion Control
 All IMSIMgrs will be involved in congestion control and traps will be generated by all IMSIMgrs. TheIMSIMgrs are updated with information on critical parameters that lead to congestion control and eachIMSIMgr instance sends traps indicating congestion status.
 IMSIMgr ID in Traps
 Each IMSIMgr instance independently generates traps for each new allowed or disallowed call. The trapinformation includes the IMSIMgr instance ID.
 SessMgr Instance Mapping
 From Release 18 and forward, the Diameter Proxy Server queries the MME's IMSIMgr instances to obtainIMSI information in support of SessMgr instance mapping.
 Configuring IMSI Manager ScalingThis section documents configuration of IMSI Manager Scaling and configuration for related functionality.
 Configuring Support for Multiple IMSIMgrsThe commands illustrated below configure the IMSI Managers parameters. In support of the IMSI ManagerScaling feature, themax keyword has been added to set the maximum number of IMSIMgrs that can bespawned on the MME.
 Themax keyword is only visible when the MME is running on an ASR 5500 or a VPC platform.Important
 configtask facility imsimgr { avoid-sessmgr-broadcast | max<number_imsimgrs> | sessmgr-sessions-threshold
 high-watermark <high_value> low-watermark <low_value> }end
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Notes:
 • max number_imsimgrsmust be an integer from 1 to 4 for release prior to 21.0. From release 21.0 onwardsthe maximum number of IMSI Managers per chassis is enhanced to “8”. The table below lists the defaultand maximum values for each platform:
 Maximum number of IMSImanagers per chassis
 Default number of IMSImanagers per chassis
 Platform and card type
 11ASR5000 PSC/PSC2/PSC3
 44ASR5500 with DPC
 8
 For releases prior to21.0, the default numberof IMSI managers perchassis was "4"
 Note
 8
 For releases prior to21.0, the default numberof IMSI managers perchassis was "4"
 Note
 ASR5500 with DPC2
 1
 1
 1
 1
 VPC-SSI LARGE/MEDIUM
 11VPC-SSI SMALL/FORGE
 44SCALE LARGE/MEDIUM
 44ASR5700
 • For further information on the other command keywords and the use of the command prefixes, refer tothe Command Line Interface Reference for release 18.0 or higher.
 max is a boot-time configuration setting. It should be added in the configuration file before any MMErelated configuration is created or any IMSI Manager is started. Run-time (dynamic) configuration of thisparameter is stored but not effective until after the next reboot. Any attempt at dynamic configuration ofthis parameter results in a display of the following error message:
 Important
 IMSImgrs already started. So modify the configuration file and reboot the system with updated configuration.
 Verifying the IMSI Mgr Scaling ConfigurationEither of the following commands can be used to display/verify the number of IMSIMgrs configured perchassis.show task resources facility imsimgr allshow configuration
 Note:
 The task facility imsimgr max field has been added to the output of the show configuration command.
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Configuring IMSIMgr AuditWith the ability to configure the MME to support more than one IMSIMgr instance, it becomes important tobe able to selectively monitor each IMSIMgr instance. With the following command issued from the Execmode, the operator can initiate an audit request for just one IMSIMgr instance at a time:
 mme imsimgr instance instance_id audit-with sessmgr { all | instance instance_id }Notes:
 • imsimgr instance instance_id: Enter an integer from 1 to 4 to identify the specific IMSIMgr instancefor which the audit is to be performed.
 • all | instance instance_id: Select all to initiate an audit for all SessMgr instances or select instance andfor instance_id enter an integer from 1 to 1152 to identify a specific SessMgr for the audit.
 Monitoring and Troubleshooting the IMSIMgr Scaling
 Displaying IMSIMgr Instance InformationThe following commands generate output that displays information about IMSIMgr Instances:
 show subscribers mme-only full all - This command displays IMSIMgr instance information for subscribersession(s).
 showmme-service session full all - This command displays IMSIMgr instance information forMME servicesession(s).
 show mme-service db record call-id - This command displays IMSIMgr instance information based oncall-id records.
 Displaying IMSIMgr Selection Counter InformationThe following commands generate output that displays selection counter information for an IMSIMgr instance:
 show demux-mgr statistics sgtpcmgr instance instance - This command updates to display IMSI Mgrselection counter information.
 show demux-mgr statistics egtpegmgr all - This command updates to display IMSI Mgr selection counterinformation.
 show session subsystem facility mmemgr instance instance - This command updates to display IMSIMgrselection counter information.
 Displaying IMSIMgr Instance Information in the SNMP TrapUse the following command to display IMSIMgr instance specific fields in the SNMP trap:
 show snmp trap history - SNMP trap now includes the IMSIMgr instance information
 • Internal trap notification 1249 Imsimgr instance: 1 (MMENewConnectionsDisallowed) - MME newconnections disallowed, initial reason test
 MME Administration Guide, StarOS Release 21.2 291
 IMSI Manager Scaling on the MMEConfiguring IMSIMgr Audit

Page 328
                        

• Internal trap notification 1249 Imsimgr instance: 1 (MMENewConnectionsDisallowed) - MME newconnections allowed
 Bulk StatisticsCurrently, there are no bulk statistics used to track IMSIMgr instance-specific information.
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C H A P T E R 29Integrity and Confidentiality Algorithms for UE
 This chapter describes the implementation of Integrity and Confidentiality Algorithms for UEs in LimintedService Mode (LSM), and UEs that cannot be authenticated by the MME, to establish emergency calls.
 • Feature Description, page 293
 • Configuration Information, page 294
 Feature DescriptionIn this feature, UEs that are in limited service mode (LSM) and UEs that cannot be authenticated by the MMEare allowed to establish emergency calls.
 MME uses EEA0 (Integrity) and EIA0 (Ciphering) algorithms for emergency attach requests even if the UEdoes not advertise the support of these algorithms in the request message, to successfully process the VoLTEemergency calls. These algorithms successfully process the VoLTE calls irrespective of the validation levelconfigured for a UE.
 The MME provides options to authenticate emergency attaches using the following CLI:
 ue-validation-level { auth-only | full | imsi | none }
 Using the above command syntax, it is possible to configure the MME to allow or disallow unauthenticatedUEs in LSM to establish bearers for emergency calls. To establish bearers for an emergency call forunauthenticated UEs in LSM, the MME allows NAS protocol to use EIA0 and EEA0 as the integrity andciphering algorithm respectively.
 If the MME allows an unauthenticated UE in LSM to establish bearers for emergency calls on receiving anemergency attach request message from the UE, the MME:
 • Selects an algorithm based on the UE's announcement only if theMME supports the requested algorithm.If the MME does not support the requested algorithm or if there is no algorithm announced, then theEEA0 and EIA0 algorithms are used.
 • Set the UE EPS security capabilities to only contain EIA0 and EEA0 when sending these to the eNB inthe following messages:
 • S1 UE INITIAL CONTEXT SETUP
 • S1 UE CONTEXT MODIFICATION REQUEST
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• S1 HANDOVER REQUEST
 As a result, the MME only sends a UE with EPS security capability containing EIA0 and EEA0 to theeNBwhen selecting EIA0 for NAS integrity protection because the eNB is only capable of selecting EIA0for AS integrity protection and EEA0 for AS confidentiality protection. In general, if EIA0 is used forNAS integrity protection, then EIA0 will always be used for AS integrity protection or vice-versa
 Note
 The rules for when the MME selects the EIA0 for NAS integrity protection, and when the UE accepts a NASsecurity mode command selecting EIA0 for NAS integrity protection depends on whether the UE and MMEcan be certain that no EPS NAS security context can be established. For more information on these rules,refer to 3GPP 33.401 specifications document.
 Configuration InformationThe MME provides options to authenticate emergency attaches using the following CLI:
 ue-validation-level { auth-only | full | imsi | none }
 • The auth-only keyword specifies that only authenticated UEs are allowed to use the emergency bearerservices.
 • The full keyword specifies that only UEs that have been authenticated, and have successfully passedsubscription and location validation, are allowed to use the emergency bearer services.
 • The imsi keyword specifies that UEs with an International Mobile Subscriber Identity are allowed touse the emergency bearer services regardless of authentication. Even if authentication fails, the UE isgranted access to use emergency bearer services.
 • The none keyword specifies that all UEs are allowed to use the emergency bearer services. This keywordis used as a default option.
 MME Administration Guide, StarOS Release 21.2294
 Integrity and Confidentiality Algorithms for UEConfiguration Information

Page 331
                        

C H A P T E R 30IPNE Service
 With Release 18, the MME supports IP Network Enabler (IPNE).
 This feature, with its CLI commands, counters, and statistics, are all under development for future useand the information listed here is recommended for testing and lab use only. When the feature is readyfor deployment then additional information will be added to this chapter.
 Important
 • Feature Description, page 295
 • How It Works, page 296
 • Configuring MME Use of IPNE, page 296
 • Monitoring and Troubleshooting the IPNE Service, page 298
 Feature DescriptionIP Network Enabler (IPNE) is a Mobile and IP Network Enabler (MINE) client component that collects anddistributes session and network information to MINE servers. The MINE cloud service provides a centralportal for wireless operators and partners to share and exchange session and network information to realizeintelligent services.
 The information is shared between the MINE server and IPNE service in the form of XML data. The coreobject in the IPNE service is the XMPP protocol engine. There is one XMPP protocol engine instance foreach configured MINE server peer. The engine implements the XMPP protocol using FSM.
 All information that is shared is derived from the context at that instance in time. An IPNE service levelscheduler is also implemented to rate-control the feed and notification activities on all the handles to avoidoverload which would affect call processing and data path performance.
 With support of the IPNE interface and IPNE Service, the MME is able to export the following informationto the CSB (Cisco Service Bus):
 • UE Location Information
 • UE Mobility Information
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The ability to export to the CSB makes it possible for operators to design and/or implement solutions andservices for network optimization, congestion, troubleshooting andmonetization with the information exportedfrom the MME.
 IPNE is a licensed Cisco feature. Contact your Cisco account representative for information on licensingrequirements. For information on installing and verifying licenses, refer to theManaging License Keys sectionin the System Administration Guide.
 How It Works
 IPNEWhen the MME service is associated with an IPNE service, then the MME service communicates with theIPNE service through the SessionManager over a SINE interface. The IPNE service communicates with CSBover XMPP protocol.
 Information is exchanged between the modules in the form of clp handles. For each session one IPNE handleis created.
 Configuring MME Use of IPNEThere are multiple components that need to be configured to enable the MME to utilize the IPNE service:
 • IPNE service
 • IPNE endpoint
 • association with MME service
 Configuring IPNE ServiceThe IPNE service is a separate service configuration.
 We recommend that you configure the IPNE service in the same context in which the MME service hasbeen configured.
 Important
 configcontext context_name
 ipne-service ipne_svce_nameend
 Notes:
 • ipne_service - Enter 1 to 63 alphanumeric characters to create a unique IPNE service name within thecontext and to enter the IPNE Service configuration mode. Entering the mode provides access to thecommands, such as ipne-endpoint, needed to configure the IPNE service parameters.
 • no - As a prefix of the command disables the feature when it has been enabled with this command andremoves the IPNE service definition from theMME's configuration. If an IPNE service is to be removed
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and the service has actives handles, then the handles are deleted using a timer-based approach and thenthe IPNE service is removed.
 Configuring the IPNE EndpointAfter the IPNE service is created, the IPNE endpoint definition should be added to the configuration. AnIPNE endpoint is a combination of a local IP address, a peer address and, optionally, a port. Entering theipne-endpoint command also provides access to the commands in the IPNE Endpoint configuration modethat are used to define the operational parameters required by the endpoint.
 configcontext context_name
 ipne-service ipne_svce_nameipne-endpoint
 bind { ipv4-address | ipv6 address } ip_addresspeer { ipv4-address | ipv6 address } ip_addressendno { bind | peer }
 Notes:
 • { ipv4-address | ipv6-address } ip_address: Identify the type of IP address - either IPv4 or IPv6 - andthen enter either an IPv4 dotted-decimal or an IPv6 colon-separated hexadecimal notation.
 • As part of the bind command, the IP address identifies the IPNE client socket as the local address.
 • As part of the peer command, the IP address identifies the MINE server as the peer address.
 • no - Include as a prefix of either the bind or peer command to remove the bind address or the peeraddress from the IPNE endpoint configuration.
 Configuring the Association with MME ServiceA special ipne-service keyword has been added to the associate CLI to associate the created IPNE servicewith the MME service:configure
 context context_namemme-service mme_srvc_name
 associate ipne-service ipne_srvc_nameno associate ipne-serviceend
 Notes:
 • ipne_srvc_name - Enter 1 to 63 alphanumeric characters to identify the unique IPNE service name thatis within the same context as the MME service configuration.
 • no- Include as a prefix of the command to disassociate the IPNE service definition from the MMEsservice configuration.
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Monitoring and Troubleshooting the IPNE Service
 Show Command(s) and/or OutputsThis section provides information regarding show commands and/or their outputs in support of using theIPNE service on the MME.
 show ipne peers { all | service | summary }This command generates a display of information for the IPNE service(s) and the TCP connection status forassociated Session Manager(s). The following are sample displays:[local]asr5000 show ipne peers allSESSMGR : 1Service Name: ipne-service Contex id: 3Version : n/aLocal Address : 192.168.120.1:45161Peer Address : 192.168.120.7:5222 State : [OPEN 0/1] [TCP]
 [local]asr5000 show ipne peers summaryService Name: ipne-service Contex id: 3Version : n/aLocal Address : 192.168.120.1:45161Peer Address : 192.168.120.7:5222 State : [OPEN 144/144] [TCP]
 Notes:
 • all - Lists all of the peers of each IPNE service and the state of the TCP connections for every SessMgr.This command with all option is part of the support details (SSD) procedure.
 • service - Requires the inclusion of an IPNE service name and displays information only for that service.
 • summary - Generates a display similar to the all display but provides only summary TCP connectioninformation for the SessMgrs.
 show ipne statistics { all | service | summary }This command generates a display of information regarding the number of IPNE handles of each IPNE serviceand count information for query/response/subscription/feedmessages for the SessMgrs. The command generatesa display similar to the following:[local]asr5000 show ipne statistics allSESSMGR : 1Service Name: ipne-service Context id: 3Total handles: 0Local Address : 192.168.120.1:0Peer Address : 192.168.120.7:5222Total query : 0Total query response : 0 Success : 0 Failure : 0Total update : 0Total update response: 0 Success : 0 Failure : 0Total subscription : 0 Add : 0 Delete : 0Total feed : 0 Add : 0 Delete : 0Total notification : 0Total XML parser error: 0IPNE messages discarded on tx queue:
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Total discards : 0Total Feed : 0 Notify : 0 Response :0
 [local]asr5000 show ipne statistics summaryService Name: ipne-service Context id: 3Total handles: 0Local Address : 192.168.120.1:0Peer Address : 192.168.120.7:5222Total query : 0Total query response : 0 Success : 0 Failure : 0Total update : 0Total update response: 0 Success : 0 Failure : 0Total subscription : 0 Add : 0 Delete : 0Total feed : 0 Add : 0 Delete : 0Total notification : 0Total XML parser error: 0IPNE messages discarded on tx queue:Total discards : 0Total Feed : 0 Notify : 0 Response : 0
 Notes:
 • all - Lists all of the peers of each IPNE service and the state of the TCP connections for every SessMgr.This command with the all option is part of support details (SSD) procedure.
 • service - Requires the inclusion of an IPNE service name and displays information only for that service.
 • summary - Generates a display similar to the all display but provides only summary TCP connectioninformation for the SessMgrs.
 show bulkstats variables mmeEntering this command causes the system to display all of the bulk statistic variables in the MME schema.The 6 bulk statistic variables listed below have been added to the MME schema to enable the operator to trackmessaging related to IPNE-paging. For descriptions of the bulk statistic variables, refer to the Statistics andCounters Reference for StarOS Release 18 or higher.
 • signaling-ipne-paging-init-events-attempted
 • signaling-ipne-paging-init-events-success
 • signaling-ipne-paging-init-events-failures
 • signaling-ipne-paging-last-enb-success
 • signaling-ipne-paging-last-tai-success
 • signaling-ipne-paging-tai-list-success
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C H A P T E R 31Limiting the Number of SGWs Tried
 This feature enables the operator to configure the number of pooled SGWs to be tried.
 • Feature Description, page 301
 • How It Works, page 302
 • Configuring a Limit to the Number of SGWs Tried, page 302
 Feature DescriptionWith Releases 18.6, 19.4, 20.0 and higher, the operator can configure the MME to enable limiting the numberof SGWs tried when theMME is attempting to find an available SGW during Attach or Handover procedures.If the feature-specific sgw-retry-max command is configured, as described in the Configuring a Limit to theNumber of SGWs Tried section (see below), then:
 • the MME’s default retry behavior is ignored, and
 • the MME limits the retries with different SGWs from the DNS pool to only retry a maximum of theconfigured number of times.
 Default Behavior
 If this feature is not enabled or is disabled, the MME uses or falls back to the default behavior which is incompliance with 3GPP TS 29.274, Section 7.6. The MME sends Create-Session-Request message to oneSGW in the pool. If the SGW node is not available, the MME picks the next SGW from the pool and againsends a Create-Session-Request message. The MME repeats this process. For an Attach procedure, the MMEtries up to five (1 + 4 retries) different SGWs from the pool. In the case of a HO procedure, the MME willtry every SGW in the entire pool of SGWs sent by the DNS. If there are no further SGW nodes available inthe DNS pool or if the guard timer expires, then MME stops trying and sends a Reject with cause"Network-Failure" towards the UE and the UE must restart the Attach/Handover procedure.
 Benefits
 The amount of signaling at Attach or Handover can be reduced.
 The amount of time to find an available SGW can be reduced.
 MME Administration Guide, StarOS Release 21.2 301
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How It WorksThe operator has access to a feature-specific CLI command sgw-retry-max to enable this feature and overridethe default behavior. sgw-retry-max configures the maximum number of SGWs to be retried from the DNSpool list during either Attach or Handover procedures. So the limit to the number of tries will be 1 + limit set.
 For either Attach or Handover procedures, the MME sends Create-Session-Request message to one SGW inthe pool. If the SGW node is not available, the MME picks the next SGW from the pool and retries. It againsends a Create-Session-Request message. At most, the MME retries only as many times as the number ofretries configured with the sgw-retry-max command. If no SGW responds or only responds negatively andthe MME reaches the configured limit for retries, then MME stops trying and sends the UE a Reject withcause "Network-Failure". At this point, the UE must restart the Attach/Handover procedure.
 This feature-specific command is available for provisioning in both the MME service configuration and theCall-Control Profile configuration. To enable the feature, the feature-specific command must be configuredunder MME service configuration. We recommend provisioning under both modes. If sgw-retry-maxsgw-retry-max command is configured under both MME service and Call-Control Profile, then theconfiguration under Call-Control Profile takes precedence.
 The configuration under the Call-Control Profile provides the operator with additional control over "roamers"and "homers". For example, if sgw-retry-max under Call-Control Profile is set to 2 and if sgw-retry-maxunder MME service is set to 4, then if a "homer" subscriber Attaches, the MME retries 2 times but for all thesubscribers other than "homers" the MME retries 4 times.
 The feature is disabled with the entry of no sgw-retry-max no sgw-retry-max in the configuration. TheMME reverts to the use of the default behavior.
 To change the Reject cause code sent by the MME, use the local-cause-code-mapping gw-unreachablecommand in the Call-Control Profile configuration mode. Refer to theCall-Control Profile ConfigurationMode Commands section in the Command Line Interface Reference for details.
 Important
 Configuring a Limit to the Number of SGWs TriedEnabling the Feature in the MME Service
 Using the following configuration enables this feature in the MME service configuration. This feature setsthe maximum number of SGW selection retries to be attempted during Attach/HO/TAU. This means, thetotal number of tries would be 1 (the initial try) + the sgw-retry-max value (the maximum number of retries).
 configurecontext ctxt_name
 mme-service service_namesgw-retry-max max_numberend
 Notes:
 • ctxt_name - Identifies the context in which the MME service configuration resides. Enter a string of 1through 79 alphanumeric characters
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• service_name - Identifies the previously configured MME service. Enter a string of 1 through 79alphanumeric characters.
 • max_number - Sets the maximum number of retries possible. Enter an integer from 0 to 5. If 0 (zero)is configured, then the MME sends Create-Session-Request to the 1st SGW and if that SGW does notreply, the MME does not select any further SGW to retry. The MME then rejects the ongoing procedure(Attach/HO/TAU) and sends a Reject message.
 • Entering this command enables the feature which overrides the default behavior.
 • To disable this feature, enter no sgw-retry-max . The MME falls back to the default behavior.
 Enabling the Feature for Call-Control Profile
 Using the following configuration enables this feature in the Call-Control Profile configuration. This featuresets the maximum number of SGW selection retries to be attempted during Attach/HO/TAU. This means,the total number of tries would be 1 (the initial try) + the sgw-retry-max value (the maximum number ofretries).
 configurecall-control-profile profile_name
 sgw-retry-max max_numberend
 Notes:
 • profile_name - Identifies the previously configured Call-Control Profile. Enter a string of 1 through64 alphanumeric characters.
 • max_number - Sets the maximum number of retries possible. Enter an integer from 0 to 5. If 0 (zero)is configured, then the MME sends Create-Session-Request to the 1st SGW and if that SGW does notreply, the MME does not select any further SGW to retry. The MME then rejects the ongoing procedure(Attach/HO/TAU) and sends a Reject message.
 • Entering this command provides the operator with greater control over "roamers" and "homers". Forexample, if sgw-retry-max under Call-Control Profile is set to 2 and if sgw-retry-max under MMEservice is set to 4, then if a “homer” subscriber Attaches, theMME retries 2 times but for all the subscribersother than “homers” the MME retries 4 times.
 • If the sgw-retry-max command is configured under both MME service and Call-Control Profile, thenthe configuration under Call-Control Profile takes precedence.
 • To remove this configuration from the Call-Control Profile, enter no sgw-retry-max .
 Verifying the Feature Configuration
 Use the show configuration command to generate output that displays the values configured withsgw-retry-max . The following illustrates the sections of the output that will indicate the sgw-retry-maxconfiguration for either or both MME service and Call-Control Profile:
 (please note that variables shown are for clarification and are not suggested or real)[local]hostname# show configuration... ...mme-service mmesvc... ...
 bind s1-mme ipv4-address 192.xx.xx.2msc default ip-address 192.xx.xx.56sgw-retry-max 2
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exit... ...... ...call-control-profile ccp... ...
 s1-reset detach-uesgw-retry-max 3exit
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C H A P T E R 32Load Balancing and Rebalancing and VoLTEOffloading
 • Feature Description, page 305
 • How it Works, page 306
 • Configuring Load Balancing and Rebalancing, page 308
 • Monitoring and Troubleshooting, page 310
 Feature DescriptionThe sections below describe the load balancing and rebalancing functionality available on the MME. TheMME also supports VoLTE Offloading.
 Load BalancingLoad balancing on the MME permits UEs that are entering into an MME pool area to be directed to anappropriate MME in a more efficient manner, spreading the load across a number of MMEs.
 Load RebalancingThe MME load rebalancing functionality permits UEs that are registered on an MME (within an MME poolarea) to be moved to another MME in the pool. The rebalancing is triggered using an exec command on themme-service from which UEs should be offloaded.
 When initiated, the MME begins to offload a cross-section of its subscribers with minimal impact on thenetwork and users. The MME avoids offloading only low activity users, and it offloads the UEs gradually(configurable from 1-1000 minutes). The load rebalancing can off-load part of or all the subscribers.
 The eNodeBs may have their load balancing parameters adjusted beforehand (e.g., the weight factor is set tozero if all subscribers are to be removed from the MME, which will route new entrants to the pool area intoother MMEs).
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VoLTE OffloadingOffloading of a certain percentage of users can be configured using themme offload command. The MMEsends S1 Release (with cause "load balancing TAU required" for offload) to the configured percentage ofUEs attached to the MME. The MME does not distinguish between VoLTE and Non-VoLTE subscribers.Some subscribers with voice bearers are also offloaded as a result calls are dropped. This feature enhancementis targeted to preserve VoLTE voice bearers during MME offloading. A new CLI keyword is added to themme offload command to preserve VoLTE subscribers (QCI = 1) from offloading until voice calls areterminated.
 This feature enhancement is license controlled. Contact your Cisco Account or Support representative forinformation on how to obtain a license.
 Note
 Relationships to Other FeaturesMME load balancing can be used in conjunction with congestion control. For more information on congestioncontrol, refer to the Congestion Control section in the Mobility Management Entity Overview chapter of theMME Administration Guide.
 How it Works
 Load BalancingLoad balancing is achieved by setting a weight factor for each MME so that the probability of the eNodeBselecting an MME is proportional to its weight factor. The weight factor is set by the operator according tothe capacity of anMMEnode relative to otherMME nodes. The relative-capacitymme-service level commandis used to specify this relative weighting factor.
 Once set, the Relative MME Capacity IE is included in the S1AP S1 SETUP RESPONSE message fromMME to relay this weight factor. If the relative MME capacity is changed after the S1 interface is alreadyinitialized, then the MME CONFIGURATION UPDATE message is used to update this information to theeNodeB.
 Load RebalancingThe MME uses themme offload mme-service exec level command to enable the operator to offload UEsfor a particular mme-service for load rebalancing among MMEs in a MME pool area. The command enablesthe operator to specify a percentage of UEs to offload, and the desired time duration in which to complete theoffload.
 The operator can also include the keyword option disable-implicit-detach. By default, if the UE context isnot transferred to another MME within 5 minutes, the UE will be implicitly detached. This option disablesthis implicit detach timer.
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To offload ECM-CONNECTED mode UEs, the MME initiates the S1 Release procedure with release cause"load balancing TAU required".
 To offload UEs which perform TA Updates or Attaches initiated in ECM-IDLE mode, the MME completesthat procedure and the procedure ends with the MME releasing S1 with release cause "load balancing TAUrequired".
 To offload UEs in ECM-IDLE state without waiting for the UE to perform a TAU or perform Service requestand become ECM CONNECTED, the MME first pages the UE to bring it to ECM-CONNECTED state.
 Call Handling and Other Messaging Considerations
 New calls are processed normally (as per the new call policy configuration). The offloading process does notreject INIT UE messages for new subscribers. To prevent new calls from entering this MME, set therelative-capacity on this mme-service to 0.
 When Init UE messages are received for an existing offloaded subscriber, the ue-offloading state is set asMARKED and the offload procedure continues until the UE is offloaded.
 Once a UE is offloaded, messages such as EGTP events, Create bearer, Update bearer, Idle mode exit, andPaging trigger are be rejected. HSS initiated events also will be rejected for offloaded UEs.
 Detach events are processed as usual.
 Emergency attached UEs in Connected or Idle mode are not considered for offloading.Important
 VoLTE OffloadingThemme offload command is enhanced with the keyword preserve-volte-subscribers , this keyword enablespreservation of subscribers with voice bearers (QCI=1) from offloading until the voice bearers are deactivated.In any MME service both VoLTE and Non-VoLTE subscribers are present. The offload command now hasoptions to configure the percentage of total subscribers to be offloaded and to preserve VoLTE subscribersfrom offloading until voice calls are terminated. With this feature enhancement if VoLTE preservation is notenabled, all subscribers are marked for offloading. But when the keyword preserve-volte-subscribers isenabled, Non-VoLTE subscribers are first marked for offloading based on configured offload-percentage. Ifthe configured offload-percentage is greater than the available Non-VoLTE subscribers, VoLTE subscribersare also marked for offloading but the VoLTE UEs will be offloaded only when voice bearers are deactivated.
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Configuring Load Balancing and Rebalancing
 Configuring Load BalancingSet the relative capacity of an MME service to enable load balancing across a group of MME services withinan MME pool.
 Use the following example to set the relative capacity of this MME service. The higher the value, the morelikely the corresponding MME is to be selected.
 configcontext context_name
 mme-service mme_svc -noconfirmrelative-capacity rel_cap_valueexit
 Notes:
 • relative-capacity rel_cap_value -- This command specifies a weight factor such that the probabilityof the eNodeB selecting this MME is proportional to this value in relation to other MMEs in a pool.rel_cap_value define the relative capacity by entering an integer from 0 to 255. The default relativecapacity for an MME service is 255.
 • The weight factor of the MME is sent from the MME to the eNodeB via S1-AP messages using theRelative MME Capacity S1AP IE in the S1AP S1 Setup Response. If the relative MME capacity is
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changed after the S1 interface is already initialized, then the MME Configuration Update message isused to update this information to the eNodeB.
 Verifying Load BalancingEnter the show mme-service all causes the MME to generate a display similar to the following to indicatethe configured relative capacity:[local]asr5000# show mme-service allRelative Capacity: 50
 Performing Load Rebalancing (UE Offloading)
 Start Offloading
 The following example command rebalances (offloads) 30 percent of all UEs from the specifiedMME service(to other MME services in the MME pool) over the course of 10 minutes.
 mme offload mme-service mme_svc time-duration 10 offload-percentage 30 -noconfirmThis command can also be entered with the disable-implicit-detach option. By default, if the UE context isnot transferred to another MME within 5 minutes, the UE will be implicitly detached. This option disablesthis implicit detach timer.
 mme offload mme-service mme_svc time-duration 10 offload-percentage 30 disable-implicit-detach-noconfirm
 Stop Offloading
 To stop the offloading process, issue the command with the stop keyword option.
 mme offload mme-service mme_svc stop -noconfirm
 Verifying Load Rebalancing (UE Offloading)The following command shows the offload configuration as well as the status of the rebalancing.
 show mme-service name svc_name offload statistics[local]asr5000 show mme-service name mme1 offload statisticsCurrent Offload Status: In ProgressImplicit Detach Status: EnabledTime Duration Requested: 600 secsPercentage of Subscribers Requested: 30Total Number of Subscribers: 0Total Number of Subscribers to be Offloaded: 0Total Number of Subscribers Offloaded: 0Total Number of Subscribers Received Context Transfer: 0Remaining Time: 0 secsWhere the Current Offload Status field will report one of the following:
 • Not Started No UEs marked for offloading and no UEs currently being offloaded.
 • In ProgressMME is currently offloading marked UEs.
 • Completed Offload procedure is completed or has been terminated by operator using stop keyword.
 MME Administration Guide, StarOS Release 21.2 309
 Load Balancing and Rebalancing and VoLTE OffloadingVerifying Load Balancing

Page 346
                        

These counters are reset each time an offload procedure is initiated, or when the following command is entered:
 clear mme-service statistics offload
 Configuring VoLTE OffloadingThe following configuration command is used to configure preservation of VoLTE subscribers from offloadingduring active calls (QCI=1); the offload command is enhanced with the key wordpreserve-volte-subscribers:
 mme offload mme-service mme_svc_name { time-duration minutes offload-percentage percent [disable-implicit-detach | preserve-volte-subscribers ] ] | stop } [- noconfirm ]By default, the subscribers with voice bearer with QCI = 1 will not be preserved during MME offloading.Configuring the keyword preserve-volte-subscribers enables preservation of subscribers with voice bearer.
 The following example command re-balances(offloads) 30 percent of Non-VoLTE subscribers from thespecified mme-service (to other mme-services in the MME pool) over the course of 30 minutes with VoLTEpreservation.
 mme offloadmme-service mmesvc time-duration 30 offload-percentage 30 preserve-volte-subscribers
 Verifying VoLTE OffloadingThe following show command display is used to verify if VoLTE preservation is enabled and the number ofVoLTE subscribers preserved during offloading:
 show mme-service name svc_name offload statisticsCurrent Offload Status : CompletedImplicit Detach Status : DisabledPreserve VoLTE subscribers Status : EnabledTime Duration Requested : 60 secsPercentage of Subscribers Requested : 1Total Number of Subscribers : 0Total Number of Subscribers Marked for Offloading: 1Total Number of Subscribers Offloaded : 0Total Cumulative Number of Subscribers Offloaded: 2Total Number of VoLTE Subscribers Preserved : 0Total Cumulative Number of VoLTE Subscribers Preserved:7Total Number of Subscribers Received Context Transfer: 0Remaining Time : 0 secs
 Monitoring and TroubleshootingThe following sections describe commands available to monitor and troubleshoot this feature on the MME.
 Show Command(s) and/or OutputsThis section provides information regarding show commands and their outputs in support of load rebalancing(UE offload).
 The following show command displays current statistics for the Load Rebalancing feature.
 show mme-service name mme_svc offload statistics
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Table 14: show mme-service name <mme_svc_name> offload statistics
 DescriptionField
 Current offload status of the specifiedmme-service. Possible values are Not Started,In Progress and Completed.
 Current Offload Status
 The Implicit Detach Status specified in themme offload command. When enabled,if the UE context is not transferred to another MME within 5 minutes then it willbe implicitly detached.
 Implicit Detach Status
 Is displayed as “Enabled” when the keyword preserve-volte-subscribers isconfigured in the mme offload command. The status is displayed as “Disabled”,when VoLTE preservation is not configured. By default VoLTE preservation isdisabled.
 Preserve VoLTEsubscribers Status
 The time-duration value specified in themme offload command (in seconds). Thisis the maximum allowed time for the offload procedure to complete.
 Time DurationRequested
 The offload-percentage specified in themme offload command (specified as apercentage of all UEs on this mme-service).
 Percentage ofSubscribers Requested
 The total number of UEs on the specified mme-service.Total Number ofSubscribers
 Displays the total number of subscribers marked for offloading during the currentMME offload.
 Total Number ofSubscribers Markedfor Offloading
 Total number of UEs on the specified mme-service selected for offloading.Total Number ofSubscribers to beOffloaded
 The total number of UEs which have been successfully offloaded from thismme-service (UE offloading State/Event = Done).
 Total Number ofSubscribers Offloaded
 Displays the cumulative count of subscribers offloaded.Total CumulativeNumber ofSubscribers Offloaded
 Displays the number of preserved VoLTE subscribers during and afterMME offload.Total Number ofVoLTE SubscribersPreserved
 Displays the total numbers of subscribers preserved before starting the offload timerwhen themme offload command is executed.
 Total CumulativeNumber of VoLTESubscribers Preserved
 Total number of UEs which has been successfully context transferred to anotherMME.
 Total Number ofSubscribers ReceivedContext Transfer
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DescriptionField
 The number of seconds remaining to complete the offload procedure.Remaining Time
 The following command also provides information relating to load balancing:
 show mme-service session full allOnly the output field which relates to load rebalancing is shown.
 Table 15: show mme-service session full all
 DescriptionField
 Displays the UE offload state. Possible values are None, Marked, In-Progress andDone.
 UE Offloading
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C H A P T E R 33Local Emergency Numbers List
 • Feature Description, page 313
 • How It Works, page 313
 • Configuring Local Emergency Number List IE, page 314
 Feature DescriptionLocal Emergency Numbers List contains a list of emergency numbers that a caller uses to contact emergencyservices for assistance. Local Emergency Numbers List might differ from one country to another. Theemergency numbers are usually configured as a three digit number for quick dialing.
 The Local Emergency Numbers List contains additional emergency numbers used by the serving network.This list can be downloaded by the network to the User Equipment (UE) at successful registration as well assubsequent registration updates.
 The UE uses the stored Local Emergency Numbers List received from the network in addition to theemergency numbers stored on the USIM or UE to detect if the number dialed is an emergency number.
 Important
 A valid license key is required to enable this feature. Contact your Cisco Account or Support representativefor information on how to obtain a license. This license was not enforced in earlier releases.
 How It WorksWhen a User Equipment is activated, the network sends a Local Emergency Numbers List to the UE throughthe ATTACH ACCEPT or the TRACKING AREA UPDATE ACCEPT messages. The user equipment storesthe Local Emergency Numbers List provided by the network. The Local Emergency Numbers List, stored inthe user equipment, is replaced on each receipt of the Emergency Number List IE.
 The emergency number(s) received in the Emergency Number List IE, which is stored in the UE are validonly in the networks that belong to the same country. If the user equipment registers to a PLMN in a countrydifferent from that of the PLMN that sent the list, then the new network replaces the existing Local EmergencyNumbers List IE list in the UE.
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If the ATTACHACCEPT or the TRACKINGAREAUPDATE ACCEPTmessage does not contain the LocalEmergency Numbers List, then the existing Local Emergency Numbers List in the UE is retained.
 The Local Emergency Numbers List is deleted when the UE or USIM is switched off. The user equipmentstores up to ten local emergency numbers received from the network. The operator can view the Attach Acceptmessage and the TAU message by running the monitor protocol in the CLI command prompt.
 LimitationsTheUE can download and store a maximum of only ten local emergency numbers from the network. Therefore,the MME supports the configuration of only ten local emergency numbers for a single UE.
 Standards ComplianceThe Local Emergency Number List IE feature complies with the following standards:
 • 3gpp TS 24.301, Version 11.10.0, Non-Access-Stratum (NAS) protocol for Evolved Packet System(EPS)
 • 3gpp TS 24.008, Version 11.10.0, Mobile radio interface Layer 3 specification Core network protocols
 Configuring Local Emergency Number List IEThis section documents configuration of Local Emergency Numbers List IE and configuration for relatedfunctionality.
 Configuring Local Emergency NumbersThe Local Emergency Number List is configured under the lte-emergency-profile in the MME ServiceConfiguration mode.
 The following CLI commands are used to configure the Local Emergency Numbers in a particular network.By default, the emergency number list is sent through ATTACH ACCEPT messages.
 The configuration given below allows the operator to send the Local Emergency Numbers through Attach orTAU messages.
 configlte-policy
 lte-emergency-profile profile_namelocal-emergency-num emergency_number { ambulance | custom custom_name | fire |
 marine-gaurd | mountain-rescue | police }end
 The configuration given below allows the operator to send the Local Emergency Numbers through TAUAccept messages during Inter-MME-TAU messages or all TAU messages.
 configlte-policy
 lte-emergency-profile profile_namelocal-emergency-num-ieend
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Notes:
 • The local-emergency-num keyword configures the Local Emergency Numbers to be sent in Attach orTAU responses.
 • emergency_number is a number assigned to a type of emergency number (ambulance, marine, and soon) with a string of size 1 to 10.
 • custom_number is specific to the custom local emergency number . custom_number is an hexadecimalnumber from 0x1 to 0xFF
 • The no command prefix removes the specified Local Emergency Numbers from the list. The no keywordalso removes its following options in the local-emergency-num-ie configuration.
 • The local-emergency-num-ie keyword with the inter-mme-tau option allows the configured localemergency number list to be sent in a TAU Accept during Inter-MME-TAUs, that is, when the UEswitches from a 2G network to 3G network, from a 3G network to 4G network or from a 4G networkto 4G network handover (for both idle and connected mode).
 • The local-emergency-num-ie keyword with the tau option allows the configured local emergencynumber list to be sent in a TAU Accept message during all TAUs (for example, periodic TAUs and soon).
 Verifying the Local Emergency Numbers List IE ConfigurationThe following sections describe commands available to verify Local Emergency Numbers List IE on theMME.
 show lte-policy lte-emergency-profile summary
 On executing this command the following fields are displayed for this feature:Lte Emergency Profile emergency-prof1Lte Emergency Profile emergency-prof2show lte-policy lte-emergency-profile name <profile_name>
 show lte-policy lte-emergency-profile name
 On executing this command the following fields are displayed for this feature:local-emergency-num 123 firelocal-emergency-num 112 policelocal-emergency-num 110 ambulancelocal-emergency-num 118 custom 0x1flocal-emergency-num-ie inter-mme-tau
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C H A P T E R 34Location Services
 LoCation Services (LCS) on the MME and SGSN is a 3GPP standards-compliant feature that enables thesystem (MME or SGSN) to collect and use or share location (geographical position) information for connectedUEs in support of a variety of location services.
 • Location Services - Feature Description, page 317
 • How Location Services Works, page 318
 • Configuring Location Services (LCS), page 324
 • Monitoring Location Services (LCS), page 327
 • Configuring the SLs Interface, page 328
 • Monitoring SLs Services, page 329
 Location Services - Feature DescriptionThe Location Services (LCS) feature enables the EPC MME and the GPRS/UMTS SGSN to use the SLg(MME) or Lg (SGSN) interface which provides the mechanisms to support specializedmobile location servicesfor operators, subscribers, and third party service providers. Use of this feature and the SLg/Lg interface islicense controlled.
 The location information is reported in standard geographical co-ordinates (longitude and latitude) togetherwith the time-of-day and the estimated errors (uncertainty) of the location of the UE. For external use, thelocation information may be requested by and reported to a client application associated with the UE, or aclient within or attached to the core network. For internal use, the location information can be utilized by theSGSN for functions such as location assisted handover or to support other features.
 Location information is intended to be used for
 • location-based charging (e.g., home-location billing, roaming-location billing),
 • location-based services (e.g., lawful interception, emergency calls),
 • positioning services offered to the subscribers (e.g., mobile yellow pages, navigation applications onmobiles), and
 • by the operator for service provider services such as network planning and enhanced call routing.
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How Location Services WorksThe MME LCS responsibilities are to manage LCS positioning requests. The LCS functions of the MME arerelated to LCS co-ordination, location requests, and operation of the LCS services.
 The operation begins with a LCS Client requesting location information for a UE from the LCS server. TheLCS server will pass the request to the MME in the core network. The MME in the core network then:
 1 verifies that the LCS Client is authorized to request the location of the UE or subscriber2 verifies that location services are supported by the UE3 establishes whether it (the MME) is allowed to locate the UE or subscriber, for privacy or other reasons4 requests the access network (via S1 interface) to provide location information for an identified UE, with
 indicated QoS5 receives information about the location of the UE from the Access Network and forward it to the Client
 ArchitectureThe MME is accessible to the Gateway Mobile Location Center (GMLC) via the SLg interface.
 The MME is accessible to the Evolved Serving Mobile Location Center (E-SMLC) via the SLs interface.
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The SGSN is accessible to the GMLC via the Lg interface.
 Figure 19: LCS Architecture
 The MME informs the HLR/HSS about a UE's location services capabilities for an EPC network.
 Supported FunctionalityDevelopment of MME support for LCS functions continues. The following lists the LCF functions that havebeen added, in the order they have been added:
 • Immediate Mobile-Terminating Location Requests (MT-LI) [TS 3GPP 23.271].
 • MT-LR procedures from the GMLC with client types of: Emergency Services, Value Added Services,PLMN Operator Services, and Lawful Intercept Services.
 • Network Induced (NI-LR) procedures for Emergency PDNConnect and Emergency Attach, and Inboundrelocation with emergency PDN (through TAU or SRNS).
 • Circuit Switch Fallback (CSFB):When aUE is combined attached to theMME, and the CSFB registrationis not for SMS-only services, theMME shall page UE on receipt of an SGs page with LCS Client identity.
 • From Release 16.1 onwards, MME supports SLs interface: This interface is used to convey LCSApplication Protocol (LCS-AP) messages and parameters between the MME to the Evolved Serving
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Mobile Location Center (E-SMLC). It is also used for tunneling LTE Positioning Protocols (LPP betweenthe E-SMLC and the target UE, LPPa between the E-SMLC and the eNodeB), which are transparent tothe MME. Refer to 3GPP TS 29.171 for more information.
 • Supports UE signaling procedures for LCS. Refer to 3GPP TS 23.271 for more details.
 • Supports UE and eNodeB signaling for LTE Positioning Protocol (LPP) and LTE Positioning ProtocolA (LPPa). Refer to 3GPP TS 36.355 and 36.455 for more details.
 • FromRelease 17.3.2 onwards, theMME supports sending the EMERGENCY_CALL_RELEASE eventin a subscriber location report (SLR) request message, to the GMLC to notify the GMLC of the callrelease, when an emergency call is released or when an emergency PDN is disconnected at the MME.The call release event enables the GMLC to clear the cache for existing calls and to correctly log theduration of an emergency call. Without call release facilitating the clearing of the cache, the locationplatform could send the old (erroneous) location information in response to a new location request foran E-911 call. Refer to 3GPP TS 29.172 for more information.
 • From Release 17.4 onwards, the MME supports sending the EMERGENCY_CALL_HANDOVERevent, in a Subscriber Location Report (SLR) request message, to the configured GMLC, to notify theGMLC of the handover when an emergency call does an outbound handover from the MME. The SLR,sent when the outbound handover procedure completes, includes the UE Identity (UE's MSISDN, IMSI,and IMEI), the target service node ID (either MSC ID for SRVCC HO or SGSN ID for GnGp HO) ifavailable, and the event type as handover. This ensures that the GMLC is aware that the subscriber hasmoved from the source MME and ensures location continuity for IMS emergency calls during SRVCC(PS to CS) handovers. For location continuity during SRVCC handover, the MME supports includingthe MSC ID in the target service node ID. However, since the MME does not have the expected targetservice node ID (MSC ID), the MSC ID must be mapped to the serving MSC IP-address information(part of the MME Service configuration) to derive the needed ISDN number (seeMap the MSC ID inthe Configuration section). The MME also includes the MSC identity in the target service node IE (perTS 29.172) as part of the Provide Subscriber Location Response (PSL), if an MT-LR procedure was inprogress during SRVCC handover of an emergency call.
 DSCP Marking for SLs InterfaceSLs interface allows Differentiated Services Code Point (DSCP) marking functionality. DSCP marking helpsin packet traffic management. DSCP marking can be performed on both IPv4 and IPv6 packets leaving theSLs interface.
 Either the pre-defined DSCP values can be used for marking, or any arbitrary value ranging from 0x01 to0x3F can be assigned. The default DSCP value is 0x00 or be (Best Effort). The default DSCP value isautomatically set when the configuration is disabled.
 configcontext context_name
 sls-service service_name[no] ip qos-dscp dscp_valueend
 • ip defines the Internet Protocol parameters for the packets leaving through the SLs interface.
 • qos-dscp designates the Quality of Service - Differentiated Services Code Point value to the packetleaving through the SLs interface.
 • dscp_value is a value assigned to the packet for DSCP marking. The value can be a pre-defined DSCPvalue or an arbitrary value ranging from 0x01 to 0x3F.
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LimitationsCurrently, MME support is limited to:
 • A single location request at a time for the target UE. Concurrent location requests are not supported.
 • Location reporting granularity is at the E-UTRAN Cell Global Identifier (EGCI) level only. Note: WithSLs interface support, location estimate in universal co-ordinates is supported (Refer to 3GPP TS 29.172).
 • The MME does not bind all the call events for an emergency call to a specific GMLC peer. As a result,if multiple GMLC peers are configured, the call events for a single emergency call can be sent to anyof the configured GMLC peers.
 Flows
 Mobile Terminated Location Requests
 Figure 20: 4G LCS - MT-LR Call Flow - Connected Mode
 1 The MME receives a Provide Location Request from the GMLC. The UE is in Connected mode.2 The MME sends Location Report Control message with request-type as 'Direct'.3 The eNodeB (ENB) sends the current location of the UE (ECGI) in the Location report message.
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4 The MME sends Provide Location Answer to GMLC with ECGI received in the location Report Message
 Figure 21: 4G LCS - MT-LR Call Flow - Idle Mode
 1 The MME receives a Provide Location Request from the GMLC. The UE is in idle mode.2 The MME pages the UE.3 If the UE does not respond to the page, the MME responds with the last known location and sets the age
 of location report accordingly if the Location Type requested by the GMLC was "current or last knownlocation".
 4 If paging is successful, the UE responds with Service request/TAU request.5 The MME uses the ECGI in the S1 message and sends Provide Location Answer message to the GMLC.
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Network Induced Location Requests
 Figure 22: 4G LCS - NI-LR Call Flow
 1 The UE establishes Emergency bearers with MME. This could be a Emergency Attach or establishmentof an Emergency PDN. Handover of an Emergency call from one MME to the other is also possible.
 2 If the MME is configured to support Location service for emergency calls, the latest ECGI is sent in theSubscriber Location Report message to the configured GMLC.
 3 The GMLC, on processing the Subscriber location report, sends the Subscriber location ACK. Note: ANegative ACK will not have any effect.
 EPC Mobile Terminating Location Request (EPC-MT-LR)
 Refer to 3GPP TS 23.271 v10.4.0, Section 9.1.15
 EPC Network Induced Location Request (EPC-NI-LR)
 Refer to 3GPP TS 23.271 v10.4.0, Section 9.1.17
 EPC Post Positioning Notification and Verification Procedure
 Refer to 3GPP TS 23.271 v10.4.0, Section 9.1.18
 Mobile Originating Location Request, EPC (EPC-MO-LR)
 Refer to 3GPP TS 23.271 v10.4.0, Section 9.2.6
 UE Assisted and UE Based Positioning and Assistance Delivery
 Refer to 3GPP TS 23.271 v10.4.0, Section 9.3a.1
 Network Assisted and Network Based Positioning Procedure
 Refer to 3GPP TS 23.271 v10.4.0, Section 9.3a.2
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Obtaining Non-UE Associated Network Assistance Data
 Refer to 3GPP TS 23.271 v10.4.0, Section 9.3a.3
 Handover of an IMS Emergency Call
 Refer to 3GPP TS 23.271 v10.4.0, Section 9.4.5.4 with the following provision: TheMSC ID (expected targetserving node ID) is not known to the MME so the MSC ID must be mapped (using CLI configuration, seeMap the MSC ID in theConfiguration section) to derive the ISDN number that is sent to the GMLC to supportlocation continuity of SRVCC handover. This support added in 17.4.
 Standards ComplianceThe Location Services feature complies with the following standards:
 • TS 3GPP 23.271, v10.4.0
 • TS 3GPP 23.272, v10.9.0
 • TS 3GPP 24.080, v10.0.0
 • TS 3GPP 24.171, v9.0.0
 • TS 3GPP 29.172, v10.1.0
 Configuring Location Services (LCS)This section provides a high-level series of steps and the associated configuration examples to configureLocation Services on the MME.
 The commands could be issued in a different order, but we recommend that you follow the outlined order foran initial LCS configuration. All listed configuration steps are mandatory unless otherwise indicated.
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For all the required configuration commands to be available and to implement the configuration, theMMEmust have loaded the license for the Lg interface.
 Important
 Step 1 Create a location service configuration on the MME.Step 2 Associate the location service with the appropriate Diameter endpoint (origin host - MME and destination host - GMLC)
 for SLg interface .Step 3 Associate the MME service with this location service.Step 4 Associate the LTE Emergency Policy with this location service.Step 5 Map the MSC ID and the MSC's IP-address.Step 6 Save your configuration to flash memory, an external memory device, and/or a network location using the Exec mode
 command save configuration. For additional information on how to verify and save configuration files, refer to theSystem Administration Guide.
 Step 7 Verify the configuration for each component by following the instructions provided in the Verifying the FeatureConfiguration section.
 Creating and Configuring a Location ServiceIn this section, configure the endpoints for the origin (the MME) and the destination host (the GMLC). Alocation service must be created within a context. Up to 16 separate location services can be created.
 The origin host (the MME) configured in the endpoint for SLg interface must match the origin hostconfigured in the endpoint for S6a interface.
 Important
 configcontext context_name -noconfirm
 location-service location_svc_name -noconfirmassociate diameter endpoint endpointend
 Notes:
 • This series of commands creates a Location Service and associates the service with a diameter endpointfor the SLg interface.
 • If multiple GMLC peers are configured, the call events for a single emergency call can be sent to anyof the configured GMLC peers. If there are concerns about sending reports to different GMLCs, thenconfigure only one peer GMLC as the SLg endpoint.
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Associate the MME Service with the Location ServiceOnce the location service is created and configured, the MME service must be associated with it. The stepsbelow assume the MME service has already been created.
 configcontext context_name -noconfirm
 mme-service mme_svc_nameassociate location-service location_svc_nameend
 Notes:
 • This series of commands associates an MME service with the new location service.
 Associate the LTE Emergency Profile with the Location ServiceOnce the location service is created and configured, the LTE Emergency Profile must be associated with it.The steps below assume the LTE Emergency Profile has already been created.
 This procedure enables the MME to provide location information of an emergency call to the GMLC.
 configlte-policy
 lte-emergency-profile profile_nameassociate location-service location_svc_nameend
 Notes:
 • This series of commands associates the LTE Emergency Profile with the new location service.
 Map the MSC IDThis configuration creates a mapping between the MSC ISDN number and the MSC's IP-address (either IPv4or IPv6) to ensure location continuity for SRVCC handover. This mapping is required to include the MSVID in the target service node IE for the Emergency_Call_Handover event.
 configurecontext context_name
 mme-service service_namemsc-mapping ip-address { IPv4_address | IPv6_address } isdn isdn_numberno msc-mapping ip-address { IPv4_address | IPv6_address }end
 Notes:
 • TheMSC IP address, key part of the mapping definition, is used to identify a specific mapping definition.
 • isdn_number: Enter a numeric string upto 15 digits long.
 • no msc-mapping ip-address: Identifies a specific MSC IP address mapping definition to remove fromthe MME Service configuration.
 • MME Service supports a maximum of 24 MSC mappings.
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• Use the show mme-service command to view configured mapping. the following is a sample of whatthe MSC mapping information would look like:MSC IP-Address and ISDN Mapping192.168.61.2 : 123456789012345192.168.61.3 : 123456789012346
 Verifying the LCS ConfigurationThe following command displays configuration information for all Location services configured on theMME.
 show location-service service allThe following command displays the location service to which each MME service is associated.
 show mme-service allThe following command displays the location service to which the specified LTE Emergency Profile isassociated.
 show lte-policy lte-emergency-profile profile_nameThe following command displays a list of all services configured on the system, including location services(listed as Type: lcs).
 show services all
 Monitoring Location Services (LCS)This section lists the bulk statistics and show commands that display operational statistics relating to Locationservices.
 LCS Bulk StatisticsLCS service related bulk statistics are provided within the LCS schema.
 Use the following command to display a list of all variables available within this schema:
 show bulkstats variables lcsFor more information about these statistics, refer to the LCS Schema chapter of the Statistics and CountersReference.
 LCS Show CommandsThe following command displays statistics for all LCS activity on the MME.
 show location-service statistics allUse the following command to clear the LCS statistics for a specific Location service.
 clear location-service statistics service location_svc_nameThe following command displays LCS statistics for a specific MME service.
 show mme-service statistics service mme-service mme_svc_nameUse the following command to clear MME service statistics for a specific MME service.
 clear mme-service statistics mme-service mme_svc_name
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Event LoggingEvent logging for the LCS (SLg interface) can be enabled using the following command:
 logging filter active facility location-service level severity_levelRefer to the System Logs chapter of the System Administration Guide for more information about event logging.
 Configuring the SLs Interface
 Creating and Configuring the SLs ServiceAn SLs service must be created within a context. This service provides an interface from the MME to one ormore E-SMLCs.
 configcontext context_name -noconfirm
 sls-service sls_svc_name -noconfirmbind ipv4-address ipv4_address_value1 ipv4-address ipv4_address_value2 port sctp_port_num
 sctp-template sctp_param_template_nameesmlc esmlc-id esmlc_id_value ipv4-address ipv4_address_value1 port sctp_port_num weight
 weightt-3x01 low-delay seconds delay-tolerant secondst-3x02 secondsmax-retransmissions reset retriesend
 Notes:
 • Up to 4 separate SLs services can be created on the system. The SLs service name must be unique acrossall contexts.
 • The SLs service must be bound to at least 1 IP address. Up to 2 IPv4 or 2 IPv6 addresses can be specifiedfor multi homing purposes. A valid SCTP Parameter Template must be defined in order for the SLsservice to start. The default SCTP port is 9082.
 • Up to 8 E-SMLC entries can be configured per SLs service. Up to 2 IPv4 or 2 IPv6 addresses can bespecified for each E-SMLC for multi homing purposes. The MME performs a weighted round robinselection of E-SMLC based on the defined weight factor of 1 through 5, where 1 represents the leastavailable relative capacity of the E-SMLC and 5 represents the greatest. The default SCTP port is 9082.A given E-SMLC can serve multiple SLs services on the sameMME or even SLs services across separateMMEs.
 • The t-3x01 timer, t-3x02 timer andmax-retransmission reset command are all optional configurations.
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Associating the SLs Service with the Location ServiceThe SLs service provides an interface to the E-SMLC for the location service. The SLs service is not a criticalparameter for location services. If this association is removed, there is no impact to existing transactions andfuture transactions will not use the Sls service.
 configcontext context_name -noconfirm
 location-service loc_svc_name -noconfirmassociate sls-service sls_svc_nameend
 Configuring LCS QoS for Emergency SessionsThis new command defines the location service QoS settings to be used for this emergency profile.
 configlte-policy
 lte-emergency-profile profile_namelcs-qos horizontal-accuracy variable vertical-accuracy variableend
 Notes:
 • Horizontal and vertical positioning accuracy values must be entered as an integer from 0 to 127, where0 is the most accurate.
 • Configuration of these settings is optional. For Emergency Services, the MME will always set theResponse Time to Low Delay. If QoS is configured, the horizontal accuracy is mandatory. If a verticalaccuracy is specified in this command, the MME will set the Vertical Requested flag. The LCS-PriorityIE on SLs interface is always set to Highest-Priority for NI-LR call flows.
 Verifying the SLs Service ConfigurationThe following command displays configuration information for all SLs services on the MME:
 show sls-service service allThe following command displays configuration errors and warnings related to all SLs services on the MME:
 show configuration errors section sls-service verboseThe following command displays to which SLs service the location service is associated:
 show location-service service allThe following command displays the configured Location Service (LCS) Quality of Service (QoS) for thespecified LTE emergency profile:
 show lte-policy lte-emergency-profile name
 Monitoring SLs ServicesThis section lists the SNMP traps, bulk statistics and show commands that display operational statistics relatingto SLs services.
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SNMP TrapsThe following traps are available to track status and conditions relating to the SLs service.
 • starSLSServiceStart: An SLS Service has started.
 • starSLSServiceStop: An SLS Service has stopped.
 The following traps are available to track status and conditions of individual E-SMLC associations.
 • starESMLCAssocDown: An ESMLC Association is down.
 • starESMLCAssocUp: An ESMLC Association is up. This notification is only generated for anAssociation which has previously been declared down.
 The following traps are available to track status and conditions of all E-SMLC associations.
 • starESMLCAllAssocDown: All the ESMLC Associations are down.
 • starESMLCAllAssocDownClear: At least one ESMLC associations is up. This notification is onlygenerated for all the Association which have previously been declared down.
 SLs Bulk StatisticsSLs service related bulk statistics are provided within the SLs schema.
 Use the following command to display a list of all variables available within this schema:
 show bulkstats variables slsFor more information about these statistics, refer to the SLs Schema chapter of the Statistics and CountersReference.
 SLs Service Show CommandsThe following command displays SLs service statistics and/or related SCTP statistics. These statistics can befiltered based on SLs service name or E-SMLC id.
 show sls-service statistics [ name svc_name ] [ sls | sctp ] [ esmlc-id esmlc-id ]The following commands show the last known location of the UE that was derived using the E-SMLC.
 show mme-service db record imsishow mme-service db record guti
 Event LoggingEvent logging for the SLs interface can be enabled using the following command:
 logging filter active facility sls level severity_levelRefer to the System Logs chapter of the System Administration Guide for more information about event logging.
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C H A P T E R 35MBMS for MME (eMBMS)
 Released as Deploy Quality in Release 20.0.
 This chapter deals with the implementation of the LTE version of Multimedia Broadcast/Multicast Service(eMBMS) on the Cisco Mobility Management Entity (MME).
 • Feature Description, page 331
 • How It Works, page 334
 • Configuring MME-eMBMS Service, page 345
 • Managing/Troubleshooting the eMBMS on the MME, page 346
 Feature DescriptionMultimedia Broadcast/Multicast Service (MBMS) is available on a number of network elements and isvariously and well described on the Internet. Before looking at the implementation of eMBMS on the CiscoMME, we start with a quick overview of the 3GPP standard concepts to confirm the MME's position.
 Overview per 3GPP TS 23.246
 As defined by 3GPP TS 23.246:
 MBMS is a point-to-multipoint service in which data is transmitted from a single source entity to multiplerecipients. Transmitting the same data to multiple recipients allows network resources to be shared.
 MME Administration Guide, StarOS Release 21.2 331
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The MBMS bearer service offers two modes: Broadcast & Multicast mode. Broadcast Mode is supported forEPS and GPRS and Multicast Mode is supported for GPRS.
 Figure 23: eMBMS Network Diagram
 Use Cases for eMBMS on the MME
 Transmitting one set of data to many, many eMBMS-capable end-users has a range of possible operator usecases:
 • Mobile TV
 • Digital Radio
 • Video Kiosk or Video on Demand
 • Connected Car
 • Fixed LTE Quadruple Play
 • Local Information such as Coupons
 •Wireless Emergency Alerts
 • Stadium App
 • Data Feeds & Notifications
 • e-Newspapers and e-Magazines
 • Firmware/OS Updates
 • Pushed Video Ads
 • Last Mile CDN
 • Internet of Things (Smart Meters)
 MME Support for MBMS
 In an LTE network, the operator using a Cisco MME can provide an MBMS data service using the e-MBMSsolution proposed in 3GPP TS 23.246. eMBMS in the LTE network involves the following nodes and referencepoints:
 • Broadcast Multicast Service Centre (BM-SC) - Supports various MBMS user-service specific servicessuch as provisioning and delivery. The BM-SC sets up the e-MBMS session, initiates delivery of the
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content by pulling it from the content server, uses appropriate CODEC on the content, and collects thereception receipt from the UEs for certain kinds of content.
 • MBMS-GW - Creates the MBMS bearer and receives the user-plane MBMS traffic from the BM-SC.Once received, the MBMS-GW allocates a multicast transport address and performs the GTP-Uencapsulation of the MBMS data.
 •MME - Running the Cisco MME-eMBMS service on the MME, the MME communicates with theMBMS GW and the MCE using Sm and M3 interfaces, respectively, for all eMBMS communicationsand functions. MME-eMBMS facilitates sessions scheduled by the BM-SC. TheMME-eMBMS serviceidentifies service areas to be served by a particular MBMS session, so that the MME handles sessionstart, update, and stop. The MME also handles setup and configuration requests from the MCEs.
 • E-UTRAN (eNodeB/MCE) - Handles session setup and broadcasting of MBMS data on the broadcastchannel on the air. The Multicell/Multicast Coordination Entity (MCE) manages the MBMS contentand resources.
 • M1 - Is the reference point between MBMS GW and E-UTRAN/UTRAN for MBMS data delivery. IPMulticast is used on this interface to forward data.
 • M3 - Is the reference point for the control plane between MME and E-UTRAN.
 • Sm - Is the reference point for the control plane between MME and MBMS-GW.
 • Sn - Is the reference point between MBMS GW and SGSN (S4 based) for the control plane and forMBMS data delivery. Point-to-point mode is used on this interface to forward data.
 • SGi-mb - Is the reference point between BM-SC and MBMS-GW function for MBMS data delivery.
 • SGmb - Is the reference point for the control plane between BM-SC and MBMS-GW.
 With MBMS functionality, the MME now supports additional interfaces :
 • the Sm interface, between the MME and the MBMS-GW, receives MBMS service control messagesand the IP Multicast address for MBMS data reception from the MBMS-GW. It also carries the EPSGTPv2-C messages:
 • MBMS Session Start messages
 • MBMS Session Update messages
 • MBMS Session Stop messages
 • the M3 interface provides the reference point for the control plane between the MME and the MCE(E-UTRAN). The M3 Application Protocol (M3AP) supports the functions of the M3 interface byproviding:
 • Support for both IPV4 and IPV6 addresses at MME endpoint.
 • SessionManagement - This overall functionality is responsible for starting, updating, and stoppingMBMS sessions via the session control signaling on the SAE bearer level.
 • M3 Setup functionality for initial M3 interface setup for providing configuration information.
 • Reset functionality to ensure a well-defined re-initialization on the M3 interface.
 • Error Indication functionality to allow a proper error reporting.
 • MCE Configuration Update function to update the application level configuration data needed forthe MCE.
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Relationships
 TheMME-eMBMS service is not associated with theMME service or any of the other major services availableon the MME, such as the SBC, SLS, or SGS services.
 License Information
 A valid license key for the M3 and Sm interfaces is required to enable the controlling CLI and functionalityof eMBMS on the MME. Contact your Cisco Account or Support representative for information on how toobtain a license.
 How It WorksMBMS Broadcast Service - the Basic Phases
 Pre-requisites - the UE, MME, and eNodeB must all be eMBMS capable.
 The basic phases of the MBMS broadcast service are:
 1 Service Announcement - Informs UEs with media descriptions specifying the media to be delivered aspart of anMBMSuser service. AnMBMSuser service announcement can use any one ofmanymechanisms,for example: SMS Cell broadcast, PUSH mechanism like WAP, MMS, HTTP.
 2 Session Start - The BM-SC is ready to send data. Session Start is the trigger for bearer resource establishmentfor MBMS data transfer.
 3 MBMS Notification - Informs the UEs about forthcoming/ongoing MBMS data transfer.
 4 Data Transfer - Data transferred to the UE.
 5 Session Stop - BM-SC determines that there will be no more data. All the bearer resources are released atsession stop.
 M3 Setup Procedure
 M3 Setup procedure exchanges application level data needed for the MCE andMME to correctly interoperateon the M3 interface.
 Figure 24: M3 Setup Procedure
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1 The MCE sends an M3 Setup Request containing the Global MCE ID, MCE Name & Service Area List.
 2 The MME Responds with an M3 Setup Response.
 Session Start Procedure
 Figure 25: Session Start Procedure
 1 The BM-SC sends an RAR (Diameter Re-Authorization Request) message to indicate start of thetransmission and to provide the session attributes to the MBMS GWs. The session attributes sent includesbut is not limited to: Temporary Mobile Group Identity (TMGI), Flow Identifier, quality of service (QoS),MBMS Service Area, Session Identifier, Estimated Session Duration, List of MBMS control plane nodes(MMEs, SGSNs) for MBMS-GW, access indicator.
 2 The MBMS-GW creates an MBMS bearer context, stores the session attributes in the MBMS bearercontext, and sends an RAA (Diameter Re-Authorization Response) message to the BM-SC.
 3 TheMBMS-GWsends a Session Start Request message including the session attributes toMMEs (identifiedfrom the "List of MBMS control plane nodes" attribute).
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4 TheMME creates anMBMS bearer context and initiates anMBMSSESSIONSTARTREQUESTmessageto the MCE. This also sets up the MBMS service-associated logical M3 connection with the MCE.
 5 The MCE creates an MBMS bearer context, stores the session attributes and sets the state attribute of itsMBMS bearer context to 'Active'. The MCE reports the result of the requested MBMS E-RAB in theMBMS SESSION START RESPONSE message.
 6 TheMME responds with MBMS Session Start Response to theMBMS-GW as soon as the session requestis accepted by one E-UTRAN node.
 In some cases, the session start procedure can involve multiple MCEs. The following briefly outlines theprocedures for three possible scenarios:
 Scenario 1: Some MCEs (remember, that a single Start Request can go to multiple MCEs in parallel) returnfailure for the Start Request:
 1 The MBMS-GW sends an MBMS Session Start Request to the MME (perhaps in an MBMS Service Areaserved by multiple MCEs).
 2 The MME sends MBMS Session Start Request to multiple MCEs simultaneously.
 Some MCEs respond with MBMS Session Start Failure.
 3 An MCE sends the MME an MBMS Session Start Response indicating a successful outcome.
 4 The MME responds with cause "Request Accepted".
 Scenario 2: All MCEs return failure for the Start Request:
 1 The MBMS-GW sends an MBMS Session Start Request to the MME (perhaps in an MBMS Service Areaserved by multiple MCEs).
 2 The MME sends MBMS Session Start Request to the MCEs
 3 All MCEs respond with MBMS Session Start Failure.
 4 The MME responds with failure cause "Invalid Peer".
 Scenario 3: Delayed success response from some MCEs:
 1 The MBMS-GW sends an MBMS Session Start Request to the MME (perhaps in an MBMS Service Areaserved by multiple MCEs).
 2 The MME sends MBMS Session Start Request to the MCEs
 3 An MCE sends the MME an MBMS Session Start Response indicating a successful outcome.
 4 The MME responds with cause "Request Accepted".
 5 Further Start Session Responses will be ignored and they will not have any effect on the MBMS bearercontext state.
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MCE Configuration Update Procedure
 Figure 26: MCE Configuration Update
 1 MCE Sends a MCE Configuration Update containing the Global MCE ID, MCE Name & Service AreaList.
 2 MME Responds with MCE Configuration Acknowledge.
 MME Administration Guide, StarOS Release 21.2 337
 MBMS for MME (eMBMS)How It Works

Page 374
                        

Session Update Procedure
 Figure 27: Session update Procedure
 1 The BM-SC sends a RAR message to indicate that the MBMS session is updated. The attributes that canbe modified by the RARmessage are the MBMS Service Area, the Access indicator and the list of MBMScontrol plane nodes.
 2 The MBMS-GW responds with a RAA message to the BM-SC.
 3 TheMBMS-GW initiates session start or session update procedure towards theMMEs in its list of MBMScontrol plane nodes.
 4 The MME informs the MCEs, about changed characteristics of an ongoing MBMS service session, basedon the MBMS Session Update Request. The MME sends MBMS Session Update Request to all MCEswhich have earlier received an MBMS Session Start Request with the same TMGI and GLOW ID.
 5 The MCE responds to the MME to confirm the reception of the Session Update Request message.
 6 The MME returns a response to the MBMS-GW as soon as the Session Update Request is accepted byany E-UTRAN node.
 In some cases, the session update procedure can involve multiple MCEs. The following briefly outlines theprocedures for three possible scenarios:
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Scenario 1: Some MCEs return failure for the Update Request:
 Figure 28: Update Failure from an MCE
 1 The MBMS-GW sends an MBMS Session Update Request to the MME.
 2 The MME sends an MBMS Session Update Request to MCEs.
 3 Some MCEs respond with MBMS Session Update Failure.
 4 The MCE sends an MBMS Session Update Response indicating a successful outcome.
 5 The MME responds with cause "Request Accepted"
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Scenario 2: All MCEs return failure for the Update Request:
 Figure 29: Update Failure from All MCEs
 1 The MBMS-GW sends an MBMS Session Update Request to the MME.
 2 The MME sends an MBMS Session Update Request to MCEs.
 3 All MCEs respond with MBMS Session Update Failure.
 4 The MME responds by sending Session Update Response with causeEGTP_CAUSE_INVALID_REPLY_FROM_REMOTE_PEER to the MBMS GW.
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Scenario 3: Delayed success responses from all MCEs:
 Figure 30: Delayed Update Responses
 1 The MBMS-GW sends an MBMS Session Update Request to the MME.
 2 The MME sends an MBMS Session Update Request to MCEs.
 3 An MCE sends an MBMS Update Response indicating a successful outcome.
 4 The MME responds with cause "Request Accepted"
 5 Further responses are ignored and will have no effect on the MBMS bearer context state.
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Scenario 4: Session update involved the additional / deletion of MBMS service areas:
 Figure 31: Session Update Changing MBMS Service Areas
 1 The MBMS-GW sends an MBMS Session Start Request to an MME. (For this scenario, consider that theStart Request has been sent to multiple MCEs, in this case MCE1 and MCE2.)
 2 The MBMS Session Start Request is sent to MCE1.
 3 The MBMS Session Start Request is sent to MCE2.
 4 MCE1 responds with successful outcome.
 5 The MME responds with cause "Request Accepted" without waiting for response from all MCEs.
 6 MCE2 responds with successful outcome.
 7 For an existing MBMS bearer context, Update Request is sent from MBMS-GW. (Let us consider thereis an MBMS service area deleted and a new service area added.)
 8 MME sends MBMS Session Update Request to MCE1. MCE1 has already processed MBMS SessionStart Request.
 9 MBMS Service Area in MCE2 is deleted in the Session Update Request. Despite this, the MME sends aSession Update Request to MCE2 with service areas received in MBMS Session Update Request fromthe MBMS GW over GTPv2.
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10 For a new Service Area present in the Update Request, the MME sends a Session Start Request to MCE3.
 11 The MCE is expected to create an MBMS bearer context and set its state attribute to "Active" and toconfirm the Session Start Request.
 12 As soon as theMME receives a response with successful outcome, theMME responds with cause "RequestAccepted" without waiting for responses from all MCEs.
 13 The MME receives a Session Update Response, indicating successful outcome, from the MCE for theSession Update Request which was sent earlier.
 14 The MME sends MBMS Session Update Response with cause "Request Accepted" to the MBMS GW.
 15 Responses for Update and Start Requests are sent to the MME from other MCEs.
 Session Stop Procedure
 Figure 32: Session Stop Procedure
 1 The BM-SC sends an RAR message to indicate that the MBMS session is terminated and the bearer planeresources can be released.
 2 The MBMS-GW responds with Session Stop Response and releases its information regarding the session.
 3 The MBMS-GW forwards Session Stop Request message to the MME.
 4 The MME releases the MBMS bearer context and responds with MBMS Session Stop Response.
 5 The MME initiates MBMS Session Stop Request message to the MCE.
 6 TheMCE releases theMBMS bearer context associated with the logical M3 connection and responds withMBMS Session Stop Response.
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Architecture - MME-eMBMS Service
 A new service (mme-embms-service) supports MME's eMBMS functionality. This service is not coupledwith the existing mme-service. The maximum number of MME-eMBMS services that can be created is 8.For details about the command in the configuration mode, refer to the Configuring eMBMS section in thisdocument.
 MCEs can be deployed with eNodeB(s) or they can be standalone. Depending on the deployment model, thenumber of MCEs supported can vary. Currently, the MME (system) support is limited to 300 MCEs and 100MBMS sessions. There is no separate limit enforced on the number of MCEs per mme-embms service.
 The MME supports a maximum total combination of eight (8) MME-specific services, of the types MME+ eMBMS + SGs+ SBc + SLs -service, be configured per chassis.
 Important
 Supported Features and Functions
 • Sessions are identified by the combination of the TMGI and the MBMS Flow ID. In the case of no FlowID, TMGI alone can be used to identify sessions and MBMS Flow ID would be assumed to be 0.
 • Session Controller Recovery is provided to fetch MME eMBMS service configuration from the SessionManager in case of session controller failure.
 • Manager Recovery support for: MMEdemux, MMEmgr, SessMgr, AAAmgr, EgtpegMgr.
 • SMC switchover, PSC card migration, and slot hiding.
 Standards Compliance
 The Cisco implementation of eMBMS on the Cisco MME is compliant with the following standards:
 • 3GPP TS 23.246, Version 12.6.0 - Multimedia Broadcast/Multicast Service (MBMS); Architecture andfunctional description
 • TS 36.444, Version 12.2.0 - M3 Application Protocol
 • TS 29.274, Version 12.8.0 - Tunnelling Protocol for Control plane (GTPv2-C)
 Limitations
 • MBMS flags are supported only for MBMS Session Start Request messages and not for MBMS SessionStop Request messages.
 ◦Re-establishment IE, which comes fromMBMS-GW in Session Start Request, is forwarded to theMCEs.
 ◦MBMS flags are not supported in MBMS Session Stop Request messages.
 • Currently, CLI limitations for the MME eMBMS feature include:
 • themonitor protocol command is supported, but without any of the command keywords.
 • themonitor subscriber command is not supported at this time for use with eMBMS.
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• In the event that all MMEmgrs are restarted at the same time, then MCE Restart Handling will notperform properly.
 • If the Session-Start-Responsemessage includes an Absolute Time timestamp value (for theMBMSDataTransfer) that corresponds to a time in the past, then Session Start is rejected with cause "Mandatory IEIncorrect".
 Configuring MME-eMBMS ServiceReminder: A valid M3/Sm interface license key is required to use the following commands to create anMME-eMBMS service.
 The following configuration commands will setup a single MME-eMBMS Service. The commands in theMME-eMBMS service configuration mode are listed in the order in which they appear. The commands canbe entered in a different order, to suit your needs.
 configurecontext ctxt_name
 mme-embms-service mme_embms_service_nameassociate egtp-service egtp_service_name [ context ctxt_name ]associate sctp-param-template sctp_param_template_namebind { ipv4-address ipv4_address | ipv6-address ipv6_address }mmemgr-recovery { no-reset | reset-peers }plmn-id mcc mcc mnc mncsctp port port_numbersetup-timeout number_seconds
 Notes:
 • The ctxt_name identifies the context in which the MME-eMBMS service configuration is to reside. Thename must be a string of 1 through 79 alphanumeric characters.
 • Themme_embms_service_namemust be a string of 1 through 63 alphanumeric characters.We recommendthat this service name be unique on the chassis. For additional information, refer to themme-embms-service command description in the Global Configuration Mode Commands section ofthe Command Line Interface Reference.
 • The associate command associates either a previously configured eGTP service with theMME-eMBMSservice or a previously configured SCTP parameter template. The command should be repeated toassociate both with the MME-eMBMS service.
 ◦egtp-service egtp_service_name must be a string of 1 through 63 alphanumeric characters.
 ◦context ctxt_name in which the eGTP service has been configured; the context name must be astring of 1 through 79 alphanumeric characters.
 ◦sctp-param-template sctp_param_template_name must be a string of 1 through 63 alphanumericcharacters.
 ◦For additional information about the eGTP service or SCTP parameter template configurations,refer to the Command Line Interface Reference.
 • The bind command binds theMME-eMBMS service to a logical IP interface serving as theM3 interface.Enter either a standard IPv4 or IPv6 address.
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• Themmemgr-recovery command sets the action the MME is to take regarding the peers (MCEs) uponrecovery after an MME Manager crash/failure:
 ◦no-reset - so peer associations are not reset.reset-peers - so peer associations are reset. NOTE: Currently, this option is not supported.
 • The plmn-id command configures the PLMN identifier associated with the eMBMS service area.
 • The sctp command configures the SCTP port number to be associated with the M3AP interface of theeMBMS service. The port_number is an integer from 1 to 65535 and the default is 36412.
 • The setup-timeout command configures the number of seconds for the guard timer expiry for call setup.The timeout_value is an integer from 1 to 10000 and the default is 60.
 The maximum number of MME-eMBMS services that can be created on a single chassis is 8. However,you need to note that Of the 256 possible services, the MME supports a maximum total combination ofeight (8) MME-specific services, of the types MME + MME-eMBMS + SBc + SGs + SLs -service, beconfigured per chassis.
 Important
 Verifying the MME-eMBMS Feature Configuration
 Use the following command to verify your configuration:
 show mme-embms-service [ all | name mme_embms_service_name ]
 The output will provide a display similar to the following:[local]asr5000# show mme-embms-service name embms1
 Service name : embms1Context : ingressStatus : STARTEDSCTP Bind Port : 36444MME-EMBMS IP Address : 192.80.80.201
 192.80.80.202SCTP Param Template Associated : sctptemp1Setup Timeout : 60PLMN : mcc 123 mnc 456EGTPC Service : egtp_mbms
 Managing/Troubleshooting the eMBMS on the MMEManaging the eMBMS Service
 The following commands can be used to manage an active eMBMS service. They are issued from the Execmode.
 • To resetMCE associations on theM3AP link by sending a RESETmessage to a designatedMCE/eNodeBto reset all UE-associated M3 connections.
 mme-embms reset m3-peer peer_id
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• To disconnect MCE associations on the M3AP link and perform a graceful/ungraceful disconnection ofan SCTP peer (MCE) , use the following command in the Exec mode:
 mme-embms disconnect m3-peer peer_id
 Output from "show" Commands
 Numerous counters and information fields provide information helpful for monitoring and/or troubleshootingeMBMS on the MME. The following is a listing of the commands with brief information on their usefulness:
 show mme-embms-service { all | { all-session-info [ summary ] } | { m3ap statistics { all [ verbose ] |name mme_embms_service_name } } | { mce-association { all [ summary ] | full { all | namemme_embms_service_name } | name mme_embms_service_name [ summary ] | path-info { all | namemme_embms_service_name } } } | { mce-session-association { plmn-idmcc mcc mnc mnc mce-id mce_id| tmgi-service-id tmgi_service_id mbms-flow-id mbms_flow_id } } | name mme_embms_service_name| sctp statistics { all | name mme_embms_service_name } } }
 Notes:
 • all -- a listing of the names of all created MME-eMBMS services and a display of the overall MBMSservice status.
 • all-session-info [ summary ] -- a listing of the eMBMS sessions being handled by the MMEmgr oroptionally a summary of eMBMS session information.
 • m3ap statistics { all [ verbose ] | name mme_embms_service_name } } -- a display of all M3AP statisticsavailable for theMME or a display of theM3AP statistics for the named “active”MME-eMBMS service.
 • mce-association { all [ summary ] | full { all | name mme_embms_service_name } | namemme_embms_service_name [ summary ] | path-info { all | name mme_embms_service_name } } –displays
 ◦all MCE peer associations for all or named MME-eMBMS service(s)
 ◦identifies the number of MCE associations with all or the named MME-eMBMS service(s)
 ◦displays path information for MCEs associated with all or the named MME-eMBMS service(s);particularly useful for checking multi-homed sessions.
 • mce-session-association { plmn-idmccmccmncmncmce-idmce_id | tmgi-service-id tmgi_service_idmbms-flow-id mbms_flow_id } – displays
 ◦MCE session associations for a specific MCE
 ◦MCE session associations for the TMGI or TMGI and FLOW ID combination.
 • name mme_embms_service_name [ summary ] – displays the configuration for the named eMBMSservice.
 • sctp statistics { all | name mme_embms_service_name } – displays SCTP statistics for all or named“active” eMBMS service(s).
 show mme-embms-service m3ap statistics all [ verbose ]
 Notes:
 The command above is used to clarify status of MBMS sessions with the following counters added to theoutput:
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• MBMS Session Start Request
 • MBMS Session Start Response
 • MBMS Session Start Response Failure
 show mme-embms-service all-session-info [ summary ]
 Notes:
 The command above displays counters to illustrate session information maintained at all MMEMgrs.
 show mme-embms-service mce-session-association tmgi-service-id tmgi_service_id [ mbms-flow-idmbms_flow_id ]
 Notes:
 The command above displays fields and counters to illustrate configured MCE associations.
 show subscribers mme-embms-only [ all | full ]
 Notes:
 The command above displays MBMS subscriber information.
 Disconnect Reasons
 Information for system disconnects specific to eMBMS, can be found in the statistics for the following:
 • disc-reason-607 = mme-embms-call-setup-timeout(607) - The number of times an eMBMS call setuphas timed out.
 • disc-reason-608 = mme-embms-normal-disconnect(608) - The number of times an eMBMS call hasdisconnected normally.
 • disc-reason-609 = mme-embms-sctp-down(609) - The number of times an eMBMS call experienced anSCTP failure.
 To generate the disconnect reason statistics, use the command show session disconnect-reasons verbose orrefer to the system schema bulk statistics.
 Logging Support
 The following commands identify the logging support provided for the MME eMBMS Service functionality:
 logging filter active facility mme-embms level {critical | error | warning |unusual | info | trace | debug }
 logging filter active facility m3ap level {critical | error | warning | unusual| info | trace | debug }
 Logging Events
 The range of event IDs supported for eMBMS is 212001 to 212024.
 The following configuration disables logging for specified event or event ranges:
 configurelogging disable eventid event_id [ to event_id ]
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The following configuration enables logging for specified event or event ranges:
 configureno logging disable eventid event_id [ to event_id ]
 Monitor Protocol Logging
 • Monitor protocol option (97-M3AP) is added to display M3AP messages.
 • Monitor protocol option (74 - EGTPC) is re-used to display GTPv2 messages on Sm Interface.
 Bulk Statistic Support
 mme-embms is the schema that has been added to enable the MME to provide statistics specific to eMBMSon the MME. Variables included are:
 • mme-embms-m3ap-recdata-m3setup-req
 • mme-embms-m3ap-recdata-mce-config-upd
 • mme-embms-m3ap-recdata-mbms-sess-start-rsp
 • mme-embms-m3ap-recdata-mbms-sess-start-rsp-fail
 • mme-embms-m3ap-recdata-mbms-sess-upd-rsp
 • mme-embms-m3ap-recdata-mbms-sess-upd-rsp-fail
 • mme-embms-m3ap-recdata-mbms-sess-stop-rsp
 • mme-embms-m3ap-recdata-reset
 • mme-embms-m3ap-recdata-reset-ack
 • mme-embms-m3ap-recdata-err-ind
 • mme-embms-m3ap-transdata-m3setup-rsp
 • mme-embms-m3ap-transdata-m3setup-rsp-fail
 • mme-embms-m3ap-transdata-mce-config-upd-ack
 • mme-embms-m3ap-transdata-mce-config-upd-ack-fail
 • mme-embms-m3ap-transdata-mbms-sess-start-req
 • mme-embms-m3ap-transdata-mbms-sess-upd-req
 • mme-embms-m3ap-transdata-mbms-sess-stop-req
 • mme-embms-m3ap-transdata-reset
 • mme-embms-m3ap-transdata-reset-ack
 • mme-embms-m3ap-transdata-err-ind
 • mme-embms-m3ap-unknown-mme-mbms-m3ap-id
 • mme-embms-m3ap-unknown-mce-mbms-m3ap-id
 • mme-embms-m3ap-unknown-mbms-m3ap-id-pair
 • mme-embms-m3ap-tx-syntax-err
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• mme-embms-m3ap-semantic-err
 • mme-embms-m3ap-msg-not-compatible
 • mme-embms-m3ap-abstract-syntax-err
 • mme-embms-m3ap-abstract-syntax-err-reject
 • mme-embms-m3ap-abstract-syntax-err-ignore-notify
 • mme-embms-m3ap-abstract-syntax-err-false-constr-msg
 • mme-embms-m3ap-mce-total-active
 • mme-embms-m3ap-mce-total-created
 • mme-embms-m3ap-mce-total-closed
 • mme-embms-m3ap-mce-total-rejected
 SNMP Traps
 The following identifies the traps new for the MME eMBMS feature and illustrates a sample display:[local]ASR5K# show snmp trap statistics
 Trap Name #Gen #Disc Disable Last Generated----------------------- ----- ----- ------- --------------------MMEEMBMSServiceStart 1 0 0 2015:09:08:09:14:08MMEEMBMSServiceStop 1 0 0 2015:09:08:09:14:03MCEAssocDown 1 0 0 2015:09:08:09:14:19MCEAssocUp 1 0 0 2015:09:08:09:14:16
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C H A P T E R 36Operator Policy
 The proprietary concept of an operator policy, originally architected for the exclusive use of an SGSN, isnon-standard and currently unique to the ASR 5x00. This optional feature empowers the carrier with flexiblecontrol to manage functions that are not typically used in all applications and to determine the granularityof the implementation of any operator policy: to groups of incoming calls or to simply one single incomingcall.
 The following products support the use of the operator policy feature:
 • MME (Mobility Management Entity - LTE)
 • SGSN (Serving GPRS Support Node - 2G/3G/LTE)
 • S-GW (Serving Gateway - LTE)
 This document includes the following information:
 • What Operator Policy Can Do, page 351
 • The Operator Policy Feature in Detail, page 352
 • How It Works, page 356
 • Operator Policy Configuration, page 357
 • Verifying the Feature Configuration, page 363
 What Operator Policy Can DoOperator policy enables the operator to specify a policy with rules governing the services, facilities andprivileges available to subscribers.
 A Look at Operator Policy on an SGSNThe following is only a sampling of what working operator policies can control on an SGSN:
 • APN information included in call activation messages are sometimes damaged, misspelled, missing. Insuch cases, the calls are rejected. The operator can ensure calls aren't rejected and configure a range of
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methods for handling APNs, including converting incoming APNs to preferred APNs and this controlcan be used in a focused fashion or defined to cover ranges of subscribers.
 • In another example, it is not unusual for a blanket configuration to be implemented for all subscriberprofiles stored in the HLR. This results in a waste of resources, such as the allocation of the defaulthighest QoS setting for all subscribers. An operator policy provides the opportunity to address suchissues by allowing fine-tuning of certain aspects of profiles fetched fromHLRs and, if desired, overwriteQoS settings received from HLR.
 A Look at Operator Policy on an S-GWThe S-GW operator policy provides mechanisms to fine tune the behavior for subsets of subscribers. It alsocan be used to control the behavior of visiting subscribers in roaming scenarios by enforcing roaming agreementsand providing a measure of local protection against foreign subscribers.
 The S-GW uses operator policy in the SGW service configuration to control the accounting mode. The defaultaccounting mode is GTPP, but RADIUS/Diameter and none are options. The accounting mode value fromthe call control profile overrides the value configured in SGW service. If the accounting context is notconfigured in the call control profile, it is taken from SGW service. If the SGW service does not have therelevant configuration, the current context or default GTPP group is assumed.
 The Operator Policy Feature in DetailThis flexible feature provides the operator with a range of control to manage the services, facilities andprivileges available to subscribers.
 Operator policy definitions can depend on factors such as (but not limited to):
 • roaming agreements between operators,
 • subscription restrictions for visiting or roaming subscribers,
 • provisioning of defaults to override standard behavior.
 These policies can override standard behaviors and provide mechanisms for an operator to circumvent thelimitations of other infrastructure elements such as DNS servers and HLRs in 2G/3G networks.
 By configuring the various components of an operator policy, the operator fine-tunes any desired restrictionsor limitations needed to control call handling and this can be done for a group of callers within a defined IMSIrange or per subscriber.
 Re-Usable Components - Besides enhancing operator control via configuration, the operator policy featureminimizes configuration by drastically reducing the number of configuration lines needed. Operator policymaximizes configurations by breaking them into the following reusable components that can be shared acrossIMSI ranges or subscribers:
 • call control profiles
 • IMEI profiles (SGSN only)
 • APN profiles
 • APN remap tables
 • operator policies
 MME Administration Guide, StarOS Release 21.2352
 Operator PolicyA Look at Operator Policy on an S-GW

Page 389
                        

• IMSI ranges
 Each of these components is configured via a separate configuration mode accessed through the GlobalConfiguration mode.
 Call Control ProfileA call control profile can be used by the operator to fine-tune desired functions, restrictions, requirements,and/or limitations needed for call management on a per-subscriber basis or for groups of callers across IMSIranges. For example:
 • setting access restriction cause codes for rejection messages
 • enabling/disabling authentication for various functions such as attach and service requests
 • enabling/disabling ciphering, encryption, and/or integrity algorithms
 • enabling/disabling of packet temporary mobile subscriber identity (P-TMSI) signature allocation (SGSNonly)
 • enabling/disabling of zone code checking
 • allocation/retention priority override behavior (SGSN only)
 • enabling/disabling inter-RAT, 3G location area, and 4G tracking area handover restriction lists (MMEand S-GW only)
 • setting maximum bearers and PDNs per subscriber (MME and S-GW only)
 Call control profiles are configured with commands in the Call Control Profile configuration mode. A singlecall control profile can be associated with multiple operator policies
 For planning purposes, based on the system configuration, type of packet services cards, type of network (2G,3G, 4G, LTE), and/or application configuration (single, combo, dual access), the following call control profileconfiguration rules should be considered:
 • 1 (only one) - call control profile can be associated with an operator policy
 • 1000 - maximum number of call control profiles per system (e.g., an SGSN).
 • 15 - maximum number of equivalent PLMNs for 2G and 3G per call control profile
 ◦15 - maximum number of equivalent PLMNs for 2G per ccprofile.
 ◦15 - maximum number of supported equivalent PLMNs for 3G per ccprofile.
 • 256 - maximum number of static SGSN addresses supported per PLMN
 • 5 - maximum number of location area code lists supported per call control profile.
 • 100 - maximum number of LACs per location area code list supported per call control profile.
 • unlimited number of zone code lists can be configured per call control profile.
 • 100 - maximum number of LACs allowed per zone code list per call control profile.
 • 2 - maximum number of integrity algorithms for 3G per call control profile.
 • 3 - maximum number of encryption algorithms for 3G per call control profile.
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APN ProfileAn APN profile groups a set of access point name (APN)-specific parameters that may be applicable to oneor more APNs. When a subscriber requests an APN that has been identified in a selected operator policy, theparameter values configured in the associated APN profile will be applied.
 For example:
 • enable/disable a direct tunnel (DT) per APN. (SGSN)
 • define charging characters for calls associated with a specific APN.
 • identify a specific GGSN to be used for calls associated with a specific APN (SGSN).
 • define various quality of service (QoS) parameters to be applied to calls associated with a specific APN.
 • restrict or allow PDP context activation on the basis of access type for calls associated with a specificAPN.
 APN profiles are configured with commands in the APN Profile configuration mode. A single APN profilecan be associated with multiple operator policies.
 For planning purposes, based on the system configuration, type of packet processing cards and 2G, 3G, 4G,and/or dual access, the following APN profile configuration rules should be considered:
 • 50 - maximum number of APN profiles that can be associated with an operator policy.
 • 1000 - maximum number of APN profiles per system (e.g., an SGSN).
 • 116 - maximum gateway addresses (GGSN addresses) that can be defined in a single APN profile.
 IMEI-Profile (SGSN only)The IMEI is a unique international mobile equipment identity number assigned by the manufacturer that isused by the network to identify valid devices. The IMEI has no relationship to the subscriber.
 An IMEI profile group is a set of device-specific parameters that control SGSN behavior when one of varioustypes of Requests is received from a UE within a specified IMEI range. These parameters control:
 • Blacklisting devices
 • Identifying a particular GGSN to be used for connections for specified devices
 • Enabling/disabling direct tunnels to be used by devices
 IMEI profiles are configured with commands in the IMEI Profile configuration mode. A single IMEI profilecan be associated with multiple operator policies.
 For planning purposes, based on the system configuration, type of packet processing cards, type of network(2G, 3G, 4G, LTE), and/or application configuration (single, combo, dual access), the following IMEI profileconfiguration rules should be considered:
 • 10 - maximum number of IMEI ranges that can be associated with an operator policy.
 • 1000 - maximum number of IMEI profiles per system (such as an SGSN).
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APN Remap TableAPN remap tables allow an operator to override an APN specified by a user, or the APN selected during thenormal APN selection procedure, as specified by 3GPP TS 23.060. This atypical level of control enablesoperators to deal with situations such as:
 • An APN is provided in the Activation Request that does not match with any of the subscribed APNseither a different APNwas entered or the APN could have been misspelled. In such situations, the SGSNwould reject the Activation Request. It is possible to correct the APN, creating a valid name so that theActivation Request is not rejected.
 • In some cases, an operator might want to force certain devices/users to use a specific APN. For example,all iPhone4 users may need to be directed to a specific APN. In such situations, the operator needs tobe able to override the selected APN.
 An APN remap table group is a set of APN-handling configurations that may be applicable to one or moresubscribers. When a subscriber requests an APN that has been identified in a selected operator policy, theparameter values configured in the associated APN remap table will be applied. For example, an APN remaptable allows configuration of the following:
 • APN aliasing - maps incoming APN to a different APN based on partial string match (MME and SGSN)or matching charging characteristic (MME and SGSN).
 •Wildcard APN - allows APN to be provided by the SGSN when wildcard subscription is present andthe user has not requested an APN.
 • Default APN - allows a configured default APN to be used when the requested APN cannot be used forexample, the APN is not part of the HLR subscription.
 APN remap tables are configured with commands in the APN Remap Table configuration mode. A singleAPN remap table can be associated withmultiple operator policies, but an operator policy can only be associatedwith a single APN remap table.
 For planning purposes, based on the system configuration, type of packet processing cards, type of network(2G, 3G, 4G, LTE), and/or application configuration (single, combo, dual access), the following APN remaptable configuration rules should be considered:
 • 1 - maximum number of APN remap tables that can be associated with an operator policy.
 • 1000 - maximum number of APN remap tables per system (such as an SGSN).
 • 100 - maximum remap entries per APN remap table.
 Operator PoliciesThe profiles and tables are created and defined within their own configuration modes to generate sets of rulesand instructions that can be reused and assigned to multiple policies. An operator policy binds the variousconfiguration components together. It associates APNs, with APN profiles, with an APN remap table, witha call control profile, and/or an IMEI profile (SGSN only) and associates all the components with filteringranges of IMSIs.
 In this manner, an operator policy manages the application of rules governing the services, facilities, andprivileges available to subscribers.
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Operator policies are configured and the associations are defined via the commands in the Operator Policyconfiguration mode.
 The IMSI ranges are configured with the command in the SGSN-Global configuration mode.
 For planning purposes, based on the system configuration, type of packet processing cards, type of network(2G, 3G, 4G, LTE), and/or application configuration (single, combo, dual access), the following operatorpolicy configuration rules should be considered:
 • 1 maximum number of call control profiles associated with a single operator policy.
 • 1 maximum number of APN remap tables associated with a single operator policy.
 • 10 maximum number of IMEI profiles associated with a single operator policy (SGSN only)
 • 50 maximum number of APN profiles associated with a single operator policy.
 • 1000 maximum number of operator policies per system (e.g., an SGSN) this number includes the singledefault operator policy.
 • 1000 maximum number of IMSI ranges defined per system (e.g., an SGSN).
 SGSN operator policy configurations created with software releases prior to Release 11.0 are not forwardcompatible. Such configurations can be converted to enable them to work with an SGSN running Release11.0 or higher. Your Cisco Account Representative can accomplish this conversion for you.
 Important
 IMSI RangesRanges of international mobile subscriber identity (IMSI) numbers, the unique number identifying a subscriber,are associated with the operator policies and used as the initial filter to determine whether or not any operatorpolicy would be applied to a call. The range configurations are defined by theMNC,MCC, a range of MSINs,and optionally the PLMN ID. The IMSI ranges must be associated with a specific operator policy.
 IMSI ranges are defined differently for each product supporting the operator policy feature.
 How It WorksThe specific operator policy is selected on the basis of the subscriber's IMSI at attach time, and optionally thePLMN ID selected by the subscriber or the RANnode's PLMN ID. Unique, non-overlapping, IMSI + PLMN-IDranges create call filters that distinguish among the configured operator policies.
 MME Administration Guide, StarOS Release 21.2356
 Operator PolicyIMSI Ranges

Page 393
                        

The following flowchart maps out the logic applied for the selection of an operator policy:
 Figure 33: Operator Policy Selection Logic
 Operator Policy ConfigurationThis section provides a high-level series of steps and the associated configuration examples to configure anoperator policy. By configuring an operator policy, the operator fine-tunes any desired restrictions or limitationsneeded to control call handling per subscriber or for a group of callers within a defined IMSI range.
 Most of the operator policy configuration components are common across the range of products supportingoperator policy. Differences will be noted as they are encountered below.
 This section provides a minimum instruction set to implement operator policy. For this feature to beoperational, you must first have completed the system-level configuration as described in the SystemAdministration Guide and the service configuration described in your product's administration guide.
 Important
 The components can be configured in any order. This example begins with the call control profile:
 Step 1 Create and configure a call control profile, by applying the example configuration presented in the Call Control ProfileConfiguration section.
 Step 2 Create and configure an APN profile, by applying the example configuration presented in the APN Profile Configurationsection.
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It is not necessary to configure both an APN profile and an IMEI profile. You can associate either type of profilewith a policy. It is also possible to associate one or more APN profiles with an IMEI profile for an operatorpolicy (SGSN only).
 Note
 Step 3 Create and configure an IMEI profile by applying the example configuration presented in the IMEI Profile Configurationsection (SGSN only).
 Step 4 Create and configure an APN remap table by applying the example configuration presented in the APN Remap TableConfiguration section.
 Step 5 Create and configure an operator policy by applying the example configuration presented in the Operator PolicyConfiguration section.
 Step 6 Configure an IMSI range by selecting and applying the appropriate product-specific example configuration presentedin the IMSI Range Configuration sections below.
 Step 7 Associate the configured operator policy components with each other and a network service by applying the exampleconfiguration in the Operator Policy Component Associations section.
 Step 8 Save your configuration to flash memory, an external memory device, and/or a network location using the Exec modecommand save configuration. For additional information on how to verify and save configuration files, refer to theSystem Administration Guide .
 Step 9 Verify the configuration for each component separately by following the instructions provided in the Verifying theFeature Configuration section of this chapter.
 Call Control Profile ConfigurationThis section provides the configuration example to create a call control profile and enter the configurationmode.
 Use the call control profile commands to define call handling rules that will be applied via an operator policy.Only one call control profile can be associated with an operator policy, so it is necessary to use (and repeatas necessary) the range of commands in this mode to ensure call-handling is sufficiently managed.
 Configuring the Call Control Profile for an SGSNThe example below includes some of the more commonly configured call control profile parameters withsample variables that you will replace with your own values.
 configurecall-control-profile profile_name>
 attach allow access-type umts location-area-list instance list_idauthenticate attachlocation-area-list instance instance area-code area_codesgsn-number E164_numberend
 Notes:
 • Refer to the Call Control Profile Configuration Mode chapter in the Command Line Interface Referencefor command details and variable options.
 • This profile will only become valid when it is associated with an operator policy.
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Configuring the Call Control Profile for an MME or S-GWThe example below includes some of the more commonly configured call control profile parameters withsample variables that you will replace with your own values.
 configurecall-control-profile profile_name
 associate hss-peer-service service_name s6a-interfaceattach imei-query-type imei verify-equipment-identityauthenticate attachdns-pgw context mme_context_namedns-sgw context mme_context_nameend
 Notes:
 • Refer to the Call Control Profile Configuration Mode chapter in the Command Line Interface Referencefor command details and variable options.
 • This profile will only become valid when it is associated with an operator policy.
 APN Profile ConfigurationThis section provides the configuration example to create an APN profile and enter the apn-profile configurationmode.
 Use the apn-profile commands to define how calls are to be handled when the requests include an APN.Morethan one APN profile can be associated with an operator policy.
 The example below includes some of the more commonly configured profile parameters with sample variablesthat you will replace with your own values.
 configureapn-profile profile_name
 gateway-address 123.123.123.1 priority 1(SGSN only)direct-tunnel not-permitted-by-ggsn (SGSN only)idle-mode-acl ipv4 access-group station7 (S-GW only)end
 Notes:
 • All of the parameter defining commands in this mode are product-specific. Refer to the APN ProfileConfigurationMode chapter in theCommand Line Interface Reference for command details and variableoptions.
 • This profile will only become valid when it is associated with an operator policy.
 IMEI Profile Configuration - SGSN onlyThis section provides the configuration example to create an IMEI profile and enter the imei-profileconfiguration mode.
 Use the imei-profile commands to define how calls are to be handled when the requests include an IMEI inthe defined IMEI range. More than one IMEI profile can be associated with an operator policy.
 MME Administration Guide, StarOS Release 21.2 359
 Operator PolicyAPN Profile Configuration

Page 396
                        

The example below includes some of the more commonly configured profile parameters with sample variablesthat you will replace with your own values.
 configureimei-profile profile_name
 ggsn-address 211.211.123.3direct-tunnel not-permitted-by-ggsn (SGSN only)associate apn-remap-table remap1end
 Notes:
 • It is optional to configure an IMEI profile. An operator policy can include IMEI profiles and/or APNprofiles.
 • This profile will only become valid when it is associated with an operator policy.
 APN Remap Table ConfigurationThis section provides the configuration example to create an APN remap table and enter the apn-remap-tableconfiguration mode.
 Use the apn-remap-table commands to define how APNs are to be handled when the requests either do ordo not include an APN.
 The example below includes some of the more commonly configured profile parameters with sample variablesthat you will replace with your own values.
 configureapn-remap-table table_name
 apn-selection-default first-in-subscriptionwildcard-apn pdp-type ipv4 network-identifier apn_net_idblank-apn network-identifier apn_net_id (SGSN only)end
 Notes:
 • The apn-selection-default first-in-subscription command is used for APN redirection to provide"guaranteed connection" in instances where the UE-requested APN does not match the default APN oris missing completely. In this example, the first APN matching the PDP type in the subscription is used.The first-in-selection keyword is an MME feature only.
 • Some of the commands represented in the example above are common and some are product-specific.Refer to the APN-Remap-Table Configuration Mode chapter in the Command Line Interface Referencefor command details and variable options.
 • This profile will only become valid when it is associated with an operator policy.
 Operator Policy ConfigurationThis section provides the configuration example to create an operator policy and enter the operator policyconfiguration mode.
 Use the commands in this mode to associate profiles with the policy, to define and associate APNs with thepolicy, and to define and associate IMEI ranges. Note: IMEI ranges are supported for SGSN only.
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The example below includes sample variable that you will replace with your own values.
 configureoperator-policy policy_name
 associate call-control-profile profile_nameapn network-identifier apn-net-id_1 apn-profile apn_profile_name_1apn network-identifier apn-net-id_2 apn-profile apn_profile_name_1imei range <imei_number to imei_number imei-profile name profile_nameassociate apn-remap-table table_nameend
 Notes:
 • Refer to the Operator-Policy Configuration Mode chapter in the Command Line Interface Referencefor command details and variable options.
 • This policy will only become valid when it is associated with one or more IMSI ranges (SGSN) orsubscriber maps (MME and S-GW).
 IMSI Range ConfigurationThis section provides IMSI range configuration examples for each of the products that support operator policyfunctionality.
 Configuring IMSI Ranges on the MME or S-GWIMSI ranges on an MME or S-GW are configured in the Subscriber Map Configuration Mode. Use thefollowing example to configure IMSI ranges on an MME or S-GW:
 configuresubscriber-map name
 lte-policyprecedence number match-criteria imsi mcc mcc_number mnc mnc_number msin first
 start_range last end_range operator-policy-name policy_nameend
 Notes:
 • The precedence number specifies the order in which the subscriber map is used. 1 has the highestprecedence.
 • The operator policy name identifies the operator policy that will be used for subscribers that match theIMSI criteria and fall into the MSIN range.
 Configuring IMSI Ranges on the SGSNThe example below is specific to the SGSN and includes sample variables that you will replace with yourown values.
 configuresgsn-global
 imsi-range mcc 311 mnc 411 operator-policy oppolicy1imsi-range mcc 312 mnc 412 operator-policy oppolicy2imsi-range mcc 313 mnc 413 operator-policy oppolicy3imsi-range mcc 314 mnc 414 operator-policy oppolicy4
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imsi-range mcc 315 mnc 415 operator-policy oppolicy5end
 Notes:
 • Operator policies are not valid until IMSI ranges are associated with them.
 Associating Operator Policy Components on the MMEAfter configuring the various components of an operator policy, each component must be associated with theother components and, ultimately, with a network service.
 The MME service associates itself with a subscriber map. From the subscriber map, which also contains theIMSI ranges, operator policies are accessed. From the operator policy, APN remap tables and call controlprofiles are accessed.
 Use the following example to configure operator policy component associations:
 configureoperator-policy name
 associate apn-remap-table table_nameassociate call-control-profile profile_nameexit
 lte-policysubscriber-map name
 precedence match-criteria all operator-policy-name policy_nameexit
 exitcontext mme_context_name
 mme-service mme_svc_nameassociate subscriber-map nameend
 Notes:
 • The precedence command in the subscriber map mode has othermatch-criteria types. The all type isused in this example.
 Configuring Accounting Mode for S-GWThe accounting mode command configures the mode to be used for the S-GW service for accounting, eitherGTPP (default), RADIUS/Diameter, or None.
 Use the following example to change the S-GW accounting mode from GTPP (the default) toRADIUS/Diameter:
 configurecontext sgw_context_name
 sgw-service sgw_srv_nameaccounting mode radius-diameterend
 Notes:
 • An accounting mode configured for the call control profile will override this setting.
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Verifying the Feature ConfigurationThis section explains how to display the configurations after saving them in a .cfg file as described in theSystem Administration Guide .
 All commands listed here are under Exec mode. Not all commands are available on all platforms.Important
 Verify that the operator policy has been created and that required profiles have been associated and configured properlyby entering the following command in Exec Mode:show operator-policy full name oppolicy1The output of this command displays the entire configuration for the operator policy configuration.[local]asr5x00 show operator-policy full name oppolicy1Operator Policy Name = oppolicy1Call Control Profile Name : ccprofile1
 Validity : ValidAPN Remap Table Name : remap1
 Validity : ValidIMEI Range 711919739 to 711919777
 IMEI Profile Name : imeiprof1Include/Exclude : IncludeValidity : Valid
 APN NI homers1APN Profile Name : apn-profile1
 Validity : ValidNotes:
 • If the profile name is shown as "Valid", the profile has actually been created and associated with the policy. If theProfile name is shown as "Invalid", the profile has not been created/configured.
 • If there is a valid call control profile, a valid APN profile and/or valid IMEI profile, and a valid APN remap table,the operator policy is valid and complete if the IMSI range has been defined and associated.
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C H A P T E R 37Operator Specific QCI
 This chapter describes the addition of new standardized QCI values and Operator Specific QCI values.
 • Feature Description, page 365
 • Configuring Operator Specific QCI, page 368
 • Monitoring and Troubleshooting Operator Specific QCI, page 369
 Feature DescriptionIn Release 20.0, MME has been enhanced to support new standardized QCIs 65, 66, 69 and 70. Also, MMEalso supports operator specific (non-standard) QCIs from 128 to 254. The non-standard QCIs provides OperatorSpecific QoS for M2M and other mission critical communications.
 The operator-defined-qci command under the QoS profile configuration is provisioned to enable or disableOperator Specific QCI.When enabled, MME accepts Operator Specific QCI values (128-254) both fromHSSand PGW. If not enabled, MME will reject the procedure on receiving any Operator Specific QCI value.
 Additionally, this chapter describes the mapping of operator specific QCIs to Pre-Release8 QoS parametersduring a handover to UTRAN/GERAN.
 The Operator Specific QCI Support feature is license controlled. Contact your Cisco Account or Supportrepresentative for information on how to obtain a license.
 The Operator Specific QCI feature provides the following functionalities:
 • MME provides a CLI to enable/disable 'operator-defined-qci' under QOS-Profile.
 • Operator Specific QCI value ranges from 128 to 254.
 • The new standardized QCI values 65, 66, 69 and 70 is accepted for configuration under all existing CLIsthat involves QCI.
 • QCI validation is performed during configuration to avoid invalid values.
 • Existing QOS control on all bearers is extended to the new QCIs values. A specific QCI or a range ofQCIs can be associated to a Bearer Control Profile under QoS-Profile. An operator specific QCI can bere-mapped to another QCI using this Bearer Control Profile. Bearer level parameters such as ARP,MBR,GBR values can be configured independently for default/dedicated bearer along with action such asprefer-as-cap or pgw-upgrade in the Bearer Control Profile.
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• MME rejects the default/dedicated bearers with QCIs that are configured to be rejected under QoS-Profile.
 • MME provides CLI configuration under the Bearer Control Profile to map Operator Specific QCI toPre-Release8 QoS parameters or a standard QCI.
 • The standardized QCI mapping is defined according to the TS 23.401 3GPP specification.
 • Every Standard QCI GBR/Non-GBR is associated with a priority level as shown below:
 PriorityResource TypeQCI
 2GBR1
 4GBR2
 3GBR3
 5GBR4
 1Non-GBR5
 6Non-GBR6
 7Non-GBR7
 8Non-GBR8
 9Non-GBR9
 0.7GBR65
 2GBR66
 0.5Non-GBR69
 5.5Non-GBR70
 ◦Priority Level 1 has the highest priority and in case of congestion lowest priority level traffic wouldbe the first to be discarded.
 ◦The operator specific QCIs from 128 to 254 shall have the lowest priority. These priority valuesare considered while deriving resultant QoS values for the Minimum and Reject-if-exceed actionsconfigured in prefer-as-cap or pgw-upgrade
 • The paging-map CLI is enhanced to accommodate QCI values - 65, 66, 69 and 70.
 • The qci-reject CLI under QoS-Profile is modified to accept Operator Specific QCI values.
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MME supports standardized QCIs from 1 to 9. It accepts the new standardized QCI values 69 and 70 fordefault bearer creation and 65, 66, 69 and 70 for dedicated bearer creation. Any other QCI value isconsidered invalid.
 Note
 Controlling Process Related QCI on S6A
 Standardized Non-GBR QCI values 69 and 70, and operator specific QCI values in the range 128 to 254enabled using the operator-defined-qci CLI under QoS-Profile is accepted from the subscription (HSS). Ifthe CLI is not enabled, MME will reject all Operator Specific values.
 Controlling Process Related QCI on S11
 Standardized QCI values 65, 66, 69 and 70, and operator specific QCI values in the range 128 to 254 enabledusing the operator-defined-qci CLI under QoS-Profile is accepted from the S-GW. If the CLI is not enabled,MME will reject all Operator Specific values.
 Note • The qci-reject CLI under QoS profile can be used to reject any specific QCI value or a range of QCIvalues.
 • Standardized QCI values are accepted even if the operator-defined-qci CLI is not enabled.
 Mapping of Operator Specific QCI to 3GPP Pre-Release QoS Parameters
 Mapping of Operator Specific QCIs to Pre-Release8 QoS parameters is supported for successful handover ofbearers to UTRAN/GERAN during handoff
 A newCLI is implemented inMME tomap standard or non-standardized QCI's to PreRelease8QoS parametersso that the bearers are transferred during a handover to Gn-Gp SGSN. The mapped QoS values would be sentin GTPv1 SGSN-Context-Response or Forward-Relocation-Request messages to peer SGSN.
 One of the following values can be used to map EPC QoS from non-standard QCIs to 3GPP pre-release8QoS:
 • All pre-release8 QoS parameters.
 • A standard QCI value (according to the mapping defined in 3GPP TS 23.401 standards).
 To support mapping, a newCLI is added in the Bearer Control Profile ConfigurationMode. If this configurationis not available, MME uses background class values as default, and maps the QCIs to the background classand its associated QoS parameters.
 Standards Compliance
 The Non-Standard and Operator Specific QCI feature complies with the following standards:
 • LTE; General Packet Radio Service (GPRS) enhancements for Evolved Universal Terrestrial RadioAccess Network (E-UTRAN) access (3GPP TS 23.401 version 12.8.0 Release 12).
 • LTE; Quality of Service (QoS) concept and architecture (3GPP TS 23.107 version 12.0.0 Release 12).
 • LTE; Policy and charging control architecture (3GPP TS 23.203 version 13.1.0).
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Configuring Operator Specific QCIThis section documents the configuration procedures for the Operator Specific QCI feature.
 The following CLI enables Operator Specific QCI in MME. If this CLI is enabled, MME accepts the QCIrange 128 - 254 from HSS and P-GW.
 configurequality-of-service-profile profile_name
 [ remove ] operator-defined-qciend
 Note • By default, this command is disabled.
 • operator-defined-qci enables Operator Specific QCI values.
 • remove disables the Operator Specific QCI configuration.
 The following CLI maps non-standardized QCIs to PreRelease8QoS parameters for transferring bearers duringa handover to Gn-Gp SGSN:
 configurebearer-control-profile profile_name
 [ remove ] { pre-rel8-qos-mapping { { class { background | conversational | interactive | streaming} } { thp thp_value } { sig-ind indicator_value } { src-stat-desc value } { min-transfer-delay value } { sduerror-ratio value } } | qci value }
 end
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Note • pre-rel8-qos-mapping defines (MME) mapping of EPC QOS (non-standard QCIs) to 3GPPPreRelease8 QoS parameters.
 • qci indicates the QoS class. Its value ranges from 1 to 9. When QCI is configured, the correspondingmapping takes place based on 3GPP TS 23.401.
 • class indicates the UMTS traffic classified into the following categories:
 ◦background
 ◦conversational
 ◦interactive
 ◦streaming
 • thp Traffic handling priority specifies the relative importance of handling all SDUs that belong tothe UMTS bearer compared to the SDUs of other bearers. The priority value ranges from 1 to 3,where the value 1 holds the highest priority. The predefined thp value is 3
 • sig-ind toggles the state of the signal. The values are either 0 or 1.
 • src-stat-desc toggles the state of the signal. The values are either 0 or 1.
 • sdu error-ratio Service Data Unit (SDU) Error ratio indicates the fraction of SDUs lost or detectedas error packets. SDU error ratio is defined only for conforming traffic. The range is an integerranging from 1 to 7. The ratio ranges from 10^-1 to 10^-6. Allowed values are 1(10^-2), 2(7*10^-3),3(10^-3), 4(10^-4), 5(10^-5), 6(10^-6) and 7(10^-1). The predefined minimum value is 1.
 • min-transfer-delay defines the maximum delay for 95th percentile of the delay distributed for alldelivered SDUs during the lifetime of a bearer service. The delay value ranges from 10 to 40,000milliseconds. The predefined minimum value is 100.
 The delay for an SDU is defined as the time from request to transfer and SDU at one SAP to itsdelivery at the other SAP.
 Monitoring and Troubleshooting Operator Specific QCIThis section provides information on how to monitor and troubleshoot the Non-Standard and Operator SpecificQCI Support feature.
 For information on troubleshooting, please refer to the Monitoring and Troubleshooting section in the QoSProfile Support chapter in theMME Administration Guide
 Non-Standard and Operator Specific QCI Support Show Command(s) and/or Outputs
 Monitor the configuration of Non-Standard and Operator Specific QCI feature, by using the followingcommand:
 show quality-of-service-profile full all
 On executing the above show command, the following new field is displayed:
 • Operator Defined QCI
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show bearer-control-profile full all
 This command is used to display QoS parameters configured for mapping Operator Specific QCI to 3GPPPre-Release8 parameters
 On executing the above command, the following new fields are displayed:
 • pre-rel8-qos-mapping
 ◦Class
 ◦traffic handling priority
 ◦sdu error ratio
 ◦minimum transfer delay
 ◦source stats descriptor
 ◦signaling indication
 ◦QCI value
 show mme-service statistics esm-only verbose
 A new counter is added to monitor Operator Specific QCIs. This command is used to display the total numberof bearers using Operator Specific QCIs.
 On executing the above command, the following fields are displayed:
 Bearer Statistics:
 All Bearers: 0 Connected Bearers: 0
 Idle Bearers: 0
 Bearers Using Operator-Specific QCI:
 All Bearers: 0 Connected Bearers: 0
 Idle Bearers: 0
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C H A P T E R 38Operator Policy Selection Based on IMEI-TAC
 • Feature Description, page 371
 • How It Works, page 372
 • Configuring Operator Policy Selection Based on IMEI-TAC, page 373
 • Monitoring and Troubleshooting the Operator Policy Selection Based on IMEI-TAC, page 376
 Feature DescriptionOperator policies (proprietary Cisco functionality) empower the carrier/network operators to configure preferredcall handling practices. Also, operator policies can be configured to determine the granularity of theimplementation: to groups of incoming calls or simply to one single incoming call. The purpose, use, andconfiguration of operator policies is outlined in the Operator Policy chapter elsewhere in this guide.
 Based on the configuration (see Configuring Operator Policy Based on IMEI-TAC), the MME will select /re-select the operator policy whenever the MME retrieves the IMEI or IMEI-SV in one of the followingscenario:
 • normal 4G Attach when the IMEI/IMEI-SV is retrieved via Identity-Request with IMEI.
 • normal 4G Attach when the IMEI/IMEI-SV is retrieved via Security-Mode-Complete (policy attachimei-query-type under MME service must be enabled).
 • normal 4G TAU when the IMEI/IMEI-SV is retrieved via Security-Mode-Complete (policy tauimei-query-type under MME service must be enabled).
 • inbound handover when IMEI/IMEI-SV is received with IMSI via the Forward-Relocation-Request.
 • S10 and S3 Attaches when IMEI/IMEI-SV is retrieved with IMSI via EGTP-Identification-Request.
 • Inter-RAT TAU and Intra-RAT TAU with MME change when IMEI/IMEI-SV is received with IMSIin Context-Response.
 Selection Based on IMEI-TAC
 With Releases 18.5 and higher,"Operator Policy Selection Based on IMEI-TAC" enables the MME to selects/ re-select an operator policy for call handling based on the user equipment's (UE's) unique internationalmobile equipment identity - type allocation code (IMEI-TAC) rather than the normal selection method, which
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is based on the UE's international mobile subscriber identity (IMSI) and PLMN-ID. The IMEI number isassigned to a mobile device or user equipment (UE) by the manufacturer. The network uses the IMEI toidentify if devices are valid.
 Including the type allocation code (TAC) in the operator policy selection process supports network accessrestrictions being applied to UEs based on the type of wireless device identified by the IMEI-TAC. The TAC,the first eight digits of the 15-digit IMEI or 16-digit IMEI-SV, identifies the equipment manufacturer, thewireless device type and the model number (if there is one); for example, TAC of 35201906 identifies anApple iPhone 5S.
 IMEI-TAC Groups
 With Release 18.6 and higher, the MME supports configuration of up to 25,000 IMEI-TAC, up from theoriginal number of 1024 IMEI-TAC per MME. As well, these IMEI-TAC can be configured in groups listingindividual IMEI-TAC and/or organized in ranges of IMEI-TAC. Up to 50 IMEI-TAC groups can be configuredper MME and once an IMEI-TAC group is created, each group can be configured with up to 500 uniqueIMEI-TAC values and/or up to 20 IMEI-TAC ranges - which can overlap. For command details, refer to theConfiguration section below.
 Granular Selection Options for IMEI-TAC: MCC/MNC, MSIN, PLMNID
 With Release 19.4 and higher, the operator is allowed more granular control of configuration for operatorpolicy selection. Besides operator policy selection based on IMEI-TAC of the UE, the operator can optionallyconfigure selection based on:
 1 IMEI-TAC only,
 2 IMEI-TAC + Service PLMNID,
 3 IMEI-TAC + MCC-MNC of UE,
 4 IMEI-TAC + MCC-MNC of UE + Serving PLMNID,
 5 IMEI-TAC + IMSI,
 6 IMEI-TAC + IMSI + Serving PLMNID,
 The MME uses this configuration to select the operator policy whenever it retrieves the IMEI/IMEI-SV fromeither a UE or a peer for all non-emergency calls.
 How It WorksBased on the configuration (see Configuring Operator Policy Based on IMEI-TAC ), the MME will select /re-select the operator policy whenever the MME retrieves the IMEI or IMEI-SV in one of the followingscenario:
 • normal 4G Attach when the IMEI/IMEI-SV is retrieved via Identity-Request with IMEI.
 • normal 4G Attach when the IMEI/IMEI-SV is retrieved via Security-Mode-Complete ( policy attachimei-query-type under MME service must be enabled).
 • normal 4G TAU when the IMEI/IMEI-SV is retrieved via Security-Mode-Complete ( policy tauimei-query-type under MME service must be enabled).
 • inbound handover when IMEI/IMEI-SV is received with IMSI via the Forward-Relocation-Request.
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• S10 and S3 Attaches when IMEI/IMEI-SV is retrieved with IMSI via EGTP-Identification-Request.
 • Inter-RAT TAU and Intra-RAT TAU with MME change when IMEI/IMEI-SV is received with IMSIin Context-Response.
 Supported Options
 With this feature, the MME supports location-based restriction based on the IMEI-TAC. The MME Serviceconfiguration must include settings to instruct the MME to retrieve/query the IMEI/IMEI-SV for Attach andTAU. Refer to Configuring Policy Selection for Normal 4G Attach/TAU.
 Restrictions
 For all emergency calls, theMME selects the emergency profile and not an operator policy based on IMEI-TACconfiguration.
 Currently, the MME allows a maximum of 1024 associations of operator policy to the key where the key canbe any of the following: IMSI, SERVICE PLMN-ID, SSI-ID, Domain, IMEI-TAC and ALL.
 Configuring Operator Policy Selection Based on IMEI-TACThere are multiple components involved in the configuration of this feature. We recommend that for first timefeature configuration, you perform the configurations in the order in which they are presented below.
 Configuration of this feature makes use of many previously existing commands and keywords. Only new ormodified commands and keywords are explained in detail in this document.
 Configuring the Operator Policy(s) and Call Control Profile(s)We recommend that you first configure the operator policy and call control profile and make a note of thenames you assign the policy and profile.
 configureoperator-policy name policy_name
 associate call-control-profile name profile_nameexit
 call-control-profile name profile_nameend
 Notes:
 • For information about these commands and keywords, refer to the Command Line Interface Reference.
 Configuring Policy Selection for Normal 4G Attach/TAUTo enable the MME to retrieve the IMEI from the UE, the following MME service configuration is required.The following configures the Operator Policy selection based on IMEI-TAC for normal 4G Attach or normal4G TAU when the IMEI/IMEI-SV is retrieved via Security-Mode-Complete. After the operator policy and
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call control profile are configured, then perform the additional configuration of the imei-query-type for theMME service.
 configurecontext context_name
 mme-service name service_namepolicy { attach | tau } imei-query-type { imei | imei-sv } verify-equipment-identity [
 allow-on-eca-timeout | deny-greylisted | deny-unknown | verify-emergency ]end
 Notes:
 • The command listed above are not new for this feature. For information about these commands andkeywords, refer to the Command Line Interface Reference.
 Configuring IMEI-TAC based Selection of the Operator Policy
 The operator policy(s), call-control profile(s), and IMEI-TAC group(s) need to be configured already andaccording to the instructions above.
 Important
 To setup IMEI-TAC-based operator policy selection, use the precedence command in the LTE SubscriberMap configuration mode to:
 • set the order of precedence for the subscriber map,
 • set which type of matching criteria is to be used to determine which operator policy to select - for thisprocedure, use the imei-tac keyword,
 • optionally, set more granular IMEI-TAC matching criteria, either singly or in pairs:
 • mcc + mnc
 • imsi
 • service-plmnid
 • point to an operator policy for subscribers meeting the match criteria.
 The following example details configuration for IMEI-TAC-based selection. Other match criteria optionsare not included here. For more information on configuration options, refer to theCommand Line InterfaceReference.
 Important
 configurelte-policy
 subscriber-map map_nameprecedence precedence_number match-criteria imei-tac group group_name [ imsi mcc mcc
 mnc mnc[ msin { first start_msin_value last end_msin_value } ] ] [ operator-policy-name policy_name
 end
 no precedence precedence_numberend
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Notes:
 • precedence precedence_number- The precedence level defined by the operator is used to resolve theselection of the operator policy when multiple variable combinations match for a particular UE. Thelower precedence number takes greater priority during selection. The precedence number must be aninteger from 1 through 1024.
 • match-criteria - Selects which set of variables will be 'matched-to' to select an operator policy. For thisprocedure, use the imei-tac keyword to select the IMEI-TAC group as the matching criteria. For moregranular match criteria, include the following singly or in pairs: IMSI and/orMCC+MNC and/or servingPLMNID in accordance with the following usage options:
 • Operator policy selection based on IMEI-TAC only, syntax example:
 precedence 1 match-criteria imei-tac-group myGroup operator-policy-name BESTpol
 • Operator policy selection based on IMEI-TAC + Service PLMNID, syntax example:
 precedence 1 match-criteria imei-tac-group myGroup service-plmnid 12345operator-policy-name BESTpol
 • Operator policy selection based on IMEI-TAC + MCC-MNC of UE, syntax example:
 precedence 1 match-criteria imei-tac-group myGroup imsi mcc 123 mnc 234operator-policy-name BESTpol
 • Operator policy selection based on IMEI-TAC + MCC-MNC of UE + Serving PLMNID, syntaxexample:
 precedence 1 match-criteria imei-tac-group myGroup imsi mcc 123 mnc 234 service-plmnid56789 operator-policy-name BESTpol
 • Operator policy selection based on IMEI-TAC + IMSI, syntax example:
 precedence 1 match-criteria imei-tac-group myGroup imsi mcc 123 mnc 234 msin first 1223last 2333 operator-policy-name BESTpol
 • Operator policy selection based on IMEI-TAC + IMSI + Serving PLMNID, syntax example:
 precedence 1 match-criteria imei-tac-group myGroup imsi mcc 123 mnc 234 msin first 1223last 2333 service-plmnid 56789 operator-policy-name BESTpol
 • group group_name - Identifies the name of the previously-defined IMEI-TAC group with the configuredIMEI-TAC values to use for matching. The group name is a string of 1 through 64 alphanumericcharacters.
 • operator-policy-name policy_name - Configures the name of the operator policy to which selectionshould be pointed after the criteria matching is completed. The policy name is a string of 1 through 63alphanumeric characters.
 • For more information about the lte-policy, subscriber-map, and the precedence commands, refer tothe LTE Subscriber MAP Configuration Mode chapter in the Command Line Interface Reference .
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Verifying the ConfigurationFrom the Exec mode, use the following to verify the configuration for operator policy selection based onIMEI-TAC:
 show configurationThe following is an example of the type of information that would be presented in the show output:config... ... ...lte-policysubscriber-map submap1precedence 1 match-criteria imei-tac group itacgrp1 operator-policy-name oppol1precedence 2 match-criteria imei-tac group imeitacgrp11 service-plmnid 12345
 operator-policy-name op2precedence 3 match-criteria imei-tac group imeitacgrp2 operator-policy-name op1
 exitimei-tac-group itacgrp1tac 31441551 77777777 87650506 87654321tac-range from 23456789 to 98765432
 exitimei-tac-group imeitacgrp11tac 01192119 66666666 87650999 98765432tac-range from 11001100 to 11111111
 ….. … ….exit
 ... ... …end
 Monitoring and Troubleshooting the Operator Policy SelectionBased on IMEI-TAC
 Verify ConfigurationUse the following show commands to verify the configuration to ensure that it is correct:
 • show operator policy full { all | namepolicy_name }
 • show call-control-profile full { all | name profile_name }
 • show mme-service name service_name
 • show lte-policy subscriber-map name map_name
 • show lte-policy imei-tac-group summary
 • show lte-policy imei-tac-group name group_name
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C H A P T E R 39Overcharging Protection
 Overcharging Protection helps to avoid charging subscribers for dropped downlink packets while the UE isin idle-mode.
 • Feature Description, page 377
 • How It Works, page 378
 • Configuring Overcharge Protection, page 379
 Feature DescriptionFor Non-GBR (Guaranteed Bit Rate) 4G bearers, the P-GW is not aware when the UE loses radio coverage,and will continue to forward and charge downlink packets, which can result in overcharging of subscribers.3GPP does not specify a standard solution to deal with such scenarios.
 A typical example is when a subscriber drives into a tunnel while having an active download session. Downlinkpackets will be counted in P-GW before discarded later in S-GW due to the UE not responding to paging.
 The subscriber may lose coverage while connected to a particular MME/S-GW and later regain coverage inthe same or diiferent MME/S-GW.
 The subscriber may lose coverage in 4G and regain coverage in 2G/3G, or vice versa.
 Gn and S3/S4 based network architecture may be used in the case of Loss of Radio Coverage.
 A valid license key is required to enable Overcharge Protection on the MME. Contact your Cisco Accountor Support representative for information on how to obtain a license.
 Relationships to Other FeaturesOvercharging protection on the MME requires separate overcharging protection licenses on the S-GW andP-GW.
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How It Works
 Call FlowsThe following diagram depicts the call flow when a UE loses radio access, and then later regains access, asit relates to overcharging protection.
 Figure 34: Overcharging Protection Call Flow
 Overcharging protection inMME is triggered by a UEContext Release Request from the eNodeB. This requestcan come to MME when UE is in EMM connected/connecting mode.
 On receiving the UE Context Release Request, the MME checks the radio cause in the received messageagainst the configured overcharging protection cause code.
 If the configured cause code matches the received cause code, the MME sends Loss of Radio Contact usingARRL (Abnormal Release of Radio Link) bit in the Release Access Bearer Request (GTPv2 message) to theS-GW. The ARRL (Abnormal Release of Radio Link) is bit 7 in the 8th Octet of Indication IE of ReleaseAccess Bearer Req message.
 MME Administration Guide, StarOS Release 21.2378
 Overcharging ProtectionHow It Works

Page 415
                        

On Receiving ARRL indication in Release Access Bearer Request , the S-GW will inform the P-GW to stopcharging.
 When the radio contact is resumed in the 4G network, the Modify Bearer Req will enable the P-GW to startcharging again.
 The ARRL bit is supported only in Release Access Bearer Request message by MME.
 Configuring Overcharge Protection
 Enabling Overcharging ProtectionTo enable overcharging protection for a specific MME service, issue the following commands:
 configurecontext context_name
 mme-service svc_namepolicy overcharge-protection s1ap-cause-code-group group_nameend
 To disable overcharging protection:
 no policy overcharge-protection
 Configuring S1AP Cause Code Group and Cause CodeTo configure the S1AP Cause Code Group and S1AP cause code "Radio Connection With UE Lost (21)":
 configurelte-policy
 cause-code-group group_name protocol s1apclass radio cause radio_cause_codeend
 Notes:
 • For example, to define a cause code group for the code "Radio Connection With UE Lost", enter: classradio cause 21
 Verifying the Overcharge Protection ConfigurationThe Overcharge Protection field has been added to the output of show mme-service name service_nameto display the configuration of this feature, either "Not configured" or showing the configured S1-AP causecode group name:Policy Inter-RAT Indirect Fwd Tunnels : NeverPolicy Inter-RAT Ignore SGSN ContextID : DisabledPolicy S1-Reset : Idle-Mode-EntryOvercharge Protection : Cause Code Group grp1
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C H A P T E R 40Paging Priority IE Support
 • Feature Description, page 381
 • How It Works, page 382
 • Configuring Paging Priority Support for CSFB Calls, page 385
 • Monitoring and Troubleshooting the Paging Priority Support for CSFB Calls, page 386
 • Support and Troubleshooting Information, page 387
 Feature DescriptionThis feature is developed to provide Paging Priority support on the MME. Paging priority support is providedfor Mobile Originating and Mobile Terminating CSFB calls.
 Mobile Terminating CSFB calls:Mobile terminating CSFB calls are prioritized by providing paging priorityinformation to the eNodeB during CSFB calls; the eNodeB in turn pages the UEs accordingly. If the MMEis configured to send paging priority to the eNodeB, when a paging request message is received on the SGsinterface with an indication of the eMLPP priority level, theMME sends the paging priority value in the S1APpaging message request to the eNodeB.
 Mobile OriginatingCSFB calls: InMobile originating CSFB calls if the UE is subscribed for eMLPP services,the MME uses the mps-cs-priority received in the subscription to set the priority as "CSFB High Priority" in"CS Fallback Indicator IE". This priority value is sent in the S1AP UE Context Setup/Modification messageto the eNodeB, the eNodeB then initiates the CSFB procedure with priority.
 This feature is license controlled. Please consult your Cisco Account Representative for information aboutthe specific license.
 Important
 From release 20.0 onwards, Paging Priority is supported for Packet Switched traffic. The MME alsosupports eMPS (EnhancedMultimedia Priority Support) for both PS and CS domains. For more informationsee, feature chapter for Enhanced Multimedia Priority Service.
 Important
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ArchitecturePaging priority IE support is implemented in a network which supports CSFB priority call handling. When acall is received with an eMLPP Priority level indication, the VLR/MSC sends this value of priority levelindication in the eMLPP priority information element as a part of SGs AP PAGING-REQUEST message totheMME.MMEpropagates this eMLPP priority as paging priority information element in S1AP paging-requestmessage to eNodeB.
 If MPS-Priority AVP is present and the UE is subscribed to the eMLPP or 1x RTT priority service in the CSdomain as indicated by the MPS-CS-Priority bit of the AVP, the MME allows the UE to initiate the RRCconnection with higher priority than other normal UEs during CS Fallback procedure.
 TheMME uses theMPS-Priority received in subscription and sets CSFB fallback high priority in "CS FallbackIndicator IE" in the S1APUEContext Setup/Modification in S1APUEContext Setup/Modificationmessages.
 How It WorksThe MME relays the eMLPP priority value received from MSC/VLR as paging priority-ie in S1APpaging-request message to eNodeBs. With the implementation of this feature a new CLI commandpaging-priority cs is introduced under the Call Control Profile configuration mode through which the operatorcan configure the system to control sending of the paging priority value to the eNodeB. The operator canconfigure the system to ignore the eMLPP priority value received fromMSC and configure the MME to senduser-defined value as paging-priority to eNodeB. The operator can also choose to completely ignore eMLPPpriority and disable sending priority value. Operator can configure the system to send paging priority IEalways in S1AP Paging request irrespective of whether MSC/VLR include/supports eMLPP priority or not.This applicable to mobile terminating CS fall back call.
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The following flowchart illustrates the paging priority support provided for Mobile Terminating CSFB calls:
 Figure 35: Paging Priority Support for Mobile Terminating CSFB Calls
 AnewCLI commandmps cs-priority has been introduced under the Call Control Profile Configurationmodeto control the handling of MPS-CS-Priority received in the subscription. If MME receives mps-cs-priority inthe subscription, it sets the "CS Fallback Indicator IE" to "CSFB high priority" in the S1AP ContextSetup/Modification. The Operator can choose to override the mps cs-priority using this CLI command. TheMME shall set "CSFB high priority" in "CS Fallback Indicator IE" if either the subscription contains mps-cspriority OR the mps cs-priority subscribed CLI is configured. Similarly, MME shall not set "CSFB highpriority" in "CS Fallback Indicator IE" if either the subscription does not have mps-cs priority OR the mpscs-priority none is configured. This is applicable to mobile originated CSFB call.
 MME Administration Guide, StarOS Release 21.2 383
 Paging Priority IE SupportHow It Works

Page 420
                        

The following flowchart illustrates the paging priority support provided for Mobile Originating CSFB calls:
 Figure 36: Paging Priority Support for Mobile Originating CSFB Calls
 For more information see the configuration section for Paging Priority support in this feature chapter.
 Limitations• For release prior to 20.0, Paging Priority is not supported for PS paging.
 • Inclusion of Additional CSFB indicator for CSFB MO Emergency calls is not supported
 Standards CompliancePaging priority support complies with the following 3GPP standards:
 • 3GPP TS 36.413
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• 3GPP TS 29.272
 • 3GPP TS 29.118
 Configuring Paging Priority Support for CSFB CallsThe following commands are configured to provide paging priority support for Mobile Originating CSFBcalls and Mobile Terminating CSFB calls.
 Configuring Paging Priority Support for Mobile Terminating CSFB callsThe following new CLI command under the Call Control profile configuration mode is configured to supportsending of paging-priority value in S1AP paging-request message to the eNodeB. This command helps theoperator to prioritize the Mobile terminated CSFB voice calls of a set of subscribers irrespective of themsubscribed for eMLPP services or not.
 configurecall-control-profile cc_profile_name
 [remove] paging-priority cs valueexit
 Notes:
 • By default, sending of paging priority-ie in S1AP paging-request message to eNodeBs is enabled. Thepriority value received from the MSC/VLR is relayed to the eNodeB.
 • The keyword cs is used to configure the value of paging-priority sent to eNodeB for CS paging. Thepaging priority value is an integer in the range "0" up to "7". Configuring a value of "0" disables sendingof paging priority value to eNodeB.
 • A lower value of paging priority indicates a higher priority.
 • Older values of paging priority are overridden by configuring new values.
 • The remove keyword deletes the existing configuration.
 Usage example:
 The following command is issued to disable sending of paging priority value to the eNodeB:
 [local]asr5x00(config-call-control-profile-call1)# paging-priority cs 0
 The following command enables sending of paging priority value to the eNodeB, a priority value of "5" isconfigured using this command:
 [local]asr5000(config-call-control-profile-call1)# paging-priority cs 5
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Configuring MPS CS priority subscription override for Mobile Originating CSFBcalls
 The following new CLI command under the Call Control profile configuration mode is configured to supportmultimedia priority service in the CS domain. This command helps the operator to prioritize the Mobileoriginating voice calls of a set of subscribers irrespective of them subscribed for eMLPP services or not.
 configurecall-control-profile cc_profile_name
 [remove] mps cs-priority { subscribed | none }exit
 Notes:
 • By default MME sets the value of "CS fallback indicator IE" as "CSFB High Priority" in the S1AP UEContext Setup/Modification if the MPS-CS-Priority value is set in "MPS-Priority" in EPS Subscriptionfrom HSS
 • The keyword cs-priority configures support for priority service in the CS domain.
 • The keyword subscribed configures support for priority service in the CS domain. The "CS FallbackIndicator IE" is set to "CSFB High Priority" in the S1AP UE Context Setup/Modification message.
 • The keyword none configures disables support for priority service in the CS domain. The "CS FallbackIndicator IE" is set to "CSFB Required" in the S1AP UE Context Setup/Modification message.
 • The remove keyword deletes the existing configuration.
 Usage example:
 The following command is issued to set "CSFB High Priority" for "CS Fallback Indicator IE", in the S1APUE Context Setup/Modification message:
 [local]asr5x00(config-call-control-profile-call1)# mps cs-priority subscribed
 The following command is issued to set "CSFB Required" for "CS Fallback Indicator IE", in the S1AP UEContext Setup/Modification message:
 [local]asr5000(config-call-control-profile-call1)# mps cs-priority none
 Monitoring and Troubleshooting the Paging Priority Support forCSFB Calls
 This section provides information on the show commands available to monitor and troubleshoot paging prioritysupport for CSFB calls.
 Paging Priority Support Show Command(s) and/or OutputsThis section provides information regarding show commands and/or their outputs in support of the Pagingpriority support in CSFB calls.
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show call-control profile full allThe following new fields are added to the show output to display the paging priority configuration for Mobileoriginating and terminating CSFB calls:
 • Paging priority to be sent to eNodeB: If paging priority support is enabled this field displays the configuredvalue of paging priority sent to eNodeB for CS paging. For example, if the paging priority value is setto "1", this field is displayed as "Enabled with value: 1". If paging priority support is disabled this fieldis displayed as "Disabled".
 • MPS CS priority: Is displayed as either "Subscribed" or "None" based on the configuration.
 Support and Troubleshooting InformationThis section describes trouble shooting information for the Paging Priority support in CSFB calls. If pagingpriority is not being sent to the eNodeB during mobile terminating CS call, verify the following:
 • Verify if eMLPP priority is received from MSC/VLR in SGs-AP Paging-Request message.
 • Ensure that sending of paging-priority to eNodeB is not disabled in the call control profile configuration.Execute the show command show call-control-profile full all to verify the configuration. The fieldPaging priority to be sent to eNodeB displays the configuration information as either Disabled orEnabled with value <1…7>.
 • Ensure that subscriber under test hits any of the call control profile configured in the system. If thesubscriber does not fall under any ccp, then also paging priority will not be sent to eNB.
 If CSFB Fall back IE is not set to "CSFB high priority" in S1AP UE context setup/modification during mobileoriginating CS call, verify the following:
 • Verify the configuration; ensure that setting of CSFB high priority is not disabled under Call Controlprofile. Execute the show command show call-control-profile full all to verify the configuration. ThefieldMPS CS priority displays the configuration as either Subscribed or None or Not Configured.
 • Ensure that themps cs priority bit is set in MPS Priority AVP in subscription received.
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C H A P T E R 41Power Saving Mode (PSM) in UEs
 • Feature Description, page 389
 • How It Works, page 391
 • Limitations, page 391
 • Standards Compliance, page 392
 • Configuring UE Power Saving Mode, page 392
 • Monitoring and Troubleshooting, page 392
 Feature DescriptionInternet of Things (IoT) is a computing concept where everyday objects have internet connectivity and theycan collect and exchange data. IoT is a network which can comprise of a wide variety of physical devices,vehicles, buildings, and any other device/object used in our daily lives. They are embedded with sensors,software and network connectivity which help them communicate with other devices in the network and canbe controlled remotely thus increasing efficiency, accuracy and economic benefit. Any device/object whichhas to be a part of the IoT network must have:
 • Long battery life
 • Low device cost
 • Low deployment cost
 • Full network coverage
 • Support to connect to large number of devices
 Power SavingMode (PSM) was introduced in 3GPP Release 12, to improve device battery life of IoT devices.The most significant benefit of this feature is the UE has more control in terms of power management requiredfor its application. There are a wide range of IoT applications where flexibility of the UE to manage its poweris very important and also implementation of PSM can prevent network congestion. The timers of all thedevices can be managed using PSM, and the wake-up periods can be adjusted to be offset as much as possible.This way all of the devices will not wake at the same time and attempt to access the network. The PSM modeis similar to power-off but the UE remains registered on the network.
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The UE activates PSM by including two timer values in the Attach or Tracking Area Update (TAU). The firsttimer is the T3324, which defines the time the UE stays active after idle mode following the Attach or TAUprocedure. The second timer is an extended T3412 which defines the extended time for an UE to send periodicTAU.
 Power Saving Mode Timers
 T3324 Active Timer
 The UE requests for a T3324 Active Timer value during Attach and TAU procedures. The MME allocatesthe T3324 value to the UE. The T3324 active timer determines the duration during which the device remainsreachable for mobile terminated transaction on transition from connected to idle mode. The device starts theactive timer when it moves from connected to idle mode and when the active timer expires, the device movesto Power Saving Mode. The MME takes the UE requested value and MME local configuration into accountfor determining the Active Timer value. TheMME includes the T3324 value IE in the ATTACHACCEPT/TAUACCEPT message only if the T3324 value IE was included in the ATTACH REQUEST/TAU REQUESTmessage. A UE using PSM is available for mobile terminating services only for the period of an Active Timeafter a mobile originated event like data transfer or signaling for example after a periodic TAU/RAU procedure.
 The MME allows a value of '0' for the T3324 timer. In this case the UE enters the Power Saving Modeimmediately.
 The Mobile reachability timer is set equal to the T3324 timer (Active Time). The MME allows a value of '0'for the T3324 timer. In this case the UE enters the Power Saving Mode immediately.
 T3412 Extended Timer
 The T3412 timer is also referred to as the periodic Tracking Area Update (TAU) timer. Periodic tracking areaupdating is used to periodically notify the availability of the UE to the network. The procedure is controlledin the UE by the periodic tracking area update timer (timer T3412). The value of timer T3412 is sent by thenetwork to the UE in the ATTACH ACCEPT message and can be sent in the TRACKING AREA UPDATEACCEPT message. The UE shall apply this value in all tracking areas of the list of tracking areas assigned tothe UE, until a new value is received. A longer periodic TAU timer is possible using T3412 extended timer.When the UE includes the T3324 value IE and the UE indicates support for extended periodic timer value inthe MS network feature support IE, it may also include the T3412 extended value IE. Apart from the valuerequested by the UE, the MME verifies the local configuration into account while selecting a value for theT3412 extended timer. When the MME includes the T3412 extended value IE in the ATTACH ACCEPTmessage or TRACKING AREA UPDATE ACCEPT message , the MME uses timer T3412 extended valueIE as the value of timer T3412. The Implicit Detach Timer (IDT) is set to 4 minutes greater than the T3412extended timer.
 Other Feature Enhancements
 The MME allows a value of "0" for timer T3324 (Which implies the UE enters Power Saving Modeimmediately).
 MME may also include Downlink buffer duration and "Downlink suggested packet count" in DDN ACK ifit is configured.
 The following new flags are introduced as part of this feature; these flags are supported in GTPCv2 IndicationIE:
 • Pending Network Initiated PDN Connection Signaling Indication (PNSI): The source MME supportssending of PNSI flag in GTPCv2 Indication IE of Context response.
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• UEAvailable for Signaling Indication (UASI): TheMME supports sending of the UASI flag in GTPCv2Indication IE of Create Session Request and Modify Bearer Request to indicate to the PGW that the UEis available for end to end signaling.
 • Delay Tolerant Connection Indication (DTCI): The MME supports receiving the DTCI flag in CreateSession Response from the SGW. The MME supports receiving of the DTCI flag in Context Responseand Forward Relocation Request from peer MME or S4-SGSN.
 The MME rejects CBR/UBR when PPF is False. The cause "UE is temporarily not reachable due to powersaving" is sent in the response by the MME if the corresponding PDN was marked "Delay tolerant" by PGW.
 How It WorksA subscriber is PSM enabled only when:
 • The Power Saving Mode timers T3324 active and T3412 extended timers are configured.
 • The MME supports Power Saving Mode for that subscriber.
 A CLI based configuration is provided to configure the T3324 active and T3412 extended timers. The CLIprovides an option to either accept UE requested values or MME configured values for these timers. Whenthe PSM CLI configuration is enabled, the MME accepts the use of PSM and a UE requested value of T3324is received in Attach/TAU request. If the CLI is configured to accept UE requested values of timers and ifT3412 extended timer is not received from the UE along with T3324 in Attach/TAU request, then MME usesthe same value of T3412 timer available in HSS subscription and if not, then MME service configuration.The values of T3324 and T3412 timers are determined based on the configuration. If the MME has allocatedan Active Time (T3324) to the UE, then the MME starts the Active timer with the value of T3324 wheneverthe UE enters IDLE mode. If this timer expires, then MME clears the PPF (Paging Proceed Flag) and sets theIDT timer as "4" minutes greater than T3412 extended. When the PPF is clear, the MME does not page theUE on receiving a Downlink Data Notificationmessage and sends a Downlink Data Notification Ackmessagewith cause "Unable to page UE" to the Serving GW with DL buffering duration and DL suggested packetcount IEs as per the operator configuration.
 The MME rejects network initiated PDN connections during power saving mode. The MME sends the cause"UE is temporarily not reachable due to power saving" if the corresponding PDN was marked Delay Tolerant(DTCI flag set) by PGW. The source MME sets the PNSI flag in Context Response if there are any pendingnetwork initiated PDN connections (for example, Create Bearer Request/Update Bearer Request). The MMEsets the UASI flag in the Create Session Request or Modify Bearer Request message when UE is availablefor end-to-end signaling. The UE is in PSM until a mobile originated event (for example periodic RAU/TAU,mobile originated data or detach) requires the UE to begin any procedure towards the MME.
 LimitationsUE Power Saving Mode is not supported in the CS domain on the network side. A UE that uses mobileterminated IMS or CS services other than SMS should not use PSM as neither IMS nor the CS domain providesupport for mobile terminated CS voice or IMS services to UEs that are in PSM.
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Standards ComplianceThe Power Saving Mode feature complies with the following standards:
 • 3GPP TS 24.301 Release 13.5.0
 • 3GPP TS 23.401 Release 13.5.0
 • 3GPP TS 29.274 Release 13.5.0
 Configuring UE Power Saving ModeThis section describes how to configure the UE Power Saving Mode feature. The following CLI commandis introduced in the Call Control Profile to configure the UE Power Saving Mode parameters.
 configurecall-control-profile profile_name[remove] psm {ue-requested [dl-buf-duration [packet-count packet_value ]]| t3324-timeout t3324_value
 t3412-extended-timeout t3412_ext_value [dl-buf-duration [packet-count packet_value ]]}exit
 Notes:
 • The operator can use the keyword ue-requested, when UE requested values for Active and ExtendedPeriodic timers are to be accepted.
 • The keyword dl-buf-duration is used to send Downlink Buffer Duration in DDN ACK when unableto page UE. If this keyword is not configured buffer duration will not be sent in DDN-ACK. By defaultbuffer duration is not sent in DDN ACK.
 • The keyword packet-count is used to send 'DL Buffering Suggested Packet Count' in DDN ACK whenunable to page UE. The packet count value is an integer value from “0” up to “65535”.
 • The keyword t3324-timeout is used to configure the T3324 active timer value. The T3324 active timeris an integer value in the range 0 up to 11160 seconds.
 • The keyword t3412-timeout is used to configure the T3412 Extended timer value. The T3412 extendedtimer is an integer value in the range 0 up to 35712000 seconds.
 • This command is not enabled by default.
 • The keyword remove is used to disable UE power saving mode.
 Monitoring and TroubleshootingThis section provides information on how to monitor the UE Power Saving Mode feature and to determinethat it is working correctly.
 Show Command(s) and/or OutputsThis section provides information regarding show commands and/or their outputs updated in support of theUE Power Saving Mode feature.
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The show commands in this section are available in support of this feature:
 show call-control-profile full name
 The PSM parameters are added to this show command:
 • UE Power Saving Mode: This section displays all the PSM related parameters.
 • T3324 Timeout: Displays the T3324 timer value in seconds.
 • T3412 Extended Timeout: Displays the T3412 extended timer value in seconds.
 • Downlink Buffer Duration in DDN ACK: Displays if Downlink Buffer Duration in DDN ACK is eitherenabled or disabled.
 • DLBuffering Suggested Packet Count in DDNACK: Displays the DL buffering suggested packet countin DDN ACK.
 show mme-service session all
 The following new parameters are added to this show command:
 • UE Reachability Timer (PSM UE)
 • T3412 Extended Timer
 • UE Active Timer
 • Remaining Time
 These timers are calculated based on operator configuration in the psm command under theCall-Control-Profile configuration mode.
 Note
 show mme-service statistics
 The following new parameters are added to this show command:
 • PSM Subscribers: Displays information related to PSM subscribers.
 • Attached Calls: Displays the number of attached subscribers for whom PSM is enabled.
 • DDN Rejects: Displays the number of DDN rejects that have occurred for PSM enabled subscribers. ADownlink Data Notification (DDN) is rejected when an UE is in power saving mode.
 show egtpc statistics verbose
 The following new parameter is added to this show command:
 • Create Bearer Denied
 • Create Bearer Denied TX
 • Update Bearer Denied
 • Update Bearer Denied TX
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The Create Bearer Request and Update Bearer Request are rejected when the UE is in Power Saving Mode.TheMMEsends the cause "EGTP_CAUSE_UE_TEMP_NOT_REACHABLE_DUE_TO_POWER_SAVING"in the reject message if that PDN is marked "Delay Tolerant" by PGW (DTCI flag enabled in PDNConnectionIndication IE of Create Session Response). Otherwise the MME sends the cause"EGTP_CAUSE_UNABLE_TO_PAGE_UE" to SGW in CBR/UBR Reject.
 UE Power Saving Mode Bulk StatisticsThe following statistics are included in the MME Schema in support of the UE Power Saving Mode feature:
 • attached-psm-subscriber
 • ddn-rejects-psm
 TroubleshootingListed below are the troubleshooting scenarios for operator configured and UE requested timers:
 Operator Configured Timers
 The operator can configure the T3324 active and T3412 extended timer using the psm command, listed belowis step-by-step procedure as an example for troubleshooting:
 1 The psm command under the call control profile configuration is used to configure the active and extendedtimers:
 psm t3324-timeout 5 t3412-extended-timeout 1000
 If the value of t3324 is set as 5 seconds it will try to set nearby value which is 4 seconds and if the valueof t3412 extended timer is set as 1000 seconds, it will set as 960 seconds. See the 3GPP TS 24.008 formore information.
 Note
 2 A subscriber with T3324 and T3412 extended timers sends an Attach Request
 3 The Attach request is completed; this is followed by S1 release. The UE moves to an IDLE state.
 4 On execution of the show command show mme-service session, the following parameters are displayed:UE Active Timer : 4 secs Remaining Time : 2 secsT3412 Extended Timer: 960 secs
 5 The Paging Proceed Flag (PPF) changes to “FALSE” after the configured T3324 timer expires and the UEenters power saving mode.
 6 Downlink Data Notification (DDN) is sent, it gets rejected as the UE is in power saving mode.
 7 On execution of the show command show mme-service statistics the following parameters are displayed:PSM Subscribers:Attached Calls: 1 DDN Rejects: 1
 8 The UE continues to be in power saving mode until the IDT timer expires or the UE initiates any otherprocedure.
 MME Administration Guide, StarOS Release 21.2394
 Power Saving Mode (PSM) in UEsUE Power Saving Mode Bulk Statistics

Page 431
                        

UE Requested Timers
 The operator can enable the usage of UE requested values for Active and Extended Periodic timers by usingthe keyword ue-requested in the psm command, listed below is a step-by-step procedure as an example fortroubleshooting:
 1 The psm command under the call control profile configuration is used to configure the usage of UErequested active and extended timers:
 psm ue-requested2 A subscriber with T3324 and T3412 extended timers sends an Attach Request.
 3 The Attach request is completed; this is followed by S1 release. The UE moves to an IDLE state.
 4 The Paging Proceed Flag (PPF) changes to “False” after the T3324 expires (UE requested value), the UEenters power saving mode.
 5 The Create Bearer Request (CBR) is rejected when the PPF is “False”. The cause “UE is temporarily notreachable due to power saving” is sent in the response by the MME if the corresponding PDN was marked“Delay tolerant” by PGW.
 6 On execution of the show command show egtpc statistics verbose, the following parameters are displayed:Create Bearer Denied:
 Create Bearer Denied TX:UE not reachable due to PSM: 1
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C H A P T E R 42QoS Profile Support
 • Feature Description, page 397
 • How It Works, page 398
 • Configuring QoS Profile and Bearer Control Profile, page 404
 • Monitoring and Troubleshooting the QoS/Bearer Control Profiles, page 414
 Feature DescriptionRelease 19.2 introduces the MME "QoS Profile" feature for support of Quality of Service (QoS) profiles andBearer Control profiles. The QoS profile can be defined for a given APN for EPS or 4G subscribers. One ormore Bearer Control profiles can be associated to a QoS profile on the basis of a QoS class identifier (QCI)or a range of QCI. Together, these profiles allow PDN-level and bearer-level control of APN-AMBR andQoS parameters received from an HSS and/or a PGW.
 A QoS profile is defined by:
 • a list of bearers to be rejected based on QCI, and
 • operator-provided values for capping AMBR (UL and DL).
 Bearer Control profile is defined by:
 • remapping matrix for QCI,
 • operator-provided values for capping ARP PL/PCI/PVI, and
 • operator-provided values for capping MBR and GBR (UL and DL).
 For Release 19.2, this feature is released with a feature license that will not be enforced until Release 20.0.Important
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How It Works
 Operational ControlsThe MME provides the flexibility to configure a Quality of Service (QoS) profile for an APN and multipleBearer Control profiles to associate with the QoS profile.
 Profile Controls
 QoS profile allows control of
 • PDN-level QoS parameters, such as APN-AMBR,
 • rejection of bearers based on QCI or range of QCI.
 Bearer Control profile allows control of
 • bearer-level QoS parameters such as ARP, ARP-PVI, ARP-PCI, MBR, and GBR, as well as the actionto be taken, such as prefer-as-cap or pgw-upgrade
 • remapping a QCI value for default and/or dedicated bearer, and pgw-upgrade action for QCI
 Notes:
 • For default bearer, the QCI of the bearer is initially determined by the subscription from the HSS or thevalue received from the peer-MME/S4-SGSN during inbound relocation.
 • For dedicated bearer, the QCI of the bearer is initially determined by the QCI value received from thePGW during dedicated bearer activation or the value received from the peer-MME/S4-SGSN
 • One or more Bearer Control profiles can be associated with a QoS profile for a specific QCI or a rangeof QCIs
 Backward Compatibility
 When a QoS Profile is associated to an APN profile for an EPS network then all QoS parameter configurationsare taken from the QoS profile and override the APN profile QoS configurations. However, if there is no QoSprofile for the given APN in EPS network, then QoS control falls back to the QoS configuration contained inthe APN profile.
 Flow for 4G QoS Control on Subscribed QoS Received from HSSWith this feature, the MME can override the EPS QoS profile (QCI, ARP) and APN-AMBR UL/DL receivedfrom the HSS, before applying the QoS to a Default Bearer (to be established or modified due to HSS). Theoverridden EPS QoS is sent in a Create Session Request message for either an Attach or an Additional PDNConnectivity procedure or in a Modify Bearer Command message in the case of an HSS-initiated QoSmodification procedure. The following controls are available in MMEQoS profile and Bearer Control profilefor default bearers:
 • Reject any default/dedicated bearers based on QCI
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• Apply QCI Remapping
 • Use operator-provided configured values for ARP (PL/PCI/PVI) andAPN-AMBR instead of subscriptionor the minimum of the two (operator-provided and HSS) or reject if subscription exceedsoperator-provided configured values.
 The following diagram illustrates how QoS control is applied after QoS data is received from the HPLMNHSS over the S6a interface.
 Figure 37: Flow for 4G QoS Control on Subscribed QoS Received from HSS
 MME Administration Guide, StarOS Release 21.2 399
 QoS Profile SupportFlow for 4G QoS Control on Subscribed QoS Received from HSS

Page 436
                        

Flow for 4G QoS Control on QoS Received from PGW for non-GBR Default andDedicated Bearers
 The MME can control EPS Bearer QoS (QCI, ARP) and APN-AMBR UL/DL that is received from the PGW(via SGW) in a Create Session Response or a Create/Update Bearer procedure that has been initiated by thePGW. The QoS control is applied and the resultant QoS is sent towards the UE in E-RAB modify message.The following controls are available in MME QoS profile or Bearer Control profile for default/dedicatedbearers:
 • If QCI provided by the PGW is in the QCI-reject list, reject the procedure.
 • Apply QCI Remapping (only for Create Bearer procedure)
 • Use operator-provided values for ARP (PL/PCI/PVI) and APN-AMBR instead of PGW values or theminimum of the two (operator-provided and PGW) or reject if PGW provided value exceedsoperator-provided values.
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The following diagram illustrates how QoS control is applied after QoS data is received from the HPLMNPGW during Create Session Response or Update Bearer Request:
 Figure 38: Flow for 4G QoS Control on QoS Received from PGW for non-GBR Default and Dedicated Bearers
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Flow for 4G QoS Control on QoS Received from PGW for GBR Dedicated BearersThe MME can also control the EPS Bearer QoS (QCI, ARP) and MBR/GBR UL/DL received from the PGW(via SGW) in Create/Update Bearer procedures initiated by the PGW. The QoS control is applied and theresultant QoS is sent towards the UE in an E-RAB Setup/Modify message. The following controls are availablein MME QoS profile or Bearer Control profile for dedicated bearers:
 • If QCI provided by the PGW is in the QCI-reject list, reject the procedure.
 • Apply QCI Remapping (only for Create Bearer procedure)
 • Use operator-provided values for ARP (PL/PCI/PVI), MBR and GBR instead of PGW values or theminimum of the two (operator-provided and PGW) or reject if PGW provided value exceedsoperator-provided values.
 MME Administration Guide, StarOS Release 21.2402
 QoS Profile SupportFlow for 4G QoS Control on QoS Received from PGW for GBR Dedicated Bearers

Page 439
                        

The following diagram illustrates how QoS control is applied after QoS data is received from the HPLMNPGW during Create Bearer Request:
 Figure 39: Flow for 4G Control on QoS Received from PGW for GBR Dedicated Bearers
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Limitations• Currently, 4G QoS controls are not applied during hand-off scenarios for dedicated bearers.
 • Bearer-level QoS parameters are part of the Bearer Control profile, which is selected based on QCI. Ifsubscription does not provide QCI, then the Bearer Control profile lookup fails resulting in Attach failure.
 Standards ComplianceThe QoS profile functionality complies with the following standard:3GPP TS 23.401 v 12.0.0, Section 4.7.2.1
 Configuring QoS Profile and Bearer Control ProfileThere are multiple components that need to be configured to take full advantage of all aspects of this feature:
 • Creating the QoS Profile, on page 404
 • Creating the Bearer Control Profile, on page 405
 • Mapping QCI or QCI Range to the Bearer Control Profile, on page 405
 • Configuring Rejection of Bearer Establishment per QCI, on page 406
 • Configuring APN-AMBR Capping, on page 407
 • Configuring ARP / GBR / MBR / QCI Capping for Dedicated/Default Bearers, on page 408
 • Verifying the Configuration for the QoS Profile , on page 412
 • Verifying the Configuration for the Bearer Control Profile , on page 412
 • Associating the QoS Profile with an APN Profile, on page 413
 • Verifying the Association Configuration, on page 413
 During configuration, to avoid the requirement to enter -noconfirm each time you create an entity (e.g.,a profile), enter autoconfirm from the Global Configuration mode.
 Important
 Creating the QoS ProfileThis command is now available for the use of the MME in the Global Configuration mode. This commandenables the operator to create and configure an instance of a QoS profile for the MME.
 configurequality-of-service-profile qos_profile_nameend
 Notes:
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• qos_profile_name - The defined value identifies the name of the QoS profile being created for theMME.The namemust be an alphanumeric string of 1 through 100 characters and we recommend that the profilename be unique for the system. This profile name will be needed for other configuration tasks. Thesystem enters the QoS Profile configuration mode and presents the following prompt:[local]host_name(quality-of-service-profile-qos_profile_name)#.
 • Multiple QoS parameters can be configured for the QoS profile. Refer to the QoS Profile section of theCommand Line Interface Reference for command information.
 Creating the Bearer Control ProfileThis command is new in the Global Configuration mode. This command enables the operator to create andconfigure an instance of a Bearer Control profile as part of the MME QoS Profile feature.
 configurebearer-control-profile bc_profile_nameend
 Notes:
 • bc_profile_name - The defined value identifies the name of the Bearer Control profile being created forthe MME. The name must be an alphanumeric string of 1 through 64 characters and we recommend thatthe profile name be unique for the system. This profile name will be needed for other configurationtasks. The system enters the Bearer Control Profile configuration mode and presents the followingprompt: [local]host_name(bearer-control-profile-bc_profile_name)#.
 • The Bearer Control Profile configuration mode provides commands to configure QoS parameters fordedicated bearers (see dedicated-bearer section below) and for default bearers (see default-bearersection below.
 • Bearer level parameters such as ARP-PL, ARP-PVI, ARP-PCI, MBR, GBR, remap QCI value can beconfigured here independently for default/dedicated bearer along with the action to be taken, such asprefer-as-cap or pgw-upgrade.. Bearer Control profile can be applied for specific QCIs or range of QCIs.
 Mapping QCI or QCI Range to the Bearer Control ProfileUse the new associate command in Quality of Service Profile configuration mode to associate the BearerControl profile with the QoS profile and map a specific QCI or a range of QCI to the Bearer Control profilebeing associated with the QoS profile.
 configurequality-of-service-profile qos_profile_name
 associate bearer-control-profile bc_profile_name qci qci_value [ to end_qci_value ]remove associate bearer-control-profile bc_profile_nameend
 Notes:
 • qos_profile_name - Identifies the name of the QoS profile.
 • bc_profile_name - Identifies the name of the Bearer Control profile being associated with the QoSprofile.
 • qci - Identifies either a specific QoS class identifier (QCI) or a range of QCI:
 ◦qci_value - Enter an integer from 1 through 9 to identify a specific QCI.
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◦to end_qci_value - Type "to" and then enter an integer from 2 through 9 that is greater than theQCI value entered for the beginning of the range.
 • A specific QCI cannot be associated to more than one bearer control profile. The QCI of the bearer isused to identify the applicable bearer control profile.
 ◦For dedicated bearer, the QCI of bearer is initially determined by the QCI value received fromPGW during dedicated bearer activation or the value received from peer MME/S4-SGSN.
 ◦For default bearer, the QCI of bearer is initially determined by the subscription from HSS or thevalue received from peer MME/S4-SGSN during inbound relocation.
 • To delete the Bearer Control profile association with the QoS profile, issue the following command:remove associate bearer-control-profile bc_profile_name
 Earlier, MME rejected SRVCC procedures if a QCI value is not received from the subscription when a QoSprofile is available. From Release 20 onwards, a new CLI qci-when-missing-in-subscription is added tothe Quality of Service Profile Configuration mode to assign a default QCI value when a QCI value is notreceived from the subscription. If this CLI is enabled, the configured QCI value is used as a default value foran available QoS profile.
 A default QCI value can be assigned using the following configuration:
 configurequality-of-service-profile profile_name
 [ remove ] qci-when-missing-in-subscription qci_valueend
 Note • By default, this command is not enabled.
 • remove disables its following configuration.
 • qci-when-missing-in-subscription is used to assign a default QCI value when no value is receivedfrom the subscription for an available QoS profile.
 • qci_value in this configuration is considered as a default QCI value. The QCI value accepted is eithera Standard QCI value or Operator Specific value. The Standard QCI values range from 1 to 9, andnew Standard QCI values - 65, 66, 69 and 70. The Operator Specific values range from 128 to 254.The configuration does not accept any other value apart from the ones mentioned above. For moreinformation on Operator Specific QCI values, refer to Operator Specific QCI chapter in theMMEAdministration Guide.
 Configuring Rejection of Bearer Establishment per QCIUse the new qci-reject command in Quality of Service Profile configuration mode to identify a specific QCIor a range of QCI for which the MME must reject bearer establishment or modification.
 configurequality-of-service-profile qos_profile_name
 qci-reject { default-bearer | dedicated-bearer } qci qci_value [ to end_qci_value ]
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remove qci-rejectend
 Notes:
 • qos_profile_name - Identifies the name of the QoS profile.
 • dedicated-bearer qci - Identifies either a specific QoS class identifier (QCI) or a range of QCI for thededicated-bearer:
 ◦qci_value - Enter an integer from 1 through 9 to identify a specific QCI.
 ◦to end_qci_value - Type "to" and then enter an integer from 2 through 9 that is greater than theQCI value entered for the beginning of the range.
 • default-bearer qci - Identifies either a specific QoS class identifier (QCI) or a range of QCI for thedefault-bearer:
 ◦qci_value - Enter an integer from 5 through 9 to identify a specific QCI.
 ◦to end_qci_value - Type "to" and then enter an integer from 6 through 9 that is greater than theQCI value entered for the beginning of the range.
 • TheMME can reject default-bearers and dedicated-bearers based on QCI received from the subscriptionor the peer-MME/S4-SGSN during inbound relocation or the Create Session Response / Update BearerRequest / Create Bearer Request procedure.
 • To delete the QCI rejection configuration issue the following command:remove qci-reject
 Configuring APN-AMBR CappingUse the apn-ambr command in Quality of Service Profile configuration mode to set local values for cappingtype and action to be taken for APN-AMBR.
 configurequality-of-service-profile qos_profile_name
 apn-ambr max-ul max_ul_val max-dl max_dl_val { pgw-upgrade | prefer-as-cap } { local |minimum | rej-if-exceed }
 remove apn-ambrend
 Notes:
 • This keywordmax-ul sets the local value for the maximum uplink bitrate.max_ul_valmust be an integerfrom 0 through 1410065408.
 • This keywordmax-dl sets the local value for the maximum downlink bitrate. max_dl_val must be aninteger from 0 through 1410065408.
 • This command sets the QoS capping mechanism to be applied for APN-AMBR received fromHSS/PGW/peer-node. One or both prefer-as-cap and/or pgw-upgrade must be configured to overridethe default behavior, which is to accept the received value from the HSS/peer-node/PGW.
 • prefer-as-cap - This keyword configures the capping that is applied on the subscription value receivedfrom the HSS or the value received from the peer-node (MME/S4-SGSN) during inbound relocation.One of the following actions must be configured under prefer-as-cap -- Note that the resulting value is
 MME Administration Guide, StarOS Release 21.2 407
 QoS Profile SupportConfiguring APN-AMBR Capping

Page 444
                        

used for the QoS parameter and sent in the Create Session Request or the Modify Bearer Command (incase of HSS-initiated QoS/APN-AMBR modification) message:
 ◦local - The configured local value will be used.
 ◦minimum - The minimum (lowest) value of the configured local value or the HSS-provided valuewill be used.
 ◦reject-if-exceed - The request/procedure is rejected if the HSS-provided value exceeds theconfigured local value.
 • pgw-upgrade - This keyword configures the QoS capping to be applied on the values received fromthe PGW during Attach / PDN-connectivity / Bearer-creation / Bearer-modification procedures. One ofthe following actions must be configured under pgw-upgrade -- Note that the resulting value is usedfor the QoS parameter and sent to the UE:
 ◦local - The configured local value will be used.
 ◦minimum - Theminimum (lowest) value of the configured local value or the PGW-provided valuewill be used.
 ◦reject-if-exceed - The request/procedure is rejected if the PGW-provided value exceeds theconfigured local value.
 • To delete the APN-AMBR capping configuration issue the following command:remove apn-ambr
 Configuring ARP / GBR / MBR / QCI Capping for Dedicated/Default BearersThe dedicated-bearer and default-bearer commands, in the Bearer Control Profile configuration mode,configure the QoS control parameters separately for the default-bearers and dedicated-bearers. Theoperator-provided values are configured for ARP-PL, ARP-PCI, ARP-PVI, MBR, GBR, and QCI, along withtheir prefer-as-cap or pgw-upgrade capping
 configurebearer-control-profile bc_profile_name
 dedicated-bearer { arp { preemption-capability | preemption-vulnerability | priority-level }pgw-upgrade | gbr gbr-up gbr_up_value gbr-down gbr_down_value pgw-upgrade | mbr mbr-upmbr_up_value mbr-down mbr_down_value pgw-upgrade| qci { remap | pgw-upgrade { local | minimum| rej-if-exceed } } }
 default-bearer { arp { preemption-capability | preemption-vulnerability | priority-level } {prefer-as-cap | pgw-upgrade } { local | minimum | rej-if-exceed } | qci { remap | pgw-upgrade { local |minimum | rej-if-exceed } } }
 remove { dedicated-bearer | default-bearer } { arp | gbr | mbr | qci }end
 Notes:
 • Repeat the commands with different keywords to configure as many parameters as needed.
 • The command dedicated-bearer sets the capping for the dedicated-bearer with the following parameters.
 • The command default-bearer sets the capping for the default-bearer with the following parameters.
 • The arp keyword configures the allocation and retention priority parameters:
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preemption-capability - Enter and integer, either 0 (may) to specify that this bearer may pre-emptother lower priority bearers if required, or 1 (shall-not) to specify that this bearer shall not pre-emptother lower priority bearers.
 ◦
 ◦preemption-vulnerability - Enter an integer, either 0 (pre-emptible) to specify that this bearer ispre-emptible by other high priority bearers, or 1 (not-pre-emptible) to specify that this bearer isnot pre-emptible by other high priority bearers.
 ◦priority-level - Enter an integer 1 through 15, with 1 as the highest priority, to specify theallocation/retention priority level.
 • The pgw-upgrade keyword can be included in the command with any of the other keywords. It identifiesthe capping mechanism to be used when QoS parameters are received from the PGW and the optionsinclude:
 ◦local - Instructs the MME to select locally configured values for QoS capping.
 ◦minimum - Instructs the MME to select the lower value, of the two values locally configured orreceived value, to use as the QoS capping value.
 ◦rej-if-exceed - Instructs the MME to reject the call if the received value exceeds the locallyconfigured value.
 • The prefer-as-cap keyword identifies the capping mechanism to be used when QoS parameters arereceived from the HSS and the options include:
 ◦local - Instructs the MME to select locally configured values for QoS capping.
 ◦minimum - Instructs the MME to select the lower value, of the two values locally configured orreceived value, to use as the QoS capping value.
 ◦rej-if-exceed - Instructs the MME to reject the call if the received value exceeds the locallyconfigured value.
 • The gbr keyword configures the Guaranteed Bit Rate values. This keyword is only used for thededicated-bearer configuration.
 ◦gbr-up - Enter an integer from 1 though 256000 to identify the desired uplink data rate in kbps.
 ◦gbr-down - Enter an integer from 1 though 256000 to identify the desired downlink data rate inkbps.
 • Thembr keyword configures the Maximum Bit Rate values. This keyword is only used for thededicated-bearer configuration.
 ◦mbr-up - Enter an integer from 1 though 256000 to identify the desired uplink data rate in kbps.
 ◦mbr-down - Enter an integer from 1 though 256000 to identify the desired downlink data rate inkbps.
 • The qci remap keyword maps an incoming QCI or a range of QCI to a configured QCI or range of QCI.QCI remap is the first configuration that is applied, among the bearer profile configuration, and it isapplicable only during Create Session Request and Create Bearer Request procedures. The bearer controlprofile associated to the remapped QCI value is used for capping the remaining QoS parameters. Enteran integer from 1 through 9.
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• Use the following command to delete either the default-bearer or dedicated bearer configuration:remove { dedicated-bearer | default-bearer } { arp | gbr | mbr | qci }
 • QoSComputation - The following explains how the resultant QoS values are derived for theminimumand reject-if-exceed actions configured under prefer-as-cap or pgw-upgrade.
 ◦QCI
 ◦Every standard GBR/non-GBRQCI is associated with a priority level as per 3GPP TS 23.203v12.10.0, Table 6.1.7.
 PriorityResource TypeQCI
 2GBR1
 4GBR2
 3GBR3
 5GBR4
 1non-GBR5
 6non-GBR6
 7non-GBR7
 8non-GBR8
 9non-GBR9
 ◦Priority Level 1 has the highest priority and in case of congestion lowest priority level trafficwould be the first to be discarded.
 ◦minimum: The QCI with lower priority level will be used.
 ◦rej-if-exceed: If the received QCI has higher priority level than the configured local QCI,then the procedure will be rejected.
 ◦ARP Priority Level
 ◦ARP Priority level decreases on increasing value (1 to 15). ARP Priority level 1 has thehighest priority value.
 ◦minimum: The lower ARP Priority level (i.e. higher value) will be used.
 ◦rej-if-exceed: If the received ARP Priority level is higher (i.e. value is lesser) than the CLIconfigured local ARP Priority level, then the procedure will be rejected.
 ◦ARP-PCI
 ◦Pre-emption capability indicator can have either of the following two values, where may (0)> shall-not (1)
 ◦may - specifies that this bearer may pre-empt other lower priority bearers, if required
 ◦shall-not - specifies that this bearer shall-not pre-empt other lower priority bearers.
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◦Following table indicates the resultant pre-emption capability for theminimum prefer-as-capor pgw-upgrade
 Resultant value to be usedConfigured local valueReceived value
 maymaymay
 shall-notshall-notmay
 shall-notmayshall-not
 shall-notshall-notshall-not
 ◦rej-if-exceed: If the received ARP-PCI value ismay and the configured local value is shall-not,then the procedure will be rejected.
 ◦Default value set by MME if not provided by HSS/PGW : shall-not
 ◦ARP-PVI
 ◦Pre-emption vulnerability indicator can have either of the following two values, wherenot-pre-emptible (1) > pre-emptible (0)
 ◦pre-emptible - specifies that this bearer is pre-emptible by other high priority bearers
 ◦not-pre-emptible - specifies that this bearer is NOT pre-emptible by other high prioritybearers
 ◦Following table indicates the resultant pre-emption vulnerability for theminimum prefer-as-capor pgw-upgrade:
 Resultant value to be usedConfigured local valueReceived value
 pre-emptiblepre-emptiblepre-emptible
 pre-emptiblenot-pre-emptiblepre-emptible
 pre-emptiblepre-emptiblenot-pre-emptible
 not-pre-emptiblenot-pre-emptiblenot-pre-emptible
 ◦rej-if-exceed: If the received ARP-PVI value is not-pre-emptible and the configured localvalue is pre-emptible, then the procedure will be rejected.
 ◦Default value set by the MME if not provided by the HSS/PGW : pre-emptible
 ◦MBR / GBR
 ◦minimum:
 ◦Uplink - The lower of the values, comparing the received values and the configuredlocal value, will be used for APN-AMBR/MBR/GBR.
 ◦Downlink - The lower value of the received value and configured local value will beused for APN-AMBR/MBR/GBR.
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◦rej-if-exceed: If the received Uplink value is greater than the configured local Uplink valueor the received Downlink value is greater than the configured local Downlink value, then theprocedure will be rejected.
 Verifying the Configuration for the QoS ProfileUse the show quality-of-service-profile full all | name profile_name command to view the configurationcreated for the QoS capping:[local]MME# show quality-of-service-profile full allQuality of Service (QoS) Profile Name : mmeQOS1Quality of Service CappingPrefer Type : Not ConfiguredQoS APN-AMBR:
 QoS APN-AMBR :Max uplink : 3444Max downlink : 5266prefer-as-cap : rej-if-exceed
 Verifying the Configuration for the Bearer Control ProfileUse the show bearer-control-profile full all | name bcprofile_name command to view the configurationcreated for the Bearer Control profile:
 Bearer Control Profile Name: bcprofile_nameDefault Bearer:QCI Remap Value : <val>QCI pgw-upgrade : local/minimum/rej-if-exceedARP Priority Level : <val>prefer-as-cap : local/minimum/rej-if-exceedpgw-upgrade : local/minimum/rej-if-exceedARP Preemption Capability : 0/1prefer-as-cap : local/minimum/rej-if-exceedpgw-upgrade : local/minimum/rej-if-exceedARP Preemption Vulnerability: 0/1prefer-as-cap : local/minimum/rej-if-exceedpgw-upgrade : local/minimum/rej-if-exceed
 Dedicated Bearer:MBR UP : <val> Kbps MBR DOWN: <val> Kbpspgw-upgrade : local/minimum/rej-if-exceedGBR UP : <val> Kbps GBR DOWN: <val> Kbpspgw-upgrade : local/minimum/rej-if-exceedQCI Remap Value : <val>QCI pgw-upgrade : local/minimum/rej-if-exceedARP Priority Level : <val>pgw-upgrade : local/minimum/rej-if-exceedARP Preemption Capability : 0/1pgw-upgrade : local/minimum/rej-if-exceedARP Preemption Vulnerability : 0/1pgw-upgrade : local/minimum/rej-if-exceed
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Associating the QoS Profile with an APN ProfileUse the associate command in the APN Profile ConfigurationMode to associate the MME's QoS profile withan APN profile. A new option, eps, has been provided for the access-type keyword to indicate the QoS profilesupports 4G/EPS network requirements.
 configureapn-profile apn_profile_name
 associate quality-of-service-profile qos_profile_name access type epsremove associate quality-of-service-profile access type epsend
 Notes:
 • qos_profile_name This value identifies the name of the QoS profile for the MME. The name must bean alphanumeric string of 1 through 100 characters and we recommend that the profile name be uniquefor the system.
 Only one QoS profile for the MME can be associated with a single APN profile.Important
 • The eps option for the access-type keyword associates the EPS network-type with this QoS profile.Selecting this type is required to enable the MME QoS Profile support functionality.
 • To delete the QoS profile association with the APN profile, issue the following command:remove associate quality-of-service-profile access-type eps
 • For additional information about the apn-profile commands and the QoS parameters that can beconfigured under the APN profile, refer to the section on APN Profile Configuration Commands in theCommand Line Interface Reference.
 Once the MME's QoS profile is configured, these QoS parameter values override the QoS configurationsin the APN profile.
 Important
 The APN profile, hence the QoS profile, will not be valid until the APN profile is associated with anoperator policy via the apn command . For more information, refer to the Operator Policy ConfigurtionMode section in the Command Line Interface Reference
 Important
 Verifying the Association ConfigurationUse the show apn-profile full { all | name apn_profile_name } to verify the association of the MME's QoSprofile with the APN profile. The output of this command will provide information similar to the following:[local]MME# show apn-profile full allAPN Profile Name : apnprof3Associated Quality of Service Profile Name (EPS) : MMEqosValidity : Invalid
 Resolution Priority : dns-fallbackNote that the Validity is "Invalid". This will switch to "Valid" once the QoS profile is associated with an APNprofile.
 MME Administration Guide, StarOS Release 21.2 413
 QoS Profile SupportAssociating the QoS Profile with an APN Profile

Page 450
                        

Monitoring and Troubleshooting the QoS/Bearer Control ProfilesThis section indicates how to troubleshoot the QoS profile and/or the Bearer Control profiles.
 The MME sends out the QoS parameters (QCI, ARP, APN-AMBR/MBR, GBR) values based on theconfiguration from QoS and Bearer Control profiles in the following GTPv2 messages during bearercreation/modification/pdn connectivity/handover procedures:
 • Create Session Request
 • Modify Bearer Command
 • Context Response
 • Forward Relocation Request
 The MME applies the 4G QoS control, based on the configuration from the QoS and Bearer Control profiles,over the received the QoS parameters (QCI, ARP, APN-AMBR or MBR, GBR) from the PGW/Peer node inthe following GTPv2 messages during dedicated bearer creation/pgw-initiated QoS modification for defaultor dedicated bearer:
 • Create Session Response or Update Bearer Request or Create Bearer Request
 However, if the QoS profile and Bearer Control profile configurations are not enforced in the above messages,verify the following:
 • Ensure subscriber-map is configured properly, for the particular set of users and includes an associatedoperator policy.
 • Ensure the APN profile has been created and associated with an operator policy.
 • Ensure the QoS profile is created with the access type as "eps" and associated under the APN Profile.
 • Ensure the Bearer Control profile is created with required QoS parameters for QCI value received fromHSS/PGW and remapped QCI value, if applicable, and ensure the Bearer Control profile is associatedunder the QoS profile.
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C H A P T E R 43S13 Additional IMEI Check
 The Cisco MME supports the 3GPP-standard S13 interface towards an Equipment Identity Register (EIR)server. This document describes anMME enhancement to send additional mobile equipment identity checkingrequests to the EIR server over the S13 interface.
 • Feature Description, page 415
 • How It Works, page 416
 • Configuration, page 417
 • Monitoring and Troubleshooting, page 419
 Feature DescriptionThe 'S13 Additional IMEI Check' feature is an MME enhancement to send additional International MobileEquipment Identity (IMEI) check requests - Mobile Identity check Request (MICR) towards the EIR serverover the S13 interface. The additional MICR will include additional information, non-standard AVPs: theMobile Station International Subscriber Directory Number (MSISDN) and the e-UTRANCell Global Identifier(e-CGI). As well, the sending of the additional information will be triggered by various UE procedures (Attach,TAU, and Handover).
 Use of the 'S13 Additional IMEI Check' feature is CLI controlled. By default, the Cisco MME supports the3GPP-standard S13 interface towards an EIR server, which includes sending IMEI check requests containingthe two AVPs, IMEI and IMSI, as defined in 3GPP TS 29.272 section 6.2.1.1.
 For additional information about the two additional AVPs, please refer to:
 • MSISN, the standard Diameter AVP, is defined in section 6.3.2 of 3GPP TS 29.329.
 • eCGI is defined in section 7.3.117 of 3GPP TS 29.272.
 No feature-specific license is required for this feature.
 MME Administration Guide, StarOS Release 21.2 415

Page 452
                        

How It WorksOverview
 This 'S13 Additional IMEI Check' feature uses the S13 interface between the MME and the EIR to send anaddition al IMEI check request (MICR) containing not the two but four AVPs: IMEI, IMSI, MSISDN, andeCGI.
 There is no change in the call flow for this additional MICR. Attach/TAU/HO procedures continue as definedby 3GPP TS 29.272. This means that if this feature is accidentally enabled in the configuration, there is noimpact on subscriber call flows.
 Existing Diameter statistics (as well as existing bulk statistics) for EIR messaging are still applicable and canbe used for monitoring. New statistics have been added to help monitor and troubleshoot this feature (seeMonitoring and Troubleshooting section).
 Operational Criteria
 The MME will
 • support the S13 Additional IMEI Check functionality, in addition to the default functionality, if thefeature is enabled via CLI.
 • continue to support the standard IMEI Check Request procedure with the EIR to ensure the MMEcontinues the UE procedure even if the additional MICR procedure with the EIR fails due to errorresponse or timeout.
 • send the additional IMEI check request with the additional AVPs only if all four AVPs mentioned areavailable.
 • send the additional IMEI check request with the additional AVPs to EIR during any one of the followingprocedures:
 • Initial Attach
 • GUTI Attach (normal)
 • Inter TAU
 • Periodic TAU
 • Handover (S1, X2)
 Operational Requirements
 1 The MME must be configured to enable the S13 Additional IMEI Check feature (refer to Configurationsection).
 2 The MME service must be configured to fetch IMEI numbers in advance to use during additional MICR(refer to Configuration section).
 3 The custom2 dictionary must be selected for the EIR-endpoint under the HSS Peer Service to enablesending of the MSISDN and eCGI values (refer to Configuration section).
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4 This feature reuses the Mobile Identity check Request (MICR) towards the EIR and adds two AVPs inaddition to those defined by the 3GPP standards. So, the receiving EIR needs to be capable of handlingand understanding the additional AVPs.
 Not every EIR is capable of handling the additional AVPs. Hence, it is likely that this feature will not beuseful to all operators.
 Note
 ConfigurationAll configurations listed below must be completed to enable S13 Additional IMEI Checking functionality.
 Enabling S13 Additional IMEI Check Request
 A command has been added to the MME Service configuration mode to enable the MME to send additionalMobile Identity check Requests (MICR) towards the EIR over the S13 interface. You must choose at leastone triggering UE procedure.
 configurecontext context_name
 mme-service service_name[ no ] s13 additional-id-check { attach | handover | tau }end
 Notes:
 • service_name - Service names for all services should be unique per chassis.
 • no - This command filter instructs the MME to remove the specified feature configuration from theMME Service configuration.
 • attach - This keyword instructs the MME to send additional MICR in response to an Attach procedure.
 • handover - This keyword instructs the MME to send additional MICR in response to a Handoverprocedure.
 • tau - This keyword instructs the MME to send additional MICR in response to a Tracking Area Updateprocedure.
 • The command can be repeated to configure multiple triggering procedures.
 • For additional command information, refer to the Command Line Interface Reference.
 Enabling Fetching of IMEI Number
 This feature uses the existing syntax that configures the MME service to query the UE to fetch the IMEIduring Attach and Tracking Area Update (TAU) procedures. The fetched IMEI is used in the additional MICRduring the Attach and/or TAU procedures.
 configcontext context_namemme-service service_namepolicy attach imei-query-type { imei | imei-sv | none }
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policy tau imei-query-type { imei | imei-sv | none }default policy [ attach | tau ] imei-query-typeend
 Notes:
 • service_name - Service names for all services should be unique per chassis.
 • policy attach imei-query-type - This command string configures the IMEI query type during UEAttach:
 • imei : Specifies that theMME is required to fetch the UE's InternationalMobile Equipment Identity(IMEI).
 • imei-sv: Specifies that the MME is required to fetch the UE’s International Mobile EquipmentIdentity - Software Version (IMEI-SV).
 • none: Specifies that the MME does not need to query the UE to fetch either the IMEI or IMEI-SV.This is the default setting.
 • default - Including this command filter returns the command to its default setting of 'none' forimei-query-type.
 • For additional command information, refer to the Command Line Interface Reference.
 Enabling custom2 Dictionary as EIR End-point
 Use the following syntax to select the 'custom2' dictionary for the EIR end-point, under the HSS-Peer serviceconfiguration, to send MSISDN and eCGI values in the additional MICR.
 configcontext context_namehss-peer-service service_namediameter hss-dictionary dictionary eir-dictionary custom2default diameter hss-dictionary eir-dictionary
 end
 Notes:
 • context_name - It is not required to configure theMME and HSS-Peer services to be in the same context.
 • service_name - Service names for all services should be unique per chassis.
 • hss-dictionary dictionary - This keyword identifies the dictionary to be used for the HSS Peer Service.Enter the name of the dictionary to be used as the HSS Diameter dictionary.
 • eir-dictionary - This keyword specifies that an Equipment Identity Register (EIR) dictionary is to beused in conjunction with the HSS Diameter dictionary.
 • custom2 - This keyword selects the custom2 dictionary, created for the MME's S13 Additional IMEICheck feature, to be used as the EIR dictionary.
 • default - This command filter instructs the MME to reset the HSS Diameter dictionary and the EIRdictionary to the standard dictionary.
 • For additional command information, refer to the Command Line Interface Reference.
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Monitoring and TroubleshootingVerifying Configuration
 Use the following show command, from the Exec mode, to verify the configuration for this feature. The outputgenerated by this command will look similar to the following to indicate the features configuration:
 show mme-service name service_name
 s13-additional-id-check :Attach: Enabled/DisabledTAU: Enabled/DisabledHandover: Enabled/Disabled
 Monitoring Additional IMEI Check Request-related Statistics
 Use the following show command, from the Exec mode, to use the monitoring statistics created for this feature.The output generated by this command will look similar to the following:
 show mme-service statistics mme-service service_nameS13 statistics:Additional ME Identity Check Procedures (Attach):Requests: 0 Answer : 0Success : 0 Failure : 0Timeout : 0
 Additional ME Identity Check Procedures (TAU):Requests: 0 Answer : 0Success : 0 Failure : 0Timeout : 0
 Additional ME Identity Check Procedures (Handover):Requests: 0 Answer : 0Success : 0 Failure : 0Timeout : 0
 Monitoring Additional IMEI Check Request-related Bulk Statistics
 The following bulk statistics have been created in theMME schema tomonitor additional IMEI check functions:
 • msg-addtnl-mic-req
 • msg-addtnl-mic-ans
 • msg-addtnl-mica-success
 • msg-addtnl-mica-failure
 • msg-addtnl-mica-timeout
 Monitoring Default IMEI Check Request Functionality
 The default functionality is not new. You can use the existing bulk statistics in the HSS schema for trackingthe MICR messaging for the default MICR functionality:
 • msg-mic-req
 • msg-mic-ans
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• msg-micr-retries
 • msg-mica-timeout
 • msg-mica-drop
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C H A P T E R 44Selective Authentication
 This chapter describes configuration of Selective Authentication of the UE on the MME is based on timeand frequency of access attempts.
 • Feature Description, page 421
 • How It Works, page 422
 • Configuring Selective Authentication, page 423
 • Monitoring and Troubleshooting Selective Authentication in MME, page 426
 Feature DescriptionThe MME performs UE authentication on receiving NAS requests. Authentication procedures can be definedfor Attach procedures, Service requests and Tracking Area Update (TAU) procedures. These authenticationprocedures increase signaling towards the RAN and HSS. Selective Authentication is adopted to reducesignaling traffic towards the RAN and HSS. Selective Authentication is achieved by implementing frequencyand periodicity based authentication of UE.
 In a frequency-based selective authentication scenario the UE is authenticated based on configured frequencyof access attempts. The configured frequency specifies the access-attempts per-UE and not across UEs. Forexample if the configured frequency is "n", the UE is authenticated for every nth NAS request received. Thedecision to authenticate is based on every nth request and not based on 'n' requests since last authentication.Where the nth request is equal to a multiple of n. (for example if n = 2, it will be 2,4,6,8 and so on)
 In a periodicity-based selective authentication scenario the UE is authenticated based on configured periodicity.For example if the configured periodicity is "t", the UE is authenticated at every "t" minutes.
 The frequency-based authentication is independent of the configured periodicity. However, periodicity-basedauthentication attempts are relative to the last UE authentication time. The last UE authentication attempttime is updated whenever an UE authentication is attempted irrespective of the authentication trigger.
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How It Works
 FlowsThe following diagram illustrates the messages exchanged during network-initiated authentication:
 Figure 40: Network-initiated Authentication
 1 TheMME sends an AUTHENTICATIONREQUESTmessage to the UE. The time duration for the T3460timer starts. This timer starts when the network initiates the authentication procedure by sending anAUTHENTICATION REQUEST message to the UE and stops upon receipt of the AUTHENTICATIONRESPONSE message.
 2 The UE responds with an AUTHENTICATION RESPONSEmessage to the MME, the T3460 timer stopsonce the MME receives the AUTHENTICATION RESPONSE message.
 3 If the authentication procedure fails, the MME sends an AUTHENTICATION REJECT message to theUE.
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If the authentication procedure is successful theMME performs the security mode control procedure to utilizethe new EPS security context. The following diagram depicts the security mode control procedure:
 Figure 41: Security mode control procedure
 1 The MME sends a SECURITYMODE COMMANDmessage to the UE. The time duration for the T3460timer starts. This timer starts when the network initiates the security mode control procedure by sendinga SECURITYMODE COMMANDmessage to the UE and stops upon receipt of the SECURITYMODECOMPLETE message.
 2 The UE responds with a SECURITY MODE COMPLETE message to the MME, the T3460 timer stopsonce the MME receives the SECURITY MODE COMPLETE message.
 3 If the security mode control procedure fails, the MME sends a SECURITY MODE REJECT message tothe UE.
 LimitationsThe MME does not maintain periodicity and frequency across session recovery.
 The frequency and periodicity configured to trigger authentication/GUTI reallocation requires the newsession setup message (NAS Attach/TAU) to be processed by the Session Manager instance which has thecorresponding MME DB for the subscriber. If the MME DB is not available the frequency and periodicitytriggers will not work. For example, if the mobile identifier in the NAS Attach/TAU message is a foreignGUTI and additional GUTI is not present, the MME does not trigger authentication/GUTI reallocation forthe subscriber based on frequency/periodicity.
 Configuring Selective AuthenticationThe following sections describe various procedures to configure selective authentication procedures on theMME.
 Selective authentication is not set up by default for any of the following procedures.
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Configuring Selective Authentication during Attach Proceduresconfig
 call-control-profile profile_name[ remove ] authenticate attach [ inter-rat ] { frequency frequency| periodicity duration }no authenticate attachend
 Notes:
 • The frequency keyword specifies the frequency that authentication is performed for theAttach Procedures;how many Attach Requests occur before the next authentication. If the frequency is set for 12, then theservice skips authentication for the first 11 events and authenticates on the twelfth event.
 In releases prior to 21.2: The frequency value is an integer from 1 up to 16.
 In 21.2 and later releases: The frequency value is an integer from 1 up to 256.
 • The periodicity keyword specifies authentication periodicity; the number of minutes between the timesthe MME authenticates the UE. The periodicity value is an integer from 1 through 10800. For example,if the configured periodicity is "20" minutes, the UE is authenticated at every "20" minutes.
 • The remove command prefix instructs the MME to delete the defined authentication procedures forAttach Requests from the call control profile configuration file.
 • The no command prefix instructs the MME to disable authentication for the attach procedures.
 Configuring Selective Authentication during TAU ProceduresThe following command is used to configure the frequency and periodicity for selective UE authenticationduring TAU Procedures:
 configcall-control-profile profile_name
 [ remove ] authenticate tau [ { inter-rat | intra-rat | normal | periodic } ] [ { frequency frequency| periodicity duration } ]
 no authenticate tauend
 Notes:
 • The keyword inter-rat specifies authentication to be applied for Inter-RAT TAU.
 • The keyword intra-rat specifies authentication to be applied for Intra-RAT TAU.
 • The keyword normal specifies authentication to be applied for normal (TA/LA update) TAU.
 • The keyword periodic specifies authentication to be applied for periodic TAU.
 • The frequency keyword specifies how often authentication is performed for tracking area update (TAU)procedures; specifically, how many TAUs occur before the next authentication. For example, if thefrequency is set for 12, then the service skips authentication for the first 11 events and authenticates onthe twelfth event.
 In releases prior to 21.2: The frequency value is an integer from 1 up to 16.
 In 21.2 and later releases: The frequency value is an integer from 1 up to 256.
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• The periodicity keyword specifies the period of time, in minutes, between the times the MMEauthenticates the UE. The periodicity value is an integer from 1 through 10800. For example, if theconfigured periodicity is "20" minutes, the UE is authenticated every "20" minutes.
 • The remove command prefix instructs the MME to delete the defined authentication procedures forTAUs from the call control profile configuration file.
 • The no command prefix disables the authentication procedures specified in the call control profileconfiguration.
 Configuring Selective Authentication during All EventsThe following command is used to configure the frequency and periodicity for selective UE authenticationfor all events (Attach or TAU):
 configcall-control-profile profile_name
 [ remove ] authenticate all-events [ { frequency frequency | periodicity duration } ]no authenticate all-eventsend
 Notes:
 • The frequency keyword sets how often authentication is performed for any event. If the frequency valueis set to 5, then authentication is not done till the 5th event.
 In releases prior to 21.2: The frequency value is an integer from 1 up to 16.
 In 21.2 and later releases: The frequency value is an integer from 1 up to 256.
 • The periodicity keyword instructs theMME howmanyminutes to wait between eachUE authentications.The periodicity value is an integer from 1 through 10800.
 • The remove command prefix instructs the MME to delete the defined authentication procedures for allevents from the call control profile configuration file.
 • The no command prefix instructs the MME to disable authentication for all events.
 Configuring Selective Authentication during Service RequestsThe following command is used to configure the frequency and periodicity for selective UE authenticationfor all Service Requests:
 configcall-control-profile profile_name
 [ remove ] authenticate service-request [ service-type { data | page-response | signaling } ] [frequency frequency | periodicity duration } ]
 no authenticate service-requestend
 Notes:
 • The keyword service-type specifies the service-type classification.
 • The keyword data specifies service-type for data service requests.
 • The keyword page-response service-type for service requests in response to paging.
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• The keyword signaling specifies service-type for service requests due to other signaling.
 • The frequency keyword sets how often (frequency) UE authentication occurs. If the frequency is set to12, then the service skips authentication for the first 11 events and authenticates on the twelfth event.
 In releases prior to 21.2: The frequency value is an integer from 1 up to 16.
 In 21.2 and later releases: The frequency value is an integer from 1 up to 256.
 • The periodicity keyword defines the amount of time (in minutes) between UE authentications. Theperiodicity value must be an integer from 1 through 10800 minutes; for example, if the configuredperiodicity is "20" minutes, the UE is authenticated every "20" minutes.
 • The remove command prefix instructs theMME to delete the Service Request authentication proceduresspecified in the call control profile configuration.
 • The no command prefix instructs the MME to disable the Service Request authentication procedures.
 Monitoring and Troubleshooting Selective Authentication inMME
 Selective Authentication Show Command(s) and/or OutputsThis section provides information regarding show commands and/or their outputs in support of the SelectiveAuthentication feature in MME.
 show call-control-profile full allThe following fields show output to illustrate the configured Selective Authentication parameters:
 • Authentication All-Events ANY (UMTS/GPRS/EUTRAN) Frequency
 • Authentication All-Events ANY (UMTS/GPRS/EUTRAN) Frequency Value
 • Authentication All-Events ANY (UMTS/GPRS/EUTRAN) Periodicity
 • Authentication All-Events ANY (UMTS/GPRS/EUTRAN) Periodicity Value
 • Authentication Attach ANY Frequency
 • Authentication Attach ANY (UMTS/GPRS/EUTRAN) Frequency Value
 • Authentication Attach ANY Periodicity
 • Authentication Attach ANY Periodicity Value
 • Authentication Attach Inter-rat ANY (UMTS/GPRS/EUTRAN) Frequency
 • Authentication Attach Inter-rat ANY (UMTS/GPRS/EUTRAN) Frequency Value
 • Authentication Attach Inter-rat ANY Periodicity
 • Authentication Attach Inter-rat ANY Periodicity Value
 • Authentication Service Req Frequency
 MME Administration Guide, StarOS Release 21.2426
 Selective AuthenticationMonitoring and Troubleshooting Selective Authentication in MME

Page 463
                        

• Authentication Service Req Frequency Value
 • Authentication Service Req Periodicity
 • Authentication Service Req Periodicity Value
 • Authentication Service Req Data Frequency
 • Authentication Service Req Data Frequency Value
 • Authentication Service Req Data Periodicity
 • Authentication Service Req Data Periodicity Value
 • Authentication Service Req Signaling Frequency
 • Authentication Service Req Signaling Frequency Value
 • Authentication Service Req Signaling Periodicity
 • Authentication Service Req Signaling Periodicity Value
 • Authentication Service Req Page Response Frequency
 • Authentication Service Req Page Response Frequency Value
 • Authentication Service Req Page Response Periodicity
 • Authentication Service Req Page Response Periodicity Value
 • Authentication TAU Frequency
 • Authentication TAU Frequency Value
 • Authentication TAU Periodicity
 • Authentication TAU Periodicity Value
 • Authentication Inter-RAT TAU Frequency
 • Authentication TAU Frequency Value
 • Authentication TAU Inter-rat Periodicity
 • Authentication TAU Inter-rat Periodicity Value
 • Authentication Intra-RAT TAU Frequency
 • Authentication Intra-RAT TAU Frequency Value
 • Authentication TAU Intra-rat Periodicity
 • Authentication TAU Intra-rat Periodicity Value
 • Authentication Normal TAU Frequency
 • Authentication Normal TAU Frequency Value
 • Authentication TAU Normal Periodicity
 • Authentication TAU Normal Periodicity Value
 • Authentication Periodic TAU Frequency
 • Authentication Periodic TAU Frequency Value
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• Authentication TAU Periodic Periodicity
 • Authentication TAU Periodic Periodicity Value
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C H A P T E R 45Session Tracing
 Session Tracing allows an operator to trace subscriber activity at various points in the network and at variouslevels of detail in an EPS network. This chapter provides information on how theMME implements subscriberSession Tracing functionality in the LTE service.
 • Feature Description, page 429
 • How Session Tracing Works, page 431
 • Session Trace Configuration, page 435
 • Monitoring and Troubleshooting the Session Trace, page 440
 Feature DescriptionThe Session Tracing feature provides a 3GPP standards-based subscriber session-level trace function for calldebugging and testing new functions and access terminals in an LTE environment.
 In general, the Session Trace capability records and forwards all control activity for the monitored subscriberon the monitored interfaces. This is typically all the signaling and authentication/subscriber services messagesthat flow when a UE connects to the access network.
 The EPC network entities like MME, S-GW, P-GW support 3GPP standards based session-level tracecapabilities to monitor all call control events on the respective monitored interfaces including S6a, S1-MMEand S11 on MME, S5, S8, S11 at S-GW and S5 and S8 on P-GW. The trace can be initiated using multiplemethods:
 • Management initiation via direct CLI configuration
 • Management initiation at HSS with trace activation via authentication response messages over S6areference interface
 • Signaling-based activation through signaling from subscriber access terminal
 Once the trace is provisioned it can be provisioned through the access cloud via various signaling interfaces.Important
 The session level trace function consists of trace activation followed by triggers. The time between the twoevents is where the EPC network element buffers the trace activation instructions for the provisioned subscriber
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in memory using camp-onmonitoring. Trace files for active calls are buffered as XML files using non-volatilememory on the local dual redundant hard drives on the chassis. The trace depth defines the granularity of datato be traced. Six levels are defined including maximum, minimum and medium with ability to configureadditional levels based on vendor extensions.
 Only maximum trace depth is supported in the current release.Important
 The following figure shows a high-level overview of the session-trace functionality and deployment scenario:
 Figure 42: Session Trace Function and Interfaces
 All call control activity for active and recorded sessions is sent to an off-line Trace Collection Entity (TCE)using a standards-based XML format over a FTP or secure FTP (SFTP) connection.
 Note: In the current release the IPv4 interfaces are used to provide connectivity to the TCE. trace activationis based on IMSI or IMEI.
 Supported FunctionsThis section provides the list of supported functionality of this feature support:
 • Support to trace the control flow through the access network.
 • Trace of specific subscriber identified by IMSI
 • Trace of UE identified by IMEI(SV)
 • Ability to specify specific functional entities and interfaces where tracing should occur.
 • Scalability and capacity
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Support up to 32 simultaneous session traces per MME•
 • Each MME is equipped with a storage buffer of size 40 MB to collect trace files locally
 • Statistics and State Support
 • Session Trace Details
 • Management and Signaling-based activation models
 • Trace Parameter Propagation
 • Trace Scope (EPS Only)
 • MME: S10, S11, S13, S1-MME, S3, S6A
 • S-GW: S4, S5, S8, S11, Gxc
 • PDN-GW: S2a, S2b, S2c, S5, S6b, Gx, S8, SGi
 • Trace Depth: Maximum, Minimum, Medium (with or without vendor extension)
 • XML Encoding of Data as per 3GPP standard 3GPP TS 32.422 V8.6.0 (2009-09)
 • Trace Collection Entity (TCE) Support
 • Active pushing of files to the TCE
 • Passive pulling of files by the TCE
 • 1 TCE support per context
 • Trace Session Recovery after Failure of Session Manager
 Standards ComplianceSupport for the following standards and requests for comments (RFCs) have been added with this interfacesupport:
 • 3GPP TS 32.421 V10.5.0: 3rd Generation Partnership Project Technical Specification Group Servicesand System Aspects Telecommunication management Subscriber and equipment trace: Trace conceptsand requirements (Release 10)
 • 3GPP TS 32.422 V10.5.0: 3rd Generation Partnership Project Technical Specification Group Servicesand System Aspects Telecommunication management Subscriber and equipment trace Trace controland configuration management (Release 10)
 • 3GPP TS 32.423 V10.5.0: 3rd Generation Partnership Project Technical Specification Group Servicesand System Aspects Telecommunication management Subscriber and equipment trace: Trace datadefinition and management (Release 10)
 How Session Tracing WorksThis section describes the various functionality involved in tracing subscriber sessions on EPC nodes.
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OperationThe session trace functionality is separated into two steps - activation and trigger.
 Before tracing can begin, it must be activated. Activation is done either via management request or when aUE initiates a signaled connection. After activation, tracing actually begins when it is triggered (defined bya set of trigger events).
 Trace SessionA trace session is the time between trace activation and trace de-activation. It defines the state of a tracesession, including all user profile configuration, monitoring points, and start/stop triggers. It is uniquelyidentified by a Trace Reference.
 The Trace Reference id is composed of the MCC (3 digits) + the MNC (3 digits) + the trace Id (3 byte octetstring).
 On a session manager failure, the control activity that have been traced and not written to file will be lost.However, the trace sessions will continue to persist and future signals will be captured as expected.
 Important
 Trace Recording SessionA trace recording session is a time period in which activity is actually being recorded and traceable data isbeing forwarded to the TCE. A trace recording session is initiated when a start trigger event occurs andcontinues until the stop trigger event occurs and is uniquely identified by a Trace Recording Session Reference.
 Network Element (NE)Network elements are the functional component to facilitate subscriber session trace in mobile network.
 The term network element refers to a functional component that has standard interfaces in and out of it. It istypically shown as a stand-alone AGW. Examples of NEs are the MME, S-GW, and P-GW.
 Currently, subscriber session trace is not supported for co-located network elements in the EPC network.
 ActivationActivation of a trace is similar whether it be via the management interface or via a signaling interface. In bothcases, a trace session state block is allocated which stores all configuration and state information for the tracesession. In addition, a (S)FTP connection to the TCE is established if one does not already exist (if this is thefirst trace session established, odds are there will not be a (S)FTP connection already established to the TCE).
 If the session to be traced is already active, tracing may begin immediately. Otherwise, tracing activityconcludes until the start trigger occurs (typically when the subscriber or UE under trace initiates a connection).A failure to activate a trace (due to max exceeded or some other failure reason) results in a notification beingsent to the TCE indicating the failure. If the (S)FTP connection is not established with the TCE, the TCEconnectivity needs to checked. Nevertheless, the MME continues to send the trace files to the TCE, and tries
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to establish an (S)FTP connection. The MME provides a storage buffer of size 40 MB to collect the trace fileslocally.
 Management ActivationThe Operator can activate a trace session by directly logging in to the NE and enabling the session trace (forcommand information, see Enabling Subscriber Session Trace on EPC Network Element section below). TheNE establishes the trace session and waits for a triggering event to start actively tracing. Depending upon theconfiguration of the trace session, the trace activation may be propagated to other NEs.
 Signaling ActivationWith a signaling based activation, the trace session is indicated to the NE across a signaling interface via atrace invocation message. This message can either be piggybacked with an existing bearer setup message (inorder to trace all control messages) or by sending a separate trace invocation message (if the user is alreadyactive).
 Start TriggerA trace recording session starts upon reception of one of the configured start triggers. Once the start triggeris received, the NE generates a Trace Recording Session Reference (unique to the NE) and begins to collectand forward trace information on the session to the TCE.
 List of trigger events are listed in 3GPP standard 3GPP TS 32.422 V8.6.0 (2009-09).
 DeactivationDeactivation of a Trace Session is similar whether it was management or signaling activated. In either case,a deactivation request is received by the NE that contains a valid trace reference results in the de-allocationof the trace session state block and a flushing of any pending trace data. In addition, if this is the last tracesession to a particular TCE, the (S)FTP connection to the TCE is released after the last trace file is successfullytransferred to the TCE.
 Stop TriggerA trace recording session ends upon the reception of one of the configured stop triggers. Once the stop triggeris received, the NE will terminate the active recording session and attempt to send any pending trace data tothe TCE. The list of triggering events can be found in 3GPP standard 3GPP TS 32.422 V8.6.0 (2009-09).
 Data Collection and ReportingSubscriber session trace functionality supports data collection and reporting system to provide historical usageand event analysis.
 All data collected by the NE is formatted into standard XML file format and forwarded to the TCE via (S)FTP.The specific format of the data is defined in 3GPP standard 3GPP TS 32.423 V8.2.0 (2009-09)
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Trace DepthThe Trace Depth defines what data is to be traced. There are six depths defined: Maximum, Minimum, andMedium all having with and without vendor extension flavors. The maximum level of detail results in theentire control message getting traced and forwarded to the TCE. The medium and minimum define varyingsubsets of the control messages (specific decoded IEs) to be traced and forwarded. The contents and definitionof the medium and minimum trace can be found in 3GPP standard 3GPP TS 32.423 V8.2.0 (2009-09).
 Only Maximum Trace Depth is supported in the current release.Important
 Trace ScopeThe Trace Scope defines what NEs and what interfaces have the tracing capabilities enabled on them. Thisis actually a specific list of NE types and interfaces provided in the trace session configuration by the operator(either directly via a management interface or indirectly via a signaling interface).
 Network Element DetailsTrace functionality for each of the specific network elements supported by this functionality are described inthis section.
 This section includes the trace monitoring points applicable to them as well as the interfaces over which theycan send and/or receive trace configuration.
 MMEThe MME supports tracing of the following interfaces with the following trace capabilities:
 Trace Signaling(De)Activation TX
 Trace Signaling(De)Activation RX
 Remote DeviceInterface Name
 YNeNodeBS1a
 YYSGSNS3
 NYHSSS6a
 YYMMES10
 YNS-GWS11
 NNEIRS13
 MME Administration Guide, StarOS Release 21.2434
 Session TracingNetwork Element Details

Page 471
                        

S-GWThe S-GW supports tracing of the following interfaces with the following trace capabilities:
 Trace Signaling(De)Activation TX
 Trace Signaling(De)Activation RX
 Remote DeviceInterface Name
 NYeNodeBS1-U
 NNSGSNS4
 NYP-GW (Intra-PLMN)S5
 NNP-GW (Inter-PLMN)S8
 NYMMES11
 NYRNCS12
 NYPolicy ServerGxc
 P-GWThe P-GW supports tracing of the following interfaces with the following trace capabilities:
 Trace Signaling(De)Activation TX
 Trace Signaling(De)Activation RX
 Remote DeviceInterface Name
 NNVarious NEsS2abc
 NYS-GW (Intra-PLMN)S5
 NYAAA Server/ProxyS6b
 NNS-GW (Inter-PLMN)S8
 NYPolicy ServerGx
 NYIMSSGi
 Session Trace ConfigurationThis section provides a high-level series of steps and the associated configuration examples for configuringthe system to enable the Subscriber Session Trace collection and monitoring function on network elements sin LTE/EPC networks.
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This section provides the minimum instruction set to enable the Subscriber Session Trace functionalityto collect session traces on network elements on EPC networks. Commands that configure additionalfunction for this feature are provided in the Command Line Interface Reference.
 Important
 These instructions assume that you have already configured the system level configuration as described inthe System Administration Guide and specific product Administration Guide.
 To configure the system to support subscriber session trace collection and trace file transport on a system:
 Step 1 Enable the subscriber session trace functionality with NE interface and TCE address at the Exec Mode level on an EPCnetwork element by applying the example configurations presented in the Enabling Subscriber Session Trace on EPCNetwork Element section.
 Step 2 Configure the network and trace file transportation parameters by applying the example configurations presented in theTrace File Collection Configuration section.
 Step 3 Save your configuration to flash memory, an external memory device, and/or a network location using the Exec modecommand save configuration. For additional information on how to verify and save configuration files, refer to the SystemAdministration Guide and the Command Line Interface Reference.
 Step 4 Verify the configuration of Subscriber Session Trace related parameters by applying the commands provided in theVerifying Your Configuration section of this chapter.
 Enabling Subscriber Session Trace on EPC Network ElementThis section provides the configuration example to enable the subscriber session trace on a system. Enter acommand similar to the following in the Exec mode:
 session trace subscriber network-element mme template-name template_name { imei imei_id | imsiimsi_id } trace-ref trace_ref_id collection-entity ip_address
 Notes:
 • template_name specifies the name of the session trace template. This template must be configured byusing the template-session-trace command in the Global Configuration mode.
 • imsi imsi_id specifies the International Mobile Subscriber Identification Number for the subscriber.
 • imei imei_id specifies the International Mobile Equipment Identification Number for the subscriber.
 • trace-ref trace_ref_id is the configured Trace Id to be used for the present trace collection instance. Itis composed of MCC (3 digit)+MNC (3 digit)+Trace Id (3 byte octet string).
 • collection-entity ip_address specifies the IP address of the Trace Collection Entity (TCE) to which thetrace file generated will be sent. The IP address must be in IPv4 format.
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Configuring a Session Trace Template for the MMEOperators have the option of creating a template for a management trace in configuration mode for the MME.Session traces executed in the Exec mode will use this template. Once created, the template can be associatedwith different subscribers to trace the interfaces configured in the template.
 To activate subscriber session traces for specific IMSI/IMEI, the operator must use the Exec mode sessiontrace subscriber command specifying a pre-configured template and the IMSI/IMEI, trace reference andTCE address.
 Important
 To configure a template-session-trace, use the following configuration:
 configuretemplate-session-trace network-element mme template-name template_name
 interface { all | s10 | s11 | s13 s1mme | s3 | s6atarget-ne { all | enb | pgw | sgwall | sgw } [ target-interface [ all | s1mme | uu | x2 ] } } endend
 Notes:
 • Available interface options for MME include:
 ◦all: Sets the trace to be performed on all interfaces from the MME.
 ◦s10: Sets the trace to be performed on the S10 interface between the MME and another MME.
 ◦s11: Sets the trace to be performed on the S11 interface between the MME and the S-GW.
 ◦s13: Sets the trace to be performed on the S13 interface between the MME and the EIR.
 ◦s1mme: Sets the trace to be performed on the S1-MME interface between the MME and theeNodeB.
 ◦s3: Sets the trace to be performed on the S3 interface between the MME and an SGSN.
 ◦s6a: Sets the trace to be performed on the S6a interface between the MME and the HSS.
 • target-ne initiates tracing towards peer network elements and available options include:
 ◦all: Initiates the trace towards all NEs.
 ◦enb: Initiates the trace towards the eNodeBs.
 ◦pgw: Initiates the trace towards the P-GWs.
 ◦sgw: Initiates the trace towards the S-GWs.
 • Available target-interface specifies the interface for the selected Network Element for tracing andoptions for enb are as follows:
 ◦all: Identify all interfaces between the MME and eNodeB.
 ◦s1mme: Specifies that the interface where the trace will be performed is the S1-MME interfacebetween the MME and the eNodeB.
 ◦uu: Specifies that the interface where the trace will be performed is the UU interface between theMME and the eNodeB.
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◦x2: Specifies that the interface where the trace will be performed is the X2 interface between theMME and the eNodeB.
 • Available target-interface options for pgw are as follows:
 ◦all
 ◦gx: Specifies that the interface where the trace will be performed is the Gx interface between theP-GW and the PCRF.
 ◦s2a: Specifies that the interface where the trace will be performed is the S2a interface between thePGW and the HSGW.
 ◦s2b: Specifies that the interface where the trace will be performed is the S2b interface betweenthe PGW and an ePDG.
 ◦s2c: Specifies that the interface where the trace will be performed is the S2c interface between thePGW and a trusted, non-3GPP access device.
 ◦s5: Specifies that the interface where the trace will be performed is the S5 interface between theP-GW and the S-GW.
 ◦s6b: Specifies that the interface where the trace will be performed is the S6b interface betweenthe PGW and the 3GPP AAA server.
 ◦s8: Specifies that the interface where the trace will be performed is the S8b interface between thePGW and the S-GW.
 ◦sgi: Specifies that the interface where the trace will be performed is the SGi interface between thePGW and the PDN.
 • Available target-interface options for sgw are as follows:
 ◦all
 ◦gxc: Specifies that the interface where the trace will be performed is the Gx interface between thePGW and the PCRF.
 ◦s11: Specifies that the interface where the trace will be performed is the S11 interface between theMME and the S-GW.
 ◦s4: Specifies that the interface where the trace will be performed is the S4 interface between theS-GW and the SGSN.
 ◦s5: Specifies that the interface where the trace will be performed is the S5 interface between theP-GW and the S-GW.
 ◦s8: Specifies that the interface where the trace will be performed is the S8b interface between thePGW and the S-GW.
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Trace File Collection ConfigurationThis section provides the configuration example to configure the trace fil e collection parameters and protocolsto be used to store trace files on TCE through FTP/S-FTP:
 configuresession trace subscriber network-element { all | ggsn | mme | pgw | sgw } [ collection-timer dur ] [
 tce-mode { none | push transport { ftp | sftp } path string username name { encrypted password enc_pw] | password password } } ]end
 Notes:
 • string is the location/path on the trace collection entity (TCE) where trace files will be stored on TCE.For more information, refer to the session trace command in the Command Line Interface Reference.
 Verifying Your ConfigurationThis section explains how to display and review the configurations after saving them in a .cfg file as describedin the System Administration Guide and also to retrieve errors and warnings within an active configurationfor a service.
 All commands listed here are under Exec mode. Not all commands are available on all platforms.Important
 These instructions are used to verify the Subscriber Session Trace configuration.
 Step 1 Verify that your subscriber session support is configured properly by entering the following command in Exec Mode:show session trace statisticsThe output of this command displays the statistics of the session trace instance.Num current trace sessions: 5Total trace sessions activated: 15Total Number of trace session activation failures: 2Total Number of trace recording sessions triggered: 15Total Number of messages traced: 123Number of current TCE connections: 2Total number of TCE connections: 3Total number of files uploaded to all TCEs: 34
 Step 2 View the session trace references active for various network elements in an EPC network by entering the followingcommand in Exec Mode:show session trace trace-summaryThe output of this command displays the summary of trace references for all network elements:MME
 Trace Reference: 310012012345Trace Reference: 310012012346
 SGWTrace Reference: 310012012345Trace Reference: 310012012346
 PGWTrace Reference: 310012012347
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Monitoring and Troubleshooting the Session TraceThe following section describes commands available to monitor Session Trace functionality on the MME.
 Session Trace Show Command(s) and/or Outputs
 show session trace statisticsOn running the above mentioned show command, statistics similar to the following are displayed:
 • Number of current trace sessions
 • Number of total trace sessions
 • Total sessions activated
 • Number of activation failures
 • Number of sessions triggered
 • Total messages traced
 • Number of current TCE connections
 • Total number of TCE connections
 • Total number of files uploaded to all TCEs
 show session trace subscriber network-element trace-refThis command shows detailed information about a specific trace, based on the trace-ref value of the sessionand network element type. It includes activation time, IMSI, start time, number of trace messages, and totalnumber of files created. It also lists the interfaces that this session trace is configured to track.
 The following command displays the summary of a Session Trace for a particular Reference Id
 show session trace subscriber network-element mme trace-ref310012012345
 Trace Reference: 310012012345Activation time: Fri Jul 10 16:19:10 2009IMSI: 0000012345Actively Tracing: yesTrace Recording Session Reference: 1Recording start time: Fri Jul 10 16:19:10 2009Total number of trace recording sessions triggered: 1Total number of messages traced: 32Total number of files created: 5Traced Interfaces:
 S1mmeS6aS11
 Trace Triggers:service-requestinitial-attachue-disconnectbearer-activationhandover
 Target Network Elements:
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SGWTarget Interfaces
 S8bS11
 show session trace tce-summaryThis command provides the IP address and index information for all configured TCEs. The following fieldsare displayed on executing the above command:TCE IP Address:
 Index 1TCE IP Address:
 Index 5
 show session trace tce-addressThis command provides detailed information about a specific TCE, including IP address, start time, and totalnumber of files uploaded.
 The following example displays the summary of a Session Trace for a particular Refernence Id
 show session trace tce-address 10.172.1.5 tce-index 5TCE IP Address: 10.172.1.5
 Start time: Fri Jul 10 16:19:10 2009Total number of files uploaded: 12
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C H A P T E R 46SGW Blacklisting on the MME
 This chapter describes howMME blacklists un-accessible and un-responsive SGWs in the following sections:
 • Feature Description, page 443
 • How It Works, page 443
 • Configuring SGW Blacklisting on the MME, page 444
 • Monitoring and Troubleshooting SGW Blacklisting on the MME, page 445
 Feature DescriptionThe SGW Blacklisting is a proprietary feature of StarOS. In this feature, the MME blacklists un-accessibleor un-responsive SGWs for a configured time. The MME does not select these blacklisted SGWs during anyprocedures that requires SGW selection so that there is minimal latency during the procedures. SGWBlacklisting is supported for both Static and Dynamic IP addresses.
 To support SGW blacklisting, a new CLI sgw-blacklist is added under theMME Service Configuration mode.When this feature is enabled, SGW blacklisting takes place using the following methods in the MME:
 • Node Level Blacklisting
 • Session Manager Level Blacklisting
 A valid license key is required to enable SGW Blacklisting on the MME. Contact your Cisco Account orSupport Representative for information on how to obtain a license.
 How It WorksOn identifying an unreachable SGW, the SGW is blacklisted for a configured amount of time. The show CLIdiscussed in theMonitoring and Troubleshooting section displays the expiry timestamp of this SGW, indicatingthe blacklisting duration. This feature is based on a per mme-service configuration, therefore a separate listto store blacklisted SGWs is created for every mme-service.
 During the ATTACH, TAU and Handover procedures, the MME selects an SGW that is not blacklisted. Ifall SGWs are blacklisted, then the MME attempts to use one of the blacklisted SGWs instead of directlyrejecting the call. If the Create Session Response time expires, the call is rejected.
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The blacklisted SGWs are completely removed from the MME based on the following configurationchanges/execution:
 • If the sgw-blacklist configuration is removed – SGW blacklisting feature is disabled.
 • If the sgw-blacklist configuration is reconfigured, that is, if the timeout or the msg-timeouts-per-minvalues are changed.
 • If mme-service is stopped; a critical parameter is removed from its configuration.
 • If the clear CLI is executed, refer to Monitoring and Troubleshooting section.
 The MME does not remove the blacklisted SGWs based on any SGW initiated request/response message.Note
 The following functionalities are also included for SGW blacklisting:
 •Weight based load distribution with the available SGWs when some of the SGWs are blacklisted.
 • Session manager recovery is added to recover node-level blacklisted SGWs.
 SGW blacklisting takes place using the following methods in the MME:
 Node Level Blacklisting
 When no echo response is received from the SGW, a node-level path failure indication is sent to all SESSMGRs.
 Based on the node-level path failure indication, the MME blacklists the SGW for the configured time andstores it as a node-level blacklisted type.
 Session Manager Level Blacklisting
 Along with node-level blacklisting, MME supports blacklisting of SGW based on Create Session Responsetimeout per SESSMGR instance. The Session Manager Level blacklisting is local to a specific SESSMGRinstance and its particular mme-service where the Create Session Response times out.
 To avoid broadcasting among SESSMGRs, sessionmanager level blacklisting is not shared among SESSMGRs.
 Along with “sgw-blacklist timeout” configuration, "msg-timeouts-per-min” configuration is configured, whichis only required for sgmr-level blacklisting. Instead of blacklisting an SGW in the first Create Session Responsetimeout, the MME blacklists an SGW if the number of Create Session Response timeouts within a minutereaches the configured msg-timeouts-per-minute value. For more information, refer to Configuring SGWBlacklisting on the MME section.
 Configuring SGW Blacklisting on the MMEThe following CLI configures SGW blacklist timeout value, and the number of Create Session Responsetimeouts per minute to blacklist an SGW locally in a SESSMGR instance.
 The configuration is provided under the MME Service Configuration mode.
 configcontext context_name
 mme-service service_name[ no ] sgw-blacklist timeout timer_valuemsg-timeouts-per-min number_of_timeoutsend
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• no disables the SGW Blacklisting configuration.
 • sgw-blacklist specifies the configurable parameters required for SGW blacklisting.
 • timeout specifies the period of time the blacklisted SGW cannot be used for call procedures. The timeoutvalue is an integer ranging from 5 to 86400 seconds.
 • msg-timeouts-per-min configures the number of message timeouts to wait, before blacklisting a SGWlocally in a session manager instance. Only Create Session Response timeout is considered. The numberof message is an integer ranging from 1 to 5000.
 • By default, this configuration is not enabled.
 Verifying SGW Blacklisting on the MME
 The below given command displays the following new fields that are added to support the SGW Blacklistingfeature:
 show mme-service sgw-blacklist [ mme-service-name name ] [ smgr-instance number ]
 MME service name: mmesvcNode-level: 0 Instance-level: 1SGW IP : 192.168.20.2Blacklist type : Sessmgr-levelExpiry timestamp : Monday June 13 02:27:57 EDT 2016Blacklist time left : 777 seconds
 Notes:
 • sgw-blacklist displays information on blacklisted SGWs.
 • mme-service-name displays node level blacklisted SGWs for a specified mme-service
 • smgr-instance displays node-level and sessionmanager level blacklisted SGWs for a specific SESSMGRinstance.
 • Blacklist Type can either be Node level or Sessmgr-level.
 • If smgr-instance option is selected, both Node-level and Sessmgr-level blacklisted SGWs are displayed,otherwise only Node-Level blacklisted SGWs are displayed.
 Monitoring and Troubleshooting SGW Blacklisting on the MME
 SGW Blacklisting Show Command(s) and /or OutputsThis section provides information regarding show commands and their outputs for the SGW blacklistingfeature.
 show mme-service name name
 Executing the above command displays the following fields for this feature:
 • SGW Blacklist Parameters
 • Timeout
 ◦msg-timeouts-per-min
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show mme-service statistics emm-only
 Executing the above command displays the following fields for this feature:
 SGW Selection:Blacklisted SGW chosen: 0
 Notes:
 • The SGW Selection specifies the number of times a blacklisted SGW is selected when all SGWs areblacklisted.
 clear mme-service sgw-blacklist [ mme-service-name name ] [ sgw-ip ]
 Executing the above command clears the selected SGW or all blacklisted SGWs from the system.
 Notes:
 • sgw-blacklist clears the blacklisted SGWs.
 • mme-service-name clears the blacklisted SGWs that belong to a particular mme-service.
 • sgw-ip clears the specified blacklisted SGW based on the IP address.
 A trace level event ID: 147153 has been added for this feature to log when any SGW address is blacklisted.
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C H A P T E R 47SGSN-MME Combo Optimization
 This section describes Combo Optimization available for a co-located SGSN-MME node. It also providesdetailed information on the following:
 • Feature Description, page 447
 • How It Works, page 448
 • Configuring the Combo Optimization, page 451
 • Monitoring and Troubleshooting Combo Optimization , page 452
 Feature DescriptionThe SGSN and MME can be enabled simultaneously in the same chassis and, though co-located, they eachbehave as independent nodes. This Combo Optimization feature enables the co-located SGSN and MME toco-operate with each other in order to achieve lower memory and CPU utilizations and to reduce signalingtowards other nodes in the network. When functioning as mutually-aware co-located nodes, the SGSN andthe MME can share UE subscription data between them.
 This feature is supported by both the S4-SGSN and the Gn-SGSN. For the feature to apply to a Gn-SGSN,the Gn-SGSN must be configured to connect to an HSS. Combo Optimization for an SGSN-MME nodeis a licensed Cisco feature. Contact your Cisco account representative for detailed information on specificlicensing requirements. For information on installing and verifying licenses, refer to theManaging LicenseKeys section of the Software Management Operations chapter in the System Administration Guide.
 Important
 OverviewThe load on S6d/S6a interfaces towards an HSS is reduced effectively by utilizing the resources in a co-locatedSGSN-MME node scenario. Requests for subscription data in Update Location Request (ULR) are skippedby setting the 'skip-subscriber-data' bit in the ULR flags this, in turn, reduces the load on the HSS. The SkipSubscriber Data AVP is used and the subscriber data is shared across the SGSN and the MME services.
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As per 3GPP TS 29.272, setting the 'skip-subscriber-data' bit in the ULR indicates that the HSS may skipsending subscription data in Update Location Answer (ULA) to reduce signaling. If the subscription data haschanged in the HSS after the last successful update of the MME/SGSN, the HSS ignores this bit and sendsthe updated subscription data. If the HSS skips sending the subscription data, then theGPRS-Subscription-Data-Indicator flag can be ignored.
 The SGSN supported the Skip-Subscription-Data bit prior to Release 18.0. Support for this functionalitywas added to the MME in Release 18.0.
 Important
 Ensuring that packets are routed internally reduces network latency for S3/Gn interface messages. This isachieved by configuring the SGTP and EGTP services in the same context for the SGSN and the MMEconfigurations.
 For outbound Inter-RAT SRNS Relocations, the MME gives preference to the co-located SGSN, irrespectiveof the order/priority or preference/weight configured for the SGSN entry in DNS Server. When Inter-RAThandovers take place between the co-located MME and the SGSN, the new call arrives at the same SessionManager that hosted the call in the previous RAT. If the subscription data is available for a given UE at theco-located SGSN, then theMME does not need to request this data from the HSS and provides UE subscriptiondata obtained from the SGSN. This optional function can be turned on or off through the MME Serviceconfiguration.
 ComboOptimization is available for subscribers with an EPC-enabled UE and an EPC subscription configuredat the HSS. During handoff from 4G to 3G or 4G to 2G, the EPC subscription will be copied from the MME.Combo Optimization is also applicable for Non-EPC subscribers if core-network-interface is selected as S4for the EPS-subscription.
 How It WorksSubscriber Movement from MME to SGSN: Subscription information is first fetched by the MME. Onsubscriber movement to a co-located SGSN, the SGSN sends a ULR with "skip-subscriber-data" flag set andthe HSS sends a ULA (with or without subscription data depending on time of MME update).
 Subscriber Movement from SGSN to MME: Subscription information is first fetched by the SGSN. Onsubscriber movement to a co-located MME, the MME sends a ULR with "skip-subscriber-data" flag set andthe HSS sends a ULA (with or without subscription data depending on time of SGSN update).
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Architecture
 Figure 43: SGSN-MME Combo Node
 The above diagram displays the interworking of various modules when the Combo Optimization feature isenabled in a co-located SGSN-MME setup.
 When the subscriber does RAU from MME to SGSN, or vice versa, a DNS query is initiated to fetch theaddress of the peer node. Based on the IP address obtained, the peer MME or SGSN is selected. When a DNSresponse is received with a list of peer SGSN addresses, theMMEmatches the configured EGTP/SGTP SGSNservice address in the system and uses it for the S3/Gn UE Context Transfer procedures. If a DNS responseis not received and a locally configured EGTP/SGTP SGSN service is present as a peer-SGSN, the peer-SGSNwill be selected. Context transfer and copying of subscription information happens internally between theSGSN and the MME nodes. The SGSN maintains the s6d interface towards the HSS and the MMEmaintainsthe S6a interface towards the HSS. All network-initiated messages are sent separately towards the SGSN andthe MME nodes respectively.
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FlowsThis section includes various diagrams that illustrate the session manager (SessMgr) selection logic duringRAU, SRNS, and Attach procedures:
 Figure 44: Selection of SessMgr Instance during RAU from MME to SGSN
 Listed below is the SessMgr instance selection logic during a RAU procedure from the MME to SGSN:
 1 A RAU request from UE is forwarded to the LinkMgr or GbMgr.2 The LinkMgr identifies if the RAU is local and extracts the SessMgr instance from the PTMSI and forwards
 the request to IMSIMgr.3 The IMSIMgr tries to select the SessMgr instance extracted from the PTMSI and forwards the request to
 the selected SessMgr.
 Figure 45: Selection of SessMgr Instance during SRNS
 Listed below is the SessMgr instance selection logic during an SRNS procedure:
 1 During an SRNS procedure, the MME service sends a Forward Relocation Request to the EGTPCMgr.2 The EGTPCMgr forwards the request to the IMSIMgr.
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3 The IMSIMgr uses the IMSI received in the request message to identify the SessMgr instance and forwardsthe request to the appropriate SessMgr instance.
 Figure 46: Selection of SessMgr Instance during Attach
 Listed below is the SessMgr instance selection logic during an Attach procedure:
 1 During Attach procedure, the LinkMgr/GbMgr forwards the request to the IMSIMgr.2 The IMSIMgr first verifies if the IMSI is present in the SGSN's IMSI table. If it is not present, the MME's
 IMSI table is verified. Once the entry is found the request is forwarded to the appropriate SessMgr.3 If the entry is not found in either table, then an alternate SessMgr instance is used to process the call.
 LimitationsSubscription information is shared betweenMME and SGSN only when both are connected to an HSS. ComboOptimization is not be applicable if either the MME or the SGSN is connected to an HLR. Though thesubscription information is shared between the SGSN andMME services, a separate HSS service and diameterendpoint will be maintained for both the SGSN and the MME. All network-initiated messages are receivedseparately for both the MME and the SGSN. Subscription data is copied based on time-stamp validation.
 A small impact on the performance is observed during Inter-RAT handoffs as subscription data is exchangedbetween the SGSN and the MME. This impact is a limited increase in the number of instructions per handoffper UE depending on the number of APNs configured for the UE in the HSS.
 It is necessary that the HSS honors the request from the MME/SGSN and not send subscription data when'Skip-Subscriber-Data' flag is set in the ULR. However, there are some known and valid cases where the HSSignores this flag for example, if the UE's subscription data changed since the last time the UE attached in 4G.(Typically, UE subscription data does not change frequently, therefore, HSS overrides are less frequent.)
 Configuring the Combo OptimizationThis section describes how to configure the Combo Optimization for an SGSN-MME combo node.
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By default, Combo Optimization is not enabled. This command both enables or disables Combo Optimizationon an SGSN-MME combo node.
 configlte-policy
 [ no ] sgsn-mme subscriber-data-optimizationend
 Note:
 • no as a command prefix disables Combo Optimization.
 The following CLI (applicable only to the SGSN in the combo node), under the call-control profile configurationmode, controls requests for GPRS subscription information from the HSS:
 configcall-control-profile profile_namehss message update-location-request gprs-subscription-indicator [ never | non- epc-ue ]end
 Verifying Combo Optimization ConfigurationExecute the following command to verify the configuration of this feature.
 show lte-policy sgsn-mme summaryThe following field value indicates if data optimization on the SGSN-MME combo node is "Enabled" or"Disabled":
 • subscriber-data-optimization
 Monitoring and Troubleshooting Combo OptimizationThis section provides information on the show commands and bulk statistics available to monitor andtroubleshoot Combo Optimization for the SGSN-MME combo node, and for each element separately.
 Monitoring Commands for the SGSN-MME Combo NodeThis section provides information regarding show commands and/or their outputs in support of the ComboOptimization feature on the SGSN-MME Combo Node:
 show hss-peer-service statistics allThe following new fields are added to the show output to display the subscription data statistics:
 • Subscription-Data Stats
 • Skip Subscription Data
 • Subscription-Data Not Received
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The Skip Subscription Data statistic is incremented when the ULR is sent with the skip-subscription-data flagset. The Subscription-Data Not Received statistic is incremented if the HSS does not send the subscriptiondata in the ULAwhen skip-subscription-data flag is set in ULR. The difference between the Skip SubscriptionData and Subscription-Data Not Received gives us the number of times HSS does not honor theskip-subscription-data flag.
 Monitoring Commands for the SGSNThis section provides information regarding show commands and/or their outputs in support of the ComboOptimization feature on the SGSN:
 show demux-mgr statistics imsimgr all sgsnThe following new fields are added in the show output to display the number of RAU, Attach, PTIMSI attachand Forward relocation requests arriving from a subscriber attached with co-located MME:
 • IMSI attach with context in co-located MME
 • P-TMSI attach with mapped P-TMSI of co-located MME
 • RAU with mapped P-TMSI of co-located MME
 • Fwd reloc request from co-located MME
 show subscribers sgsn-only summaryThe following new field is added in the show output to display the number of subscribers currently sharingsubscription information with the MME:
 • Total HSS subscribers sharing subscription-info
 show subscribers gprs-only summaryThe following new field is added in the show output to display the number of subscribers currently sharingsubscription information with MME:
 • Total HSS subscribers sharing subscription-info
 show subscribers sgsn-only full allThe STN-SR , ICS-indicator , Trace-Data and CSG subscription information is now displayed under the showsubscribers sgsn-only full all output. These AVPs are currently used by MME only .Values are displayedas received from HSS without any format changes.
 • Trace Data
 • Trace Reference
 • Trace Depth
 • Trace NE Type List
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• Trace Interface List
 • Trace Event List
 • OMC Id
 • Trace Collection Entity
 • STN-SR
 • ICS-Indicator
 • CSG Subscription
 • CSG ID
 • Expiration Date
 show subscribers gprs-only full allThe STN-SR, ICS-indicator, Trace-Data and CSG subscription information is now displayed under the showsubscribers gprs-only full all output. These AVPs are currently used only by the MME. Values are displayedas received from HSS without any format changes.
 • Trace Data
 • Trace Reference
 • Trace Depth
 • Trace NE Type List
 • Trace Interface List
 • Trace Event List
 • OMC Id
 • Trace Collection Entity
 • STN-SR
 • ICS-Indicator
 • CSG Subscription
 • CSG ID
 • Expiration Date
 show session subsystem facility aaamgr instanceThe following new fields are added in the show output to display the total number of CSG subscription recordsand Trace data records:
 • SGSN: Total Trace data records
 • SGSN: Total CSG data records
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Monitoring Commands for the MMEThis section provides information regarding show commands and/or their outputs in support of the ComboOptimization feature on theMME:
 show mme-service statistics handoverThe following new statistics are added to the show output to display the information about Inter-RATOptimizedHandoffs between the co-located SGSN and MME:
 • Inter-RAT Optimized Handoffs Between Co-located MME and SGSN
 • Outbound MME to SGSN RAU procedure
 • Attempted
 • Success
 • Failures
 • Inbound SGSN to MME TAU procedure
 • Attempted
 • Success
 • Failures
 • Outbound MME to SGSN Connected Mode Handover
 • Attempted
 • Success
 • Failures
 • Inbound SGSN to MME Connected Mode Handover
 • Attempted
 • Success
 • Failures
 Bulk Statistics for Monitoring the MME in an SGSN-MME Combo NodeThe following bulk statistics in the MME schema facilitate tracking MME optimization functionality for theSGSN-MME nodes when co-located in the same chassis with the Combo Optimization functionality enabled:
 • optimized-out-rau-ho-4gto2g3g-attempted
 • optimized-out-rau-ho-4gto2g3g-success
 • optimized-out-rau-ho-4gto2g3g-failures
 • optimized-in-tau-ho-2g3gto4g-attempted
 • optimized-in-tau-ho-2g3gto4g-success
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• optimized-in-tau-ho-2g3gto4g-failures
 • optimized-out-s1-ho-4gto2g3g-attempted
 • optimized-out-s1-ho-4gto2g3g-success
 • optimized-out-s1-ho-4gto2g3g-failures
 • optimized-in-s1-ho-2g3gto4g-attempted
 • optimized-in-s1-ho-2g3gto4g-success
 • optimized-in-s1-ho-2g3gto4g-failures
 MME Administration Guide, StarOS Release 21.2456
 SGSN-MME Combo OptimizationBulk Statistics for Monitoring the MME in an SGSN-MME Combo Node

Page 493
                        

C H A P T E R 48Single Radio Voice Call Continuity
 Voice over IP (VoIP) subscribers anchored in the IP Multimedia Subsystem (IMS) network can move outof an LTE coverage area and continue the voice call over the circuit-switched (CS) network through the useof the Single Radio Voice Call Continuity (SRVCC) feature. Unlike other methods like CSFB, it does notrequire a dual-mode radio.
 • Feature Description, page 457
 • How It Works, page 460
 • Configuring Single Radio Voice Call Continuity, page 461
 • Monitoring and Troubleshooting SRVCC, page 467
 Feature DescriptionSRVCC requires that a valid license key be installed. Contact your Cisco Account or Support representativefor information on how to obtain a license.
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To support SRVCC functionality on the MME, an Sv interface is created to the Mobile Switching Center(MSC) server responsible for communicating with the MME during the handover process.
 Figure 47: SRVCC Architecture
 Supported SRVCC FeaturesThe MME supports the following SRVCC features:
 SRVCCCS-PSHandover Continuity on PSHandover Failure:During S1-based CS-PS SRVCC handover,if one of the following types of failures occurs
 • Peer SGSN DNS query failed
 • Fwd Relocation Response timeout
 • Fwd Relocation Response was received with a failure cause
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then the handover will continue for CS calls if CS handover on the Sv interface succeeds. This means that theS1 SRVCC handover will continue as partially successful and the handover command message will not carryany bearer related information.
 MSC Selection using DNS: As defined in 3GPP TS 29.303 V10.4.0, the MME supports DNS-based MSCselection. In the NAPTR query response, theMMEwill analyze the "Service Parameter" of "x-3gpp-msc:x-sv",and select a specificMSC from a pool list provided in the DNS response. The provisioned weights and prioritieson the DNS server are used to load share proportionally between the MSC servers.
 If DNS lookup fails, the MSC will be selected from local configuration. If an MSC pool area has beenconfigured, the selection logic for the pool area will be used.
 MSC Pool Areas:MSC pool areas can be configured for load balancing and intelligent selection of MSCservers based on PLMN and/or IMSI hash values. Up to 24 MSC servers can be defined per MME service.Each pool-area can optionally be associated with a PLMN, which is the target PLMN as specified in theSRVCC Handover request.
 TheMME attempts to select anMSC using the following selection order: 1) Pool-area that matches the PLMNand of type hash 2) Pool-area that matches the PLMN and of type round-robin 3) Pool-area that does not havePLMN and of type hash 4) Pool-area that does not have PLMN and of type round-robin.
 MSC Offload: The MME allows an administrator to place one or more MSC server in maintenance mode.This action removes the MSC server as a possible selection target.
 MSCFallback on Failure: TheMME automatically attempts to resend the Sv PS to CS Request to a differentMSC if: 1) no response is received (timeout) from theMSC to a Sv PS to CS Request, or 2) any failure responseis received from the MSC to a Sv PS to CS Request.
 If no alternate MSC is configured, or if the secondMSC fails as well, the SRVCC handover fails. A newMSCis attempted only for the initial PS to CS Request. No additional configuration is needed to enable thisfunctionality.
 When an MSC is selected by DNS, and multiple results are returned, the second MSC result will be used forfallback. In case DNS selection returns just one MSC, the second MSC for fallback will be from localconfiguration if it exists. If DNS lookup fails, the MSC for fallback will be selected from local configuration.
 Disabling MSC Fallback on Failure: If so configured, the MME rejects handover based on the SRVCCfailure cause received from theMSC. So that in some situations, theMMEwill ignoreMSC fallback proceduresoutlined above. If a voice call can be handed over to one of multiple MSC IP addresses during SRVCChandover, and if the PS-CS Response from the first MSC returns with a negative cause, and if that cause hasbeen included in the MME's Call-Control Profile configuration with themsc-fallback-disable command,then the MME fails the SRVCC HO and does not try the next available MSC. For configuration details, referto 'Disabling MSC Fallback Based on SRVCC Cause' in the section on Configuring an MSC Pool Area.
 Other Supported SRVCC Features: The MME implementation of SRVCC also supports:
 • IMS Centralized Service call handling as specified in 3GPP TS 29.280, enabling call flow handling foradvanced scenarios.
 • Emergency Calls as defined in 3GPP TS 29.280.
 • GTP echo path management messages as defined in 3GPP TS 29.280.
 • GTP-C DSCP marking.
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MSC Fallback on Sv InterfaceIn Release 20.0, MME is modified to maintain the reachability status of MSCs on the Sv interface. Onlyreachable MSCs are selected for PS to CS handovers (SRVCC procedures). The MSC Fallback feature iscurrently applicable only when MSC IP address is statically configured in StarOS, and not when MMEdetermines MSC IP using DNS resolution.
 When theMSC Fallback feature is enabled, MME acquires the status information independent of any ongoingSRVCC procedures, from the EGTPMGR. The status of an MSC will be unknown until MME acquires itsstatus by sending ECHO requests to the MSCs. If a response is received from the MSC, the status of the MSCis moved to UP state. If no response is received, theMSC is considered to be in the DOWN state (unreachable).
 If the status of an MSC is DOWN, ECHO Requests will be sent to the MSCs based on a configuredreconnect-interval value. If an MSC responds to the request within this interval, the status of the MSC ischanged to UP state. For more information related to reconnect-interval configuration, please refer to theConfiguring MSC Fallback section.
 For PS to CS handovers, MME does not select the MSCs in the DOWN state. The status information of theMSC provided by the EGTPMGR helps to select only reachable MSCs. This process reduces latency duringfallback to reachable MSCs.
 Relationships to Other FeaturesIf the UE supports circuit-switch fallback (CSFB) and/or IMS voice, or both, the UE shall include theinformation element "Voice domain preference and UE's usage setting" in Attach Request and Tracking AreaUpdate Request messages. The UE's usage setting indicates whether the UE behaves in a voice centric or datacentric way. The voice domain preference for E-UTRAN indicates whether the UE is configured as CS Voiceonly, CS Voice preferred and IMS PS Voice as secondary, IMS PS Voice preferred and CS Voice as secondary,or IMS PS Voice only. The purpose of this information element is to signal to the network the UE's usagesetting and voice domain preference for E-UTRAN.
 The UE also includes the SRVCC capability indication as part of the "MS Network Capability" in the AttachRequest message and in Tracking Area Updates. This capability needs to be accessed and stored on theMME.
 If the UE reflects SRVCC along with IMS voice in the "Voice domain preference" in a Combined Attach, theMME will treat it as a EPS Attach with SRVCC capability.
 How It WorksThe existing eGTP-C service is enhanced to support the Sv reference point. A new instance of the eGTP-Cservice must be configured for Sv messages.
 SRVCC requires the following elements:
 • SRVCC requires the STN-SR to be sent to the MSC for all non-emergency calls. If the STN-SR is notpresent in the HSS during the Attach procedure, SRVCC handover will not be allowed for non-emergencycalls. In case of situations like STN-SR not being configured for non-emergency calls, the MME willsend a HANDOVER PREPARATION FAILURE message back with the cause code set to HandoverFailure in Target System.
 • MSC Server that has been enhanced for SRVCC.
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• UE that has ICS (IMS Service Continuity) capabilities with single radio access. The UE includes theICS Capability indication as part of the UE network capability in the Attach Request message. TheMMEstores this information for SRVCC operation.
 • IMS network and SCC-AS in which the call is anchored. The MME signals to the UE the presence ofVoIMS in the Attach Response
 SRVCC is agnostic as to the whether S3 or GnGP is used for the SGSN interface.
 FlowsThe following SRVCC call flows are supported:
 • SRVCC from E-UTRAN to GERAN without DTM support (TS 23.216 V10.5.0; Section 6.2.2.1).
 • SRVCC from E-UTRAN to GERAN with DTM but without DTM HO support and from E-UTRAN toUTRAN without PS HO (TS 23.216 V9.6.0; Section 6.2.2.1A).
 • SRVCC fromE-UTRAN to UTRANwith PSHO or GERANwith DTMHO support (TS 23.216 V9.6.0;Section 6.2.2.1A).
 • Emergency calls for all of the above three SRVCC scenarios
 Standards ComplianceThe MME implementation of SRVCC complies with the following standards:
 • 3GPP TS 23.216 Single Radio Voice Call Continuity (SRVCC) V10.5.0
 • 3GPP TS 29.280 Sv Interface (MME to MSC and SGSN to MSC) for SRVCC V10.4.0
 • 3GPP TS 36.413 S1 Application Protocol (S1AP) V10.5.0
 • 3GPP TS 29.303 Domain Name System Procedures; Stage 3 V10.4.0
 Configuring Single Radio Voice Call Continuity• Configuring SRVCC, on page 461
 • Configuring MSC Selection Using DNS, on page 462
 • Configuring an MSC Pool Area, on page 463
 • MSC Offload, on page 466
 • Verifying the SRVCC Configuration , on page 467
 Configuring SRVCCUse the following example to configure basic SRVCC support on the MME, including:
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• Creating the eGTP-C Sv service and binding it to an IPv4/v6 address.
 • Associating the eGTP-C service to the MME service.
 • Configuring one or more MSC servers within the MME service.
 configurecontext mme_context_name
 interface sv_intf_nameip address ipv4_addressexit
 egtp-service egtpc_sv_service_nameinterface-type interface-mmegtpc bind ipv4-address sv_infc_ip_addressexit
 mme-service mme_service_nameassociate egtpc-sv-service egtpc_sv_service_namemsc name msc_name ip-address ip_addressexit
 exitport ethernet slot_number/port_number
 no shutdownbind interface sv_intf_name mme_context_nameend
 Notes:
 • The gtpc bind command can be specified as an IPv6 address using the ipv6-address keyword. Theinterface specified for Sv communication must also be the same IP address type.
 Configuring MSC Selection Using DNSDNS basedMSC selection can be defined for anMME service, or for a Call Control Profile. Both configurationoptions specify the context in which a DNS client configuration has been defined.
 Refer to Configuring Dynamic Peer Selection in theMME Configuration chapter of this document for detailson configuring the DNS client.
 Configuration via Call Control Profile takes precedence in cases where both options are configured.
 MSC selection using DNS take precedence over MSC pool-areas and locally configured MSCs.
 To configure DNS selection of an MSC for a specific MME service, refer to the following example:
 configurecontext ctxt_name
 mme-service service_namedns msc context <ctxt_name>end
 To configure DNS selection of an MSC based on a Call Control Profile, refer to the following example.
 configurecall-control-profile profile_name
 dns-msc context ctxt_nameend
 Notes:
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• Configuration via Call Control Profile takes precedence if DNS is configured via both mme-service andcall control profile.
 To define an MSC server that should be selected by DNS, themsc command must be used without theip-address keyword, as followsconfigure
 context ctxt_namemme-service mme_service_name
 msc name msc_nameend
 Configuring an MSC Pool AreaIn order to support pooling, multipleMSC servers and pool-areas for Sv interface are allowed to be configuredwithin the MME service. A maximum of 24 MSC servers can be configured for a given MME Service. EachMME Service can also have be a maximum of 24 pool areas. Each pool-area can have a maximum of 24MSC's.
 The pool can be either based on IMSI hash or a round-robin scheme. In the IMSI hash scheme, an MSC ischosen based on the result of the IMSI [(IMSI div 10) modulo 1000]. In case of round-robin, the MME selectsthe next MSC based on the round-robin scheme.
 Each pool-area is associated with a unique name. Within a pool-area of type hash, up to 24 hash-values canbe defined. Pool-area of type round-robin can have up to 24 entries.
 Each pool-area can be associated with a PLMNwhich is the target PLMN as specified in the SRVCCHandoverrequest.
 MME attempts to select a MSC using the following selection order:1) Pool-area that matches the PLMN andof type hash2) Pool-area that matches the PLMN and of type round-robin3) Pool-area that does not havePLMN and of type hash4) Pool-area that does not have PLMN and of type round-robin
 IMSI Hash MSC PoolUse the following example to configure an MSC server pool with a selection scheme based on the IMSI hashvalue.
 configurecontext ctxt_name
 mme-service service_namepool-area pool_area_name type hash-value
 hash-value { hash_value | range start_value to end_value } use-msc msc_idplmnid mcc code mnc codeend
 Notes:
 • The pool-area command creates a Mobile Switching Center (MSC) server pool area and defines thatthe MSC servers be selected from within the pool using the result of the IMSI (using the hash-valuekeyword).
 • The optional plmnid command associates a Public Land Mobile Network (PLMN) identifier with thisMobile Switching Center (MSC) pool area. This is used to select an MSC based on the target PLMN asspecified in the SRVCC handover request. If a pool does not have any PLMN id associated with it, thepool area is assumed to be able to serve any PLMN.
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If this command is used, the PLMN id values specified must be unique within a given MSC pool areatype. For example, multiple pool areas of type hash cannot use the same PLMN. However, you canconfigure one pool area of type hash and another of type round-robin and have both use the same PLMNid.
 • The hash-value command configures the selection of a Mobile Switching Center (MSC) server in aMSC pool area based on the hash value derived from the IMSI [(IMSI div 10) modulo 1000].
 The use-msc keyword associates an MSC to use for this hash value, where msc_name is the name ofthe MSC as previously configured in the MME service using themsc command. A maximum of 24MSCs can be defined per pool area.
 • See theMME MSC Server Pool Area Configuration Mode chapter of the Command Line InterfaceReference for more information.
 Round-Robin MSC PoolUse the following example to configure an MSC server pool with a round-robin selection scheme.
 configurecontext ctxt_name
 mme-service service_namepool-area pool-area-name type round-robin
 plmnid mcc code mnc codeuse-msc msc_idend
 Notes:
 • The pool-area command creates a Mobile Switching Center (MSC) server pool area and defines thatthe MSC servers be selected from within the pool using a round-robin scheme (using the round-robinkeyword).
 • The optional plmnid command associates a Public Land Mobile Network (PLMN) identifier with thisMobile Switching Center (MSC) pool area. This is used to select an MSC based on the target PLMN asspecified in the SRVCC handover request. If a pool does not have any PLMN id associated with it, thepool area is assumed to be able to serve any PLMN.
 If this command is used, the PLMN id values specified must be unique within a given MSC pool areatype. For example, multiple pool areas of type hash cannot use the same PLMN. However, you canconfigure one pool area of type hash and another of type round-robin and have both use the same PLMNid.
 • The use-msc command associates anMSCwith this pool area, wheremsc_name is the name of theMSCas previously configured in the MME service using themsc command. A maximum of 24 MSCs canbe defined per pool area.
 • See theMME MSC Server Pool Area Configuration Mode chapter of the Command Line InterfaceReference for more information.
 Configuring MSC Fallback on Sv InterfaceThis section describes the configuration to enable the MSC Fallback feature.
 To enable the MSC Fallback feature, the echo parameters should be configured under the MME ServiceConfiguration Mode.
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The MSC Fallback feature is license controlled. Contact your Cisco Account or Support representative forinformation on how to obtain a license.
 To configure the echo parameters use the following configuration:
 configurecontext context_name
 mme-service service_name[ no ] msc-echo-params interval echo_interval retransmission-timeout timer_value
 max-retransmission number_of_retries reconnect-interval interval_valueend
 Notes:
 • By default, the MSC Fallback feature is disabled.
 • msc-echo-params configures EGTPC echo parameters for MSC Fallback. The msc-echo-paramsconfiguration overrides any echo parameter configured in the egtp-service configuration for thecorresponding SV service.
 • interval is used to configure the time interval to send echo requests to an MSC. The interval rangesfrom 2 to 3600 seconds.
 • retransmission-timeout configures the echo retransmission timeout in seconds. The timer value rangesfrom 1 to 20 seconds.
 • max-retransmission configures the maximum number of echo retransmissions. The number ofretransmissions is an integer from 0 to 15.
 • reconnect-interval configures the echo interval to be used once an MSC is detected to be unreachable.The time interval ranges from 60 to 86400 seconds.
 • Retransmission of ECHO requests is not applicable during the reconnect interval.
 Disabling MSC Fallback Based on SRVCC CauseBy default, theMME supports MSC Fallback on Failure -- as explained in the section under Supported SRVCCFeatures. With the following configuration, the operator can selectively disable MSC fallback on failureduring voice call handover.
 The selection process is based on the SRVCC cause codes configured in the call-control profile. It there is amatch with the MSC failure cause received in the PS-CS Response from the first MSC, then the MME failsthe SRVCC HO and does not try the next available MSC.
 configurecall-control-profile profile_name
 msc-fallback-disable srvcc-cause causeend
 Notes:
 • srvcc-cause: Use this keyword to define a single SRVCC cause code. The cause must be any integerfrom 0 to 255, as defined in 3GPP TS 29.280.
 • Repeat the command as needed to define additional SRVCC cause codes in the call-control profile.
 • This command is only applicable for PS-CS Requests and not for PS to CS complete messages.
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MSC OffloadTheMME allows an administrator to place one or moreMSC server in maintenancemode. This action removesthe MSC server as a possible selection target.
 To offload and MSC, use the offline keyword at the end of themsc configuration command .
 When the configuration is changed back to online, the MSC will be added back as a selection target andnormal operation is returned.
 configurecontext <ctxt_name>
 mme-service <service_name>msc name [ ip-address address ] [ offline | online ]end
 Notes:
 • No actual GTPv2 messages are generated when the configuration is changed to offline. The MSC isonly removed as a selection target for future load sharing.
 HSS Purge After SRVCC HandoffThe MME supports an optional configuration capability to perform the Purge UE procedure to the HSS forUEs which support Dual Transfer Mode (DTM). This feature is configurable via the CLI and is disabled bydefault. If configured, the MME initiates an HSS Purge after the following two SRVCC HO scenarios:
 • For SRVCCHandoff with PSHandoff support, the Purge S6amessage is sent immediately after successfulcompletion of the Handoff. For this scenario, the configurable purge timer is not used.
 • For SRVCC Handoff without PS Handoff support, a configurable timer is initiated and the Purge S6amessage is sent if a SGSN Context Request is received prior to timer expiry. If a Context Failure occurs,no HSS Purge S6a message is sent.
 This feature ensures the HSS has a reliable UE status on whether it is currently operating on the LTE network.
 The following commands configure the MME to initiate an HSS Purge after the SRVCC HO where the UEsupports DTM. It also allows configuration of a purge timeout value in seconds.
 configurecontext ctxt_name
 mme-service service_namepolicy srvcc purge-timer seconds[ no ] policy srvcc purge-timerend
 Notes:
 • purge-timer seconds: defines how long in seconds the Purge Timer will run. This is applicable only forSRVCC Handoff without PS Handoff support scenarios.
 • For example, if purge-timer is set to 20 seconds :
 If the Context Transfer happens 10 seconds after SRVCC HO, the MME initiates an HSS Purge.
 If the Context Transfer happens 30 seconds after SRVCCHO, theMMEwill NOT initiate an HSS Purgebecause the Purge Timer has expired.
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Verifying the SRVCC ConfigurationThe following command displays the MSC servers configured in the specified MME service:
 show mme-service name service_nameIn the following example output:
 • msc1, msc2, andmsc3 are configured with an IPv4 address.
 • msc3 is currently configured for MSC offload (offline).
 SCTP Alternate Accept Flag : EnabledMSC : msc1 10.10.1.1MSC : msc2 10.10.1.2MSC : msc3 10.10.1.3 OfflineThe same command displays the context in which the DNS client configuration has been defined for thespecified MME Service for DNS based MSC selection.SGW DNS Context : Not definedMSC DNS Context : ingressThe following command displays the context in which the DNS client configuration has been defined for thespecified Call Control Profile for DNS based MSC selection:
 show call-control-profile full name profile_nameDNS MSC Context : ingress
 Monitoring and Troubleshooting SRVCC
 SRVCC Show Command(s) and/or OutputsThis section provides information regarding show commands and/or their outputs in support of SRVCC.
 show mme-service all nameOn executing the above command the following new fields are displayed:
 • MSC Echo Parameters:
 ◦Interval
 ◦retransmission-timeout
 ◦max retransmissions
 ◦reconnect interval
 show mme-service msc-statusOn executing the showmme-service msc-status [ mme-service-name name | msc-name name ] command,the following status information is displayed:MSC StatusName: msc1
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IP: 192.80.80.57Node Status: OnlinePath State: upMME Service Name: mmesvcStatic/DNS IP: Static
 Note •When theMSC Fallback Feature is enabled, that is, whenmsc-echo-params is configured, the possiblePath State values indicated are - Up, Down, and Unknown.
 • The Path State will indicate 'NA' if msc-echo-params is not configured or if the node is made "offline"using suitable commands.
 • New trace level logging event-id(s):
 ◦147151 has been added in the MME-APP facility to monitor reachability status of the MSC,when the status changes.
 ◦141120 to 141123 has been added for EGTPC layer debugging.
 ◦143802 to 143815 for has been added for EGTPMGR layer debugging.
 show mme-service statisticsThis command displays SRVCC statistics for CS handovers with no Dual Transfer Mode (DTM), CS-onlytransfers, and CS and PS transfers.EUTRAN-> UTRAN/GERAN using Sv Interface:
 CS only handover with no DTM support:Attempted: 0 Success: 0Failures: 0
 CS only handover:Attempted: 0 Success: 0Failures: 0
 CS and PS handover:Attempted: 0 Success: 0Failures: 0
 show egtpc statisticsThis command displays EGTPC Sv interface statistics statistics for CS handovers with no Dual TransferMode(DTM), CS-only transfers, and CS and PS transfers.SRVCC Messages:PS to CS Request:Total TX: 0Initial TX: 0Retrans TX: 0Discarded: 0No Rsp Rcvd: 0PS to CS Response:Total RX: 0Initial RX: 0Accepted: 0Denied: 0
 Discarded: 0PS to CS Complete Notification:Total RX: 0Initial RX: 0Retrans RX: 0Discarded: 0
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PS to CS Complete Acknowledge:Total TX: 0Initial TX: 0Accepted: 0Denied: 0
 Retrans TX: 0Discarded: 0
 PS to CS Cancel Notification:Total TX: 0Initial TX: 0Retrans TX: 0Discarded: 0No Rsp Rcvd: 0PS to CS Cancel Acknowledge:Total RX: 0Initial RX: 0Accepted: 0Denied: 0
 Discarded: 0
 SRVCC Bulk Statistics
 eGTP-C SchemaThe following statistics are included in the eGTP-C Schema in support of SRVCC:
 For descriptions of these variables, see "eGTP-C Schema Statistics" in the Statistics and Counters Reference.
 • srvcc-sent-pstocsreq
 • srvcc-sent-retranspstocsreq
 • srvcc-recv-pstocsrsp
 • srvcc-recv-pstocsrspDiscard
 • srvcc-recv-pstocsrspaccept
 • srvcc-recv-pstocsrspdenied
 • srvcc-recv-pstocscmpnotf
 • srvcc-recv-pstocscmpnotfDiscard
 • srvcc-recv-retranspstocscmpnotf
 • srvcc-sent-pstocscmpack
 • srvcc-sent-retranspstocscmpack
 • srvcc-sent-pstocscmpackaccept
 • srvcc-sent-pstocscmpackdenied
 • srvcc-sent-pstocscancelnotf
 • srvcc-sent-retranspstocscancelnotf
 • srvcc-recv-pstocscancelack
 • srvcc-recv-pstocscancelackDiscard
 • srvcc-recv-pstocscanelackaccept
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• srvcc-recv-pstocscancelackdenied
 MME SchemaThe following statistics are included in the MME Schema in support of SRVCC:
 For descriptions of these variables, see "MME Schema Statistics" in the Statistics and Counters Reference.
 • s1-ho-4gto3g-cs-nodtm-sv-attempted
 • s1-ho-4gto3g-cs-nodtm-sv-success
 • s1-ho-4gto3g-cs-nodtm-sv-failures
 • s1-ho-4gto3g-cs-sv-attempted
 • s1-ho-4gto3g-cs-sv-success
 • s1-ho-4gto3g-cs-sv-failures
 • s1-ho-4gto3g-csps-sv-attempted
 • s1-ho-4gto3g-csps-sv-success
 • s1-ho-4gto3g-csps-sv-failures
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C H A P T E R 49SRVCC for 1xRTT
 The MME supports single radio voice call continuity (SRVCC) for CDMA2000 1x (single-carrier) radiotransmission technology (1x-RTT) networks.
 • Feature Description, page 471
 • How It Works, page 472
 • Configuring SRVCC for 1xRTT, page 476
 • Monitoring and Troubleshooting the SRVCC for 1xRTT, page 481
 Feature Description
 OverviewSRVCC functionality is required within VoLTE systems to enable the packet domain calls received in LTEto be handed over to a legacy circuit-switched (CS) voice system, such as CDMA2000 1xRTT. SRVCC for1xRTT, also referred to as enhanced SRVCC, enables the MME to move a VoLTE UE between an LTE anda 1xRTT network with smooth, seamless handovers. The MME acts as a relay agent to ensure CDMA2000messages received from the UE are delivered to the interworking solution function (for 3GPP2, 1xCS IWS)associated with the mobile switching center (1x RTT MSC) (or vice-versa) through the S1-AP and S102interfaces.
 By using the MME's SRVCC for 1xRTT capabilities, the operator performs handovers while maintainingexisting quality of service (QoS) and ensuring call continuity that meets the critical requirements for emergencycalls.
 This feature is license-controlled and the commands to configure and manage the feature interfaces require afeature license key. Speak with your Cisco Representative for information about this license. For informationabout the commands and their use, refer to the Configuring SRVCC for 1xRTT section later in this chapter.
 Supported FeaturesThe MME provides the following features in support of SRVCC for 1xRTT functionality:
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MSC Pool Areas:Multiple MSCs would be handled by pooling all the MSCs mapping to a particular cellfor load distribution. MSC pool areas can be configured for load balancing and intelligent selection of MSCservers based on IMSI hash values. Up to 10 MSC servers can be defined per S102 service.
 MSC Non-Pool Areas:MSC selection, based on local MSC configuration.
 MSC Selection: If an MSC pool area has been configured, the selection logic for the pool area is based onthe CDMA2000 sector cell ID (includes the MSC ID and the Cell ID) in the CDMA2000 1xRTT network
 Both the MSC ID and the cell ID are used to locate the pool / non-pool area. The MME attempts to select anMSC using the following selection order:
 1 The MME attempts to match the MSC ID and the Cell ID:
 • If the match is found in the non-pool area configuration, then the configured MSC is selected.
 • If the match is found in the pool area configuration,
 ◦then IMSI hashing is used to select the MSC.
 ◦if no hash corresponds, then the MSC selected is the one configured for the'non-configured-values'.
 2 If no MSC is found, a failure message is returned.
 When the UE attaches with IMEI, the MSC configured for the non-pool area is always selected becauseIMSI hashing cannot be performed for that UE.
 Important
 Relationships to Other FeaturesSRVCC for 1xRTT is related to the CSFB for 1xRTT feature. Each requires a separate license to take advantageof the separate functionality and use the configuration commands.
 If licenses for both features are installed in the system and both features are configured, then the MME canuse the S102 interface for both CSFB for 1xRTT and SRVCC for 1xRTT.
 1xRTT SRVCC and 1xRTT CSFB calls will be decided based on the presence or absence of the CDMA20001xRTT SRVCC Info IEs in an Uplink S1 CDMA2000 Tunneling message. This IE should not present for a1xRTT CSFB call. If only one feature is licensed and configured and if the above condition is not appropriatelysatisfied for any received call, then that call will be dropped.
 The CSFB for 1xRTT feature is described elsewhere in this administration guide.
 How It Works
 Functional OverviewThe call originating from the UE, and anchored as part of the voice-call continuity,.is part of a bidirectionalprocess. The MME communicates with the 1xCS IWS (a circuit-switched fallback interworking solution
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function for 3GPP2 1xCS) to enable a single radio UE (an eSRVCC-enabled UE) to communicate in parallelwith both the source system and the target system.
 • On the originating source side, the 1xCS signaling messages are tunneled from the UE across theE-UTRAN to the MME.
 • Moving from the originating side to the target side, the messages tunnel from the MME through theS102 interface via the A21 protocol to reach the 1xCS IWS at the target side.
 • At the target side, from the 1xCS IWS, the messages tunnel through the A1 interface to the 1xRTTMSC.From the MSC, signaling moves towards the VLR/HLR for registration and authorization, if needed, ortowards call setup procedures.
 Architecture
 Figure 48: MME's Architecture for SRVCC for 1xRCC
 FlowsSRVCC for 1xRTT complies with the following call flows procedures as defined by 3GPP TS 23.216, Release10:
 • E-UTRAN Attach Procedure:
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An SRVCC UE includes the SRVCC capability indication as part of the 'UE Network Capability'in the EPS Attach Request.
 ◦
 ◦The MME includes an 'SRVCC Operation Possible' indication in the S1-AP Initial Context SetupRequest.
 ◦The request is followed by eSRVCC HO, with eNB sending an Uplink CDMA2000 message with1xSRVCC Info IE on S1-AP.
 ◦The MME copies the contents transparently and sends an A21 Air Interface message towards1xIWS.
 ◦MEID is sent as IMSI towards the MSC.
 • PS Handover (S1-based):
 ◦The target MME includes an 'SRVCC Operation Possible' indication in the S1-AP HandoverRequest message. This indicates that both the UE and the target MME are SRVCC-capable.
 ◦If the S1-HO is successful, then the Request message is followed by anUplink CDMA2000messagewith 1xSRVCC Information from the target eNB.
 ◦If an MME change is required, the a Forward Relocation Request is sent towards the target MMEwith the UE Network capability, inside the MM Context message, indicating 1xSRVCC support.
 • PS Handover (X2-based): The source eNodeB includes an 'SRVCC Operation Possible' indication inthe X2-AP Handover Request message to the target eNodeB.
 The MME is not participate in carrying the SRVCC information in the X2-based PSHandover. This is a direct eNB-to-eNB transfer.
 Important
 • Service Request Procedure: The MME includes an 'SRVCC Operation Possible' indication in theS1-AP Initial Context Setup Request during the Service Request Procedure.
 • E-UTRAN Emergency Attach Procedure:
 ◦The SRVCC UE includes the SRVCC capability indication as part of the 'UE Network Capability'in the Emergency Attach Request with IMEI/IMSI as the identity.
 ◦The MME includes an 'SRVCC Operation Possible' indication in the S1-AP Initial Context SetupRequest.
 ◦The request is followed by eSRVCC HO, with the NB sending an Uplink CDMA2000 messagewith the 1xSRVCC Info IE on S1-AP.
 ◦The MME copies the contents transparently and sends an A21 Air Interface message towards the1xIWS.
 ◦MEID is sent as IMEI/IMSI towards the MSC.
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Typical SRVCC Call Flow
 Figure 49: SRVCC Call Flow
 The following notes on the flow definition are derived from section 6 of the 3GPP spec and for details werecommend you refer to TS 23.216:
 1 ongoing VoIP session over the IMS access leg established over E-UTRAN access2 measurement reports to eNB3 determination to handover4 E-UTRAN signals handover to UE handover5 UE sends UL Handover Preparation Transfer message containing 1xRTT origination message (if
 appropriate, includes Request-Type = 'emergency handover' and the MEID (e.g. IMEI))6 MME notified handover preparation has started - Uplink S1 CDMA2000 Tunneling (RAT Type, Sector
 ID, RAND, PDU, 1x Origination and 1xSRVCC Info IE containing MEID and mobile subscriptioninformation) message to theMME.S102 Direct Transfer message (1x Air Interface Signaling (origination))
 7 S102 Direct Transfer message (1x Air interface Signaling (origination))
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8 1x traffic assignment / handoff initiation9 S102 Direct Transfer (1x Air interface Signaling (handoff direction)10 DL CDMA2000 Tunneling message (handoff direction)11 Mobility from EUTRA command (handoff direction)12 1x radio interface procedures to acquire traffic channel13 1x handoff completion message14 1x handoff completed15 ongoing voice call over the CS access leg established over 1xRTT access16 S1 UE Context Release Request with release cause 'Redirect towards 1xRTT'.17 Suspend Request / Ack18 S1 UE Context Release
 LimitationsStep 19 of the SRVCC Call Flow procedure (outlined above), as defined by TS 23.216, provides a SubscriberLocation Report to the GMLC. This function is currently not supported by the MME.
 Standards ComplianceThe MME's SRVCC for 1xRTT complies with the following standards:
 • A21 Interface spec A.S0009-C
 • 3GPP TS 36.413, Release 10
 • 3GPP TS 24.301, Release 10
 • 3GPP TS 29.274, Release 10
 • 3GPP TS 23.272, Release 10
 • 3GPP TS 23.216, Release 10
 Configuring SRVCC for 1xRTTIf you have the appropriate license, you will be able to see and configure the commands identified below to
 • setup an S102 service for the use of an S102 interface.
 • associate the S102 service configuration with the MME service.
 • configure MSC selection.
 All three sets of configuration must be completed for this feature to function.
 For more details on commands and keywords indicated below, we recommend that you refer to theCommand Line Interface Reference, StarOS Release 19 or higher.
 Important
 MME Administration Guide, StarOS Release 21.2476
 SRVCC for 1xRTTLimitations

Page 513
                        

Configuring the S102 ServiceThis configuration enables you to define the characteristics for a specific S102 interface as an S102 serviceinstance, including:
 • configuring the interface to work with SRVCC for the 1xRTT CDMA2000 messaging.
 • binding or unbinding a logical IPv4 address and ports to the S102 service.
 • configuring an IPv4 address and ports for the IWS/MSC in the S102 service configuration.
 configcontext context_name
 [ no ] s102-service service_name[ no ] 1xRTT srvcc[ no ] bind ipv4-address ipv4_address port port_number[ no ] msc msc_name
 [ no ] ipv4-address ipv4_address port port_numberexit
 [ no ] msc msc_name[ no ] ipv4-address ipv4_address port port_numberexit
 endNotes:
 • context_name enter a string of 1 to 79 alphanumeric characters to define the name of the context inwhich the S102 service is configured. You can configure the S102 service in the same context in whichthe associated MME service is configured.
 • service_name enter a string of 1 to 63 alphanumeric characters to define the name. We recommend thateach service name be unique on this MME.
 • The MME supports configuration of an undefined number of S102 services (interfaces). As there is a1-to-1 correlation between S102 service configurations and MME services, the only limiting factor isthe maximum number of MME services that can be configured per system maximum number is 8.
 • 1xrtt configures the S102 interface to provide either SRVCC or CSFB capabilities for the 1xRTTCDMA2000 network. The 1xrtt command can be repeated so that a single S102 interface provides bothCSFB and SRVCC functionality.
 • bind ipv4-address ipv4_address port port_number binds the S102 interface to the specified source(MME) IPv4 interface address, and optionally to a specific port number if the port option is included.The value for the IPv4 address must be entered in standard IPv4 dotted-decimal notation and, if included,the port number must be an integer from 1 to 65535.
 • msc msc_name enter 1 to 63 alphanumeric characters to define a unique name for the MSC. Executingthemsc command causes the system to enter the S102-MSC configuration mode to define the targetIPv4 address (and optionally the port ID). This associates the S102 interface to the specified MSC.
 • ipv4-address ipv4_address port port_number identifies IPv4 interface address of the MSC, andoptionally a specific port number if the port option is include. The value for the IPv4 address must beentered in standard IPv4 dotted-decimal notation and, if included, the port number must be an integerfrom 1 to 65535.
 • It is possible to associate up to 10 IWS/MSCs with the S102 interface/service configuration. Repeat themsc, ipv4-address, and exit commands sequence as often as needed to identify all MSCs.
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• no prefix included with a command, disables and/or erases the specified configuration from the MME'sconfiguration.
 • default prefix is unused at this time and is available for future development.
 Verify the S102 Service ConfigurationUse the show s102-service name s102_service_name command to verify the S102 configuration that youhave entered following the steps outlined above. The output will appear similar to the following:
 [local]MMEhost# show s102-service name s102-mme1Service name : s102-mme1Context : testStatus : NOT STARTED1xRTT type : SRVCCBind : DoneIP Address : nnn.nnn.nnn.1Port : 54321
 Associating the S102 ServiceUse the following to add an association between a previously configured MME service and an S102 service.
 configcontext context_name
 mme-service mme_service_nameassociate s102-service s102_service_name [ context context_name ]end
 Notes:
 • context context_name : enter a string of 1 to 79 alphanumeric characters to identify the name of thecontext in which the S102 service is configured. We recommend that you identify the context if it is notthe same one in which the associated MME service is configured.
 Verifying the S102 AssociationUse the showmme-service namemme_service_name command to verify the S102 association that you haveentered following the steps outlined above. The output will appear similar to the following:[local]MME show mme-service name mme1Service name : mme1Context : testStatus : NOT STARTEDBind : Not Done. . .. . .IPNE Service : Not definedS102 Context : testS102 Service : s102-AMax bearers per MS : 11. . .. . .
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Configuring MSC SelectionThe following process configures up to 10 MSC pool/non-pool areas per S102 service in support of MSCselection. Both the MSC-Id and the Cell-Id are used to locate the pool or non-pool area for the MSC selectionprocess.
 Prerequisite: Each of theMSCsmust have been defined and associated with an S102 service (seeConfiguringthe S102 Service noted above) before theMSC can be included in the non-pool-area or pool-area configuration.
 Defining a Non-Pool Area
 configcontext context_name[ no ] s102-service service_name
 The plmn option that is visible in the code is not supported at this time and is included for futuredevelopment.
 Important
 non-pool-area non_pool_area_name msc msc_name msc-id msc_id cell-id cell_id +no non-pool-area non_pool_area_name cell-id cell_id +
 Notes:
 • non_pool_area_name enter a string of 1 to 63 alphanumeric characters to uniquely identify thenon-pool-area definition used for MSC selection.
 • mscmsc_name enter a string of 1 to 63 alphanumeric characters to identify one of the MSCs previouslyconfigured in the S102 service configuration.
 • msc-id msc_id cell-id cell_id +
 ◦msc_id enter an integer from 1 through 16777215 to identify the unique numeric ID for the MSC.
 ◦cell_id + enter an integer from 1 through 65535 to identify a CDMA2000 sector cell ID that youare assigning to this non-pool area configuration. Enter up to 24 cell IDs, separated by a singleblank space, in the same command.
 • plmnid { any | mccmcc_idmncmnc_id } is not operationally supported at this time. The code is includedfor future development.
 • no prefix included with the command, erases or disables the specified configuration from the MME'sconfiguration.
 Defining a Pool Area
 configcontext context_name
 s102-service service_name[ no ] pool-area pool_area_name
 [ no ] cell-id cell-id cell-id[ no ] hash-value { hash_value | non-configured-values | range lower_hash_value to
 higher_hash_value } { msc msc_name }[ no ] msc-id msc-id[ no ] plmnid { any | mcc mcc_id mnc mnc_id }end
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Notes:
 • pool-area pool_area_name enter a string of 1 through 63 alphanumeric characters to create a uniquename of an MSC pool area configuration. After the command is entered, the system enters theS102-Pool-Area configuration mode.
 • cell-id cell-id [ cell-id + ] enter an integer from 1 through 65535 to identify a CDMA2000 referencecell ID that you are assigning to this pool area configuration. Enter up to 24 cell IDs, separated by asingle blank space, in the same command.
 • hash-value
 ◦hash_value enter an integer from 0 through 999 to identify a specific MSC.
 ◦non-configured-values msc msc_name assigns all non-configured hash values to use the namedMSC.
 ◦range lower_hash_value to higher_hash_valuemsc msc_name specifies the range of hash valuesfor an MSC:
 ◦lower_hash_value enter an integer from 0 through 999 to identify the start value for a rangeof hash. The lower_hash_value must be lower than higher_hash_value.
 ◦higher_hash_value enter an integer from 0 through 999 to identify the end value for a rangeof hash. The higher_hash_value must be higher than lower_hash_value.
 • msc_id enter an integer from 1 through 16777215 to identify the unique numeric ID for the MSC.
 • plmnid { any | mccmcc_idmncmnc_id } is not operationally supported at this time. The code is includedfor future development.
 • no prefix included with the command, erases the specified configuration from theMME's configuration.
 Verifying Pool and Non-Pool Area ConfigurationUse the show configuration command to view the S102 pool area and S102 non-pool area configuration. Itshould appear similar to the following:[local]MME# show configuration...
 s102-service s102testbind ipv4-address 123.123.123.1 port 543211xrtt srvccmsc msc1ipv4-address nn2.nn2.nn2.2 port 33333
 exitmsc msc10ipv4-address nn1.nn2.nn1.2 port 23272
 exitpool-area poolonecell-id 2 4 5hash-value 34 msc msc10
 exitnon-pool-area np1 msc msc1 msc-id 1233 cell-id 223non-pool-area np3 msc msc1 msc-id 14441 cell-id 6 7 8
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Monitoring and Troubleshooting the SRVCC for 1xRTT
 Monitoring ProtocolWhen using the monitor protocol command, enable option 86 to see all A21 messages.
 Show Command(s) and/or Outputs
 show s102-service statistics name s102_service_name
 The command noted above generates statistical output indicating the status and activity of the interface. Theoutput generated will appear similar to the following:S102-AP Statistics:S102-AP Data: Tx ReTx RxA21-1x Air Interface Signaling message 0 0 0A21-Ack message 0 0 0
 Unknown MSG 0 0 0Error Statistics:Encoding Errors: 0Mismatch in Correlations: 0Decoding Errors: 0Missing Mandatory IEs: 0Syntax Errors: 0
 Misc Errors: 0
 Bulk StatisticsBulk statistics are described in the Statistics and Counters Reference.
 MME Schema
 The MME tracks the number of SRVCC 1xRTT calls and 4G-to-1xRTT handovers using the followingvariables:
 • s1ap-transdata-dlinktunnel
 • s1ap-recdata-ulinktunnel
 • s1-ho-4gto1xrtt-cs-srvcc-attempted
 • s1-ho-4gto1xrtt-cs-srvcc-success
 • s1-ho-4gto1xrtt-cs-srvcc-failures
 S102 Schema
 The MME will use the S102 interface to tunnel the 1xRTT messages between the MME and IWS/MSC. TheS102 schema has been created to track performance over this interface and includes all of the following statvariables (which are described in detail in the Statistics and Counters Reference) :
 • vpnname
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• vpnid
 • servname
 • servid
 • s102ap-tx-a21-air-signal-msg
 • s102ap-tx-a21-ack-msg
 • s102ap-tx-a21-evt-ntfy-msg
 • s102ap-tx-unknown-msg
 • s102ap-retx-a21-air-signal-msg
 • s102ap-retx-a21-ack-msg
 • s102ap-retx-a21-evt-ntfy-msg
 • s102ap-retx-unknown-msg
 • s102ap-rx-a21-air-signal-msg
 • s102ap-rx-a21-ack-msg
 • s102ap-rx-a21-evt-ntfy-msg
 • s102ap-rx-unknown-msg
 • s102ap-encode-errors
 • s102ap-missing-mandatory-ies
 • s102ap-corelation-mismatch
 • s102ap-decode-errors
 • s102ap-syntax-errors
 • s102ap-misc-errors
 TrapsTraps are defined to indicate when an S102 service starts or stops. The trap information includes the contextidentification in which the S102 service is configured the unique identification of the S102 service. Thefollowing are examples of how the traps would appear :Internal trap notification <XXXX> (S102ServiceStop) context S102 service s102-serviceInternal trap notification <YYYY> (S102ServiceStart) context S102 service s102-service
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C H A P T E R 50State-Location Information Retrieval Flag
 The MME indicates in the ULR command that it supports State/Location Information Retrieval so the HSSsets the "EPS User State Request", "EPS Location Information Request" and "Current Location Request"bits in IDR-Flags AVP in IDR commands towards that MME. This chapter explains how the MME supportsthis flag.
 • Feature Description, page 483
 • How It Works, page 483
 • Configuring Support for the State Location Information Retrieval Flag , page 485
 • Monitoring the MME's Support for the State - Location Information Retrieval Flag, page 488
 Feature DescriptionThe MME sends the "State/Location-Information-Retrieval" flag set in the Feature-List AVP of the UpdateLocation Request (ULR) message over the S6a interface to the HSS at the time the UE attaches. With the"State/Location-Information-Retrieval" flag set, the HSS knows to set the "EPS User State Request", "EPSLocation Information Request" and "Current Location Request" bits in the IDR-Flags AVP in IDR messagestowards the MME. This subscriber data provides the UE's current location information needed in multipleservice scenarios, such as VoLTE services on the IMS side.
 How It Works
 MME Behavior for IDR-initiated PagingUpon receipt of an IDRmessage with the "Current Location Request" bit set in the IDR-Flags AVP, the MMEbehavior complies with Feature-List AVP, IDR-Flags AVP, and EPS-Location-Information AVP sections asspecified in 3GPP TS 29.272 v11.9.0. So when the IDRmessages are received with "EPS Location InformationRequest" and "Current Location Request" bits set in IDR-Flags AVP, theMME sends the UE's current locationinformation or the UE's last known location information in the "EPS-Location-Information" AVP of the IDAmessage
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If IDR is received with "EPS Location Information Request" and "Current Location Request" flags set inIDR-Flags AVP, the MME's IDA response depends on whether :
 • the UE is in connected mode with Location Reporting active making location information available,then the MME sends the IDA message without "Current-Location-Retrieved" AVP in"EPS-Location-Information" AVP.
 • the UE is in connected mode without Location Reporting active so location information is not available,then the MME sends a Location-Reporting-Control message to the eNB to get the ECGI and the TAI.
 ◦If the MME receives a Location-Report message, then the MME sends an IDA message without"Current-Location-Retrieved" AVP and the "Age-Of-Location-Information" is set to zero in the"EPS-Location-Information" AVP sent to the HSS.
 ◦If the MME does not receive a Location-Report message, then the MME sends IDA message withlast known location information with "Age-Of-Location-Information" AVP and without"Current-Location-Retrieved" AVP to the HSS.
 • the UE is in idle mode, then the MME pages the UE to bring the UE to connected mode.
 ◦If paging is successful, then theMME sends an IDAmessage with "Age-Of-Location-Information"and "Current-Location-Retrieved" both set to zero in the "EPS-Location-Information" AVP to theHSS.
 ◦If paging is not successful, then theMME sends IDAmessages with last known location informationwith "Age-Of-Location-Information" AVP and without "Current-Location-Retrieved" AVP to theHSS.
 Location Reporting ControlThe Location Report Control messages allow theMME to request the eNB to report where the UE is currentlylocated.
 MME's IDR-initiated Paging ProcessIf the UE is in ECM-IDLE and theMME receives IDRwith "EPS Location Information Request" and "CurrentLocation Request" flags set in IDR-Flags AVP, then the MME starts the ISDA guard timer (configurable for1-100 seconds**) and also triggers the paging procedure. If theMME receives a response from the eNB beforethe timer expires, then MME sends an IDA message with the UE's current location information in the"EPS-Location-Information" AVP. Otherwise the MME sends an IDA message with the last known locationinformation in "EPS-Location-Information" AVPwhen the ISDA timer expires. (**Configuration as of Release17.4.)
 Paging initiation is similar to paging for signaling events. However, a separate event shall be used in this caseand be processed. If the paging procedure is already running for that UE, then when IDR is received withboth flags set theMME shall not trigger paging again. MME behavior depends on the precedence configurationunder paging-map:
 • If the paging procedure already running for the UE has a higher precedence than for IDR, then whenIDR is received with both flags set and if the other paging is not successful, then the MME does nottrigger IDR paging again.
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• If the paging procedure already running for the UE has a lower precedence than for IDR, and if IDR isreceived with both flags set, then the MME stops the ongoing paging procedure and triggers an IDRpaging procedure.
 If the paging procedure completes before the ISDA guard timer expires and a paging response is not receivedfrom the eNB, then the MME sends an asynchronous IDA response immediately without waiting for ISDAtimeout.
 MME's Immediate Response Through IDAIn Release 21.0 the MME responds to the IDR messages immediately with the cached location information,if the request is received within a configured amount of time. Earlier, when the MME received an IDR requestfor the current location of the UE, it sends a query to the eNodeB to acquire the location information of theUE, though MME had the location information available in it's cache memory.
 Now, based on a configurable timer under mme-service configuration, the location information, that is, ECGIand TAI of the UE, available in the MME cache memory, is sent immediately in the IDA message. Thislocation information is sent only if the configured timer has not expired. The eNodeB is not queried with anymessages if the location information is available in the MME.
 If both flags 'EPS Location Information' and 'Current Location Request' are received in the IDR, the MMEimmediately sends the cached location information through the IDA, if the configured timer has not expired.
 This specific functionality of MME to respond immediately to the incoming IDR is license controlled. Contactyour Cisco Account or Support representative for information on how to obtain a license.
 Standards ComplianceThe MME's support of the State/Location Information Retrieval flag complies with the following standards:
 • Feature-List AVP, IDR-Flags AVP,. and EPS-Location-Information AVP sections as specified in 3GPPTS 29.272 v11.9.0
 Configuring Support for the State Location Information RetrievalFlag
 There is no configuration to enable or disable the MME's support of the State/Location-Information-RetrievalFlag. But, we highly recommend that you set precedence for IDR paging appropriate to your network. Thesignificance of precedence is explained above in theMME's IDR-initiated Paging Process section.
 If precedence is not configured, then the lowest precedence is automatically assigned.Important
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Configuring Precedence for IDR PagingPrecedence for IDR paging is set using the existing precedence commandwith a special idr added as a pagingtrigger option to the signaling filter of the traffic-type keyword. The precedence command enables theoperator to apply a priority for different paging-profiles based on traffic type. When a defined MME serviceis associated with a configured paging map, the system checks the configured profile map to determine whichpaging-profile to adopt for a given paging trigger, such as an IDR.
 configurelte-policy
 paging-map paging_map_nameprecedence precedence traffic-type signaling [ idr ] paging-profile paging_profile_nameno precedence precedenceend
 Notes:
 • paging_map_name must be an alphanumeric string of up to 64 characters to identify a unique pagingmap associated with the LTE Policy.
 • precedence must be an integer from 1 (lowest precedence) to 4 (highest precedence) to specify thehandling precedence for this particular configuration definition.
 • idr option selects IDR as the signaling traffic sub-type that triggers paging. (There are several othersignaling traffic-type options.)
 • paging_profile_namemust be an alphanumeric string of up to 64 characters to identify a unique pagingprofile associated with the paging map and the LTE Policy.
 • no precedence precedence removes the precedence configuration associated with the paging-map.
 Verifying the Precedence ConfigurationThe show lte-policy paging-map name map_name command allows you to see the precedence informationconfigured, for example:asr5000# show lte-policy paging-map name pm1=====================================================================Paging Map : pm1
 =====================================================================Precedence 1 : Signaling-IDR Paging is performed as per paging-profile pm1
 --------------------------------------------------------------------
 Configuring the ISDA Guard Timer
 isda-guard-timeoutThis new command in theMMEService configurationmode enables the operator to set the number of secondstheMMEwaits for current location information for the UE. If the current location is not learned before expiry,because there is no paging response or location reporting control from the eNB, then the MME sends theISDA with the last-known location upon expiry of this timer.
 configurecontext context_name
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mme-service service_name[ no ] isda-guard-timeout secondsend
 Notes:
 • no prepended to the command disables any configuration for this timer and resets the wait time to thedefault of 25 seconds.
 • Only when the ISDR is received with both location flags (current and last-known locations) set is theISDA guard timer started. Upon expiry of this wait timer, the MME sends the ISDAwith the last-knownlocation of the UE.
 • In situations where the MME receives the ISDR with only the last-known location flag set, then theMME immediately sends the ISDA with location information - no delay and this timer is not startedeven if configured.
 •When the ISDA guard timer expires, the paging procedure does not stop until the page timer expiresbut the MME ignores the paging timer and sends the ISDA with the last-known location if the ISDRwas received with both location flags set and the UE is in EMM-idle mode.
 •While the MME is serving the ISDR (where both location flags are set) from the HSS, if the HSS triesto send another similar request then the MME responds to the HSS withDIAMETER_UNABLE_TO_COMPLY.
 Configuring Location Validation Timer for IDA
 loc-validity-time
 This command is used to configure a timer value, with which the location information of the UE is sentimmediately through the IDA message. If the current location is not learned before expiry, because there isno paging response or location reporting control from the eNB, the MME sends the IDA with the last-knownlocation upon expiry of this timer.
 configurecontext context_name
 mme-service service_name[ no ] isda loc-validity-timeout timer_valueend
 Notes:
 • no disables the location validity configuration.
 • timer_value specifies the amount of time in seconds. The timer is an integer value that ranges from 1 to1000 seconds.
 • isda command specifies/selects the Insert Subscriber Data Answer sent to the HSS.
 • loc-validity-time command specifies the expiry time for the age of the UE's location information. Duringthis time, if the EPS Location Information with current location is requested in the ISDR, theMME doesnot process a location procedure with the eNodeB, but sends the location information from the cache.
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Verifying the Precedence ConfigurationThe show lte-policy paging-map name map_name command allows you to see the precedence informationconfigured, for example:asr5000# show lte-policy paging-map name pm1=====================================================================Paging Map : pm1
 =====================================================================Precedence 2 : Signaling-IDR Paging is performed as per paging-profile pm1
 --------------------------------------------------------------------
 Monitoring the MME's Support for the State - LocationInformation Retrieval Flag
 show mme-service statisticsCounters have been added, to the output generated by this command, to display quantitative data for successesand failures of paging initiated in response to IDR:Paging Initiation for SIGNALING IDR Events:Attempted: 0 Success: 0Failures: 0Success at Last n eNB: 0 Success at Last TAI: 0Success at TAI List: 0
 show mme-service allOn execution of the above command, the following fields are displayed:Service Name : mmesvc---------------ISDA Gaurd Timeout : 10sISDA Location Availability : 10sMobile Reachable Timeout : 3480s---------------
 show hss-peer-service statistics serviceOn executing the above command, the following fields are displayed:HSS statistics for Service: mme1Location Message Stats:Asynchronous ISDR Req 0Asynchronous ISDR Dropped 0Asynchronous ISDA 0 Asynchronous ISDA Dropped 0ISDR with Current Location 0 ISDA with Cached Location 0
 Notes:
 • ISDR with Current Location: This statistics is updated when ISDR is received with the CurrentLocation bit set in the IDR flags.
 • ISDA with Cached Location: This statistics is updated when an ISDR is responded with the currentlocation information immediately from the cache, before the location validity timer expires.
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show hss-peer-service statisticsIn support of the new "State/Location Information Retrieval" flag functionality, counters have been added tothe output generated by the show hss-peer-service statistics command :
 • Asynchronous Message Stats:
 • Asynchronous ISDR Req
 • Asynchronous ISDR Dropped
 • Asynchronous ISDA
 • Aynchronous ISDA Dropped
 • ISDR Req with Current Location
 • ISDA with Cached Location
 Bulk StatisticsFunctional descriptions, triggers and statistic type are defined for each of the bulk statistics listed below inthe Statistics and Counters Reference.
 The following bulk statistics have been added to theMME schema to track paging initiated in response toIDR:
 • signaling-idr-paging-init-events-attempted
 • signaling-idr-paging-init-events-success
 • signaling-idr-paging-init-events-failures
 • signaling-idr-paging-last-enb-success
 • signaling-idr-paging-last-tai-success
 • signaling-idr-paging-tai-list-success
 The following bulk statistics have been added to theHSS Schema to track the location information responseto the IDR:
 • msg-isdr-curr-loc
 • msg-isda-cached-location
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C H A P T E R 51TAI-based Routing for 20-bit and 28-bit eNB ID
 This feature enables MME to perform TAI-based routing for both 20-bit and 28-bit eNB IDs.
 • Feature Description, page 491
 • Configuring TAI-based Lookup of eNB, page 492
 • Monitoring and Troubleshooting the TAI-based Lookup, page 493
 Feature DescriptionMME supports TAI-based routing of handover (HO) and configuration transfer messages towards Picocontroller/HeNBGW when the target eNB ID is 28 bits, but it could not support TAI-based routing when thetarget Pico eNB ID is 20 bits.
 Pico controller can transfer the target Pico eNB ID to 28 bits from 20 bits if the handover is Pico-to-Pico, butit could not handle Macro-to-Pico handover as there is no Pico Controller for Macro.
 In releases 21.1 and beyond, the behavior of MME is modified so that it can perform TAI-based routing evenif target home-eNB ID is 20 bits.
 This feature provides a configurable option within MME service to configure target HeNB type (home ormacro or both) behind HeNBGW. Based on this configuration, MME allows TAI-based lookup of target eNB,if target eNB ID is not found by MME during handover. By default, TAI-based lookup is performed only forhome eNB ID (28-bits).
 This feature is also introduced to support identification of target eNB using target TAI for target eNB typeMacro or Pico nodes or both so that handover to such eNB can be supported if it is connected toMME throughPico controller/HeNBGW. From MME point of view, Pico controller is a Macro eNB which is using 20 biteNB ID to support multi-cell.
 Along with S1 based intra-MME HO, this feature can be applied to inter MME S1 HO procedures (inboundS10, S3 and Gn handovers). Please note that, in Gn case, MME converts target RNC ID to macro eNB ID sotarget TAI-based lookup for macro eNB works fine.
 This feature allows operators to configure the global eNodeB IDs of HeNBGWs in the MME service. TheMME uses this information to perform HeNBGW related functions. In case of S1-based handovers to homeeNodeBs served by a HeNBGW, the lookup at MME for the target eNodeB based on global eNB ID will fail,as MME is aware of only the HeNBGW. In those cases, additional lookup needs to be done based on TAI tofind the HeNBGW serving the home eNodeB.
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Since TAI-based lookup for home or macro eNBs is supported for HeNBGWs, all such HeNBGWs shouldbe defined in HeNBGW management database (HeNBGW-mgmt-db). The HeNBGW-mgmt-db should beassociated within mme-service.
 In this release, the number of HeNBGW entries in the HeNBGW-mgmt-db has been increased from 8 to 512.
 LimitationsThe following are the limitations of this feature:
 • TAI-based lookup is performed only for home eNB.
 • TAI should be unique and should not be shared across multiple HeNBGWs. If the TAIs are shared, thenany one of the target eNBs sharing the TAC under consideration will be chosen during TAI-based targeteNB selection and handover to the eNB might fail.
 Configuring TAI-based Lookup of eNBThe following section provides the configuration commands to enable the TAI-based lookup of eNB.
 Configuring Target eNB Type for TAI-based LookupUse the following configuration commands to configure the target eNB type or target henb-type as home ormacro.
 configurecontext context_namemme-service service_namehenbgw henb-type { macro-enb | home-enb | all }end
 Notes:
 • The henbgw henb-type { macro-enb | home-enb | all } is a new CLI command introduced in 21.1release to support TAI-based lookup functionality.
 • henbgw: Configures Home eNodeB gateway options.
 • henbgw-type: Configures HeNB type. TAI-based lookup depends on HeNB type.
 ◦home-enb: Configures HeNB type home-enb (28-bits)
 ◦macro-enb: Configures HeNB type macro-enb (20-bits)
 ◦all: Configures HeNB type both macro-enb (20-bits) and home-enb (28-bits)
 • By default, when the henbgw henb-type command is not applied explicitly, target eNB type is set ashome-enb.
 • Use the no henbgw henb-type command to delete the existing configuration, if previously configured.
 • The target eNB type configuration is effective only when the henbgw henb-type CLI command isconfigured within mme-service and the HeNBGW-mgmt-db is associated with HeNBGWs insidemme-service.
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Verifying the Target eNB Type ConfigurationUse the following commands to verify the configuration status of this feature.
 show mme-service all- or -
 show mme-service name service_nameservice_name must be the name of the MME service specified during the configuration.
 This command displays all the configurations that are enabled within the specified MME service.
 The following is a sample configuration of this feature.
 configurelte policymme henbgw mgmt-db db_namehenbgw-global-enbid mcc 123 mnc 456 enbid 12345henbgw-global-enbid mcc 123 mnc 456 enbid 12543end
 configurecontext context_namemme-service service_namehenbgw henb-type macro-enbassociate henbgw-mgmt-db henbdbend
 Notes:
 • By default, when the henbgw henb-type command is not configured, target eNB type is set as home-enb.
 Monitoring and Troubleshooting the TAI-based LookupThis section provides information regarding show commands and/or their outputs in support of this feature.
 The following operations can be performed to troubleshoot any failure related to this feature:
 • Verify if the feature is enabled using show mme-service all CLI command. If not enabled, configurethe henbgw henb-type CLI command in MME service Configuration mode and check if it works.
 • Collect and analyze the output of show configuration, show support details, showmme-service nameservice_name and show mme-service statistics handover commands. Also, check the reported logs,if any. For further analysis, contact Cisco account representative.
 • Check and analyze the debug logs for mme-app, s1ap, mmemgr, and mmedemux facilities to determineif TAI-based lookup fails for a particular TAI.
 show mme-service allThe following field is added to the output of the show mme-service all command in support of this feature.HENBGW HeNodeB Type: macro-enb
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Table 16: show mme-service all Command Output Descriptions
 DescriptionField
 Displays the configured type for HeNodeB gateway.
 HENBGW HeNodeB Type can be one of thefollowing:
 • macro-enb
 • home-enb
 • all
 HENBGW HeNodeB Type
 show mme-service name service_nameThe following field is added to the output of the showmme-service name service_name command in supportof this feature.HENBGW HeNodeB Type: macro-enb
 Table 17: show mme-service name service_name Command Output Descriptions
 DescriptionField
 Displays the configured type for HeNodeB gateway.
 HENBGW HeNodeB Type can be one of thefollowing:
 • macro-enb
 • home-enb
 • all
 HENBGW HeNodeB Type
 show mme-service statistics handoverThe following fields are added to the output of the show mme-service statistics handover command insupport of this feature.Handover Statistics:Intra MME Handover..Target TAI based S1 handoverAttempted: 4Success: 3Failures: 1
 .
 .EUTRAN<-> EUTRAN using S10 Interface:.
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.Inbound relocation using Target TAI based S1 HO procedure:Attempted: 0Success: 0Failures: 0
 Table 18: show mme-service statisticsCommand Output Descriptions
 DescriptionField
 Target TAI based S1 handover
 Displays the total number of attempted intra MMES1 handovers that used target TAI to identify thetarget HeNodeB, if target eNB ID is unknown.
 Attempted
 Displays the total number of successful intra MMES1 handovers that used target TAI to identify thetarget HeNodeB.
 Success
 Displays the total number of failed intra MME S1handovers that used target TAI to identify the targetHeNodeB.
 Failures
 Inbound relocation using Target TAI based S1 HO procedure
 Displays the total number of attempted inter MMES10 handovers where target MME used target TAIto identify the target HeNodeB, if target eNB ID isunknown.
 Attempted
 Displays the total number of successful inter MMES10 handovers where target MME used target TAIto identify the target HeNodeB.
 Success
 Displays the total number of failed inter MME S10handovers where target MME used target TAI toidentify the target HeNodeB.
 Failures
 show mme-service statistics peer-idThe following fields are added to the output of the show mme-service statistics peer-id peer_id handovercommand in support of this feature.Handover Statistics:Intra MME Handover..Target TAI based S1 handoverAttempted: 4Success: 3Failures: 1
 .
 .
 MME Administration Guide, StarOS Release 21.2 495
 TAI-based Routing for 20-bit and 28-bit eNB IDshow mme-service statistics peer-id

Page 532
                        

EUTRAN<-> EUTRAN using S10 Interface:..Inbound relocation using Target TAI based S1 HO procedure:Attempted: 0Success: 0Failures: 0
 Table 19: show mme-service statisticsCommand Output Descriptions
 DescriptionField
 Target TAI based S1 handover
 Displays the total number of attempted intra MMES1 handovers that used target TAI to identify thetarget HeNodeB, if target eNB ID is unknown.
 Attempted
 Displays the total number of successful intra MMES1 handovers that used target TAI to identify thetarget HeNodeB.
 Success
 Displays the total number of failed intra MME S1handovers that used target TAI to identify the targetHeNodeB.
 Failures
 Inbound relocation using Target TAI based S1 HO procedure
 Displays the total number of attempted inter MMES10 handovers where target MME used target TAIto identify the target HeNodeB, if target eNB ID isunknown.
 Attempted
 Displays the total number of successful inter MMES10 handovers where target MME used target TAIto identify the target HeNodeB.
 Success
 Displays the total number of failed inter MME S10handovers where target MME used target TAI toidentify the target HeNodeB.
 Failures
 Bulk Statistics
 MME SchemaThe following bulk statistics have been added to the MME schema to track the TAI-based lookup attempts,successes and failures during intra-MME S1 and inter-MME inbound S10 handovers:
 • emmevent-s1ho-target-tai-attempt
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• emmevent-s1ho-target-tai-success
 • emmevent-s1ho-target-tai-failure
 • in-s1-ho-4gto4g-s10-target-tai-attempted
 • in-s1-ho-4gto4g-s10-target-tai-success
 • in-s1-ho-4gto4g-s10-target-tai-failures
 For detailed information on these bulk statistics, refer to theBulkstatStatistics_documentation.xls spreadsheetthat is included as part of the software companion package for this release.
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C H A P T E R 52Timer-based GBR Bearer Deactivation
 • Feature Description, page 499
 • How It Works, page 499
 • Configuring Timer-based GBR Bearer Deactivation, page 500
 • Monitoring and Troubleshooting the Timer-based GBR Bearer Deactivation, page 501
 Feature DescriptionThe Timer-based GBR Bearer Deactivation, a proprietary feature of StarOS, allows MME to retain dedicatedbearers of a User Equipment (UE) when eNodeB sends a S1-AP Context Release to enable the UE to resumea VoLTE call on receiving a new Service Request or RCC Connection. For example, if a subscriber is out ofcoverage for a short period of time during a VoLTE call, the GBR bearer would be retained and the sessionis not lost.
 MME provides a configurable timer for which the GBR bearers are preserved when a UE Context ReleaseRequest message with "Radio Connection With UE Lost" cause code is received from the eNodeB. MMEpreserves the GBR bearers for the configured time.
 A valid license key is required to enable this feature. Contact your Cisco Account or Support representativefor information on how to obtain a license. This license was not enforced in earlier releases.
 How It WorksWhenMME receives a UE Context Release Request with "Radio ConnectionWith UE Lost" cause code fromthe eNodeB to initiate the S1 Release procedure for a UE, the MME is configurable to preserve GBR bearersof the UE for a time ranging from 1 - 600 seconds. The configurable range of time avoids time consumptionduring bearer reestablishment if the UE reconnects within the given time.
 Based on operator policy, in case of eNodeB failure, the MME either preserves all the bearers or initiate theDedicated Bearer Deactivation procedure for GBR bearers. This functionality is provisioned in the Call ControlProfile.
 MME Administration Guide, StarOS Release 21.2 499
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LimitationsNegligible amount of memory is affected because the GBR bearers are preserved for the configured amountof time instead of being released.
 Configuring Timer-based GBR Bearer DeactivationThis section documents configuration of Timer-based GBR Bearer Deactivation and its related functionality.
 Configuring Timer-based GBR Bearer DeactivationThe Timer-based GBR Bearer Deactivation is configured in the Call Control Profile configuration mode.
 The following CLI command allows the user to configure the timer, which defines the time allowed for theGBR bearers to be preserved when the UE Context Release Request message with the "Radio ConnectionWith UE Lost" cause code is received from eNodeB.
 gbr-bearer-preservation-timer
 The Timer-based GBR Bearer Deactivation is configured in the Call Control Profile Configuration Mode.The gbr-bearer-preservation-timer command allows the user to configure the timer, which defines the timeallowed for the GBR bearers to be preserved when the UE Context Release Request message with the "RadioConnection With UE Lost" cause code is received from eNodeB.
 configurecall-control-profile profile_name
 gbr-bearer-preservation-timer timer_value[ remove ] gbr-bearer-preservation-timerend
 Notes:
 • The gbr-bearer-preservation-timer command allows the operator to set the preservation time for thebearer on receiving the UE Context Release with the "Radio Connection With UE Lost" cause code.
 • The timer_value specifies the duration for preserving the bearers in seconds. It is an integer value rangingfrom 1 to 600.
 • remove disables the timer configuration.
 Verifying the Timer-based GBR Bearer Deactivation ConfigurationThe following section describes command available to verify Timer-based GBR Bearer Deactivationconfiguration on the MME.
 show call-control-profile full name testOn running the above show command the full configuration for the call control profile is displayed. Thefollowing fields relate to this feature:GMM-T3346 TimerMin Value : Not Configured
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Max Value : Not ConfiguredTCP Maximim Segment Size : Not ConfiguredGBR Bearer Preservation Timer : 10s
 Monitoring and Troubleshooting the Timer-based GBR BearerDeactivation
 The following sections describe commands available to monitor or troubleshoot Timer-based GBR BearerDeactivation on the MME.
 Troubleshooting Timer-based GBR Bearer DeactivationTo troubleshoot the Timer-based GBR Bearer Deactivation feature, use the following instructions:
 • Verify if the feature is enabled or not by executing the following command:show call-control-profile full name testIf the GBR Bearer Preservation Timer field displays the configured timer value, then the feature isconsidered to be enabled, else disabled.
 • To raise a trouble ticket, collect the output of the following show commands:show configurationshow call-control-profile full all
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C H A P T E R 53UDPC2 Support for MME/SGSN
 This chapter includes the following topics:
 • Feature Description, page 503
 • How It Works, page 504
 • Configuring MME/SGSN Support on UDPC2, page 506
 Feature DescriptionTheMME and SGSN now support the UDPC2 hardware. Themaximum number ofMMEmanagers supportedper chassis on ASR 5500 with DPC is 24, to support UDPC2 on ASR 5500 the maximum number of MMEmanagers have been increased to 36.
 The CLI command task facility mmemgr per-sesscard-density { high | normal } under the Globalconfiguration mode is used to configure the density (number of MME managers) of MME managers persession card. The disadvantage of this command is it does not allow configuration of specific number ofMMEmanagers per card, but allows the operator to configure only high or normal density. This CLI is deprecatedand new CLI commands are introduced to provide the operator with more flexibility to configure number ofMME managers per active session cards (or per active session VM in case of VPC) and the total number ofMMEmanagers. TheMMEmanagers are nowmoved to Non-Demux card, therefore the number of managersdepends on the number of session cards per chassis. The new CLI command enables the operator to spawnthe maximum or desired number of MME managers even when the chassis is not fully loaded in the case ofASR 5K and ASR 5500 platforms. For VPC DI the operator can restrict max number of MME managers perchassis, if operator desires to scale with more session VMs without requiring additional MME managers.
 In UDPC2, the number of Session Managers in ASR5500 is increased from 336 to 1008.
 The StarOS does not support an ASR5500 deployment with mixed usage of DPC and DPC2 cards. Allsession cards in one ASR5500 have to be of the same type.
 Note
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All product specific limits, capacity and performance, will remain same as compared to ASR5500 withDPC.
 Note
 MME Scaling on DPC2 to 2xDPC
 This feature enhancement provides improved CEPS (Call Events Per Second) and session capacity utilizationfor MME/SGSN on the ASR5500 DPC2 platform. It is observed that the current MME/SGSN deploymentslimit the maximum session/subscriber capacity utilization as the CPU reaches its maximum threshold forsome proclets though sufficient memory is available in the system and in the proclet for additionalsessions/subscribers. With this enhancement, the session utilization capacity is doubled (2X) on the ASR5500DPC2 platform for a specific call model.
 This feature has increased the limits for the following MME/SGSN specific proclets on ASR5500 DPC2platform:
 • The maximum number of MME managers per chassis has been increased to "48" on ASR5500 DPC2platform.
 • The maximum number of MMEmanagers per Non-Demux card has been increased to "8" on ASR5500DPC2 platform.
 • The maximum number of IMSI managers per Demux card has been increased to "8" on ASR5500 DPC2platform.
 MMEMGR Scaling on DPC
 In this feature enhancement, the load on the MME managers are distributed widely with the increase in thenumber of MME managers. This enhancement is most likely seen in a standalone MME deployment, wherethe difference in the usage of MME manager CPU and Session Manager CPU is apparent.
 This feature has increased the limits of the following MME/SGSN proclets on the ASR5500 DPC Platform:
 • The maximum number of MMEmanagers per chassis has been increased to "36" on the ASR5500 DPCplatform.
 How It WorksIn previous releases, the number of MME managers for a platform is pre-defined and not configurable. Theoperator can now configure the desired number of MME managers defined for each platform. A new CLIcommand task facility mmemgrs max value is introduced to configure the number of MME managers. Ifthe operator does not configure the desired number of MMEmanagers, a default number of pre-definedMMEmanagers will be configured on the chassis. The table below depicts the default and maximum number ofMME managers per chassis for each platform:
 Maximum number of MMEManagers per chassis.
 Default max. number of MMEManagers per chassis
 Platform
 1212ASR 5000
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Maximum number of MMEManagers per chassis.
 Default max. number of MMEManagers per chassis
 Platform
 36
 Releases prior to 21.1, themaximum number ofMME Managers perchassis supported wasonly "24".
 Note
 24ASR 5500 with DPC
 48
 Releases prior to 21.0, thedefault number of MMEManagers per chassissupported was only "36".
 Note
 48
 Releases prior to 21.0,the default number ofMME Managers perchassis supported wasonly "36".
 Note
 ASR 5500 with DPC2
 22SSI MEDIUM/LARGE
 11SSI SMALL
 48
 : Releases prior to 20.0,the maximum number ofMME Managers perchassis supported wasonly "24".
 Note
 24SCALE MEDIUM/LARGE
 In previous releases the number of MME managers for a session card could be configured based only on thedensity per session card/VM. With the introduction of the CLI command task facility mmemgrper-sesscard-count number the operator can now configure the number of MMEManagers per session card.If the operator does not configure the desired number of MME managers per session card, a default numberof MME managers will be spawned on the session card. The table below depicts the default and maximumnumber of MME managers configurable per session card for different platforms/cards:
 Maximum number of MMEManagers per session card
 Default number of MME Managersper session card
 Platform
 21ASR 5000 PSC/PSC2/PSC3
 64ASR 5500 with DPC
 8
 Releases prior to 21.0, thedefault number of MMEmanagers per session cardsupported was only "6".
 Note
 8
 Releases prior to 21.0,the default number ofMME managers persession card supportedwas only "6".
 Note
 ASR 5500 with DPC2
 22SSI MEDIUM/LARGE
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Maximum number of MMEManagers per session card
 Default number of MME Managersper session card
 Platform
 11SSI SMALL
 21SCALE MEDIUM/LARGE
 Configuring the number of MME managers helps to scale the number of eNodeB connections.The maximumnumber of eNodeB connections supported by MME is 128K per ASR5500 chassis. Having more number ofMME managers ensure better CPU utilization, load balancing across MME managers and improved messagecommunication between Session managers and MME managers.
 Configuring MME/SGSN Support on UDPC2The following CLI command is deprecated from release 19.2 onwards. It was introduced in release 18.0 andis valid till release 19.0. When an operator using this configuration command upgrades to release 19.2, thisCLI is mapped to a new CLI command task facility mmemgr per-sesscard-count count.configure
 task facility mmemgr per-sesscard-density { high | normal }exit
 This CLI command is deprecated as it does not allow the operator to configure the required number of MMEmanagers per session card. This command only allows two predefined modes of either "high" or "normal"density.
 New commands are introduced to provide more flexibility to the operator to configure required number ofMME managers per session card and to configure the desired number of MME managers per chassis.
 The following CLI command is introduced to configure the desired number of MME managers per sessioncard:
 configuretask facility mmemgr per-sesscard-count countdefault task facility mmemgr per-sesscard-countexit
 Notes:
 • The maximum number of MME managers that can be configured per session card varies based on theplatform/VM and card type. However, the upper limit of MME managers that can be configured persession card is set to "6" for releases up to 20.0 and to “8” from release 21.0 onwards.
 • This configuration change will be effective only after a chassis reload. The operator must save theconfiguration changes prior to a reload. The system issues appropriate warnings to the operator to indicatethat configuration changes must be saved and the changes will be effective only after a chassis reload.
 • This command is not specific to any platform or card type. It is applicable and available to all platformsand card types.
 • The keyword default resets the number MMEmanagers per session card to the default number of MMEmanagers per session card/VM. By default this CLI is not configured. When this CLI is not configureddefault number of MME managers per session card will be selected based on platform and card type.Listed below are the default values:
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Default number of MME managers per sessioncard
 Platform/VM and card type
 1ASR5000 PSC/PSC2/PSC3
 4ASR 5500 DPC
 8
 Releases prior to 21.0, the defaultnumber of MME managers per sessioncard supported was only "6".
 Note
 ASR 5500 DPC2
 2SSI MEDIUM/LARGE
 1SSI SMALL
 1SCALE LARGE/MEDIUM
 • The keyword per-sesscard-count count is used to set the maximum number of MME managers persession card.
 ◦The value of count is an integer with range "1" up to "6" for releases up to 20.0 and to “8” fromrelease 21.0 onwards.
 Listed below is the maximum number of MME managers allowed per session card based on theplatform/VM and card type:
 Maximum number of MME managers per sessioncard
 Platform/VM and card type
 2ASR5000 PSC/PSC2/PSC3
 6ASR 5500 DPC
 8
 Releases prior to 21.0, the maximumnumber of MME managers per sessioncard supported was only "6".
 Note
 ASR 5500 DPC2
 2SSI MEDIUM/LARGE
 1SSI SMALL
 2SCALE LARGE/MEDIUM
 Usage example:
 Listed below is an example where 3MMEmanagers are configured per session card on an ASR5500 platformwith DPC2 card:
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task facility mmemgr per-sesscard-count 3
 Listed below is an example where default number of MME managers configured per session card on anASR5500 platform with DPC card:
 default task facility mmemgr per-sesscard-count
 The following CLI command is introduced configure desired number of MME managers per chassis:
 configuretask facility mmemgr max valuedefault task facility mmemgr maxexit
 Notes:
 • This configuration change will be effective only after a chassis reload. The operator must save theconfiguration changes prior to a reload. The system issues appropriate warnings to the operator to indicatethat configuration changes must be saved and the changes will be effective only after a chassis reload.
 • The maximum number of MME managers that can be configured per chassis is varies based on theplatform. However, the upper limit of MME managers per chassis is set to 48.
 Note: For releases prior to 20.0 the upper limit of MME managers per chassis was setto "36".
 Note
 • This CLI is not configured by default. The keyword default resets the number of MME managers perchassis to the default values. Listed below are the default values:
 Default number of MME managers per chassisPlatform/VM and card type
 12ASR5000
 24ASR 5500 DPC
 48
 For releases prior to 21.0 the defaultnumber of MME managers per chassiswas “36”.
 Note
 ASR 5500 DPC2
 1SSI MEDIUM/LARGE
 1SSI SMALL
 24VPC-DI or SCALE LARGE/MEDIUM
 • The keywordmax value is used to set the maximum number of MME managers per chassis.
 ◦The maximum value is an integer with range 1 up to 48.
 Note: For releases prior to 20.0 the upper limit of MME managers per chassis was setto "36".
 Note
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Listed below is the maximum number of MMEmanagers allowed per chassis based on the platform/VMand card type:
 Maximum number of MME managers per chassisPlatform/VM and card type
 12ASR5000
 36
 For releases prior to 21.1 the maximumnumber of MME managers per chassiswas “24”.
 Note
 ASR 5500 DPC
 48
 For releases prior to 21.0 the defaultnumber of MME managers per chassiswas “36”.
 Note
 ASR 5500 DPC2
 2SSI MEDIUM/LARGE
 1SSI SMALL
 48
 Releases prior to 20.0, the maximumnumber of MME Managers per chassissupported was only "24".
 Note
 VPC-DI or SCALE LARGE/MEDIUM
 Usage example:
 Listed below is an example where 5 MME managers are configured per chassis on an ASR5500 platformwith DPC2 card:
 task facility mmemgr max 5
 Listed below is an example where default number of MME managers configured per chassis on an ASR5500platform with DPC card:
 default task facility mmemgr max
 Verifying the ConfigurationThe show configuration command is used to verify the configuration of this feature. The output displays theconfigured values of number of MME managers per chassis or number of MME managers per session card.
 If "5" MME managers are configured per chassis the following output is displayed on issuing the showconfiguration command:
 task facility mmemgr max 5
 If "2" MME managers are configured per session card the following output is displayed on issuing the showconfiguration command:
 task facility mmemgr per-sesscard-count 2
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C H A P T E R 54UE Relocation
 This chapter describes how to relocate UEs to a specific MME in an MME pool.
 • Feature Description, page 511
 • How it Works, page 511
 • Relocating UE to Specific MME, page 512
 • Monitoring UE Relocation, page 512
 Feature DescriptionThis feature enables operators to move a UE between different MME nodes within a MME pool area. Thisfunctionality can be useful for maintenance of equipment, to allow testing on all components, verifyingfunctionality on new nodes that are not in service yet (when expanding the pool), and for establishing aparticular call scenario for troubleshooting.
 How it Works
 UE RelocationUsing this command, the MME can release a UE (based on the UE''s IMSI), and cause it to attach to anotherparticular MME within an MME Pool Area.
 The UE must be in the EMM-REGISTERED or ECM-CONNECTED state in order to be relocated. If the UEis not in either of these states, the command will be rejected.
 If the UE is in ECM-CONNECTED state, the MME uses the GUTI relocation command with a GUTIconstructed from the parameters of themme relocate-ue command. Once confirmation is received from theUE, the UE is detached with detach type "re-attach required". If the GUTI relocation procedure fails, the UEis still detached from the network.
 MME Administration Guide, StarOS Release 21.2 511
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Relocating UE to Specific MME
 Issuing the mme relocate-ue CommandUse this exec mode command to trigger the specified UE (IMSI) to detach from the current MME and toreattach to the target MME.
 You must know the mme-group-id and mme-code of the target MME. You must also know the IMSI of theUE to be relocated and provide a new GUTI MME-TMSI for this UE.
 This is a one-time executable command. The MME does not retain a record of UEs which have been targetedfor relocation. There is no restriction on the number of UEs that can be relocated.
 mme relocate-ue imsi imsi new-guti mme-group-id grp_id mme-code mme_code m-tmsi mtmsiNotes:
 • If the UE is not in EMM-REGISTERED or ECM-CONNECTED mode, the command is rejected.
 • new-guti mme-group-id grp_id identifies the group to which the target MME belongs. Enter an integerfrom 0 through 65536. (Note that with StarOS Releases prior to 16.5, 17.4, and 18.2, the valid range forthe MME Group ID was limited to 32768 through 65536.)
 • mme-code mme_code identifies the target MME to which the UE should be attached. Enter an integerfrom 0 through 255.
 • m-tmsi mtmsi identifies the new GUTI MME-TMSI for the UE. Enter an integer from 0 through4294967295.
 • If the UE is not in EMM-REGISTERED or ECM-CONNECTED mode, the command is rejected.
 • If the mme-group-id and mme-code correspond to the MME where the UE is currently registered, thecommand is rejected.
 Monitoring UE RelocationThis section lists the bulk statistics and show commands that display UE relocation statistics for a givenMME.
 UE Relocation Bulk StatisticsThe following statistics are included in theMME Schema to track UE Relocations:
 Int32The total number of EMM control messages sent - GUTIrelocations.
 Type: Counter
 emm-msgtx-guti-reloc
 Int32The total number of EMM control messages sent - retransmittedGUTI relocations.
 Type: Counter
 emm-msgtx-guti-reloc-retx
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Int32The total number of EMM control messages received - GUTIrelocation complete.
 Type: Counter
 emm-msgrx-guti-reloc-complete
 UE Relocation Show CommandsThe following counters are included in the showmme-service statistics output in support of the UERelocationfeature:Total EMM Control Messages
 The total number of EMMGUTIRelocationmessages sent for a specificECM event associated with all MME services on the system.
 GUTI Relocation
 The total number of retransmitted EMM GUTI Relocation messagessent for a specific ECM event associated with all MME services on thesystem.
 Retransmissions
 The total number of EMM GUTI Reloc Complete messages receivedfor a specific ECM event associated with all MME services on thesystem.
 GUTI Reloc Complete
 EMM (Evolved Mobility Management) Statistics
 This sub-group displays all GUTI relocation eventattempts/successes/failures associated with all MME services on thesystem.
 GUTI Relocation
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C H A P T E R 55VLR Management
 This chapter describes various MME features that provide additional resiliency of the Circuit SwitchedFallback (CSFB) service, relating to the management of Visitor Location Registers (VLRs).
 • Feature Description, page 515
 • Enabling VLR Offloading, page 516
 • Enabling UE Detach on VLR Failure or VLR Recover, page 518
 • Monitoring and Troubleshooting VLR Offload, page 520
 Feature DescriptionThese features require a valid license key to be installed. Contact your Cisco Account or Support Representativefor information on how to obtain a license.
 Passive VLR OffloadingThe MME provides the ability for an operator to enable or disable "offload" mode for a specified VLR. Thiscapability enables operators to preemptively move subscribers away from an SGs interface associated with aVLR which is planned for maintenance mode. When this offload command is set on the MME, all sessionsmatching this VLR are marked with a "VLR offload" flag. During the next UE activity, the MME requireseach UE to perform a combined TAU/LAU. This feature is available to all VLRs, both non-pooled VLRs aswell as those configured within an MME LAC pool area.
 The VLR offload functionality andMME offload functionality cannot be performed at the same time; activationof one prevents activation of the other (and vice versa).
 Active VLR OffloadingActive VLROffloading provides all of the functionality of Passive VLROffloading, but also actively detachesUEs associated with the VLR during an operator-specified time period. This expedites the process of offloadingUEs prior to a planned VLR maintenance event. This feature is available to all VLRs, both non-pooled VLRsas well as those configured within an MME LAC pool area.
 MME Administration Guide, StarOS Release 21.2 515
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TheVLR offload functionality andMME offload functionality cannot be performed at the same time; activationof one prevents activation of the other (and vice versa).
 UE Detach on VLR RecoveryThe MME supports the ability to perform a controlled release of UEs when a failed VLR becomes activeagain. This feature is available to all VLRs, both non-pooled VLRs as well as those configured within anMME LAC pool area.
 This applies to UEs that are currently registered as EPS-Only. This enables the UE to return to a combinedattached state to restore SMS services.
 UE Detach on VLR FailureThe MME supports the ability to perform a controlled release of UEs when an active VLR connection fails.This applies to CSFB UEs that are currently registered to the VLR that failed. This feature is available to allVLRs, both non-pooled VLRs as well as those configured within an MME LAC pool area.
 This enables the UE to return to a combined attached state on a different VLR.
 Enabling VLR Offloading
 Enabling Passive VLR OffloadingThe following Exec mode command instructs the MME to mark UEs associated with the specified VLR witha "VLR offload" flag. This enables the MME to preemptively move subscribers away from an VLR which isscheduled to be put in maintenance mode.
 sgs offload sgs-service service-name vlr vlr-name start time-duration 0 [ -noconfirm ]The following command stops the marking of subscribers associated with the specified VLR to an offloadstate.
 sgs offload sgs-service service-name vlr vlr-name stop [ -noconfirm ]Notes:
 • A time-duration value of 0 enables Passive VLR Offloading only.
 • More than one VLR may be offloaded at the same time.
 • VLR Offloading and MME offloading cannot be performed at the same time.
 Enabling Active VLR OffloadingThe following Exec mode command instructs the MME to mark UEs associated with the specified VLR witha "VLR offload" flag, and begin detaching these UEs according to the time-duration specified in the command.Affected UEs are detached and required to reattach to another VLR.
 sgs offload sgs-service service-name vlr vlr-name start time-duration duration [ -noconfirm ]
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The following command stops active VLR offloading for UEs associated with the specified VLR.
 sgs offload sgs-service service-name vlr vlr-name stop [ -noconfirm ]Notes:
 • A start time-duration duration entry must be an integer from 1 through 3000 to enables Active VLROffloading and Passive VLR Offloading. The MME splits this time duration into n intervals, 5 secondsapart. A maximum of 50 subscribers will be actively detached per interval. For example, a setting of120 minutes with 60000 subscribers would process all subscribers in 100 minutes. Any subscribersremaining at the expiry of the time-duration will not be detached, but will be marked with the "VLRoffload" flag.
 • VLR Offloading and MME offloading cannot be performed at the same time.
 Verifying VLR Offload Status and ConfigurationThe following command displays VLR offload statistics for the specified SGs service.
 show sgs-service offload-status service-name sgs_svc_nameThe following sample output shows VLR Offload related statistics.
 [local]asr5x00# show sgs-service offload-status service-name sgssvcVLR Name : vlr1VLR Offload : YesOffloaded Count : 31678Total Count : 43051VLR Name : vlr2VLR Offload : NoOffloaded Count : 0Total Count : 45789To clear the counters displayed by the previous command, issue the following command.
 clear sgs-service offload-status service-name sgs_svc_nameWhen Passive or Active VLR Offload is enabled, the following command displays the "VLR Offload" flagfor the specified VLR.
 show mme-service session vlr-name vlr_nameThe following output shows the VLR Offload flag enabled.
 [local]asr5x00# show mme-service session vlr-name vlr1CSFB Information:
 SGS Assoc State: SGs-ASSOCIATEDSGS Service: sgssvcVLR: vlr1LAI: 123:456:200Pool Area: pool1Non-Pool Area: N/AP-TMSI: 0x1Flags:
 VLR Reliable IndicatorVLR Offload
 The following command shows the offload state of all VLRs on the system.
 show sgs-service vlr-status full[local]asr5x00# show sgs-service vlr-status fullMMEMGR : Instance 6MME Reset : YesService ID : 2Peer ID : 100794369VLR Name : vlr1SGS Service Name : testSGS Service Address : 192.60.60.25SGS Service Port : 29118VLR IP Address : 192.60.60.6
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VLR Psgsort : 29118Assoc State : DOWNAssoc State Up Count : 2VLR Offload : NoTo clear the counters displayed by the previous command, issue either of the following commands. The firstcommand clears statistics for all VLRs, while the second command clears statistics for the specified VLRonly.
 clear sgs-service vlr-status service-name sgs_svc_nameclear sgs-service vlr-status vlr-name vlr_name
 Enabling UE Detach on VLR Failure or VLR Recover
 UE Detach on VLR RecoveryThe following Exec mode command instructs the MME to automatically perform active recovery of UEswhen a failed VLR becomes responsive again.
 sgs vlr-recover sgs-service sgs_svc_name duration duration backoff-timer time [ -noconfirm ]Notes:
 •When this command is issued, the MME monitors the availability of all VLRs. If a failed VLR becomeavailable again, the MME attempts to recover UEs that failed while the VLR was unavailable with anEPS Detach.
 •When a VLR is down, and a UE needs to associate with the VLR that went down, the UE will bedowngraded to EPS-Only-Attach when initially attaching. This command should be issued after theVLR recovers.
 • UEs which required CSFB (voice) and were downgraded as a result of the VLR being down will not beaffected by this command. This command remains active until it is disabled with the no sgs vlr-recovercommand.
 • duration duration Specifies the number of minutes during which all qualifying UEs will be recovered.
 The MME splits this duration into n intervals, 5 seconds apart. A maximum of 50 subscribers areprocessed per interval. For example, a setting of 2 minutes with 100 subscribers would result in theMME processing all subscribers in the first 2 intervals (10) seconds. Any subscribers remaining at theexpiry of the duration will not be processed.
 • backoff-timer time Specifies the number of seconds that the MME will wait, following the detectionof a recovered VLR, before starting the VLR recovery actions.
 • Refer to the sgs vlr-recover command in the ExecMode chapter of theCommand Line Interface Referencefor more information.
 The command listed below disables the sgs vlr-recover functionality.
 no sgs vlr-recover sgs-service sgs_svc_name [ -noconfirm ]
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UE Detach on VLR FailureThis functionality can be enabled manually, on an as-needed basis, using an Exec mode command, or it canbe made a persistent configuration via an SGs Service Configuration Mode command. The following twosections describe how to configure each method (automatic and manual).
 The MME will report a command line interface error (Invalid operation: VLR already set for failure.) ifan attempt is made to configure/enable both methods simultaneously.
 Important
 Configuring Automatic UE Detach on VLR FailureThe following commands configure theMME to automatically detect a VLR failure and initiate the controlledrelease of CSFB UEs. The configuration of this feature also allows a UE detach rate (UEs per second) to bedefined.
 configurecontext context_name
 sgs-service sgs_svc_namevlr-failure duration minutes backoff-timer seconds detach-rate number [ -noconfirm ]end
 The following commands disable this configuration:
 configurecontext context_name
 sgs-service sgs_svc_nameno vlr-failure [ -noconfirm ]end
 Refer to the vlr-failure command in theMME SGs Service Configuration Mode Commands chapter of theCommand Line Interface Reference for more information.
 Manually Enabling UE Detach on VLR FailureThe following Execmode command instructs theMME to perform controlled release of CSFBUEs connectedto a VLR when a VLR becomes unavailable.
 sgs vlr-failure sgs-service sgs_svc_name duration duratioin backoff-timer time [ -noconfirm ]Notes:
 •When enabled, theMMEmonitors the availability of all VLRs. If one or more VLRs become unavailable,the MME performs a controlled release (EPS IMSI detach) for all UEs associated with that VLR. Ifanother VLR is available, the MME sends a combined TA/LA Update with IMSI attach.
 • duration duration Specifies the number of minutes during which all qualifying UEs will be detached.Enter an integer from 1 to 3000.
 The MME splits this duration into n intervals, 5 seconds apart. A maximum of 50 subscribers areprocessed per interval. For example, a setting of 2 minutes with 100 subscribers would result in theMME processing all subscribers in the first 2 intervals (10) seconds. Any subscribers remaining at theexpiry of the duration will not be processed.
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• backoff-timer time Specifies the number of seconds the MME will wait following the detection of aVLR condition before starting the controlled release of affected UEs. Enter an integer from 1 through3000.
 • detach-rate This optional keyword specifies a maximum number of detaches to perform per 5 secondcycle. Note: This keyword is available only for the vlr-failure command in the SGs ConfigurationMode.
 For example, if 12,000 subscribers are to be detached during a 5 minute window (duration = 5 minutes),the MME calculates 60 cycles (5 minutes / 5-second cycles) which results in 200 UEs to detach percycle.
 If the detach-rate is configured to 100, the MME will only detach 100 per 5 second cycle, resulting ina total of 6000 detaches. Any remaining UEs will remain attached until detached by other means(UE/network detach, etc).
 The enabling command remains active until it is disabled with the following command:
 no sgs vlr-failure sgs-service sgs_svc_name [ -noconfirm ]Refer to the sgs vlr-failure command in theExecMode (D-S) chapter of theCommand Line Interface Referencefor more information.
 Verifying UE Detach on VLR Failure/Recovery Status and ConfigurationUse the following command to display the offload status of all VLRs on the system.
 show sgs-service vlr-status fullThis sample output shows the fields relating to UE Detach on VLR Failure and UE Detach on VLR Recover.Not all fields shown below may be displayed, based on your configuration:[local]asr5x00# show sgs-service vlr-status fullExec Configured VLR Failure Detach : No Detached Count : 0 Total : 0SGs Service Configured
 VLR Failure Detach : Yes Detached Count : 10 Total : 800VLR Recover Detach : Yes Detached Count : 11 Total : 102
 To clear the counters displayed by the previous command, issue either of the following commands. The firstcommand clears statistics for all VLRs for the specified SG, while the second command clears statistics forthe specified VLR only.
 clear sgs-service vlr-status service-name sgs_svc_nameclear sgs-service vlr-status vlr-name vlr_name
 Monitoring and Troubleshooting VLR Offload
 SNMP TrapsThe following traps are generated to track conditions relating to VLR associations:
 The VLR down trap is raised only after the VLR goes to the DOWN state after being UP. When all VLR'sare down after at least one has been UP, the all VLR's DOWN trap is raised.
 • starVLRAssocDown and starVLRAssocUp - indicates a condition when an association of a VLR isdown (VLRAssocDown), and when a down association comes back up (VLRAssocUp).
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• starVLRDown and starVLRUp - indicates a condition where all SCTP associations to a specific VLRare down (VLRDown), and when a down VLR comes back up (VLRUp).
 • starVLRAllAssocDown and starVLRAllAssocDownClear - indicates a condition when all SCTPassociations of all VLRs are down (VLRAllAssocDown), and when a down association comes back up(VLRAllAssocDownClear).
 Bulk StatisticsThis SGs schema provides operational statistics that can be used for monitoring and troubleshooting the SGsconnections on a per-VLR basis.
 Refer to the SGs Schema Statistics chapter of the Statistics and Counters Reference for detailed explanationsof all bulk statistics provided in this schema.
 Show Command(s) and/or OutputsThis section provides information regarding show commands and/or their outputs.
 VLR Offload StatusThe following command shows the status of the VLR offload process for the specified SGs service.
 show sgs-service offload-status service-name sgs_svc_nameThe following command shows the status and configuration information of all VLRs on the system.
 show sgs-service vlr-status full
 UE Detach on VLR Recovery and VLR FailureThe following command shows the statistics resulting from the sgs vlr-recover and sgs vlr-failure commands.show sgs-service vlr-status fullRefer to the show sgs-service chapter of the Statistics and Counters Reference for detailed explanations of allinformation displayed by this command.
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C H A P T E R 56Troubleshooting the MME Service
 This chapter provides information and instructions for using the system command line interface (CLI) fortroubleshooting issues that may arise during service operation.
 • Test Commands, page 523
 Test CommandsIn the event that an issue was discovered with an installed application or line card, depending on the severity,it may be necessary to take corrective action.
 The system provides several redundancy and fail-over mechanisms to address issues with application and linecards in order to minimize system downtime and data loss. These mechanisms are described in the sectionsthat follow.
 Using the eGTPC Test Echo CommandThis command tests the eGTP service's ability to exchange eGTPC packets with the specified peer which canbe useful for troubleshooting and/or monitoring.
 The test is performed by the system sending eGTP-C echo request messages to the specified peer(s) andwaiting for a response.
 This commandmust be executed fromwithin the context in which at least one eGTP service is configured.Important
 The command has the following syntax:egtpc test echo peer-address peer_ip_address src-address egtp_svc_ip_address
 DescriptionKeyword/Variable
 Specifies that eGTP-C echo requests will be sent to a specific peer(HSS).ip_address is the address of the HSS receiving the requests.
 peer-addresspeer_ip_address
 MME Administration Guide, StarOS Release 21.2 523
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DescriptionKeyword/Variable
 Specifies the IP address of a S6a interface configured on the system in eGTPservice.NOTE: The IP address of the system's S6a interface must be bound to aconfigured eGTP service prior to executing this command.
 src-addressegtp_svc_ip_address
 The following example displays a sample of this command's output showing a successful eGTPC echo-testfrom an eGTP service bound to address 192.168.157.32 to an HSS with an address of 192.168.157.2.EGTPC test echo--------------Peer: 172.10.10.2 Tx/Rx: 1/1 RTT(ms): 2 (COMPLETE) Recovery: 10 (0x0A)
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C H A P T E R 57Monitor the MME Service
 • Overview, page 525
 • Monitoring System Status and Performance, page 525
 • Clearing Statistics and Counters, page 527
 OverviewThis chapter provides information for monitoring service status and performance using the show commandsfound in the Command Line Interface (CLI). These command have many related keywords that allow themto provide useful information on all aspects of the system ranging from current software configuration throughcall activity and status.
 The selection of keywords described in this chapter is intended to provided the most useful and in-depthinformation for monitoring the system. For additional information on these and other show command keywords,refer to the Command Line Interface Reference.
 In addition to the CLI, the system supports the sending of Simple Network Management Protocol (SNMP)traps that indicate status and alarm conditions. Refer to the SNMPMIB Reference Guide for a detailed listingof these traps.
 Monitoring System Status and PerformanceThis section contains commands used to monitor the status of tasks, managers, applications and other softwarecomponents in the system. Output descriptions for most of the commands are located in the Counters andStatistics Reference.
 Table 20: System Status and Performance Monitoring Commands
 Enter this command:To do this:
 View Session Statistics and Information
 Display Session Resource Status
 show resources sessionView session resource status
 MME Administration Guide, StarOS Release 21.2 525
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Enter this command:To do this:
 Display Historical Session Counter Information
 show session counters historicalView all historical information for all sample intervals
 Display Session Duration Statistics
 show session durationView session duration statistics
 Display Session State Statistics
 show session progressView session state statistics
 Display Session Subsystem and Task Statistics
 Refer to the System Software Tasks appendix of the System Administration Guide for additional informationon the Session subsystem and its various manager tasks.
 show session subsystem facility aaamgr allView AAA Manager statistics
 show session subsystem facility mmemgr allView MME Manager statistics
 show session subsystem facility sessmgr allView Session Manager statistics
 show logs facility mme-appView MME Application statistics
 show logs facility mme-hssView MME HSS Service facility statistics
 show logs facility mme-miscView MME miscellaneous logging facility statistics
 show logs facility mmedemuxView MME Demux Manager logging facility statistics
 Display Session Disconnect Reasons
 show session disconnect-reasonsView session disconnect reasons with verbose output
 View MME Service Statistics
 Display MME Service Session Statistics
 show mme-service session fullView MME service session state
 show mme-service countersView MME service session statistics
 show mme-service db statisticsView MME database statistics for all instances of DB
 show mme-service statistics mme-servicemme_svc_name
 View individual MME service statistics in concise mode
 View HSS Statistics
 show hss-peer-service session summary allView HSS session summary
 show hss-peer-service statistics allView HSS session statistics
 View eGTPC Statistics
 show egtpc peers interface sgw-egress addressip_address
 View eGTPC peer information
 MME Administration Guide, StarOS Release 21.2526
 Monitor the MME ServiceMonitoring System Status and Performance

Page 563
                        

Enter this command:To do this:
 show egtpc sessionsView eGTPC session information
 show egtpc statisticsView eGTPC session statistics
 View Subscriber Session Trace Statistics
 show session trace subscriber reference-idtrace_ref_id network-element mme
 View session trace statistics for subscriber with specifictrace reference id on an MME
 show session trace tce-summaryView Trace Collection Entity connections and statisticsfor all network elements
 Clearing Statistics and CountersIt may be necessary to periodically clear statistics and counters in order to gather new information. The systemprovides the ability to clear statistics and counters based on their grouping (MME, MME-HSS, MME DB,etc.).
 Statistics and counters can be cleared using the CLI clear command. Refer to the Command Line Referencefor detailed information on using this command.
 MME Administration Guide, StarOS Release 21.2 527
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A P P E N D I X AEngineering Rules
 This section provides engineering rules or guidelines that must be considered prior to configuring the systemfor your network deployment.
 • Service Engineering Rules, page 529
 • Node Engineering Rules, page 530
 • APN Engineering Rules, page 532
 Service Engineering RulesThe engineering rules listed here apply to the services configurations for the MME system.
 • A maximum combined total of 256 services (regardless of type) can be configured per system.
 Maintaining a large number of services increases the complexity of management andmay impact overall system performance (i.e., resulting from such things as systemhandoffs). Therefore, we recommend that you limit the number of services that youconfigure and that you talk to your Cisco Service Representative for optimizationsuggestions and additional information on service limits.
 Important
 • The total number of entries per table and per chassis is limited to 256.
 • Of the 256 possible services, theMME supports a maximum total combination of eight (8)MME-specificservices, of the types MME + eMBMS + SGs+ SBc + SLs -service, be configured per chassis.
 • The maximum number of HSS Peer Services that can be created and configured is 64 HSS Peer Servicesper MME chassis.
 In some cases, two diameter endpoints (S6a and S13) can be configured for a singleHSS Peer Service. To ensure peak system performance, we recommend that the totalof all Diameter endpoints should be taken into consideration and limited to 64 endpoints.
 Important
 MME Administration Guide, StarOS Release 21.2 529
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• We strongly recommend that service names be unique across the chassis/system configuration. Eventhough service names can be identical to those configured in different contexts on the same system, thisis not a good practice. Having services with the same name can lead to confusion, difficultytroubleshooting problems, and make it difficult to understand the outputs of show commands.
 Node Engineering RulesThe following engineering rules apply regarding the number of nodes supported on the system.
 eNodeBs:
 • In Release 18 .0 and higher, the MME supports a maximum of 32,000 eNodeB connections on theASR5000 platform and a maximum of 64,000 eNodeB connections on the ASR5500 DPC platform,with a fully loaded system (chassis).
 • In Release 19.2, the MME supports a maximum of 64,000 eNodeB connections on the ASR5500 DPC2platform with a fully loaded system (chassis).
 • In Release 20.0, theMME supports a maximum of 128, 000 eNodeB connections on the ASR5500 DPC2platform with a fully loaded system (chassis).
 Release 17.0 and higher:
 • The MME supports a maximum of 64,000 eNodeB connections on the ASR 5500 platform with a fullyloaded system (chassis).
 Previous Releases:
 • On the ASR 5000, the MME supports a maximum of 32,000 eNodeB connections.
 • On the ASR 5000, the MME supports a maximum of 8 MME Managers.
 MME Managers
 • In Release 17.0, The maximum number of MMEManagers has been increased to 16 in order to supportthe increase in eNodeB connections.
 • In Release 18.0, the maximum number ofMMEManagers is 12 on the ASR5000 platform and increasedto 24 on the ASR5500 DPC platform, in order to support the increase in eNodeB connections.
 • In Release 19.2, the maximum number of MME Managers is increased to 36 on the ASR5500 DPC2platform, in order to support the increase in eNodeB connections.
 • In Release 21.1, the maximum number of MME Managers is increased to 36 on the ASR5500 DPC1platform, in order to support the increase in eNodeB connections.
 MME Task Instance LimitThis section describes the task instance limit for MME managers and IMSI managers.
 MME Administration Guide, StarOS Release 21.2530
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Table 21: Task Instance Limit for MME Managers
 Maximum number of MME Managersper Chassis
 Default number of MME Managers perChassis
 Platform
 v21.0v20.0v19.2v21.0v20.0v19.2StarOS Release
 121212121212ASR5000
 362424242424ASR5500 with DPC
 483636483636ASR5500 with DPC2
 222222VPC-SIMEDIUM/LARGE
 111111VPC-SI SMALL, VPC-SIFORGE
 484824484824VPC-DIMEDIUM/LARGE
 242424242424ASR5700
 Table 22: Task Instance Limit for IMSI Managers
 Maximum number of IMSI Managersper Chassis
 Default number of IMSI Managers perChassis
 Platform
 v21.0v20.0v19.2v21.0v20.0v19.2Release
 111111ASR5000PSC/PSC2/PSC3
 444444ASR5500 with DPC
 844844ASR5500 with DPC2
 111111VPC-SIMEDIUM/LARGE
 111111VPC-SI SMALL, VPC-SIFORGE
 444444VPC-DIMEDIUM/LARGE
 444444ASR5700
 MME Administration Guide, StarOS Release 21.2 531
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APN Engineering RulesThe following engineering rules apply to APN configuration on the MME:
 • APNs must be configured within the context used for authentication.
 • A maximum of 1,024 APNs can be configured per system.
 • A maximum of 300 entries can be defined for an APN Remap Table.
 MME Administration Guide, StarOS Release 21.2532
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