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CCIE Routing & Switching v5 Workbook - CCIE R&S v5 Workbook Overview
 CCIE R&S v5 Topology Diagrams & Initial Configurations
 Click the Resources button on the right to download the initial configurations and PDF diagrams for the Advanced Technology Labs. PDF diagrams are optimized for Legal print size (8.5in x 14in / 215.9mm × 355.6mm). Diagrams below are optimized for full-screen viewing at 1920 x 1080 (1080p).
 Topology Wiring: Virtual Routers & Physical Switches Diagram
 Advanced Technology Labs With Addressing Diagram
 http://labs.ine.com/uploads/workbooks/images/originals/NG4mDSTeGWs3vP8qh8UU.png
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Advanced Technology Labs Without Addressing Diagram
 Advanced Technology Labs BGP Diagram
 http://labs.ine.com/uploads/workbooks/images/originals/6ZZMmcUZmA4wfAxd0dW7.png
 http://labs.ine.com/uploads/workbooks/images/originals/EWDJQwy9bicz7OGRRPtT.png
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Advanced Technology Labs OSPF Diagram
 Advanced Technology Labs Multicast Diagram
 http://labs.ine.com/uploads/workbooks/images/originals/6cVwCZj8asBUd58dCteR.png
 http://labs.ine.com/uploads/workbooks/images/originals/c69dc50175af5f518c9ac6b3a00a683a7d9ef3f4.png
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Advanced Technology Labs Multicast MSDP Diagram
 http://labs.ine.com/uploads/workbooks/images/originals/56ed2cddc3798d763c61b923d4cf73a81a83b9b3.png
 http://labs.ine.com/uploads/workbooks/images/originals/833e9c0ad1977d02af66bd2b187480c7e477bcd1.png
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CCIE Routing & Switching v5 Workbook - CCIE R&S v5 Workbook Overview
 CCIE R&S v4 Topology Diagrams & Initial Configurations
 Use these diagrams and initial configurations for tasks that are listed as (pending update) in the table of contents.
 There are three main diagrams supplied with this workbook: two physical cabling diagrams and the Logical Layer 3 addressing diagram. These should be used together to give you a complete understanding of the network topology. In general, there are no separate diagrams per section. For sections that have specific pre-configurations, such as parts of BGP and Multicast, additional diagrams are provided.
 Assume that these three main diagrams are the foundation for every section in this workbook. We highly recommend that you re-draw the Logical Layer 3 diagram and extend it as appropriate for every section—for example, adding routing protocol domains and additional addressing if used. Remember that some sections, such as those centered around Layer 2 technologies, may not make use of the Layer 3 diagram at all, because they concentrate mainly on bridging and switching topics.
 Click the Resources button on the right to download the initial configurations and diagrams for these labs.
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CCIE Routing & Switching v5 Workbook - CCIE R&S v5 Workbook Overview
 README: CCIE R&S v5 Topology Changes
 Rack rentals for the v5 topology will be available in beta starting the first week of May. A discussion thread about the CCIE RSv5 Equipment Build can be found here.
 Currently the CCIE R&S v5 Workbook is in a state of change between our CCIE R&S v4 Topology and CCIE R&S v5 Topology. Tasks that are still formatted for the v4 topology are listed as (pending update) in the table of contents. When working on these tasks please reference the CCIE R&S v4 Topology Diagrams and Initial Configurations. If you are renting rack time from INE to configure these tasks you should use the following scheduler on the Rack Rentals Dashboard:
 For all other tasks, please reference the CCIE R&S v5 Topology Diagrams and Initial Configurations.
 http://ieoc.com/forums/t/29291.aspx
 http://ieoc.com/forums/t/29291.aspx
 http://labs.ine.com/workbook/view/rs-v5-workbook/task/ccie-r-s-v4-topology-diagrams-initial-configurations-MjUzNg==
 http://labs.ine.com/workbook/view/rs-v5-workbook/task/ccie-r-s-v4-topology-diagrams-initial-configurations-MjUzNg==
 http://members.ine.com/dash/rental
 http://labs.ine.com/workbook/view/rs-v5-workbook/task/ccie-r-s-v5-topology-diagrams-initial-configurations-MTk3Ng==
 http://labs.ine.com/workbook/view/rs-v5-workbook/task/ccie-r-s-v5-topology-diagrams-initial-configurations-MTk3Ng==
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CCIE Routing & Switching v5 Workbook - CCIE R&S v5 Workbook Overview
 CCIE R&S v5 Workbook Release Notes
 Please check back here periodically for release notes on workbook updates.
 Changes by Date
 Oct 4, 2014
 Added Troubleshooting Lab 1Added Full-Scale Lab 1
 Jul 7, 2014
 Changes to Initial Configs, for Multicast and IPv6 tasks.Multicast and IPv6 tasks have been finished.
 Jun 5, 2014
 Changes to Initial Configs, mainly for the LAN Switching Tasks.
 May 16, 2014
 Minor change to Initial Configs .zip file to fix directory naming structure.
 May 15, 2014
 Updated Initial Configs .zip file
 May 13, 2014
 Added INE's CCIE R&S v5 Hardware Topology document
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May 8, 2014
 Added DMVPN Initial ConfigurationsAdded the following new sections
 DMVPN without IPsecDMVPN with IPsecDMVPN Phase 1 with EIGRPDMVPN Phase 1 with OSPF
 Added Advanced Technology Labs BGP Diagram
 May 2, 2014
 Initial workbook release.
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CCIE Routing & Switching v5 Workbook - CCIE R&S v5 Workbook Overview
 CCIE R&S v5 Workbook Overview
 INE's CCIE R&S v5 Workbook is currently in intial beta release and will be continually updated in the coming days and weeks. Be sure to track the CCIE R&S v5 Workbook Release Notes, where workbook additions and changes will be listed. Also be sure read about the CCIE R&S v5 Workbook Topology Changes. Finally, join us on this IEOC discussion thread about the CCIE RSv5 Equipment Build.
 About INE’s CCIE Routing & Switching v5 WorkbookINE’s CCIE Routing & Switching v5 Workbook is the definitive resource to master the technologies covered on the CCIE lab exam. The workbook follows a structured design that covers not only the necessary topic domains, but also lab strategy and other key test-taking skills. The workbook is broken into four main sections, as described below.
 View the IEOC discussion boards for this workbook here.
 Advanced Technology Labs
 The Advanced Technology Labs are one of the first steps toward CCIE lab preparation. This section consists of nearly 500 hands-on labs that walk you through each and every technology, and provide in-depth explanations of how their configurations work. Topics are presented in an easy-to-follow, goal-oriented, step-by-step approach. These scenarios feature detailed breakdowns and thorough verifications to help you completely understand each technology at an expert level.
 Join the IEOC discussion for this section here.
 http://labs.ine.com/workbook/view/rs-v5-workbook/task/ccie-r-s-v5-workbook-release-notes-MjUzOQ==
 http://labs.ine.com/workbook/view/rs-v5-workbook/task/readme-ccie-r-s-v5-topology-changes-MjUzNw==
 http://ieoc.com/forums/t/29291.aspx
 http://ieoc.com/forums/421.aspx
 http://ieoc.com/forums/422.aspx
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Advanced Foundation Labs
 The Advanced Foundation Labs are where the overall pieces of the puzzle start to fit together. These labs are designed to refine your configuration skills on the core technologies used in the CCIE lab exam. Each lab guides you through the critical steps necessary for building and verifying a working networking topology. The labs are designed to increase your speed and refine your task-management skills, capacities that are crucial when working in a timed full-scale lab environment.
 Join the IEOC discussion for this section here.
 Advanced Troubleshooting Labs
 The Advanced Troubleshooting Labs present you with pre-built network topologies, in which you are tasked with resolving various problems that have been introduced. This section will help you develop a structured troubleshooting approach and improve your time-management skills, with a final result of troubleshooting becoming second nature. Improving your troubleshooting skills will not only help you pass the CCIE lab exam, but also help you with real-world job scenarios, which often require timely and accurate troubleshooting.
 Join the IEOC discussion for this section here.
 Full-Scale Practice Labs
 The Full-Scale Practice Labs are the culmination of all your preparation, as you ready yourself for the actual CCIE lab exam. The full-scale labs are designed to simulate the CCIE Routing & Switching Lab Exam, while still illustrating the principles behind the technologies. Building upon your expert level understanding of the fundamentals, this section teaches you to be able to predict advanced and sometimes subtle interactions that occur when multiple technologies are combined together. When you have fully mastered the full-scale labs, you’ll be ready to take and pass the CCIE lab exam!
 Join the IEOC discussion for this section here.
 http://ieoc.com/forums/423.aspx
 http://ieoc.com/forums/424.aspx
 http://ieoc.com/forums/425.aspx
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CCIE Routing & Switching v5 Workbook - CCIE R&S v5 Workbook Overview
 INE's CCIE R&S v5 Hardware Topology
 How To Build a CCIE Rack for CCIE R&S v5This document details INE’s reference topology used in our CCIE Routing & Switching v5 products, such as our CCIE Routing & Switching v5 Workbook and CCIE Routing & Switching v5 Advanced Technologies Class. Specifically this document outlines what you would need in order to build the topology on your own.
 Topology OverviewThe topology can be built in a completely physical manner, a completely virtual manner, and a combination of both. Which option you choose depends on a number of factors, such as your budget, and space, power, & cooling limitations.
 A full build of this topology consists of the following:
 QTY 20 IOS Routers running version 15.4S or 15.3T (virtual or physical)QTY 4 Catalyst IOS Switches running version 15.0SE (virtual or physical)Terminal Server / Access Server (optional)Remote Power Controllers (optional)
 Physical & Virtual WiringExample topology wiring can be seen below when using a combination of virtual routers and physical switches, and when using a fully physical topology. For a fully physical topology a breakout switch is only required if you do not want to have to modify the initial configurations of SW1 in the INE workbook lab material.
 Topology Example: Virtual Routers & Physical Switches
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Topology Example: Physical Routers & Physical Switches
 http://labs.ine.com/uploads/workbooks/images/originals/NG4mDSTeGWs3vP8qh8UU.png
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Physical Router PlatformsBelow are some examples of potential platforms that can be used when building the topology with physical routers. Note that the IOS version and feature set is more important than the actual platform itself, and that either newer or older platforms could also be used.
 Ideal platform - ISR G2 (1900/2900/3900)
 http://labs.ine.com/uploads/workbooks/images/originals/RM04UJobpqg8yLtvRfgo.png
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The advantage of using ISR G2s is that 100% of all needed IOS features are supported when running IOS 15.3T Universal with feature sets IP Base, Data, & Security enabled. The disadvantage of this platform is generally the cost of the physical box plus full licensing is high, in addition to space, power, and cooling requirements.
 Alternate platform - ISR G1 (1800/2800/3800)
 The advantage of using ISR G1s is that the cost is generally lower than ISR G2. The disadvantage is that ISR G1 only officially supports up to IOS 15.1T with feature set Advanced Enterprise Services. Not all features tested on in CCIE RSv5 will be supported, but the vast majority will be. Space, power, and cooling requirements are still a large consideration with ISR G1, just as ISR G2.
 Virtual Router PlatformsBelow are some examples of potential platforms that can be used when building the topology with virtual routers.
 Ideal platform – Cloud Services Router (CSR) 1000v
 The advantage of using the CSR1000v is that 99% of all needed IOS features are supported when running IOS XE 3.11S (15.4S) with premium feature set. The disadvantage is that CSR1000v has large CPU & RAM requirements, and that Serial links are not supported. If using CSR1000v it is highly recommended to run it on a dedicated baremetal Hypervisor (i.e. a native install of ESXi, KVM, or XenServer) as opposed to inside desktop virtualization software (e.g. VirtualBox or VMWare Workstation).
 Alternate platform - GNS3 with 7200 series routers
 The advantage of using GNS3 is that the CPU & RAM requirements are lower than CSR1000v, and that most features are supported when emulating 7200 series routers running IOS 15.2S with feature set Advanced Enterprise Services. The disadvantage is that GNS3 is not as stable as CSR1000v or physical platforms, and some features may be unsupported or have unpredictable results. IOU or IOL could also be used, but are outside the scope of this document.
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Physical Switch PlatformsBelow are some examples of physical switches that could be used to build the topology. Again note that the IOS version and feature set is more important than the actual platform itself, and that either newer or older platforms could also be used.
 Ideal platform - Catalyst E or X (3560E/3560X/3750E/3750X)
 The advantage of using Catalyst E or X is that 100% of all needed features are supported when running Catalyst IOS 15.0SE Universal with feature set IP Services. The disadvantage is generally the cost of the physical box plus full licensing is high.
 Alternate platform - Non E/X Catalyst (3560/3560G/3750/3750G)
 The advantage of using regular Catalyst switches is that their cost is generally much lower than E or X equivalents, while still supporting the vast majority of features needed. The disadvantage is that only platforms with 32MB Flash can run 15.0SE, and that platforms with 16MB Flash support only up to 12.2SE.
 Virtual Switch Platforms – GNS3 with L2IOUSwitches can be emulated using L2IOU and GNS3, which is outside the scope of this document.
 Terminal Server PlatformsA Terminal Server, sometimes called an Access Server or Console Server, can be used as a central point of management for the console sessions to any of the physical routers and switches in your lab build. A number of platforms could be used for this, such as:
 NM-16A or NM-32A modules in any modular router (2600/2800/3600/3800, etc.) with CAB-OCTAL-ASYNC cables.HWIC-16A or SM-32A in ISR G1 or ISR G2 with CAB-HD8-ASYNC cables.Non-Cisco solutions such as Opengear or Digi
 http://www.cisco.com/c/en/us/support/docs/dial-access/asynchronous-connections/5466-comm-server.html
 http://www.cisco.com/c/en/us/support/docs/routers/3600-series-multiservice-platforms/7258-hw-async.html
 http://www.cisco.com/c/en/us/products/collateral/interfaces-modules/1800-2800-3800-series-16-port-async-high-speed-wan-interface-card/product_data_sheet0900aecd80274416.html
 http://opengear.com/
 http://www.digi.com/
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Remote Power ControllersA Remote Power Controller (RPC) can be used to remotely power-on, power-off, or reboot your equipment. These can be especially useful not only to save energy, but allow you to do remote password recovery if you get locked out of any of your devices. Make sure that the device matches your power specifications and your outlet types, as lots of variations exist. A number of vendors make RPC devices, such as:
 APCSynaccessBayTech
 http://www.apc.com/products/family/?id=70
 http://www.synaccess-net.com/
 http://www.baytech.net/

Page 20
                        

CCIE Routing & Switching v5 Workbook - CCIE R&S v5 Workbook Overview
 CCIE Routing & Switching v5 Rack Rental Guide
 Click here for the CCIE Routing & Switching v5 Rack Rental Guide.
 http://labs.ine.com/workbook/view/rs-rack-rental-v5/
 http://labs.ine.com/workbook/view/rs-rack-rental-v5/
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CCIE Routing & Switching v5 Workbook - CCIE R&S v5 Advanced Technology Labs - LAN Switching
 Layer 2 Access Switchports
 A Note On Section Initial Configuration Files : You must load the initial configuration files for the section, named Basic Layer2 Switching , which can be found in CCIE R&S v5 Topology Diagrams & Initial Configurations. Reference the Virtual Routers & Physical Switches Diagram to complete this task.
 Task
 Configure SW1's port FastEthernet0/19 as a Layer 3 interface with the IP address 169.254.1.1/24.Configure SW2's port FastEthernet0/19 as a Layer 3 interface with the IP address 169.254.1.2/24.Configure ports FastEthernet0/19 on SW3 and SW4 to be access ports in VLAN 169.Configure FastEthernet0/23 and FastEthernet0/24 between SW3 and SW4 as dot1q trunk ports.For verification, test that SW1 and SW2 have IPv4 reachability to each other over VLAN 169.
 Configuration
 SW1:
 interface FastEthernet0/19
 no switchport
 ip address 169.254.1.1 255.255.255.0
 SW2:
 interface FastEthernet0/19
 no switchport
 ip address 169.254.1.2 255.255.255.0
 SW3:
 http://labs.ine.com/workbook/view/rs-v5-workbook/task/ccie-r-s-v5-topology-diagrams-initial-configurations-MTk3Ng==
 http://labs.ine.com/workbook/view/rs-v5-workbook/task/ccie-r-s-v5-topology-diagrams-initial-configurations-MTk3Ng==
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vlan 169
 !
 interface FastEthernet0/19
 switchport mode access
 switchport access vlan 169
 !
 interface range FastEthernet0/23 - 24
 switchport trunk encapsulation dot1q
 switchport mode trunk
 SW4:
 vlan 169
 !
 interface FastEthernet0/19
 switchport mode access
 switchport access vlan 169
 !
 interface range FastEthernet0/23 - 24
 switchport trunk encapsulation dot1q
 switchport mode trunk
 Verification
 SW1 and SW2 in this example are acting as end hosts. When end hosts are connected to different physical switches but are in the same VLAN, IP connectivity will be obtained only when Spanning-Tree Protocol is forwarding the VLAN end to end between switches connecting to the hosts. On the Catalyst platforms, an STP instance is automatically created for a VLAN when the VLAN is created. This implies that the first step in getting connectivity between the hosts is to create the VLAN.
 Although the VLAN could also be learned through VTP, in this design the VLAN is simply manually defined on both switches, removing the need for VTP to be configured. Additionally, trunking must be configured on transit switches, SW3 and SW4, so that VLAN tagged frames can be sent over the links between them; optionally, as in this case we have a single VLAN required to be carried between SW3 and SW4, the links can be configured as access in VLAN 169.
 Final verification in this example would be to ensure that the VLANs are assigned correctly according to the show interface status or show vlan output, and that end-to-end connectivity exists:
 SW1#ping 169.254.1.2
 Type escape sequence to abort.
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Sending 5, 100-byte ICMP Echos to 169.254.1.2, timeout is 2 seconds: !!!!!
 Success rate is 100 percent (5/5), round-trip min/avg/max = 1/4/9 ms
 !
 ! SW2#ping 169.254.1.1
 Type escape sequence to abort.
 Sending 5, 100-byte ICMP Echos to 169.254.1.1, timeout is 2 seconds: !!!!!
 Success rate is 100 percent (5/5), round-trip min/avg/max = 1/4/9 ms
 !
 ! SW3#show interface status
 Port Name Status Vlan Duplex Speed Type
 Fa0/1 notconnect 1 auto auto 10/100BaseTX
 Fa0/2 notconnect 1 auto auto 10/100BaseTX
 Fa0/3 notconnect 1 auto auto 10/100BaseTX
 Fa0/4 notconnect 1 auto auto 10/100BaseTX
 Fa0/5 notconnect 1 auto auto 10/100BaseTX
 Fa0/6 notconnect 1 auto auto 10/100BaseTX
 Fa0/7 notconnect 1 auto auto 10/100BaseTX
 Fa0/8 notconnect 1 auto auto 10/100BaseTX
 Fa0/9 notconnect 1 auto auto 10/100BaseTX
 Fa0/10 notconnect 1 auto auto 10/100BaseTX
 Fa0/11 no
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CCIE Routing & Switching v5 Workbook - CCIE R&S v5 Advanced Technology Labs - LAN Switching
 Layer 2 Dynamic Switchports
 A Note On Section Initial Configuration Files : You must load the initial configuration files for the section, named Basic Layer2 Switching , which can be found in CCIE R&S v5 Topology Diagrams & Initial Configurations. Reference the Virtual Routers & Physical Switches Diagram to complete this task.
 Task
 Configure all inter-switch links on SW2, SW3, and SW4 to be in dynamic auto state.Configure all inter-switch links on SW1 to be in dynamic desirable state.For verification, ensure that:
 SW1 Ethernet links to SW2, SW3, and SW4 are negotiated as trunks.Ethernet links between SW2, SW3, and SW4 do not negotiate trunking and fallback to access mode.
 Configuration
 http://labs.ine.com/workbook/view/rs-v5-workbook/task/ccie-r-s-v5-topology-diagrams-initial-configurations-MTk3Ng==
 http://labs.ine.com/workbook/view/rs-v5-workbook/task/ccie-r-s-v5-topology-diagrams-initial-configurations-MTk3Ng==

Page 25
                        

SW1:
 interface range FastEthernet0/19 - 24
 switchport mode dynamic desirable
 SW2:
 interface range FastEthernet0/19 - 24
 switchport mode dynamic auto
 SW3:
 interface range FastEthernet0/19 - 24
 switchport mode dynamic auto
 SW4:
 interface range FastEthernet0/19 - 24
 switchport mode dynamic auto
 Verification
 With SW1’s inter-switch links configured in dynamic desirable state, and all other inter-switch links configured in dynamic auto state, trunks will only be negotiated between SW1 to SW2, SW1 to SW3, and SW1 to SW4. This is because SW1 initiates trunking negotiation through DTP (desirable), and SW2, SW3, and SW4 only respond to DTP negotiation requests (auto). This can be verified as shown below, note that the output may differ for the "Vlans in spanning tree forwarding state and not pruned" based on which of the switches is the STP root bridge for VLAN 1.
 SW1#show interface trunk
 Port Mode Encapsulation Status Native vlan Fa0/19 desirable n-isl trunking
 1 Fa0/20 desirable n-isl trunking
 1 Fa0/21 desirable n-isl trunking
 1 Fa0/22 desirable n-isl trunking
 1 Fa0/23 desirable n-isl trunking
 1 Fa0/24 desirable n-isl trunking
 1
 Port Vlans allowed on trunk
 Fa0/19 1-4094
 Fa0/20 1-4094
 Fa0/21 1-4094
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Fa0/22 1-4094
 Fa0/23 1-4094
 Fa0/24 1-4094
 Port Vlans allowed and active in management domain
 Fa0/19 1
 Fa0/20 1
 Fa0/21 1
 Fa0/22 1
 Fa0/23 1
 Fa0/24 1
 Port Vlans in spanning tree forwarding state and not pruned
 Fa0/19 1
 Fa0/20 1
 Fa0/21 1
 Fa0/22 1
 Fa0/23 1
 Fa0/24 1
 The output on SW3 is the same as on SW2 and SW4. None of these switches are trunking directly with each other, only with SW1.
 SW3#show interfaces trunk
 Port Mode Encapsulation Status Native vlan Fa0/19 auto n-isl trunking
 1 Fa0/20 auto n-isl trunking
 1
 Port Vlans allowed on trunk
 Fa0/19 1-4094
 Fa0/20 1-4094
 Port Vlans allowed and active in management domain
 Fa0/19 1
 Fa0/20 1
 Port Vlans in spanning tree forwarding state and not pruned
 Fa0/19 1
 Fa0/20 none
 As seen from above outputs, by default switches will also negotiate ISL instead of 802.1q as the trunking protocol. Verify the DTP port state of "dynamic desirable"
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and "dynamic auto"; also note the difference between "Administrative Mode," which defines how the port was configured to operate, and "Operational Mode," which defines how the port actually operates after DTP negotiation.
 SW3#show interfaces fastEthernet0/19 switchport
 Name: Fa0/19
 Switchport: Enabled Administrative Mode: dynamic auto
 Operational Mode: trunk
 Administrative Trunking Encapsulation: negotiate
 Operational Trunking Encapsulation: isl Negotiation of Trunking: On
 Access Mode VLAN: 1 (default)
 Trunking Native Mode VLAN: 1 (default)
 Administrative Native VLAN tagging: enabled
 Voice VLAN: none
 Administrative private-vlan host-association: none
 Administrative private-vlan mapping: none
 Administrative private-vlan trunk native VLAN: none
 Administrative private-vlan trunk Native VLAN tagging: enabled
 Administrative private-vlan trunk encapsulation: dot1q
 Administrative private-vlan trunk normal VLANs: none
 Administrative private-vlan trunk associations: none
 Administrative private-vlan trunk mappings: none
 Operational private-vlan: none
 Trunking VLANs Enabled: ALL
 Pruning VLANs Enabled: 2-1001
 Capture Mode Disabled
 Capture VLANs Allowed: ALL
 Protected: false
 Unknown unicast blocked: disabled
 Unknown multicast blocked: disabled
 Appliance trust: none
 !
 ! SW3#show interfaces fastEthernet0/21 switchport
 Name: Fa0/21
 Switchport: Enabled Administrative Mode: dynamic auto
 Operational Mode: static access
 Administrative Trunking Encapsulation: negotiate
 Operational Trunking Encapsulation: native Negotiation of Trunking: On
 Access Mode VLAN: 1 (default)
 Trunking Native Mode VLAN: 1 (default)
 Administrative Native VLAN tagging: enabled
 Voice VLAN: none
 Administrative private-vlan host-association: none
 Administrative private-vlan mapping: none
 Administrative private-vlan trunk native VLAN: none
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Administrative private-vlan trunk Native VLAN tagging: enabled
 Administrative private-vlan trunk encapsulation: dot1q
 Administrative private-vlan trunk normal VLANs: none
 Administrative private-vlan trunk associations: none
 Administrative private-vlan trunk mappings: none
 Operational private-vlan: none
 Trunking VLANs Enabled: ALL
 Pruning VLANs Enabled: 2-1001
 Capture Mode Disabled
 Capture VLANs Allowed: ALL
 Protected: false
 Unknown unicast blocked: disabled
 Unknown multicast blocked: disabled
 Appliance trust: none
 !
 ! SW1#show interfaces fastEthernet0/19 switchport
 Name: Fa0/19
 Switchport: Enabled Administrative Mode: dynamic desirable
 Operational Mode: trunk
 Administrative Trunking Encapsulation: negotiate
 Operational Trunking Encapsulation: isl Negotiation of Trunking: On
 Access Mode VLAN: 1 (default)
 Trunking Native Mode VLAN: 1 (default)
 Administrative Native VLAN tagging: enabled
 Voice VLAN: none
 Administrative private-vlan host-association: none
 Administrative private-vlan mapping: none
 Administrative private-vlan trunk native VLAN: none
 Administrative private-vlan trunk Native VLAN tagging: enabled
 Administrative private-vlan trunk encapsulation: dot1q
 Administrative private-vlan trunk normal VLANs: none
 Administrative private-vlan trunk associations: none
 Administrative private-vlan trunk mappings: none
 Operational private-vlan: none
 Trunking VLANs Enabled: ALL
 Pruning VLANs Enabled: 2-1001
 Capture Mode Disabled
 Capture VLANs Allowed: ALL
 Protected: false
 Unknown unicast blocked: disabled
 Unknown multicast blocked: disabled
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Appliance trust: none
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CCIE Routing & Switching v5 Workbook - CCIE R&S v5 Advanced Technology Labs - LAN Switching
 802.1q Dynamic Trunking
 A Note On Section Initial Configuration Files : You must load the initial configuration files for the section, named Basic Layer2 Switching , which can be found in CCIE R&S v5 Topology Diagrams & Initial Configurations. Reference the Virtual Routers & Physical Switches Diagram to complete this task.
 Task
 Configure all inter-switch links on SW2, SW3, and SW4 to be in dynamic auto state.
 Configure all inter-switch links on SW1 to be in dynamic desirable state.
 Configure the trunking encapsulation on SW1’s inter-switch links as static 802.1q.
 For verification, ensure that: SW2, SW3, and SW4 are negotiating 802.1q as the trunking encapsulation to SW1.SW1 is not negotiating 802.1q as the trunking encapsulation to SW2, SW3, and SW4.
 Configuration
 SW1:
 interface range FastEthernet0/19 - 24
 switchport mode dynamic desirable
 switchport trunk encapsulation dot1q
 SW2:
 interface range FastEthernet0/19 - 24
 switchport mode dynamic auto
 SW3:
 interface range FastEthernet0/19 - 24
 switchport mode dynamic auto
 http://labs.ine.com/workbook/view/rs-v5-workbook/task/ccie-r-s-v5-topology-diagrams-initial-configurations-MTk3Ng==
 http://labs.ine.com/workbook/view/rs-v5-workbook/task/ccie-r-s-v5-topology-diagrams-initial-configurations-MTk3Ng==
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SW4:
 interface range FastEthernet0/19 - 24
 switchport mode dynamic auto
 Verification
 Similar to the previous case, SW1 is running in DTP desirable mode, so it is negotiating trunking but now has its trunking encapsulation statically set to 802.1q.
 SW1#show interface trunk
 Port Mode Encapsulation Status Native vlan
 Fa0/19 desirable 802.1q
 trunking 1 Fa0/20 desirable 802.1q
 trunking 1 Fa0/21 desirable 802.1q
 trunking 1 Fa0/22 desirable 802.1q
 trunking 1 Fa0/23 desirable 802.1q
 trunking 1 Fa0/24 desirable 802.1q
 trunking 1
 <output omitted>
 SW2, SW3, and SW4 must now agree to use dot1q trunking through DTP negotiation, as seen in the n-802.1q output, which stands for negotiated-802.1q .
 SW2#show interface trunk
 Port Mode Encapsulation Status Native vlan Fa0/23 auto n-802.1q
 trunking 1 Fa0/24 auto n-802.1q
 trunking 1
 <output omitted>
 !
 ! SW3#show interface trunk
 Port Mode Encapsulation Status Native vlan Fa0/19 auto n-802.1q
 trunking 1 Fa0/20 auto n-802.1q
 trunking 1
 <output omitted>
 !
 ! SW4#show interface trunk
 Port Mode Encapsulation Status Native vlan Fa0/21 auto n-802.1q
 trunking 1 Fa0/22 auto n-802.1q
 trunking 1
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<output omitted>
 The fact that SW1 has its trunking protocol manually configured while all other switches negotiate it can be seen in following output.
 SW1#show interfaces fastEthernet0/19 switchport
 Name: Fa0/19
 Switchport: Enabled
 Administrative Mode: dynamic desirable
 Operational Mode: trunk Administrative Trunking Encapsulation: dot1q
 Operational Trunking Encapsulation: dot1q
 Negotiation of Trunking: On
 Access Mode VLAN: 1 (default)
 Trunking Native Mode VLAN: 1 (default)
 Administrative Native VLAN tagging: enabled
 <output omitted>
 !
 ! SW2#show interfaces fastEthernet0/19 switchport
 Name: Fa0/19
 Switchport: Enabled
 Administrative Mode: dynamic auto
 Operational Mode: static access Administrative Trunking Encapsulation: negotiate
 Operational Trunking Encapsulation: native
 Negotiation of Trunking: On
 Access Mode VLAN: 1 (default)
 Trunking Native Mode VLAN: 1 (default)
 Administrative Native VLAN tagging: enabled
 <output omitted>
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CCIE Routing & Switching v5 Workbook - CCIE R&S v5 Advanced Technology Labs - LAN Switching
 802.1q Native VLAN
 A Note On Section Initial Configuration Files : You must load the initial configuration files for the section, named Basic Layer2 Switching , which can be found in CCIE R&S v5 Topology Diagrams & Initial Configurations. Reference the Virtual Routers & Physical Switches Diagram to complete this task.
 Task
 Configure all inter-switch links on SW1 to be in dynamic desirable state.Configure all inter-switch links of SW2, SW3, and SW4 toward SW1 to be in dynamic auto state.Configure the trunking encapsulation on SW1’s inter-switch links as static 802.1q.Configure the switches so that traffic between devices in VLAN 146 is not tagged when sent over the trunk links.
 Configuration
 SW1:
 vlan 146
 !
 interface range FastEthernet0/19 - 24
 switchport mode dynamic desirable
 switchport trunk encapsulation dot1q
 switchport trunk native vlan 146
 SW2:
 vlan 146
 !
 interface range FastEthernet0/23 - 24
 switchport mode dynamic auto
 switchport trunk native vlan 146
 SW3:
 http://labs.ine.com/workbook/view/rs-v5-workbook/task/ccie-r-s-v5-topology-diagrams-initial-configurations-MTk3Ng==
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vlan 146
 !
 interface range FastEthernet0/19 - 20
 switchport mode dynamic auto
 switchport trunk native vlan 146
 SW4:
 vlan 146
 !
 interface range FastEthernet0/21 - 22
 switchport mode dynamic auto
 switchport trunk native vlan 146
 Verification
 The IEEE 802.1q trunking encapsulation standard uses the term native VLAN to describe traffic sent and received on an interface running 802.1q encapsulation that does not have an 802.1q tag actually inserted. Native VLAN was preserved for backward compatibility so that frames can still transit switches not yet capable for 802.1q.
 When a switch needs to forward a frame outbound on a trunk link and the frame was received from a VLAN that is the same as the native VLAN of the trunk link, the frame is sent untagged as if 802.1q were not configured. When the switch receives a untagged frame on an interface running 802.1q, it associates the frame with the native VLAN of its trunk port on which the frame was received. The native VLAN is not configured switch-wide, it is port specific. For example, a switch may be configured to have VLAN 20 as native VLAN on its FastEthernet0/19 port and VLAN 40 as native VLAN on its FastEthernet0/20 port. The switches on both ends of an 802.1q trunk link must agree on what the native VLAN is; otherwise, traffic can unexpectedly leak between broadcast domain boundaries. The native VLAN is not negotiated between switches; it is your responsibility to configure it the same on both ends of the trunk link.
 If, however, you've configured a different native VLAN on the two ends of a trunk link, this will be detected through CDP which will log a warning messages, and STP which will logically disable the port to avoid forwarding loops. The native VLAN defaults to 1 on all links unless modified. In this case, the native VLAN is modified to 146 on both ends of the link.
 SW1#show interface trunk
 Port Mode Encapsulation Status Native vlan
 Fa0/19 desirable 802.1q trunking 146
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Fa0/20 desirable 802.1q trunking 146
 Fa0/21 desirable 802.1q trunking 146
 Fa0/22 desirable 802.1q trunking 146
 Fa0/23 desirable 802.1q trunking 146
 Fa0/24 desirable 802.1q trunking 146
 <output omitted>
 !
 ! SW2#show interface trunk
 Port Mode Encapsulation Status Native vlan
 Fa0/23 auto n-802.1q trunking 146
 Fa0/24 auto n-802.1q trunking 146
 <output omitted>
 !
 ! SW3#show interface trunk
 Port Mode Encapsulation Status Native vlan
 Fa0/19 auto n-802.1q trunking 146
 Fa0/20 auto n-802.1q trunking 146
 <output omitted>
 !
 ! SW4#show interface trunk
 Port Mode Encapsulation Status Native vlan
 Fa0/21 auto n-802.1q trunking 146
 Fa0/22 auto n-802.1q trunking 146
 <output omitted>
 Verify that the default native VLAN of 1 has been changed to VLAN 146.
 SW1#show interfaces fastEthernet0/23 switchport
 Name: Fa0/23
 Switchport: Enabled
 Administrative Mode: dynamic desirable
 Operational Mode: trunk
 Administrative Trunking Encapsulation: dot1q
 Operational Trunking Encapsulation: dot1q
 Negotiation of Trunking: On Access Mode VLAN: 1 (default)
 Trunking Native Mode VLAN: 146 (VLAN0146)
 Administrative Native VLAN tagging: enabled
 !
 ! SW2#show interfaces fastEthernet0/23 switchport
 Name: Fa0/23
 Switchport: Enabled
 Administrative Mode: dynamic auto
 Operational Mode: trunk
 Administrative Trunking Encapsulation: negotiate
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Operational Trunking Encapsulation: dot1q
 Negotiation of Trunking: On Access Mode VLAN: 1 (default)
 Trunking Native Mode VLAN: 146 (VLAN0146)
 Administrative Native VLAN tagging: enabled
 Let's break the configuration by using a different native VLAN on the ends of the trunk link.
 SW1#configure terminal
 SW1(config)#interface range fastEthernet0/23 - 24
 SW1(config-if-range)#shutdown
 SW1(config-if-range)#switchport trunk native vlan 1
 SW1(config-if-range)#no shutdown
 The following log messages will be triggered by CDP, as the native VLAN value is sent through CDP advertisements.
 %CDP-4-NATIVE_VLAN_MISMATCH:Native VLAN mismatch
 discovered on FastEthernet0/23 (1), with SW2 FastEthernet0/23 (146). %CDP-4-NATIVE_VLAN_MISMATCH:
 Native VLAN mismatch
 discovered on FastEthernet0/24 (1), with SW2 FastEthernet0/24 (146).
 The following log messages will be triggered by STP, logically blocking the port.
 %SPANTREE-2-RECV_PVID_ERR: Received BPDU with inconsistent peer vlan id 146 on FastEthernet0/24 VLAN1.
 %SPANTREE-2-BLOCK_PVID_PEER:Blocking FastEthernet0/24 on VLAN0146. Inconsistent peer vlan.
 %SPANTREE-2-BLOCK_PVID_LOCAL:Blocking FastEthernet0/24 on VLAN0001. Inconsistent local vlan.
 %SPANTREE-2-RECV_PVID_ERR: Received BPDU with inconsistent peer vlan id 146 on FastEthernet0/23 VLAN1.
 %SPANTREE-2-BLOCK_PVID_PEER:Blocking FastEthernet0/23 on VLAN0146. Inconsistent peer vlan.
 %SPANTREE-2-BLOCK_PVID_LOCAL:Blocking FastEthernet0/23 on VLAN0001. Inconsistent local vlan.
 Verify that from STP perspective, ports are blocked, which means no data-plane traffic can be forwarded out on the trunks and all inbound data-plane frames are dropped; however, ports are in the UP state.
 SW1#show ip interface brief | i 0/23|0/24
 FastEthernet0/23 unassigned YES unset up up
 FastEthernet0/24 unassigned YES unset up up
 !
 ! SW1#show spanning-tree vlan 1 interface fastEthernet0/23
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Vlan Role Sts Cost Prio.Nbr Type
 ------------------- ---- --- --------- -------- --------------------------------
 VLAN0001 Desg BKN*19 128.25 P2p *PVID_Inc
 !
 ! SW1#show spanning-tree inconsistentports
 Name Interface Inconsistency
 -------------------- ------------------------ ------------------ VLAN0001
 FastEthernet0/23 Port VLAN ID Mismatch
 VLAN0001 FastEthernet0/24 Port VLAN ID Mismatch VLAN0146
 FastEthernet0/23 Port VLAN ID Mismatch
 VLAN0146 FastEthernet0/24 Port VLAN ID Mismatch
 Number of inconsistent ports (segments) in the system : 4
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CCIE Routing & Switching v5 Workbook - CCIE R&S v5 Advanced Technology Labs - LAN Switching
 DTP Negotiation
 A Note On Section Initial Configuration Files : You must load the initial configuration files for the section, named Basic Layer2 Switching , which can be found in CCIE R&S v5 Topology Diagrams & Initial Configurations. Reference the Virtual Routers & Physical Switches Diagram to complete this task.
 Task
 Configure static 802.1q trunk links between SW1 and all other switches. Disable Dynamic Trunking Protocol on all of these ports.
 Configure all other inter-switch links between SW2, SW3, and SW4 to be in dynamic auto state.For verification, ensure that trunk links between SW1 and all other switches do not use DTP.
 Configuration
 SW1:
 interface range FastEthernet0/19 - 24
 switchport trunk encapsulation dot1q
 switchport mode trunk
 switchport nonegotiate
 SW2:
 interface range FastEthernet0/19 - 22
 switchport mode dynamic auto
 !
 interface range FastEthernet0/23 - 24
 switchport trunk encapsulation dot1q
 switchport mode trunk
 switchport nonegotiate
 SW3:
 http://labs.ine.com/workbook/view/rs-v5-workbook/task/ccie-r-s-v5-topology-diagrams-initial-configurations-MTk3Ng==
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interface range FastEthernet0/19 - 20
 switchport trunk encapsulation dot1q
 switchport mode trunk
 switchport nonegotiate
 !
 interface range FastEthernet0/21 - 24
 switchport mode dynamic auto
 SW4:
 interface range FastEthernet0/19 - 20
 switchport mode dynamic auto
 !
 interface range FastEthernet0/21 - 22
 switchport trunk encapsulation dot1q
 switchport mode trunk
 switchport nonegotiate
 !
 interface range FastEthernet0/23 - 24
 switchport mode dynamic auto
 Verification
 DTP negotiation can be disabled with either the switchport mode access command or the switchport nonegotiate command. If trunking is needed but DTP is disabled, the port must be statically configured with the switchport mode trunk command. This design is most commonly used when a switch is trunking to a device that does not support DTP, such as an IOS router’s routed Ethernet interface (not an EtherSwitch interface) or a server’s NIC card.
 SW1#show interface fastethernet0/19 switchport | include Negotiation
 Negotiation of Trunking: Off
 !
 ! SW1#show interface trunk
 Port Mode
 Encapsulation Status Native vlan Fa0/19 on
 802.1q trunking 1 Fa0/20 on
 802.1q trunking 1 Fa0/21 on
 802.1q trunking 1 Fa0/22 on
 802.1q trunking 1 Fa0/23 on
 802.1q trunking 1 Fa0/24 on
 802.1q trunking 1
 <output omitted>
 !
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! SW2#show interface trunk
 Port Mode
 Encapsulation Status Native vlan Fa0/23 on
 802.1q trunking 1 Fa0/24 on
 802.1q trunking 1
 <output omitted>
 !
 ! SW3#show interface trunk
 Port Mode
 Encapsulation Status Native vlan Fa0/19 on
 802.1q trunking 1 Fa0/20 on
 802.1q trunking 1
 <output omitted>
 !
 ! SW4#show interface trunk
 Port Mode
 Encapsulation Status Native vlan Fa0/21 on
 802.1q trunking 1 Fa0/22 on
 802.1q trunking 1
 <output omitted>
 Verify DTP statistics on both DTP-enabled and DTP-disabled interfaces, and note that interface access/trunk state is displayed.
 SW2#show dtp interface fastEthernet0/19
 DTP information for FastEthernet0/19:
 TOS/TAS/TNS: ACCESS/AUTO/ACCESS
 TOT/TAT/TNT: NATIVE/NEGOTIATE/NATIVE
 Neighbor address 1: 001AA1742515
 Neighbor address 2: 000000000000
 Hello timer expiration (sec/state): 15/RUNNING
 Access timer expiration (sec/state): never/STOPPED
 Negotiation timer expiration (sec/state): never/STOPPED
 Multidrop timer expiration (sec/state): never/STOPPED
 FSM state: S2:ACCESS
 # times multi & trunk 0
 Enabled: yes
 In STP: no
 Statistics
 ----------
 372 packets received (372 good)
 0 packets dropped
 0 nonegotiate, 0 bad version, 0 domain mismatches,
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0 bad TLVs, 0 bad TAS, 0 bad TAT, 0 bad TOT, 0 other
 748 packets output (748 good)
 374 native, 374 software encap isl, 0 isl hardware native
 0 output errors
 0 trunk timeouts
 1 link ups, last link up on Wed Mar 24 1993, 12:07:57
 0 link downs
 !
 !
 SW2#show dtp interface fastEthernet0/23
 DTP information for FastEthernet0/23:
 TOS/TAS/TNS: TRUNK/NONEGOTIATE/TRUNK
 TOT/TAT/TNT: 802.1Q/802.1Q/802.1Q
 Neighbor address 1: 0013605FF019
 Neighbor address 2: 000000000000
 Hello timer expiration (sec/state): never/STOPPED
 Access timer expiration (sec/state): never/STOPPED
 Negotiation timer expiration (sec/state): never/STOPPED
 Multidrop timer expiration (sec/state): never/STOPPED
 FSM state: S6:TRUNK
 # times multi & trunk 0
 Enabled: yes
 In STP: no
 Statistics
 ----------
 243 packets received (243 good)
 0 packets dropped
 0 nonegotiate, 0 bad version, 0 domain mismatches,
 0 bad TLVs, 0 bad TAS, 0 bad TAT, 0 bad TOT, 0 other
 247 packets output (247 good)
 244 native, 3 software encap isl, 0 isl hardware native
 0 output errors
 0 trunk timeouts
 3 link ups, last link up on Wed Mar 24 1993, 13:06:13
 2 link downs, last link down on Wed Mar 24 1993, 13:05:34
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CCIE Routing & Switching v5 Workbook - CCIE R&S v5 Advanced Technology Labs - LAN Switching
 VTP Domain
 A Note On Section Initial Configuration Files : You must load the initial configuration files for the section, named Basic Layer2 Switching , which can be found in CCIE R&S v5 Topology Diagrams & Initial Configurations. Reference the Virtual Routers & Physical Switches Diagram to complete this task.
 Task
 Configure all inter-switch links on SW2, SW3, and SW4 to be in dynamic auto state.Configure all inter-switch links on SW1 to be in dynamic desirable state.Configure SW2 as a VTP server in the domain named CCIE.
 Configure SW1, SW3, and SW4 as VTP clients in the domain CCIE.Authenticate VTP messages using the string of VTPPASS.
 Configure VLANs 5, 7, 8, 9, 10, 22, 43, 58, 67, 79, and 146 on SW2.For verification, ensure that SW1, SW3, and SW4 learn about these new VLANs through VTP.
 Configuration
 SW1:
 vtp domain CCIE
 vtp mode client
 vtp password VTPPASS
 !
 interface range FastEthernet0/19 - 24
 switchport mode dynamic desirable
 SW2:
 vtp domain CCIE
 vtp password VTPPASS
 vlan 5,7,8,9,10,22,43,58,67,79,146
 http://labs.ine.com/workbook/view/rs-v5-workbook/task/ccie-r-s-v5-topology-diagrams-initial-configurations-MTk3Ng==
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!
 interface range FastEthernet0/19 - 24
 switchport mode dynamic auto
 SW3:
 vtp domain CCIE
 vtp mode client
 vtp password VTPPASS
 !
 interface range FastEthernet0/19 - 24
 switchport mode dynamic auto
 SW4:
 vtp domain CCIE
 vtp mode client
 vtp password VTPPASS
 !
 interface range FastEthernet0/19 - 24
 switchport mode dynamic auto
 Verification
 VLAN Trunking Protocol (VTP) can be used in the Ethernet domain to simplify the creation and management of VLANs, but it does not dictate the traffic flow of VLANs or the actual port assignments to VLANs. The first step in running VTP is to ensure that the switches are trunking with each other (it can be ISL or 802.1q; VTP runs over both). Next, the VTP domain name is configured, and all other switches without domain names configured will dynamically learn the domain name. VTP password is optional but it cannot be learned through VTP because it is not sent in VTP messages; an MD5 hash is sent instead, so it must be manually configured on all devices. Finally, the VLAN definitions are created on the VTP server.
 To verify this configuration, compare the output of the show vtp status command on all devices in the domain. If the domain name, the number of existing VLANs, and the Configuration Revision Number match, the domain is converged. If authentication is configured, the MD5 digest field should be compared as well.
 SW1#show vtp status
 VTP Version capable : 1 to 3
 VTP version running : 1 VTP Domain Name : CCIE
 VTP Pruning Mode : Disabled
 VTP Traps Generation : Disabled
 Device ID : 000a.b832.3580
 Configuration last modified by 0.0.0.0 at 3-1-93 02:36:18
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Feature VLAN:
 -------------- VTP Operating Mode : Client
 Maximum VLANs supported locally : 1005 Number of existing VLANs : 16
 Configuration Revision : 1
 MD5 digest : 0xD2 0x47 0xDC 0xAD 0x66 0xEE 0x31 0x42
 0xEF 0x6E 0x13 0x4B 0xD4 0x1C 0x37 0x65
 !
 ! SW2#show vtp status
 VTP Version capable : 1 to 3
 VTP version running : 1 VTP Domain Name : CCIE
 VTP Pruning Mode : Disabled
 VTP Traps Generation : Disabled
 Device ID : 001c.576d.4a00
 Configuration last modified by 0.0.0.0 at 3-1-93 02:36:18
 Local updater ID is 0.0.0.0 (no valid interface found)
 Feature VLAN:
 -------------- VTP Operating Mode : Server
 Maximum VLANs supported locally : 1005 Number of existing VLANs : 16
 Configuration Revision : 1
 MD5 digest : 0xD2 0x47 0xDC 0xAD 0x66 0xEE 0x31 0x42
 0xEF 0x6E 0x13 0x4B 0xD4 0x1C 0x37 0x65
 !
 ! SW3#show vtp status
 VTP Version capable : 1 to 3
 VTP version running : 1 VTP Domain Name : CCIE
 VTP Pruning Mode : Disabled
 VTP Traps Generation : Disabled
 Device ID : 001d.45cc.0580
 Configuration last modified by 0.0.0.0 at 3-1-93 02:36:18
 Feature VLAN:
 -------------- VTP Operating Mode : Client
 Maximum VLANs supported locally : 1005 Number of existing VLANs : 16
 Configuration Revision : 1
 MD5 digest : 0xD2 0x47 0xDC 0xAD 0x66 0xEE 0x31 0x42
 0xEF 0x6E 0x13 0x4B 0xD4 0x1C 0x37 0x65
 !
 ! SW4#show vtp status
 VTP Version capable : 1 to 3
 VTP version running : 1 VTP Domain Name : CCIE
 VTP Pruning Mode : Disabled
 VTP Traps Generation : Disabled
 Device ID : 001c.576d.3d00
 Configuration last modified by 0.0.0.0 at 3-1-93 02:36:18

Page 45
                        

Feature VLAN:
 -------------- VTP Operating Mode : Client
 Maximum VLANs supported locally : 1005 Number of existing VLANs : 16
 Configuration Revision : 1
 MD5 digest : 0xD2 0x47 0xDC 0xAD 0x66 0xEE 0x31 0x42
 0xEF 0x6E 0x13 0x4B 0xD4 0x1C 0x37 0x65
 The output of show vtp status confirms that the VTP password has been correctly configured on all switches, because the same MD5 digest has been computed on all devices, but the password can be verified separately.
 SW1#show vtp password
 VTP Password: VTPPASS
 !
 ! SW2#show vtp password
 VTP Password: VTPPASS
 !
 ! SW3#show vtp password
 VTP Password: VTPPASS
 !
 ! SW4#show vtp password
 VTP Password: VTPPASS
 The commands show vlan and show vlan brief can also be compared to ensure that the VLAN numbers and names properly propagated throughout the VTP domain.
 SW1#show vlan brief
 VLAN Name Status Ports
 ---- -------------------------------- --------- -------------------------------
 1 default active Fa0/1, Fa0/2, Fa0/3, Fa0/4
 Fa0/5, Fa0/6, Fa0/7, Fa0/8
 Fa0/9, Fa0/10, Fa0/11, Fa0/12
 Fa0/13, Fa0/14, Fa0/15, Fa0/16
 Fa0/17, Fa0/18, Gi0/1, Gi0/2 5 VLAN0005
 active 7 VLAN0007
 active 8 VLAN0008
 active 9 VLAN0009
 active 10 VLAN0010
 active 22 VLAN0022
 active 43 VLAN0043
 active 58 VLAN0058
 active 67 VLAN0067
 active 79 VLAN0079
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1002 fddi-default act/unsup
 1003 token-ring-default act/unsup
 1004 fddinet-default act/unsup
 1005 trnet-default act/unsup
 !
 ! SW2#show vlan brief
 VLAN Name Status Ports
 ---- -------------------------------- --------- -------------------------------
 1 default active Fa0/1, Fa0/2, Fa0/3, Fa0/4
 Fa0/5, Fa0/6, Fa0/7, Fa0/8
 Fa0/9, Fa0/10, Fa0/11, Fa0/12
 Fa0/13, Fa0/14, Fa0/15, Fa0/16
 Fa0/17, Fa0/18, Fa0/19, Fa0/20
 Fa0/21, Fa0/22, Gi0/1, Gi0/2 5 VLAN0005
 active 7 VLAN0007
 active 8 VLAN0008
 active 9 VLAN0009
 active 10 VLAN0010
 active 22 VLAN0022
 active 43 VLAN0043
 active 58 VLAN0058
 active 67 VLAN0067
 active 79 VLAN0079
 active
 146 VLAN0146 active
 1002 fddi-default act/unsup
 1003 token-ring-default act/unsup
 1004 fddinet-default act/unsup
 1005 trnet-default act/unsup
 !
 ! SW3#show vlan brief
 VLAN Name Status Ports
 ---- -------------------------------- --------- -------------------------------
 1 default active Fa0/1, Fa0/2, Fa0/3, Fa0/4
 Fa0/5, Fa0/6, Fa0/7, Fa0/8
 Fa0/9, Fa0/10, Fa0/11, Fa0/12
 Fa0/13, Fa0/14, Fa0/15, Fa0/16
 Fa0/17, Fa0/18, Fa0/21, Fa0/22
 Fa0/23, Fa0/24, Gi0/1, Gi0/2 5 VLAN0005
 active 7 VLAN0007
 active 8 VLAN0008
 active 9 VLAN0009
 active 10 VLAN0010
 active 22 VLAN0022
 active 43 VLAN0043
 active 58 VLAN0058
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1002 fddi-default act/unsup
 1003 token-ring-default act/unsup
 1004 fddinet-default act/unsup
 1005 trnet-default act/unsup
 !
 ! SW4#show vlan brief
 VLAN Name Status Ports
 ---- -------------------------------- --------- -------------------------------
 1 default active Fa0/1, Fa0/2, Fa0/3, Fa0/4
 Fa0/5, Fa0/6, Fa0/7, Fa0/8
 Fa0/9, Fa0/10, Fa0/11, Fa0/12
 Fa0/13, Fa0/14, Fa0/15, Fa0/16
 Fa0/17, Fa0/18, Fa0/19, Fa0/20
 Fa0/23, Fa0/24, Gi0/1, Gi0/2 5 VLAN0005
 active 7 VLAN0007
 active 8 VLAN0008
 active 9 VLAN0009
 active 10 VLAN0010
 active 22 VLAN0022
 active 43 VLAN0043
 active 58 VLAN0058
 active 67 VLAN0067
 active 79 VLAN0079
 active
 1002 fddi-default act/unsup
 1003 token-ring-default act/unsup
 1004 fddinet-default act/unsup
 1005 trnet-default act/unsup
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CCIE Routing & Switching v5 Workbook - CCIE R&S v5 Advanced Technology Labs - LAN Switching
 VTP Transparent
 A Note On Section Initial Configuration Files : You must load the initial configuration files for the section, named Basic Layer2 Switching , which can be found in CCIE R&S v5 Topology Diagrams & Initial Configurations. Reference the Virtual Routers & Physical Switches Diagram to complete this task.
 Task
 Configure Ethernet links between SW1 and all other switches as static 802.1q trunks.Configure VTP version 2 in domain CCIE as follows:
 SW1 in transparent modeSW2 in server modeSW3 and SW4 in client mode
 Configure VLANs 5, 7, 8, 9, and 10 on VTP server.Ensure that traffic between hosts within same VLAN is functional regardless of the switch being connected to.
 Configuration
 SW1:
 vtp domain CCIE
 vtp version 2
 vtp mode transparent
 vlan 5,7,8,9,10
 !
 interface range FastEthernet0/19 - 24
 switchport trunk encapsulation dot1q
 switchport mode trunk
 SW2:
 http://labs.ine.com/workbook/view/rs-v5-workbook/task/ccie-r-s-v5-topology-diagrams-initial-configurations-MTk3Ng==
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vtp domain CCIE
 vtp version 2
 vlan 5,7,8,9,10
 !
 interface range FastEthernet0/23 - 24
 switchport trunk encapsulation dot1q
 switchport mode trunk
 SW3:
 vtp domain CCIE
 vtp version 2
 vtp mode client
 !
 interface range FastEthernet0/19 - 20
 switchport trunk encapsulation dot1q
 switchport mode trunk
 SW4:
 vtp domain CCIE
 vtp version 2
 vtp mode client
 !
 interface range FastEthernet0/21 - 22
 switchport trunk encapsulation dot1q
 switchport mode trunk
 Verification
 VTP version, just like VTP domain name, can be dynamically learned from VTP advertisements (if the VTP mode is client or server), but it is configured on all switches for consistency; VTP version cannot be changed on devices running in client mode. VTP devices running in transparent mode do not install VTP updates received, but will continue to forward them unmodified if the domain name of received VTP advertisements matches its locally configured domain. The configuration revision number of zero confirms that received VTP updates do not affect the local VLAN database.
 SW1#show vtp status
 VTP Version capable : 1 to 3 VTP version running : 2
 VTP Domain Name : CCIE
 VTP Pruning Mode : Disabled
 VTP Traps Generation : Disabled
 Device ID : 0013.605f.f000
 Configuration last modified by 0.0.0.0 at 3-24-93 21:11:43
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Feature VLAN:
 -------------- VTP Operating Mode : Transparent
 Maximum VLANs supported locally : 1005
 Number of existing VLANs : 10 Configuration Revision : 0
 MD5 digest : 0x6B 0x36 0x65 0xF9 0xD9 0x10 0x51 0xED
 0xA8 0x25 0xC5 0x35 0xC9 0x38 0x9F 0x0F
 Because VTP is control-plane only and does not directly relate to STP forwarding, VTP traffic from the server/client or from an entirely different VTP domain can be in the same broadcast domain as VTP transparent switches. In this particular case, SW1 must be locally configured with all VLANs from the VTP domain, because it is in the physical Layer 2 transit path for data-plane traffic within those VLANs. If a switch receives tagged frames for which the VLAN does not exist in the database, frames are silently dropped; this can be seen from the fact that the switch does not have any of its ports in STP forwarding state for non-existing VLANs. Before VLANs are manually configured on SW1:
 SW2#show spanning-tree interface fastEthernet0/23
 Vlan Role Sts Cost Prio.Nbr Type
 ------------------- ---- --- --------- -------- --------------------------------
 VLAN0001 Desg FWD 19 128.25 P2p
 VLAN0005 Desg FWD 19 128.25 P2p
 VLAN0007 Desg FWD 19 128.25 P2p
 VLAN0008 Desg FWD 19 128.25 P2p
 VLAN0009 Desg FWD 19 128.25 P2p
 VLAN0010 Desg FWD 19 128.25 P2p
 ! SW1#show spanning-tree interface fastEthernet0/23
 Vlan Role Sts Cost Prio.Nbr Type
 ------------------- ---- --- --------- -------- --------------------------------
 VLAN0001 Root FWD 19 128.25 P2p
 Verify that the VLAN database has been learned by VTP clients, so the VTP device in transparent mode, SW1, has relayed the VTP messages between its trunk ports (from VTP server to VTP clients).
 SW2#show vlan brief
 VLAN Name Status Ports
 ---- -------------------------------- --------- -------------------------------
 1 default active Fa0/1, Fa0/2, Fa0/3, Fa0/4
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Fa0/5, Fa0/6, Fa0/7, Fa0/8
 Fa0/9, Fa0/10, Fa0/11, Fa0/12
 Fa0/13, Fa0/14, Fa0/15, Fa0/16
 Fa0/17, Fa0/18, Fa0/19, Fa0/20
 Fa0/21, Fa0/22, Gi0/1, Gi0/2 5 VLAN0005
 active 7 VLAN0007
 active 8 VLAN0008
 active 9 VLAN0009
 active 10 VLAN0010
 active
 1002 fddi-default act/unsup
 1003 token-ring-default act/unsup
 1004 fddinet-default act/unsup
 1005 trnet-default act/unsup
 !
 ! SW3#show vlan brief
 VLAN Name Status Ports
 ---- -------------------------------- --------- -------------------------------
 1 default active Fa0/1, Fa0/2, Fa0/3, Fa0/4
 Fa0/5, Fa0/6, Fa0/7, Fa0/8
 Fa0/9, Fa0/10, Fa0/11, Fa0/12
 Fa0/13, Fa0/14, Fa0/15, Fa0/16
 Fa0/17, Fa0/18, Fa0/21, Fa0/22
 Fa0/23, Fa0/24, Gi0/1, Gi0/2 5 VLAN0005
 active 7 VLAN0007
 active 8 VLAN0008
 active 9 VLAN0009
 active 10 VLAN0010
 active
 1002 fddi-default act/unsup
 1003 token-ring-default act/unsup
 1004 fddinet-default act/unsup
 1005 trnet-default act/unsup
 Changes in the rest of the VTP domain, such as VLAN adds or removes, does not affect the transparent switches, which just relay VTP messages.
 SW1#debug sw-vlan vtp events
 vtp events debugging is on
 !
 ! SW2#configure terminal
 Enter configuration commands, one per line. End with CNTL/Z. SW2(config)#vlan 123
 !
 ! SW3#show vlan | include ^123
 123 VLAN0123 active
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123 enet 100123 1500 - - - - - 0 0
 !
 ! SW4#show vlan | include ^123
 123 VLAN0123 active
 123 enet 100123 1500 - - - - - 0 0
 !
 ! SW1#show vlan | include ^123
 SW1#
 The following log messages will appear on the SW1 console, confirming that VTP messages are received from the VTP server and relayed on all other switches.
 VTP LOG RUNTIME: Relaying packet received on trunk Fa0/23 - in TRANSPARENT MODE
 (nc = false)
 VTP LOG RUNTIME: Relaying packet received on trunk Fa0/23 - in TRANSPARENT MODE (nc = false)
 VTP LOG RUNTIME: Relaying packet received on trunk Fa0/19 - in TRANSPARENT MODE
 (nc = false) VTP LOG RUNTIME: Relaying packet received on trunk Fa0/21 - in TRANSPARENT MODE
 (nc = false)
 VTP LOG RUNTIME: Relaying packet received on trunk Fa0/19 - in TRANSPARENT MODE (nc = false)
 VTP LOG RUNTIME: Relaying packet received on trunk Fa0/21 - in TRANSPARENT MODE (nc = false)
 VTP LOG RUNTIME: Relaying packet received on trunk Fa0/20 - in TRANSPARENT MODE
 (nc = false) VTP LOG RUNTIME: Relaying packet received on trunk Fa0/22 - in TRANSPARENT MODE
 (nc = false)
 VTP LOG RUNTIME: Relaying packet received on trunk Fa0/20 - in TRANSPARENT MODE (nc = false)
 VTP LOG RUNTIME: Relaying packet received on trunk Fa0/22 - in TRANSPARENT MODE (nc = false)
 Note that when a switch is in VTP transparent mode, the VLAN configuration statements appear in the running-configuration. If the switch is in VTP client/server mode, the configured VLANs do not appear in the running-configuration; these are kept in the VLAN database file.
 SW1# show running-config | i vlan
 vlan internal allocation policy ascending vlan 5,7-10
 !
 ! SW2#show running-config | i vlan
 vlan internal allocation policy ascending
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CCIE Routing & Switching v5 Workbook - CCIE R&S v5 Advanced Technology Labs - LAN Switching
 VTP Pruning
 A Note On Section Initial Configuration Files : You must load the initial configuration files for the section, named LAN Switching Initial VTP, which can be found in CCIE R&S v5 Topology Diagrams & Initial Configurations. Reference the Virtual Routers & Physical Switches Diagram to complete this task.
 Task
 All switches are pre-configure in VTP domain CCIE. Ensure that SW1 is in VTP client mode.
 Enable VTP pruning in the Layer 2 network so that inter-switch broadcast replication is minimized.Verify that this configuration is functional through the show interface trunk output.
 Configuration
 SW1:
 vtp mode client
 SW2:
 vtp pruning
 Verification
 VTP pruning eliminates the need to statically remove VLANs from the allowed trunking list of a port by having the switches automatically communicate to each other which VLANs they have locally assigned or are in the transit path for.
 The show interface pruning command indicates what traffic the local switch told its
 http://labs.ine.com/workbook/view/rs-v5-workbook/task/ccie-r-s-v5-topology-diagrams-initial-configurations-MTk3Ng==
 http://labs.ine.com/workbook/view/rs-v5-workbook/task/ccie-r-s-v5-topology-diagrams-initial-configurations-MTk3Ng==
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neighbor that it needs, via the VLAN traffic requested of neighbor field. These VLANs are either locally assigned to certain ports, or those for which the local switch is in the Layer 2 transit path and traffic was requested by neighbor switches. The Vlans pruned for lack of request by neighbor field indicates the VLANs that the upstream neighbor did not request. VTP pruning can be enabled only on the device running in server mode, and the settings will be inherited by all devices in the same VTP domain.
 In the below output, this means that SW1 is not forwarding VLAN 7 to SW3, because SW3 did not request it. This output can be confusing because what SW1 sees as pruned for lack of request is the opposite of what SW3 sees as requested.
 SW1#show interface fastethernet0/19 pruning
 Port Vlans pruned for lack of request by neighbor Fa0/19 5,7-10,22,43,58,67,79,123,146
 Port Vlan traffic requested of neighbor Fa0/19 1,5,7-10,22,43,58,67,79,123,146
 !
 ! SW3#show interface fastethernet0/19 pruning
 Port Vlans pruned for lack of request by neighbor Fa0/19 none
 Port Vlan traffic requested of neighbor Fa0/19 none
 If the network is converged, all devices in the VTP domain should agree that pruning is enabled, as shown in the below show vtp status output. Note that transparent switches cannot participate in pruning because they do not read the payload of the VTP updates they are receiving from their adjacent neighbors, they just relay it.
 SW1#show vtp status
 VTP Version capable : 1 to 3
 VTP version running : 1
 VTP Domain Name : CCIE VTP Pruning Mode : Enabled
 VTP Traps Generation : Disabled
 Device ID : 000a.b832.3580
 Configuration last modified by 0.0.0.0 at 3-1-93 05:42:56
 Feature VLAN:
 --------------
 VTP Operating Mode : Client
 Maximum VLANs supported locally : 1005
 Number of existing VLANs : 17
 Configuration Revision : 3
 MD5 digest : 0xC0 0x28 0xD7 0xD0 0x3D 0xA3 0x1D 0xB7
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0x13 0xC9 0xD1 0xE6 0x57 0xD0 0x09 0x58
 !
 ! SW2#show vtp status
 VTP Version capable : 1 to 3
 VTP version running : 1
 VTP Domain Name : CCIE VTP Pruning Mode : Enabled
 VTP Traps Generation : Disabled
 Device ID : 001c.576d.4a00
 Configuration last modified by 0.0.0.0 at 3-1-93 05:42:56
 Local updater ID is 0.0.0.0 (no valid interface found)
 Feature VLAN:
 --------------
 VTP Operating Mode : Server
 Maximum VLANs supported locally : 1005
 Number of existing VLANs : 17
 Configuration Revision : 3
 MD5 digest : 0xC0 0x28 0xD7 0xD0 0x3D 0xA3 0x1D 0xB7
 0x13 0xC9 0xD1 0xE6 0x57 0xD0 0x09 0x58
 !
 ! SW3#show vtp status
 VTP Version capable : 1 to 3
 VTP version running : 1
 VTP Domain Name : CCIE VTP Pruning Mode : Enabled
 VTP Traps Generation : Disabled
 Device ID : 001d.45cc.0580
 Configuration last modified by 0.0.0.0 at 3-1-93 05:42:56
 Feature VLAN:
 --------------
 VTP Operating Mode : Client
 Maximum VLANs supported locally : 1005
 Number of existing VLANs : 17
 Configuration Revision : 3
 MD5 digest : 0xC0 0x28 0xD7 0xD0 0x3D 0xA3 0x1D 0xB7
 0x13 0xC9 0xD1 0xE6 0x57 0xD0 0x09 0x58
 !
 ! SW4#show vtp status
 VTP Version capable : 1 to 3
 VTP version running : 1
 VTP Domain Name : CCIE VTP Pruning Mode : Enabled
 VTP Traps Generation : Disabled
 Device ID : 001c.576d.3d00
 Configuration last modified by 0.0.0.0 at 3-1-93 05:42:56
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Feature VLAN:
 --------------
 VTP Operating Mode : Client
 Maximum VLANs supported locally : 1005
 Number of existing VLANs : 17
 Configuration Revision : 3
 MD5 digest : 0xC0 0x28 0xD7 0xD0 0x3D 0xA3 0x1D 0xB7
 0x13 0xC9 0xD1 0xE6 0x57 0xD0 0x09 0x58
 To quickly view the traffic that is not being pruned, and therefore actually forwarded, issue the show interface trunk command. The final field of Vlans in spanning tree forwarding state and not pruned means that the VLAN is created, is allowed on the link, is running STP, and is not pruned.
 SW1#show interface trunk | begin pruned
 Port Vlans in spanning tree forwarding state and not pruned
 Fa0/19 1
 Fa0/20 1
 Fa0/21 1
 Fa0/22 1 Fa0/23 1,5,7-10,22,43,58,67,79,123,146
 Fa0/24 1,5,7-10,22,43,58,67,79,123,146
 !
 ! SW2#show interface trunk | begin pruned
 Port Vlans in spanning tree forwarding state and not pruned
 Fa0/23 1,5,7-10,22,43,58,67,79,123,146
 Fa0/24 none
 !
 ! SW3#show interface trunk | begin pruned
 Port Vlans in spanning tree forwarding state and not pruned
 Fa0/19 1,5,7-10,22,43,58,67,79,123,146
 Fa0/20 none
 !
 ! SW4#show interface trunk | begin pruned
 Port Vlans in spanning tree forwarding state and not pruned
 Fa0/21 1,5,7-10,22,43,58,67,79,123,146
 Fa0/22 none

Page 57
                        

CCIE Routing & Switching v5 Workbook - CCIE R&S v5 Advanced Technology Labs - LAN Switching
 VTP Prune-Eligible List
 A Note On Section Initial Configuration Files : You must load the initial configuration files for the section, named LAN Switching Initial VTP, which can be found in CCIE R&S v5 Topology Diagrams & Initial Configurations. Reference the Virtual Routers & Physical Switches Diagram to complete this task.
 Task
 All switches are pre-configure in VTP domain CCIE.Enable VTP Pruning in the VTP domain.Edit the prune-eligible list to ensure that traffic for VLAN 7 is carried on all active trunk links in the Layer 2 network.Verify that this configuration is functional through the show interface trunk output.
 Configuration
 http://labs.ine.com/workbook/view/rs-v5-workbook/task/ccie-r-s-v5-topology-diagrams-initial-configurations-MTk3Ng==
 http://labs.ine.com/workbook/view/rs-v5-workbook/task/ccie-r-s-v5-topology-diagrams-initial-configurations-MTk3Ng==
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SW1:
 interface range FastEthernet0/19 - 24
 switchport trunk pruning vlan 2-6,8-1001
 SW2:
 vtp pruning
 !
 interface range FastEthernet0/23 - 24
 switchport trunk pruning vlan 2-6,8-1001
 SW3:
 interface range FastEthernet0/19 - 20
 switchport trunk pruning vlan 2-6,8-1001
 SW4:
 interface range FastEthernet0/21 - 22
 switchport trunk pruning vlan 2-6,8-1001
 Verification
 The implementation of the prune eligible list, which is controlled by the switchport
 trunk pruning vlan command, is commonly confusing because it is essentially the opposite of editing the allowed list of the trunk. By default, all VLANs 2–1001 (not the default or extended VLANs) can be pruned off on a trunk link.
 This means that if the switch does not have VLAN 7 assigned to any ports and is not in the STP transit path for VLAN 7, it can tell its adjacent switches not to send VLAN 7 traffic. However, if VLAN 7 is removed from the prune eligible list, the switch must report that it does need VLAN 7, and the traffic cannot be pruned.
 This can be seen in the change of the output below, where SW1 sends VLAN 7 traffic over all links that are forwarding for STP, even though the devices on the other end of the link do not actually need VLAN 7. Note that output may differ based on the STP root bridge, and therefore which ports are in STP FW state and which are blocking.
 SW1#show interfaces trunk | begin pruned
 Port Vlans in spanning tree forwarding state and not pruned Fa0/19 1, 7
 Fa0/20 1, 7
 Fa0/21 1, 7
 Fa0/22 1, 7

Page 59
                        

Fa0/23 1,5, 7
 -10,22,43,58,67,79,146 Fa0/24 none
 !
 ! SW2#show interface trunk | begin pruned
 Port Vlans in spanning tree forwarding state and not pruned Fa0/23 1,5, 7
 -10,22,43,58,67,79,146 Fa0/24 1,5, 7
 -10,22,43,58,67,79,146
 !
 ! SW3#show interface trunk | begin pruned
 Port Vlans in spanning tree forwarding state and not pruned Fa0/19 5, 7
 -10,22,43,58,67,79,146 Fa0/20 none
 !
 ! SW4#show interface trunk | begin pruned
 Port Vlans in spanning tree forwarding state and not pruned Fa0/21 5, 7
 -10,22,43,58,67,79,146 Fa0/22 none
 SW1's FastEtherhet0/24 displays "none", as SW3's FastEthernet0/20 and SW4's FastEthernet0/22, because it is in the blocking state for all VLANs.
 SW1#show spanning-tree interface fastEthernet0/24
 Vlan Role Sts Cost Prio.Nbr Type
 ------------------- ---- --- --------- -------- --------------------------------
 VLAN0001 Altn BLK
 19 128.26 P2p VLAN0005 Altn BLK
 19 128.26 P2p VLAN0007 Altn BLK
 19 128.26 P2p VLAN0008 Altn BLK
 19 128.26 P2p VLAN0009 Altn BLK
 19 128.26 P2p VLAN0010 Altn BLK
 19 128.26 P2p VLAN0022 Altn BLK
 19 128.26 P2p VLAN0043 Altn BLK
 19 128.26 P2p VLAN0058 Altn BLK
 19 128.26 P2p VLAN0067 Altn BLK
 19 128.26 P2p VLAN0079 Altn BLK
 19 128.26 P2p VLAN0146 Altn BLK
 19 128.26 P2p
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CCIE Routing & Switching v5 Workbook - CCIE R&S v5 Advanced Technology Labs - LAN Switching
 Layer 2 EtherChannel
 A Note On Section Initial Configuration Files : You must load the initial configuration files for the section, named Basic Layer2 Switching , which can be found in CCIE R&S v5 Topology Diagrams & Initial Configurations. Reference the Virtual Routers & Physical Switches Diagram to complete this task.
 Task
 Configure Layer 2 EtherChannels between SW1 and all other switches as follows: Do not use any negotiation protocols.SW1 should initiate 802.1q trunking negotiation.Use port-channel numbers in the format of 1Y, where Y is the switch number for SW2, SW3, and SW4.
 Configuration
 SW1:
 interface range FastEthernet0/19 - 20
 channel-group 13 mode on
 !
 interface range FastEthernet0/21 - 22
 channel-group 14 mode on
 !
 interface range FastEthernet0/23 - 24
 channel-group 12 mode on
 !
 interface Port-channel12
 switchport trunk encapsulation dot1q
 switchport mode dynamic desirable
 !
 interface Port-channel13
 http://labs.ine.com/workbook/view/rs-v5-workbook/task/ccie-r-s-v5-topology-diagrams-initial-configurations-MTk3Ng==
 http://labs.ine.com/workbook/view/rs-v5-workbook/task/ccie-r-s-v5-topology-diagrams-initial-configurations-MTk3Ng==
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switchport trunk encapsulation dot1q
 switchport mode dynamic desirable
 !
 interface Port-channel14
 switchport trunk encapsulation dot1q
 switchport mode dynamic desirable
 SW2:
 interface range FastEthernet0/23 - 24
 channel-group 12 mode on
 SW3:
 interface range FastEthernet0/19 - 20
 channel-group 13 mode on
 SW4:
 interface range FastEthernet0/21 - 22
 channel-group 14 mode on
 Verification
 For an EtherChannel to form, all member interfaces must have the same configuration, and both ends of the channel must agree on the same negotiation protocol; in this case there is no negotiation used between the switches forming the EtherChannel. In the below show etherchannel summary output, the Protocol field is null, which means that no negotiation was used. This comes from the on mode of the channel-group command. This output also shows that the port-channel is in the SU state, which means that it is Layer 2 and up; member ports are in the P state, which means that interfaces have successfully joined the EtherChannel.
 SW1#show etherchannel summary
 Flags: D - down P - bundled in port-channel
 I - stand-alone s - suspended
 H - Hot-standby (LACP only)
 R - Layer3 S - Layer2
 U - in use f - failed to allocate aggregator
 M - not in use, minimum links not met
 u - unsuitable for bundling
 w - waiting to be aggregated
 d - default port
 Number of channel-groups in use: 3
 Number of aggregators: 3
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Group Port-channel Protocol Ports
 ------+-------------+-----------+-----------------------------------------------
 12 Po12(SU) - Fa0/23(P) Fa0/24(P)
 13 Po13(SU) - Fa0/19(P) Fa0/20(P)
 14 Po14(SU) - Fa0/21(P) Fa0/22(P)
 !
 ! SW1#show etherchannel protocol
 Channel-group listing:
 ----------------------
 Group: 12
 ---------- Protocol: - (Mode ON)
 Group: 13
 ---------- Protocol: - (Mode ON)
 Group: 14
 ---------- Protocol: - (Mode ON)
 As interfaces have been bundled into EtherChannels, the switch will show the logical interface as being trunk, not the physical interface; also, from STP perspective, STP will run over the logical interface as well.
 SW1#show interfaces trunk
 Port Mode Encapsulation Status Native vlan
 Po12 desirable 802.1q trunking 1
 Po13 desirable 802.1q trunking 1
 Po14 desirable 802.1q trunking 1
 Port Vlans allowed on trunk
 Po12 1-4094
 Po13 1-4094
 Po14 1-4094
 <output omitted>
 !
 ! SW1#show spanning-tree vlan 1
 VLAN0001
 Spanning tree enabled protocol ieee
 Root ID Priority 32769
 Address 0013.605f.f000
 This bridge is the root
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Hello Time 2 sec Max Age 20 sec Forward Delay 15 sec
 Bridge ID Priority 32769 (priority 32768 sys-id-ext 1)
 Address 0013.605f.f000
 Hello Time 2 sec Max Age 20 sec Forward Delay 15 sec
 Aging Time 300 sec
 Interface Role Sts Cost Prio.Nbr Type
 ------------------- ---- --- --------- -------- --------------------------------
 Fa0/1 Desg FWD 19 128.3 P2p Po12
 Desg FWD 12 128.152 P2p Po13
 Desg FWD 12 128.160 P2p Po14
 Desg FWD 12 128.168 P2p
 Verify that physical interfaces have inherited the configuration from the logical interface, which is the port-channel.
 SW1#show interfaces fastEthernet0/19 switchport
 Name: Fa0/19
 Switchport: Enabled Administrative Mode: dynamic desirable
 Operational Mode: trunk (member of bundle Po13)
 Administrative Trunking Encapsulation: dot1q
 Operational Trunking Encapsulation: dot1q
 Negotiation of Trunking: On
 Access Mode VLAN: 1 (default)
 Trunking Native Mode VLAN: 1 (default)
 Administrative Native VLAN tagging: enabled
 Voice VLAN: none
 Administrative private-vlan host-association: none
 Administrative private-vlan mapping: none
 Administrative private-vlan trunk native VLAN: none
 Administrative private-vlan trunk Native VLAN tagging: enabled
 Administrative private-vlan trunk encapsulation: dot1q
 Administrative private-vlan trunk normal VLANs: none
 Administrative private-vlan trunk associations: none
 Administrative private-vlan trunk mappings: none
 Operational private-vlan: none
 Trunking VLANs Enabled: ALL
 Pruning VLANs Enabled: 2-1001
 Capture Mode Disabled
 Capture VLANs Allowed: ALL
 Protected: false
 Unknown unicast blocked: disabled
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Unknown multicast blocked: disabled
 Appliance trust: none
 Another way to verify that a Layer 2 channel is working correctly is to view the spanning-tree topology. If STP runs over the logical port-channel interface instead of the physical interfaces, channeling has occurred properly. This is because without channeling, some member interfaces would be in the STP forwarding state and some blocking, but with channeling all interfaces have the same STP state and role as displayed by the logical port-channel interface. Note that STP port states and roles may differ from the output below based on which switch is the STP root bridge.
 SW2#show spanning-tree vlan 1
 VLAN0001
 Spanning tree enabled protocol ieee
 Root ID Priority 32769
 Address 000a.b832.3a80
 This bridge is the root
 Hello Time 2 sec Max Age 20 sec Forward Delay 15 sec
 Bridge ID Priority 32769 (priority 32768 sys-id-ext 1)
 Address 000a.b832.3a80
 Hello Time 2 sec Max Age 20 sec Forward Delay 15 sec
 Aging Time 300 sec
 Interface Role Sts Cost Prio.Nbr Type
 ------------------- ---- --- --------- -------- --------------------------------
 Fa0/19 Desg FWD 19 128.21 P2p
 Fa0/20 Desg FWD 19 128.22 P2p
 Fa0/21 Desg FWD 19 128.23 P2p
 Fa0/22 Desg FWD 19 128.24 P2p Po12 Desg FWD 12 128.152 P2p
 !
 ! SW3#show spanning-tree vlan 1
 VLAN0001
 Spanning tree enabled protocol ieee
 Root ID Priority 32769
 Address 000a.b832.3a80
 Cost 19
 Port 23 (FastEthernet0/21)
 Hello Time 2 sec Max Age 20 sec Forward Delay 15 sec
 Bridge ID Priority 32769 (priority 32768 sys-id-ext 1)
 Address 0022.5627.1f80
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Hello Time 2 sec Max Age 20 sec Forward Delay 15 sec
 Aging Time 300 sec
 Interface Role Sts Cost Prio.Nbr Type
 ------------------- ---- --- --------- -------- --------------------------------
 Fa0/1 Desg FWD 19 128.3 P2p
 Fa0/21 Root FWD 19 128.23 P2p
 Fa0/22 Altn BLK 19 128.24 P2p
 Fa0/23 Altn BLK 19 128.25 P2p
 Fa0/24 Altn BLK 19 128.26 P2p Po13 Altn BLK 12 128.160 P2p
 !
 ! SW4#show spanning-tree vlan 1
 VLAN0001
 Spanning tree enabled protocol ieee
 Root ID Priority 32769
 Address 000a.b832.3a80
 Cost 19
 Port 21 (FastEthernet0/19)
 Hello Time 2 sec Max Age 20 sec Forward Delay 15 sec
 Bridge ID Priority 32769 (priority 32768 sys-id-ext 1)
 Address 001a.a174.2500
 Hello Time 2 sec Max Age 20 sec Forward Delay 15 sec
 Aging Time 300 sec
 Interface Role Sts Cost Prio.Nbr Type
 ------------------- ---- --- --------- -------- --------------------------------
 Fa0/1 Desg FWD 19 128.3 P2p
 Fa0/19 Root FWD 19 128.21 P2p
 Fa0/20 Altn BLK 19 128.22 P2p
 Fa0/23 Desg FWD 19 128.25 P2p
 Fa0/24 Desg FWD 19 128.26 P2p Po14 Altn BLK 12 128.168 P2p
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CCIE Routing & Switching v5 Workbook - CCIE R&S v5 Advanced Technology Labs - LAN Switching
 Layer 2 EtherChannel with PAgP
 A Note On Section Initial Configuration Files : You must load the initial configuration files for the section, named Basic Layer2 Switching , which can be found in CCIE R&S v5 Topology Diagrams & Initial Configurations. Reference the Virtual Routers & Physical Switches Diagram to complete this task.
 Task
 Configure Layer 2 EtherChannels between SW1 and all other switches as follows: Use Cisco's proprietary protocol for negotiation.Only SW1 should actively initiate the EtherChannel negotiation.SW1 should initiate 802.1q trunking negotiation.Use port-channel numbers in the format of 1Y, where Y is the switch number for SW2, SW3, and SW4.
 Configuration
 SW1:
 interface range FastEthernet0/19 - 20
 channel-group 13 mode desirable
 !
 interface range FastEthernet0/21 - 22
 channel-group 14 mode desirable
 !
 interface range FastEthernet0/23 - 24
 channel-group 12 mode desirable
 !
 interface Port-channel12
 switchport trunk encapsulation dot1q
 switchport mode dynamic desirable
 !
 http://labs.ine.com/workbook/view/rs-v5-workbook/task/ccie-r-s-v5-topology-diagrams-initial-configurations-MTk3Ng==
 http://labs.ine.com/workbook/view/rs-v5-workbook/task/ccie-r-s-v5-topology-diagrams-initial-configurations-MTk3Ng==
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interface Port-channel13
 switchport trunk encapsulation dot1q
 switchport mode dynamic desirable
 !
 interface Port-channel14
 switchport trunk encapsulation dot1q
 switchport mode dynamic desirable
 SW2:
 interface range FastEthernet0/23 - 24
 channel-group 12 mode auto
 SW3:
 interface range FastEthernet0/19 - 20
 channel-group 13 mode auto
 SW4:
 interface range FastEthernet0/21 - 22
 channel-group 14 mode auto
 Verification
 Port Aggregation Protocol (PAgP) is a Cisco proprietary negotiation protocol for EtherChannel links. The desirable mode of PAgP, like DTP, is used to initiate negotiation, whereas the auto mode is used to listen for negotiation. This implies that one side running desirable with the other side running desirable or auto will result in a channel being formed, but both sides running auto will not. Verify that EtherChannel has been successfully negotiated and the protocol used is PAgP.
 SW1#show etherchannel summary
 Flags: D - down P - bundled in port-channel
 I - stand-alone s - suspended
 H - Hot-standby (LACP only)
 R - Layer3 S - Layer2
 U - in use f - failed to allocate aggregator
 M - not in use, minimum links not met
 u - unsuitable for bundling
 w - waiting to be aggregated
 d - default port
 Number of channel-groups in use: 3
 Number of aggregators: 3
 Group Port-channel Protocol Ports
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------+-------------+-----------+-----------------------------------------------
 12 Po12(SU) PAgP Fa0/23(P) Fa0/24(P)
 13 Po13(SU) PAgP Fa0/19(P) Fa0/20(P)
 14 Po14(SU) PAgP Fa0/21(P) Fa0/22(P)
 !
 ! SW1#show etherchannel protocol
 Channel-group listing:
 ----------------------
 Group: 12
 ---------- Protocol: PAgP
 Group: 13
 ---------- Protocol: PAgP
 Group: 14
 ---------- Protocol: PAgP
 Verify that SW1 is configured for desirable mode, and all other switches for auto mode.
 SW1#show etherchannel 12 port-channel
 Port-channels in the group:
 ---------------------------
 Port-channel: Po12
 ------------
 Age of the Port-channel = 0d:03h:01m:55s
 Logical slot/port = 2/12 Number of ports = 2
 GC = 0x000C0001 HotStandBy port = null
 Port state = Port-channel Ag-Inuse
 Protocol = PAgP
 Port security = Disabled
 Ports in the Port-channel:
 Index Load Port EC state No of bits
 ------+------+------+------------------+----------- 0 00 Fa0/23 Desirable-Sl
 0 0 00 Fa0/24 Desirable-Sl
 0
 Time since last port bundled: 0d:03h:01m:46s Fa0/24
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!
 ! SW2#show etherchannel 12 port-channel
 Port-channels in the group:
 ---------------------------
 Port-channel: Po12
 ------------
 Age of the Port-channel = 0d:03h:02m:02s
 Logical slot/port = 2/12 Number of ports = 2
 GC = 0x000C0001 HotStandBy port = null
 Port state = Port-channel Ag-Inuse
 Protocol = PAgP
 Port security = Disabled
 Ports in the Port-channel:
 Index Load Port EC state No of bits
 ------+------+------+------------------+----------- 0 00 Fa0/23 Automatic-Sl
 0 0 00 Fa0/24 Automatic-Sl
 0
 Time since last port bundled: 0d:03h:02m:00s Fa0/24
 Verify that trunking has been negotiated and logical port-channel interfaces are used by STP.
 SW1#show interfaces trunk
 Port Mode Encapsulation Status Native vlan
 Po12 desirable 802.1q trunking 1
 Po13 desirable 802.1q trunking 1
 Po14 desirable 802.1q trunking 1
 Port Vlans allowed on trunk
 Po12 1-4094
 Po13 1-4094
 Po14 1-4094
 <output omitted>
 !
 ! SW1#show spanning-tree vlan 1
 VLAN0001
 Spanning tree enabled protocol ieee
 Root ID Priority 32769
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Address 000a.b832.3a80
 Cost 12
 Port 152 (Port-channel12)
 Hello Time 2 sec Max Age 20 sec Forward Delay 15 sec
 Bridge ID Priority 32769 (priority 32768 sys-id-ext 1)
 Address 0013.605f.f000
 Hello Time 2 sec Max Age 20 sec Forward Delay 15 sec
 Aging Time 300 sec
 Interface Role Sts Cost Prio.Nbr Type
 ------------------- ---- --- --------- -------- --------------------------------
 Fa0/1 Desg FWD 19 128.3 P2p Po12
 Root FWD 12 128.152 P2p Po13
 Desg FWD 12 128.160 P2p Po14
 Desg FWD 12 128.168 P2p
 Verify the EtherChannel state on all switches. However, because switches use a negotiation protocol, if EtherChannel shows as functional on one side, it has to be functional on the other side as well. With no negotiation protocol being used, EtherChannel may not actually be functional from the perspective of both switches, and you must verify that.
 SW2#show etherchannel summary
 Flags: D - down P - bundled in port-channel
 I - stand-alone s - suspended
 H - Hot-standby (LACP only)
 R - Layer3 S - Layer2
 U - in use f - failed to allocate aggregator
 M - not in use, minimum links not met
 u - unsuitable for bundling
 w - waiting to be aggregated
 d - default port
 Number of channel-groups in use: 1
 Number of aggregators: 1
 Group Port-channel Protocol Ports
 ------+-------------+-----------+-----------------------------------------------
 12 Po12(SU) PAgP Fa0/23(P) Fa0/24(P)
 !
 ! SW3#show etherchannel summary
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Flags: D - down P - bundled in port-channel
 I - stand-alone s - suspended
 H - Hot-standby (LACP only)
 R - Layer3 S - Layer2
 U - in use f - failed to allocate aggregator
 M - not in use, minimum links not met
 u - unsuitable for bundling
 w - waiting to be aggregated
 d - default port
 Number of channel-groups in use: 1
 Number of aggregators: 1
 Group Port-channel Protocol Ports
 ------+-------------+-----------+-----------------------------------------------
 13 Po13(SU) PAgP Fa0/19(P) Fa0/20(P)
 !
 ! SW4#show etherchannel summary
 Flags: D - down P - bundled in port-channel
 I - stand-alone s - suspended
 H - Hot-standby (LACP only)
 R - Layer3 S - Layer2
 U - in use f - failed to allocate aggregator
 M - not in use, minimum links not met
 u - unsuitable for bundling
 w - waiting to be aggregated
 d - default port
 Number of channel-groups in use: 1
 Number of aggregators: 1
 Group Port-channel Protocol Ports
 ------+-------------+-----------+-----------------------------------------------
 14 Po14(SU) PAgP Fa0/21(P) Fa0/22(P)
 Verify that physical interfaces have inherited the configuration from the logical interface—for example, FastEthernet0/19 of SW1.
 SW1#show interfaces fastEthernet0/19 switchport
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Name: Fa0/19
 Switchport: Enabled Administrative Mode: dynamic desirable
 Operational Mode: trunk (member of bundle Po13)
 Administrative Trunking Encapsulation: dot1q
 Operational Trunking Encapsulation: dot1q
 Negotiation of Trunking: On
 Access Mode VLAN: 1 (default)
 Trunking Native Mode VLAN: 1 (default)
 Administrative Native VLAN tagging: enabled
 Voice VLAN: none
 Administrative private-vlan host-association: none
 Administrative private-vlan mapping: none
 Administrative private-vlan trunk native VLAN: none
 Administrative private-vlan trunk Native VLAN tagging: enabled
 Administrative private-vlan trunk encapsulation: dot1q
 Administrative private-vlan trunk normal VLANs: none
 Administrative private-vlan trunk associations: none
 Administrative private-vlan trunk mappings: none
 Operational private-vlan: none
 Trunking VLANs Enabled: ALL
 Pruning VLANs Enabled: 2-1001
 Capture Mode Disabled
 Capture VLANs Allowed: ALL
 Protected: false
 Unknown unicast blocked: disabled
 Unknown multicast blocked: disabled
 Appliance trust: none
 If configuration is done on one side of the EtherChannel only, for example, only on SW1, because PAgP negotiation will fail, the following messages will be logged:
 %EC-5-L3DONTBNDL1: Fa0/19 suspended: PAgP not enabled on the remote port.
 %EC-5-L3DONTBNDL1: Fa0/20 suspended: PAgP not enabled on the remote port.
 To avoid any problems in the network, physical interfaces will be logically disabled at Layer 2 and will appear in the suspended state for the EtherChannel.
 SW1#show etherchannel summary
 Flags: D - down P - bundled in port-channel I - stand-alone s - suspended
 H - Hot-standby (LACP only)
 R - Layer3 S - Layer2
 U - in use f - failed to allocate aggregator
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M - not in use, minimum links not met
 u - unsuitable for bundling
 w - waiting to be aggregated
 d - default port
 Number of channel-groups in use: 1
 Number of aggregators: 1
 Group Port-channel Protocol Ports
 ------+-------------+-----------+-----------------------------------------------
 13 Po13(SU) PAgP Fa0/19 (s) Fa0/20 (s)
 !
 ! SW1#show ip interface brief | i 19|20
 FastEthernet0/19 unassigned YES manual up down
 FastEthernet0/20 unassigned YES manual up down
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CCIE Routing & Switching v5 Workbook - CCIE R&S v5 Advanced Technology Labs - LAN Switching
 Layer 2 EtherChannel with LACP
 A Note On Section Initial Configuration Files : You must load the initial configuration files for the section, named Basic Layer2 Switching , which can be found in CCIE R&S v5 Topology Diagrams & Initial Configurations. Reference the Virtual Routers & Physical Switches Diagram to complete this task.
 Task
 Configure Layer 2 EtherChannels between SW1 and all other switches as follows: Use industry standard protocol for negotiation.Only SW1 should actively initiate the EtherChannel negotiation.SW1 should initiate 802.1q trunking negotiation.Use port-channel numbers in the format of 1Y, where Y is the switch number for SW2, SW3, and SW4.
 Configuration
 SW1:
 interface range FastEthernet0/19 - 20
 channel-group 13 mode active
 !
 interface range FastEthernet0/21 - 22
 channel-group 14 mode active
 !
 interface range FastEthernet0/23 - 24
 channel-group 12 mode active
 !
 interface Port-channel12
 switchport trunk encapsulation dot1q
 switchport mode dynamic desirable
 !
 http://labs.ine.com/workbook/view/rs-v5-workbook/task/ccie-r-s-v5-topology-diagrams-initial-configurations-MTk3Ng==
 http://labs.ine.com/workbook/view/rs-v5-workbook/task/ccie-r-s-v5-topology-diagrams-initial-configurations-MTk3Ng==
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interface Port-channel13
 switchport trunk encapsulation dot1q
 switchport mode dynamic desirable
 !
 interface Port-channel14
 switchport trunk encapsulation dot1q
 switchport mode dynamic desirable
 SW2:
 interface range FastEthernet0/23 - 24
 channel-group 12 mode passive
 SW3:
 interface range FastEthernet0/19 - 20
 channel-group 13 mode passive
 SW4:
 interface range FastEthernet0/21 - 22
 channel-group 14 mode passive
 Verification
 Similar to the previous variation of EtherChannel, Link Aggregation Control Protocol (LACP) is used to negotiate the formation of the channels from SW1 to SW2, SW3, and SW4. LACP is an open standard defined in IEEE 802.3ad. The active mode of LACP, like the desirable mode of PAgP, is used to initiate LACP negotiation, whereas the passive mode is used only to respond to negotiation. Like PAgP, this implies that a channel will form via LACP if one side is active and the other side is active or passive, but a channel will not form if both sides are passive. Verify that EtherChannel has been successfully negotiated and the protocol used is LACP.
 SW1#show etherchannel summary
 Flags: D - down P - bundled in port-channel
 I - stand-alone s - suspended
 H - Hot-standby (LACP only)
 R - Layer3 S - Layer2
 U - in use f - failed to allocate aggregator
 M - not in use, minimum links not met
 u - unsuitable for bundling
 w - waiting to be aggregated
 d - default port
 Number of channel-groups in use: 3
 Number of aggregators: 3
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Group Port-channel Protocol Ports
 ------+-------------+-----------+-----------------------------------------------
 12 Po12(SU) LACP Fa0/23(P) Fa0/24(P)
 13 Po13(SU) LACP Fa0/19(P) Fa0/20(P)
 14 Po14(SU) LACP Fa0/21(P) Fa0/22(P)
 !
 ! SW1#show etherchannel protocol
 Channel-group listing:
 ----------------------
 Group: 12
 ---------- Protocol: LACP
 Group: 13
 ---------- Protocol: LACP
 Group: 14
 ---------- Protocol: LACP
 Verify that SW1 is configured for active mode, and all other switches for passive mode.
 SW1#show etherchannel 12 port-channel
 Port-channels in the group:
 ---------------------------
 Port-channel: Po12 (Primary Aggregator)
 ------------
 Age of the Port-channel = 0d:00h:03m:50s
 Logical slot/port = 2/12 Number of ports = 2
 HotStandBy port = null
 Port state = Port-channel Ag-Inuse
 Protocol = LACP
 Port security = Disabled
 Ports in the Port-channel:
 Index Load Port EC state No of bits
 ------+------+------+------------------+----------- 0 00 Fa0/23 Active
 0 0 00 Fa0/24 Active
 0
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Time since last port bundled: 0d:00h:03m:35s Fa0/24
 !
 ! SW2#show etherchannel 12 port-channel
 Port-channels in the group:
 ---------------------------
 Port-channel: Po12 (Primary Aggregator)
 ------------
 Age of the Port-channel = 0d:00h:03m:46s
 Logical slot/port = 2/12 Number of ports = 2
 HotStandBy port = null
 Port state = Port-channel Ag-Inuse
 Protocol = LACP
 Port security = Disabled
 Ports in the Port-channel:
 Index Load Port EC state No of bits
 ------+------+------+------------------+----------- 0 00 Fa0/23 Passive
 0 0 00 Fa0/24 Passive
 0
 Time since last port bundled: 0d:00h:03m:38s Fa0/24
 Verify that trunking has been negotiated and logical port-channel interfaces are used by STP.
 SW1#show interfaces trunk
 Port Mode Encapsulation Status Native vlan
 Po12 desirable 802.1q trunking 1
 Po13 desirable 802.1q trunking 1
 Po14 desirable 802.1q trunking 1
 Port Vlans allowed on trunk
 Po12 1-4094
 Po13 1-4094
 Po14 1-4094
 <output omitted>
 !
 ! SW1#show spanning-tree vlan 1
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VLAN0001
 Spanning tree enabled protocol ieee
 Root ID Priority 32769
 Address 000a.b832.3a80
 Cost 12
 Port 152 (Port-channel12)
 Hello Time 2 sec Max Age 20 sec Forward Delay 15 sec
 Bridge ID Priority 32769 (priority 32768 sys-id-ext 1)
 Address 0013.605f.f000
 Hello Time 2 sec Max Age 20 sec Forward Delay 15 sec
 Aging Time 300 sec
 Interface Role Sts Cost Prio.Nbr Type
 ------------------- ---- --- --------- -------- --------------------------------
 Fa0/1 Desg FWD 19 128.3 P2p Po12
 Root FWD 12 128.152 P2p Po13
 Desg FWD 12 128.160 P2p Po14
 Desg FWD 12 128.168 P2p
 Verify the EtherChannel state on all switches. However, because switches use a negotiation protocol, if EtherChannel shows as functional on one side, it has to be functional on the other side as well. With no negotiation protocol being used, EtherChannel may not actually be functional from the perspectives of both switches, and you must verify that.
 SW2#show etherchannel summary
 Flags: D - down P - bundled in port-channel
 I - stand-alone s - suspended
 H - Hot-standby (LACP only)
 R - Layer3 S - Layer2
 U - in use f - failed to allocate aggregator
 M - not in use, minimum links not met
 u - unsuitable for bundling
 w - waiting to be aggregated
 d - default port
 Number of channel-groups in use: 1
 Number of aggregators: 1
 Group Port-channel Protocol Ports
 ------+-------------+-----------+-----------------------------------------------
 12 Po12(SU) LACP Fa0/23(P) Fa0/24(P)
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!
 ! SW3#show etherchannel summary
 Flags: D - down P - bundled in port-channel
 I - stand-alone s - suspended
 H - Hot-standby (LACP only)
 R - Layer3 S - Layer2
 U - in use f - failed to allocate aggregator
 M - not in use, minimum links not met
 u - unsuitable for bundling
 w - waiting to be aggregated
 d - default port
 Number of channel-groups in use: 1
 Number of aggregators: 1
 Group Port-channel Protocol
 ------+-------------+-----------+-----------------------------------------------
 13 Po13(SU) LACP Fa0/19(P) Fa0/20(P)
 !
 ! SW4#show etherchannel summary
 Flags: D - down P - bundled in port-channel
 I - stand-alone s - suspended
 H - Hot-standby (LACP only)
 R - Layer3 S - Layer2
 U - in use f - failed to allocate aggregator
 M - not in use, minimum links not met
 u - unsuitable for bundling
 w - waiting to be aggregated
 d - default port
 Number of channel-groups in use: 1
 Number of aggregators: 1
 Group Port-channel Protocol Ports
 ------+-------------+-----------+-----------------------------------------------
 14 Po14(SU) LACP Fa0/21(P) Fa0/22(P)
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Verify that physical interfaces have inherited the configuration from the logical interface—for example, FastEthernet0/19 of SW1.
 SW1#show interfaces fastEthernet0/19 switchport
 Name: Fa0/19
 Switchport: Enabled Administrative Mode: dynamic desirable
 Operational Mode: trunk (member of bundle Po13)
 Administrative Trunking Encapsulation: dot1q
 Operational Trunking Encapsulation: dot1q
 Negotiation of Trunking: On
 Access Mode VLAN: 1 (default)
 Trunking Native Mode VLAN: 1 (default)
 Administrative Native VLAN tagging: enabled
 Voice VLAN: none
 Administrative private-vlan host-association: none
 Administrative private-vlan mapping: none
 Administrative private-vlan trunk native VLAN: none
 Administrative private-vlan trunk Native VLAN tagging: enabled
 Administrative private-vlan trunk encapsulation: dot1q
 Administrative private-vlan trunk normal VLANs: none
 Administrative private-vlan trunk associations: none
 Administrative private-vlan trunk mappings: none
 Operational private-vlan: none
 Trunking VLANs Enabled: ALL
 Pruning VLANs Enabled: 2-1001
 Capture Mode Disabled
 Capture VLANs Allowed: ALL
 Protected: false
 Unknown unicast blocked: disabled
 Unknown multicast blocked: disabled
 Appliance trust: none
 If configuration is done on one side of the EtherChannel only, for example only on SW1, because LACP negotiation will fail, the following messages will be logged.
 %EC-5-L3DONTBNDL2: Fa0/19 suspended: LACP currently not enabled on the remote port.
 %EC-5-L3DONTBNDL2: Fa0/20 suspended: LACP currently not enabled on the remote port.
 To avoid any problems in the network, physical interfaces will be logically disabled at Layer 2 and will appear in the suspended state for the EtherChannel.
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SW1#show etherchannel summary
 Flags: D - down P - bundled in port-channel I - stand-alone s - suspended
 H - Hot-standby (LACP only)
 R - Layer3 S - Layer2
 U - in use f - failed to allocate aggregator
 M - not in use, minimum links not met
 u - unsuitable for bundling
 w - waiting to be aggregated
 d - default port
 Number of channel-groups in use: 1
 Number of aggregators: 1
 Group Port-channel Protocol Ports
 ------+-------------+-----------+-----------------------------------------------
 13 Po13(SU) LACP Fa0/19 (s) Fa0/20 (s)
 !
 ! SW1#show ip interface brief | i 19|20
 FastEthernet0/19 unassigned YES manual up down
 FastEthernet0/20 unassigned YES manual up down
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CCIE Routing & Switching v5 Workbook - CCIE R&S v5 Advanced Technology Labs - LAN Switching
 Layer 3 EtherChannel
 A Note On Section Initial Configuration Files : You must load the initial configuration files for the section, named Basic Layer2 Switching , which can be found in CCIE R&S v5 Topology Diagrams & Initial Configurations. Reference the Virtual Routers & Physical Switches Diagram to complete this task.
 Task
 Configure Layer 3 EtherChannels between SW2 and SW4 as follows: Use both directly connected Ethernet links.Use port-channel number 24 and the subnet 155.1.108.Y/24, where Y is the switch number.Use an industry standard protocol for negotiation.Both switches should actively initiate the EtherChannel negotiation.
 Ensure that IPv4 reachability is obtained between SW2 and SW4.
 Configuration
 SW2:
 interface Port-channel24
 no switchport
 ip address 155.1.108.2 255.255.255.0
 !
 interface range FastEthernet0/19 - 20
 no switchport
 channel-group 24 mode active
 SW4:
 interface Port-channel24
 http://labs.ine.com/workbook/view/rs-v5-workbook/task/ccie-r-s-v5-topology-diagrams-initial-configurations-MTk3Ng==
 http://labs.ine.com/workbook/view/rs-v5-workbook/task/ccie-r-s-v5-topology-diagrams-initial-configurations-MTk3Ng==

Page 83
                        

no switchport
 ip address 155.1.108.4 255.255.255.0
 !
 interface range FastEthernet0/19 - 20
 no switchport
 channel-group 24 mode active
 Verification
 PitfallOne common problem with forming Layer 3 EtherChannel links is the order of operations. The important point to remember is that when the channel-group
 command is issued, the attributes of the member interfaces are immediately inherited by the port-channel interface. This means that if the channel-group
 command is issued before the no switchport command on the physical interfaces, the logical port-channel interface will be created as the default of Layer 2, and this cannot be changed afterward. A subsequent attempt to issue the channel-group command will generate an error message saying that the channel interface and the members are not compatible. To resolve this problem, simply issue the no switchport command before the channel-
 group command. If configured properly, the state of the port-channel from the show etherchannel summary command should show RU for routed and in use.
 SW2#show etherchannel 24 summary
 Flags: D - down P - bundled in port-channel
 I - stand-alone s - suspended
 H - Hot-standby (LACP only)
 R - Layer3 S - Layer2
 U - in use f - failed to allocate aggregator
 M - not in use, minimum links not met
 u - unsuitable for bundling
 w - waiting to be aggregated
 d - default port
 Number of channel-groups in use: 2
 Number of aggregators: 2
 Group Port-channel Protocol Ports
 ------+-------------+-----------+-----------------------------------------------
 24 Po24(RU) LACP Fa0/19(P) Fa0/20(P)
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!
 ! SW4#show etherchannel 24 summary
 Flags: D - down P - bundled in port-channel
 I - stand-alone s - suspended
 H - Hot-standby (LACP only)
 R - Layer3 S - Layer2
 U - in use f - failed to allocate aggregator
 M - not in use, minimum links not met
 u - unsuitable for bundling
 w - waiting to be aggregated
 d - default port
 Number of channel-groups in use: 2
 Number of aggregators: 2
 Group Port-channel Protocol Ports
 ------+-------------+-----------+-----------------------------------------------
 24 Po24(RU) LACP Fa0/19(P) Fa0/20(P)
 Verify IPv4 connectivity between SW2 and SW4.
 SW4#ping 155.1.108.2
 Type escape sequence to abort.
 Sending 5, 100-byte ICMP Echos to 155.1.108.2, timeout is 2 seconds: .!!!!
 Success rate is 80 percent (4/5), round-trip min/avg/max = 1/1/1 ms
 The port-channel interface should appear as a normal Layer 3 routed interface in the IPv4 routing table.
 SW2#configure terminal
 Enter configuration commands, one per line. End with CNTL/Z. SW2(config)#ip routing
 ! SW2#show ip route connected
 Codes: L - local, C - connected, S - static, R - RIP, M - mobile, B - BGP
 D - EIGRP, EX - EIGRP external, O - OSPF, IA - OSPF inter area
 N1 - OSPF NSSA external type 1, N2 - OSPF NSSA external type 2
 E1 - OSPF external type 1, E2 - OSPF external type 2
 i - IS-IS, su - IS-IS summary, L1 - IS-IS level-1, L2 - IS-IS level-2
 ia - IS-IS inter area, * - candidate default, U - per-user static route
 o - ODR, P - periodic downloaded static route, H - NHRP, l - LISP
 + - replicated route, % - next hop override
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Gateway of last resort is not set
 155.1.0.0/16 is variably subnetted, 2 subnets, 2 masks
 C 155.1.108.0/24 is directly connected, Port-channel24
 L 155.1.108.2/32 is directly connected, Port-channel24
 Note that a Layer 3 interface in a switch is just a "one-legged" VLAN. SW4 is using VLAN 1006 internally for this Layer 3 port-channel.
 SW2#show vlan internal usage
 VLAN Usage
 ---- -------------------- 1006 Port-channel24
 This is not just for port-channels but also for any Layer 2 port on the switch that is converted to a Layer 3 port by using the no switchport command. The internal VLAN cannot be used for anything else. The policy that controls how the VLAN numbers are assigned is managed by the following command: vlan internal
 allocation policy ascending .
 SW2#configure terminal
 Enter configuration commands, one per line. End with CNTL/Z. SW2(config)#vlan 1006
 SW2(config-vlan)#exit
 !
 % Failed to create VLANs 1006
 VLAN(s) not available in Port Manager.
 %Failed to commit extended VLAN(s) changes.
 %PM-4-EXT_VLAN_INUSE: VLAN 1006 currently in use by Port-channel24
 %SW_VLAN-4-VLAN_CREATE_FAIL: Failed to create VLANs 1006: VLAN(s) not available in Port Manager
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CCIE Routing & Switching v5 Workbook - CCIE R&S v5 Advanced Technology Labs - LAN Switching
 STP Root Bridge Election
 A Note On Section Initial Configuration Files : You must load the initial configuration files for the section, named Basic Layer2 Switching , which can be found in CCIE R&S v5 Topology Diagrams & Initial Configurations. Reference the Virtual Routers & Physical Switches Diagram to complete this task.
 Task
 Configure the inter-switch links between SW1 and all other switches as static 802.1q trunk links.
 Disable all other inter-switch links.Configure VLAN 2 on all switches and:
 Configure SW4 as the STP Root Bridge for VLAN 2 using the lowest possible priority.If SW4 goes down, SW1 should take over the STP Root Bridge role for VLAN 2 using the second-lowest possible priority.
 Configuration
 SW1:
 vlan 2
 spanning-tree vlan 2 priority 4096
 !
 interface range FastEthernet0/19 - 24
 switchport trunk encapsulation dot1q
 switchport mode trunk
 SW2:
 vlan 2
 interface range FastEthernet0/19 - 22
 shutdown
 http://labs.ine.com/workbook/view/rs-v5-workbook/task/ccie-r-s-v5-topology-diagrams-initial-configurations-MTk3Ng==
 http://labs.ine.com/workbook/view/rs-v5-workbook/task/ccie-r-s-v5-topology-diagrams-initial-configurations-MTk3Ng==
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!
 interface range FastEthernet0/23 - 24
 switchport trunk encapsulation dot1q
 switchport mode trunk
 SW3:
 vlan 2
 !
 interface range FastEthernet0/19 - 20
 switchport trunk encapsulation dot1q
 switchport mode trunk
 !
 interface range FastEthernet0/21 - 24
 shutdown
 SW4:
 vlan 2
 spanning-tree vlan 2 priority 0
 !
 interface range FastEthernet0/19 - 20
 shutdown
 !
 interface range FastEthernet0/21 - 22
 switchport trunk encapsulation dot1q
 switchport mode trunk
 !
 interface range FastEthernet0/23 - 24
 shutdown
 Verification
 STP root bridge election is based on the priority and MAC address fields of the Bridge ID. The device with the lowest priority value is elected the root. If there is a tie in priority, the device with the lowest MAC address is elected root. SW4 with the local priority of two, the configured priority of zero, plus the system id extension (VLAN number), shows that This bridge is the root . The root bridge should show the same priority and MAC address for both the Root ID and the Bridge ID, and list all interfaces as Designated (downstream facing). In this case, SW4’s BID is 001a.a174.2500.
 SW4#show spanning-tree vlan 2
 VLAN0002
 Spanning tree enabled protocol ieee
 Root ID Priority 2
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Address 001a.a174.2500 This bridge is the root
 Hello Time 2 sec Max Age 20 sec Forward Delay 15 sec
 Bridge ID Priority 2 (priority 0 sys-id-ext 2)
 Address 001a.a174.2500
 Hello Time 2 sec Max Age 20 sec Forward Delay 15 sec
 Aging Time 15 sec
 Interface Role Sts Cost Prio.Nbr Type
 ------------------- ---- --- --------- -------- -------------------------------- Fa0/21 Desg FWD
 19 128.23 P2p Fa0/22 Desg FWD
 19 128.24 P2p
 Verify that all other switches agree that SW4 is the root bridge for VLAN 2 and have selected their Root Port, which is the physical path with the lowest STP cost to reach the root; because both SW1's FastEthernet0/21 and FastEthernet0/22 have the same cost of 19, the tie breaker is the lowest port-priority of the upstream neighbor, which is SW4.
 SW1#show spanning-tree vlan 2
 VLAN0002
 Spanning tree enabled protocol ieee Root ID Priority 2
 Address 001a.a174.2500
 Cost 19
 Port 23 (FastEthernet0/21)
 Hello Time 2 sec Max Age 20 sec Forward Delay 15 sec
 Bridge ID Priority 4098 (priority 4096 sys-id-ext 2)
 Address 0013.605f.f000
 Hello Time 2 sec Max Age 20 sec Forward Delay 15 sec
 Aging Time 300 sec
 Interface Role Sts Cost Prio.Nbr Type
 ------------------- ---- --- --------- -------- --------------------------------
 Fa0/19 Desg FWD 19 128.21 P2p
 Fa0/20 Desg FWD 19 128.22 P2p Fa0/21 Root FWD 19 128.23 P2p
 Fa0/22 Altn BLK 19 128.24 P2p
 Fa0/23 Desg FWD 19 128.25 P2p
 Fa0/24 Desg FWD 19 128.26 P2p
 !
 ! SW1#show spanning-tree vlan 2 root detail
 VLAN0002
 Root ID Priority 2
 Address 001a.a174.2500
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Cost 19 Port 23 (FastEthernet0/21)
 Hello Time 2 sec Max Age 20 sec Forward Delay 15 sec
 !
 ! SW4#show spanning-tree vlan 2
 VLAN0002
 Spanning tree enabled protocol ieee
 Root ID Priority 2
 Address 001a.a174.2500
 This bridge is the root
 Hello Time 2 sec Max Age 20 sec Forward Delay 15 sec
 Bridge ID Priority 2 (priority 0 sys-id-ext 2)
 Address 001a.a174.2500
 Hello Time 2 sec Max Age 20 sec Forward Delay 15 sec
 Aging Time 300 sec
 Interface Role Sts Cost Prio.Nbr Type
 ------------------- ---- --- --------- -------- --------------------------------
 Fa0/21 Desg FWD 19 128.23
 P2p Fa0/22 Desg FWD 19 128.24
 P2p
 SW2 agrees that the device with the BID 001a.a174.2500 is the root bridge and uses its Fa0/23 port with a total cost of 38 to reach it. SW2’s local BID is a priority of 32770, the default of 32768 plus the system id extension 2, and the MAC address 000a.b832.3a80.
 SW2#show spanning-tree vlan 2
 VLAN0002
 Spanning tree enabled protocol ieee
 Root ID Priority 2
 Address 001a.a174.2500
 Cost 38
 Port 25 (FastEthernet0/23)
 Hello Time 2 sec Max Age 20 sec Forward Delay 15 sec
 Bridge ID Priority 32770 (priority 32768 sys-id-ext 2)
 Address 000a.b832.3a80
 Hello Time 2 sec Max Age 20 sec Forward Delay 15 sec
 Aging Time 300 sec
 Interface Role Sts Cost Prio.Nbr Type
 ------------------- ---- --- --------- -------- --------------------------------
 Fa0/23 Root FWD 19 128.25 P2p
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Fa0/24 Altn BLK 19 128.26 P2p
 SW3 agrees that the device with the BID 001a.a174.2500 is the root bridge and uses its Fa0/19 port with a total cost of 38 to reach it. SW3’s local BID is a priority of 32770, the default of 32768 plus the system id extension 2, and the MAC address 0022.5627.1f80.
 SW3#show spanning-tree vlan 2
 VLAN0002
 Spanning tree enabled protocol ieee
 Root ID Priority 2
 Address 001a.a174.2500
 Cost 38
 Port 21 (FastEthernet0/19)
 Hello Time 2 sec Max Age 20 sec Forward Delay 15 sec
 Bridge ID Priority 32770 (priority 32768 sys-id-ext 2)
 Address 0022.5627.1f80
 Hello Time 2 sec Max Age 20 sec Forward Delay 15 sec
 Aging Time 300 sec
 Interface Role Sts Cost Prio.Nbr Type
 ------------------- ---- --- --------- -------- --------------------------------
 Fa0/19 Root FWD 19 128.21 P2p
 Fa0/20 Altn BLK 19 128.22 P2p
 If SW4's trunk links to SW1 are disabled, SW1 will become the root bridge because it has the next-best priority value of 4096.
 SW1#configure terminal
 Enter configuration commands, one per line. End with CNTL/Z.
 SW1(config)#interface range fastEthernet0/21 - 22
 SW1(config-if-range)#shutdown
 !
 !
 SW1#show spanning-tree vlan 2
 VLAN0002
 Spanning tree enabled protocol ieee Root ID Priority 4098
 Address 0013.605f.f000
 This bridge is the root
 Hello Time 2 sec Max Age 20 sec Forward Delay 15 sec
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Bridge ID Priority 4098 (priority 4096 sys-id-ext 2)
 Address 0013.605f.f000
 Hello Time 2 sec Max Age 20 sec Forward Delay 15 sec
 Aging Time 15 sec
 Interface Role Sts Cost Prio.Nbr Type
 ------------------- ---- --- --------- -------- -------------------------------- Fa0/19 Desg FWD
 19 128.21 P2p Fa0/20 Desg FWD
 19 128.22 P2p Fa0/23 Desg FWD
 19 128.25 P2p Fa0/24 Desg FWD
 19 128.26 P2p
 Verify that both SW2 and SW3 agree that SW1 is the new current root bridge for VLAN 2:
 SW2#show spanning-tree vlan 2
 VLAN0002
 Spanning tree enabled protocol ieee Root ID Priority 4098
 Address 0013.605f.f000
 Cost 19
 Port 25 (FastEthernet0/23)
 Hello Time 2 sec Max Age 20 sec Forward Delay 15 sec
 Bridge ID Priority 32770 (priority 32768 sys-id-ext 2)
 Address 000a.b832.3a80
 Hello Time 2 sec Max Age 20 sec Forward Delay 15 sec
 Aging Time 300 sec
 Interface Role Sts Cost Prio.Nbr Type
 ------------------- ---- --- --------- -------- --------------------------------
 Fa0/23 Root FWD 19 128.25 P2p
 Fa0/24 Altn BLK 19 128.26 P2p
 !
 ! SW3#show spanning-tree vlan 2
 VLAN0002
 Spanning tree enabled protocol ieee Root ID Priority 4098
 Address 0013.605f.f000
 Cost 19
 Port 21 (FastEthernet0/19)
 Hello Time 2 sec Max Age 20 sec Forward Delay 15 sec
 Bridge ID Priority 32770 (priority 32768 sys-id-ext 2)
 Address 0022.5627.1f80
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Hello Time 2 sec Max Age 20 sec Forward Delay 15 sec
 Aging Time 300 sec
 Interface Role Sts Cost Prio.Nbr Type
 ------------------- ---- --- --------- -------- --------------------------------
 Fa0/19 Root FWD 19 128.21 P2p
 Fa0/20 Altn BLK 19 128.22 P2p
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CCIE Routing & Switching v5 Workbook - CCIE R&S v5 Advanced Technology Labs - LAN Switching
 STP Path Selection with Port Cost
 A Note On Section Initial Configuration Files : You must load the initial configuration files for the section, named LAN Switching Initial Spanning Tree , which can be found in CCIE R&S v5 Topology Diagrams & Initial Configurations. Reference the Virtual Routers & Physical Switches Diagram to complete this task.
 Task
 Using Spanning-Tree cost, ensure that traffic for all active VLANs from SW2 to SW1 uses Fa0/20 link between SW2 and SW4.
 If this link goes down, traffic should use Fa0/19 link between SW2 and SW4.
 Configuration
 SW2:
 interface range FastEthernet0/23 - 24
 spanning-tree cost 1000
 !
 interface FastEthernet0/19
 spanning-tree cost 2
 !
 interface FastEthernet0/20
 spanning-tree cost 1
 Verification
 http://labs.ine.com/workbook/view/rs-v5-workbook/task/ccie-r-s-v5-topology-diagrams-initial-configurations-MTk3Ng==
 http://labs.ine.com/workbook/view/rs-v5-workbook/task/ccie-r-s-v5-topology-diagrams-initial-configurations-MTk3Ng==
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Check the STP path for one VLAN on SW2 before configuration changes, and note that Root Port is Fa0/23, which directly connects SW2 to SW1.
 SW2#show spanning-tree vlan 10
 VLAN0010
 Spanning tree enabled protocol ieee Root ID Priority 4106
 Address 0013.605f.f000 Cost 19
 Port 25 (FastEthernet0/23)
 Hello Time 2 sec Max Age 20 sec Forward Delay 15 sec
 Bridge ID Priority 16394 (priority 16384 sys-id-ext 10)
 Address 000a.b832.3a80
 Hello Time 2 sec Max Age 20 sec Forward Delay 15 sec
 Aging Time 300 sec
 Interface Role Sts Cost Prio.Nbr Type
 ------------------- ---- --- --------- -------- --------------------------------
 Fa0/19 Desg FWD 19 128.21 P2p
 Fa0/20 Desg FWD 19 128.22 P2p Fa0/23 Root FWD 19 128.25 P2p
 Fa0/24 Altn BLK 19 128.26 P2p
 Note that the path from SW2 to SW1 through SW4 and SW3 is blocked at the SW4 level.
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SW4#show spanning-tree vlan 10
 VLAN0010
 Spanning tree enabled protocol ieee
 Root ID Priority 4106
 Address 0013.605f.f000
 Cost 38
 Port 21 (FastEthernet0/19)
 Hello Time 2 sec Max Age 20 sec Forward Delay 15 sec
 Bridge ID Priority 8202 (priority 8192 sys-id-ext 10)
 Address 001a.a174.2500
 Hello Time 2 sec Max Age 20 sec Forward Delay 15 sec
 Aging Time 15 sec
 Interface Role Sts Cost Prio.Nbr Type
 ------------------- ---- --- --------- -------- --------------------------------
 Fa0/19 Root FWD 19 128.21 P2p
 Fa0/20 Altn BLK 19 128.22 P2p Fa0/23 Altn BLK 19 128.25 P2p
 Fa0/24 Altn BLK 19 128.26 P2p
 The STP cost to the root bridge from SW2 before configuration changes is 19. Changing the links to SW1 to a cost of 1000 makes them the least-preferred path. By changing the last link to SW4 to a cost of 1, the end-to-end path cost on that link becomes 39, which is the most preferred (1 to SW4, 19 from SW4 to SW3, 19 from SW3 to SW1). With the second-to-last link having a cost of 2, the end-to-end path cost will be 40 and will therefore be the second-most preferred link:
 SW2#configure terminal
 Enter configuration commands, one per line. End with CNTL/Z.
 SW2(config)#interface range FastEthernet0/23 - 24
 SW2(config-if-range)#spanning-tree cost 1000
 ! SW2(config-if-range)#interface FastEthernet0/19
 SW2(config-if)#spanning-tree cost 2
 ! SW2(config-if)#interface FastEthernet0/20
 SW2(config-if)#spanning-tree cost 1
 !
 ! SW2#show spanning-tree vlan 10
 VLAN0010
 Spanning tree enabled protocol ieee Root ID Priority 4106
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Address 0013.605f.f000 Cost 39
 Port 22 (FastEthernet0/20)
 Hello Time 2 sec Max Age 20 sec Forward Delay 15 sec
 Bridge ID Priority 16394 (priority 16384 sys-id-ext 10)
 Address 000a.b832.3a80
 Hello Time 2 sec Max Age 20 sec Forward Delay 15 sec
 Aging Time 15 sec
 Interface Role Sts Cost Prio.Nbr Type
 ------------------- ---- --- --------- -------- --------------------------------
 Fa0/19 Altn BLK 2 128.21 P2p Fa0/20 Root FWD 1 128.22 P2p
 Fa0/23 Altn BLK 1000 128.25 P2p
 Fa0/24 Altn BLK 1000 128.26 P2p
 As shown above, the direct path from SW2 to SW1 is in blocking state, and the path via SW4-->SW3-->SW1 is now the preferred path by STP.
 SW4#show spanning-tree vlan 10
 VLAN0010
 Spanning tree enabled protocol ieee
 Root ID Priority 4106
 Address 0013.605f.f000
 Cost 38
 Port 25 (FastEthernet0/23)
 Hello Time 2 sec Max Age 20 sec Forward Delay 15 sec
 Bridge ID Priority 8202 (priority 8192 sys-id-ext 10)
 Address 001a.a174.2500
 Hello Time 2 sec Max Age 20 sec Forward Delay 15 sec
 Aging Time 15 sec
 Interface Role Sts Cost Prio.Nbr Type
 ------------------- ---- --- --------- -------- --------------------------------
 Fa0/19 Desg FWD 19 128.21 P2p
 Fa0/20 Desg FWD 19 128.22 P2p Fa0/23 Root FWD 19 128.25 P2p
 Fa0/24 Altn BLK 19 128.26 P2p

Page 97
                        

CCIE Routing & Switching v5 Workbook - CCIE R&S v5 Advanced Technology Labs - LAN Switching
 STP Path Selection with Port Priority
 A Note On Section Initial Configuration Files : You must load the initial configuration files for the section, named LAN Switching Initial Spanning Tree , which can be found in CCIE R&S v5 Topology Diagrams & Initial Configurations. Reference the Virtual Routers & Physical Switches Diagram to complete this task.
 Task
 Using Spanning-Tree priority, ensure that traffic for all active VLANs from SW4 to SW1 uses Fa0/20 link between SW2 and SW4.
 If this link goes down, traffic should use Fa0/19 link between SW2 and SW4.
 Configuration
 SW2:
 interface FastEthernet0/19
 spanning-tree port-priority 16
 !
 interface FastEthernet0/20
 spanning-tree port-priority 0
 Verification
 Check the STP path for one VLAN on SW4 before configuration changes, and note that Root Port is Fa0/19 between SW4 and SW2.
 SW4#show spanning-tree vlan 10
 VLAN0010
 http://labs.ine.com/workbook/view/rs-v5-workbook/task/ccie-r-s-v5-topology-diagrams-initial-configurations-MTk3Ng==
 http://labs.ine.com/workbook/view/rs-v5-workbook/task/ccie-r-s-v5-topology-diagrams-initial-configurations-MTk3Ng==
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Spanning tree enabled protocol ieee
 Root ID Priority 4106
 Address 0013.605f.f000
 Cost 38
 Port 21 (FastEthernet0/19)
 Hello Time 2 sec Max Age 20 sec Forward Delay 15 sec
 Bridge ID Priority 8202 (priority 8192 sys-id-ext 10)
 Address 001a.a174.2500
 Hello Time 2 sec Max Age 20 sec Forward Delay 15 sec
 Aging Time 300 sec
 Interface Role Sts Cost Prio.Nbr Type
 ------------------- ---- --- --------- -------- --------------------------------
 Fa0/19 Root FWD 19 128.21 P2p
 Fa0/20 Altn BLK 19 128.22 P2p
 Fa0/23 Altn BLK 19 128.25 P2p
 Fa0/24 Altn BLK 19 128.26 P2p
 Before configuration changes:
 SW4#show spanning-tree vlan 10
 VLAN0010
 Spanning tree enabled protocol ieee
 Root ID Priority 10 Address 000a.b832.3580
 Cost 38 Port 21 (FastEthernet0/19)
 Hello Time 2 sec Max Age 20 sec Forward Delay 15 sec
 Bridge ID Priority 4106 (priority 4096 sys-id-ext 10)
 Address 001c.576d.3d00
 Hello Time 2 sec Max Age 20 sec Forward Delay 15 sec
 Aging Time 300 sec
 Interface Role Sts Cost Prio.Nbr Type
 ------------------- ---- --- --------- -------- --------------------------------
 Fa0/19 Root FWD 19 128.21 P2p
 Fa0/20 Altn BLK 19 128.22 P2p
 Fa0/23 Altn BLK 19 128.25 P2p
 Fa0/24 Altn BLK 19 128.26 P2p
 !
 ! SW4# show spanning-tree vlan 10 detail

Page 99
                        

VLAN0010 is executing the ieee compatible Spanning Tree protocol
 Bridge Identifier has priority 8192, sysid 10, address 001a.a174.2500
 Configured hello time 2, max age 20, forward delay 15
 Current root has priority 4106, address 0013.605f.f000
 Root port is 21 (FastEthernet0/19), cost of root path is 38
 Topology change flag not set, detected flag not set
 Number of topology changes 7 last change occurred 00:07:38 ago
 from FastEthernet0/23
 Times: hold 1, topology change 35, notification 2
 hello 2, max age 20, forward delay 15
 Timers: hello 0, topology change 0, notification 0, aging 300
 Port 21 (FastEthernet0/19) of VLAN0010 is root forwarding
 Port path cost 19, Port priority 128, Port Identifier 128.21.
 Designated root has priority 4106, address 0013.605f.f000
 Designated bridge has priority 16394, address 000a.b832.3a80
 Designated port id is 128.21, designated path cost 19
 Timers: message age 2, forward delay 0, hold 0
 Number of transitions to forwarding state: 1
 Link type is point-to-point by default
 BPDU: sent 1276, received 1585
 Port 22 (FastEthernet0/20) of VLAN0010 is alternate blocking
 Port path cost 19, Port priority 128, Port Identifier 128.22.
 Designated root has priority 4106, address 0013.605f.f000
 Designated bridge has priority 16394, address 000a.b832.3a80
 Designated port id is 128.22, designated path cost 19
 Timers: message age 2, forward delay 0, hold 0
 Number of transitions to forwarding state: 2
 Link type is point-to-point by default
 BPDU: sent 1274, received 1582
 Port 25 (FastEthernet0/23) of VLAN0010 is alternate blocking
 Port path cost 19, Port priority 128, Port Identifier 128.25.
 Designated root has priority 4106, address 0013.605f.f000
 Designated bridge has priority 32778, address 0022.5627.1f80
 Designated port id is 128.25, designated path cost 19
 Timers: message age 3, forward delay 0, hold 0
 Number of transitions to forwarding state: 2
 Link type is point-to-point by default
 BPDU: sent 1173, received 1681
 Port 26 (FastEthernet0/24) of VLAN0010 is alternate blocking
 Port path cost 19, Port priority 128, Port Identifier 128.26.
 Designated root has priority 4106, address 0013.605f.f000
 Designated bridge has priority 32778, address 0022.5627.1f80
 Designated port id is 128.26, designated path cost 19
 Timers: message age 2, forward delay 0, hold 0
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Number of transitions to forwarding state: 1
 Link type is point-to-point by default
 BPDU: sent 1167, received 1678
 Because SW4 is connected to SW2 out both links and the STP cost is the same, there is also a tie in the designated bridge-id; the designated (upstream) port priority is compared. Because the upstream port priority of Fa0/19 is 128.21, versus 128.22 for Fa0/20, Fa0/19 is the Root Port on SW4. By changing the upstream priority on SW2 for ports Fa0/19 and Fa0/20, SW4 will prefer the path via Fa0/20. If interface Fa0/20 on SW4 goes down, it will fall back to Fa0/19.
 SW2#configure terminal
 Enter configuration commands, one per line. End with CNTL/Z. SW2(config)#interface FastEthernet0/20
 SW2(config-if)#spanning-tree port-priority 0
 ! SW2(config-if)#interface FastEthernet0/19
 SW2(config-if)#spanning-tree port-priority 16
 !
 ! SW4#show spanning-tree vlan 10
 VLAN0010
 Spanning tree enabled protocol ieee
 Root ID Priority 4106 Address 0013.605f.f000
 Cost 38 Port 22 (FastEthernet0/20)
 Hello Time 2 sec Max Age 20 sec Forward Delay 15 sec
 Bridge ID Priority 8202 (priority 8192 sys-id-ext 10)
 Address 001a.a174.2500
 Hello Time 2 sec Max Age 20 sec Forward Delay 15 sec
 Aging Time 15 sec
 Interface Role Sts Cost Prio.Nbr Type
 ------------------- ---- --- --------- -------- --------------------------------
 Fa0/19 Altn BLK 19 128.21 P2p Fa0/20 Root FWD 19 128.22 P2p
 Fa0/23 Altn BLK 19 128.25 P2p
 Fa0/24 Altn BLK 19 128.26 P2p
 !
 ! SW4#show spanning-tree vlan 10 detail
 VLAN0010 is executing the ieee compatible Spanning Tree protocol
 Bridge Identifier has priority 8192, sysid 10, address 001a.a174.2500
 Configured hello time 2, max age 20, forward delay 15
 Current root has priority 4106, address 0013.605f.f000
 Root port is 22 (FastEthernet0/20), cost of root path is 38
 Topology change flag not set, detected flag not set
 Number of topology changes 8 last change occurred 00:00:47 ago
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from FastEthernet0/19
 Times: hold 1, topology change 35, notification 2
 hello 2, max age 20, forward delay 15
 Timers: hello 0, topology change 0, notification 0, aging 300
 Port 21 (FastEthernet0/19) of VLAN0010 is alternate blocking
 Port path cost 19, Port priority 128, Port Identifier 128.21.
 Designated root has priority 4106, address 0013.605f.f000
 Designated bridge has priority 16394, address 000a.b832.3a80
 Designated port id is 16.21, designated path cost 19
 Timers: message age 3, forward delay 0, hold 0
 Number of transitions to forwarding state: 1
 Link type is point-to-point by default
 BPDU: sent 1276, received 1877
 Port 22 (FastEthernet0/20) of VLAN0010 is root forwarding
 Port path cost 19, Port priority 128, Port Identifier 128.22.
 Designated root has priority 4106, address 0013.605f.f000
 Designated bridge has priority 16394, address 000a.b832.3a80
 Designated port id is 0.22, designated path cost 19
 Timers: message age 3, forward delay 0, hold 0
 Number of transitions to forwarding state: 3
 Link type is point-to-point by default
 BPDU: sent 1275, received 1874
 Port 25 (FastEthernet0/23) of VLAN0010 is alternate blocking
 Port path cost 19, Port priority 128, Port Identifier 128.25.
 Designated root has priority 4106, address 0013.605f.f000
 Designated bridge has priority 32778, address 0022.5627.1f80
 Designated port id is 128.25, designated path cost 19
 Timers: message age 2, forward delay 0, hold 0
 Number of transitions to forwarding state: 2
 Link type is point-to-point by default
 BPDU: sent 1173, received 1973
 Port 26 (FastEthernet0/24) of VLAN0010 is alternate blocking
 Port path cost 19, Port priority 128, Port Identifier 128.26.
 Designated root has priority 4106, address 0013.605f.f000
 Designated bridge has priority 32778, address 0022.5627.1f80
 Designated port id is 128.26, designated path cost 19
 Timers: message age 3, forward delay 0, hold 0
 Number of transitions to forwarding state: 1
 Link type is point-to-point by default
 BPDU: sent 1167, received 1969
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CCIE Routing & Switching v5 Workbook - CCIE R&S v5 Advanced Technology Labs - LAN Switching
 Tuning STP Convergence Timers
 A Note On Section Initial Configuration Files : You must load the initial configuration files for the section, named LAN Switching Initial Spanning Tree , which can be found in CCIE R&S v5 Topology Diagrams & Initial Configurations. Reference the Virtual Routers & Physical Switches Diagram to complete this task.
 Task
 Configure the root bridge so that switches generate Spanning-Tree hello packets every 3 seconds.When a new port becomes active, it should wait 20 seconds before transitioning to the forwarding state.If the switches do not hear a configuration message within 10 seconds, they should attempt reconfiguration.This configuration should affect all currently active VLANs and any additional VLANs created in the future.
 Configuration
 SW1:
 spanning-tree vlan 1-4094 hello-time 3
 spanning-tree vlan 1-4094 forward-time 10
 spanning-tree vlan 1-4094 max-age 10
 Verification
 http://labs.ine.com/workbook/view/rs-v5-workbook/task/ccie-r-s-v5-topology-diagrams-initial-configurations-MTk3Ng==
 http://labs.ine.com/workbook/view/rs-v5-workbook/task/ccie-r-s-v5-topology-diagrams-initial-configurations-MTk3Ng==
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Verify the default STP timers before being changed.
 SW1#show spanning-tree vlan 10
 VLAN0010
 Spanning tree enabled protocol ieee Root ID Priority 4106
 Address 0013.605f.f000
 This bridge is the root Hello Time 2 sec Max Age 20 sec Forward Delay 15 sec
 Bridge ID Priority 4106 (priority 4096 sys-id-ext 10)
 Address 0013.605f.f000 Hello Time 2 sec Max Age 20 sec Forward Delay 15 sec
 Aging Time 300 sec
 Interface Role Sts Cost Prio.Nbr Type
 ------------------- ---- --- --------- -------- --------------------------------
 Fa0/19 Desg FWD 19 128.21 P2p
 Fa0/20 Desg FWD 19 128.22 P2p
 Fa0/23 Desg FWD 19 128.25 P2p
 Fa0/24 Desg FWD 19 128.26 P2p
 !
 ! SW2#show spanning-tree vlan 10
 VLAN0010
 Spanning tree enabled protocol ieee Root ID Priority 4106
 Address 0013.605f.f000
 Cost 19
 Port 25 (FastEthernet0/23) Hello Time 2 sec Max Age 20 sec Forward Delay 15 sec
 Bridge ID Priority 16394 (priority 16384 sys-id-ext 10)
 Address 000a.b832.3a80 Hello Time 2 sec Max Age 20 sec Forward Delay 15 sec
 Aging Time 300 sec
 Interface Role Sts Cost Prio.Nbr Type
 ------------------- ---- --- --------- -------- --------------------------------
 Fa0/19 Desg FWD 19 128.21 P2p
 Fa0/20 Desg FWD 19 128.22 P2p
 Fa0/23 Root FWD 19 128.25 P2p
 Fa0/24 Altn BLK 19 128.26 P2p
 Modify STP timers, and verify that these have been learned from the STP root bridge.
 SW1#show spanning-tree vlan 10
 VLAN0010
 Spanning tree enabled protocol ieee
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Root ID Priority 4106
 Address 0013.605f.f000
 This bridge is the root Hello Time 3 sec Max Age 10 sec Forward Delay 10 sec
 Bridge ID Priority 4106 (priority 4096 sys-id-ext 10)
 Address 0013.605f.f000 Hello Time 3 sec Max Age 10 sec Forward Delay 10 sec
 Aging Time 300 sec
 Interface Role Sts Cost Prio.Nbr Type
 ------------------- ---- --- --------- -------- --------------------------------
 Fa0/19 Desg FWD 19 128.21 P2p
 Fa0/20 Desg FWD 19 128.22 P2p
 Fa0/23 Desg FWD 19 128.25 P2p
 Fa0/24 Desg FWD 19 128.26 P2p
 !
 ! SW2#show spanning-tree vlan 10
 VLAN0010
 Spanning tree enabled protocol ieee Root ID Priority 4106
 Address 0013.605f.f000
 Cost 19
 Port 25 (FastEthernet0/23) Hello Time 3 sec Max Age 10 sec Forward Delay 10 sec
 Bridge ID Priority 16394 (priority 16384 sys-id-ext 10)
 Address 000a.b832.3a80 Hello Time 2 sec Max Age 20 sec Forward Delay 15 sec
 Aging Time 300 sec
 Interface Role Sts Cost Prio.Nbr Type
 ------------------- ---- --- --------- -------- --------------------------------
 Fa0/19 Desg FWD 19 128.21 P2p
 Fa0/20 Desg FWD 19 128.22 P2p
 Fa0/23 Root FWD 19 128.25 P2p
 Fa0/24 Altn BLK 19 128.26 P2p
 Downstream devices from the root bridge inherit the timers configured on the root. With a forward delay of 10 seconds configured on SW1, the downstream switches should take 10 seconds in each of the listening and learning phases during convergence. The below timestamps indicate that a new root port was elected at 23:36:59 on SW3, which transitions from blocking to listening. 10 seconds later, at 23:37:09, the port transitions from listening to learning. Finally, 10 seconds after that, at 23:37:19, the port transitions into forwarding.
 SW3#debug spanning-tree events
 Spanning Tree event debugging is on SW3#debug condition vlan 10
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Condition 1 set
 ! SW3#configure terminal
 Enter configuration commands, one per line. End with CNTL/Z. SW3(config)#service timestamps debug
 SW3(config)#logging console 7
 SW3(config)#interface FastEthernet0/19
 SW3(config-if)#shutdown
 !
 23:36:59: STP: VLAN0010 new root port Fa0/20, cost 19 23:36:59: STP: VLAN0010 Fa0/20 -> listening
 23:36:59: STP[10]: Generating TC trap for port FastEthernet0/19
 !
 23:37:02: STP: VLAN0010 sent Topology Change Notice on Fa0/20 23:37:09: STP: VLAN0010 Fa0/20 -> learning
 !
 23:37:19: STP: VLAN0010 sent Topology Change Notice on Fa0/20
 23:37:19: STP: VLAN0010 Fa0/20 -> forwarding
 !
 ! SW3#undebug all
 All possible debugging has been turned off
 ! SW3#undebug condition all
 Removing all conditions may cause a flood of debugging
 messages to result, unless specific debugging flags
 are first removed.
 Proceed with the removal of all conditions? [yes/no]: yes
 1 conditions have been removed
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CCIE Routing & Switching v5 Workbook - CCIE R&S v5 Advanced Technology Labs - LAN Switching
 STP PortFast
 A Note On Section Initial Configuration Files : You must load the initial configuration files for the section, named LAN Switching Initial Spanning Tree , which can be found in CCIE R&S v5 Topology Diagrams & Initial Configurations. Reference the Virtual Routers & Physical Switches Diagram to complete this task.
 Task
 Configure Spanning-Tree PortFast on SW1 so that port FastEthernet0/1 does not have to wait for the Spanning-Tree listening and learning phases to begin forwarding.
 Configure FastEthernet0/1 on SW1 as a trunk port using 802.1q encapsulation.Do not use any global Spanning-Tree commands to accomplish this.
 Configuration
 SW1:
 interface FastEthernet0/1
 switchport trunk encapsulation dot1q
 switchport mode trunk
 spanning-tree portfast trunk
 Verification
 Portfast is used to override the listening and learning phases of Spanning-Tree, also called the forwarding delay, and transition immediately to forwarding. Note that in this example, we are enabling PortFast on a trunk port, which requires the additional
 trunk keyword attached to the spanning-tree portfast command. This is useful
 http://labs.ine.com/workbook/view/rs-v5-workbook/task/ccie-r-s-v5-topology-diagrams-initial-configurations-MTk3Ng==
 http://labs.ine.com/workbook/view/rs-v5-workbook/task/ccie-r-s-v5-topology-diagrams-initial-configurations-MTk3Ng==
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when you have a trunk port connected to a server, such as a hypervisor, that is running multiple virtual machines and using a virtual switch with multiple VLANs. Although trunking can be used between switches, trunking can also be used to connect to single devices that can tag traffic with 802.1q. Another example would be a VOIP phone with a PC connected to it that tags voice traffic with one VLAN but data traffic from the PC with another VLAN; this was actually the voice implementation before the voice VLAN functionality, also known as the auxiliary VLAN, was added to the switch.
 SW1#show spanning-tree interface fastethernet0/1 portfast
 VLAN0001 enabled
 VLAN0005 enabled
 VLAN0007 enabled
 VLAN0008 enabled
 VLAN0009 enabled
 VLAN0010 enabled
 VLAN0022 enabled
 VLAN0043 enabled
 VLAN0058 enabled
 VLAN0067 enabled
 VLAN0079 enabled
 VLAN0146 enabled
 !
 ! SW1#show spanning-tree interface fastEthernet0/1 detail
 Port 3 (FastEthernet0/1) of VLAN0001 is designated forwarding
 Port path cost 19, Port priority 128, Port Identifier 128.3.
 Designated root has priority 4097, address 0013.605f.f000
 Designated bridge has priority 4097, address 0013.605f.f000
 Designated port id is 128.3, designated path cost 0
 Timers: message age 0, forward delay 0, hold 0
 Number of transitions to forwarding state: 1
 The port is in the portfast mode by portfast trunk configuration
 Link type is point-to-point by default
 BPDU: sent 686, received 0
 Port 3 (FastEthernet0/1) of VLAN0005 is designated forwarding
 Port path cost 19, Port priority 128, Port Identifier 128.3.
 Designated root has priority 4101, address 0013.605f.f000
 Designated bridge has priority 4101, address 0013.605f.f000
 Designated port id is 128.3, designated path cost 0
 Timers: message age 0, forward delay 0, hold 0
 Number of transitions to forwarding state: 1
 The port is in the portfast mode by portfast trunk configuration
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Link type is point-to-point by default
 BPDU: sent 686, received 0
 <output omitted>
 ! SW1#debug spanning-tree event
 Spanning Tree event debugging is on
 ! SW1#configure terminal
 Enter configuration commands, one per line. End with CNTL/Z.
 SW1(config)#service timestamps debug datetime msec
 SW1(config)#logging console 7
 SW1(config)#interface FastEthernet0/1
 SW1(config-if)#shutdown
 !
 *Mar 3 05:15:45.999: STP: VLAN0001 we are the spanning tree root
 *Mar 3 05:15:45.999: STP: VLAN0005 we are the spanning tree root
 *Mar 3 05:15:45.999: STP: VLAN0007 we are the spanning tree root
 *Mar 3 05:15:45.999: STP: VLAN0008 we are the spanning tree root
 *Mar 3 05:15:45.999: STP: VLAN0009 we are the spanning tree root
 *Mar 3 05:15:45.999: STP: VLAN0010 we are the spanning tree root
 *Mar 3 05:15:45.999: STP: VLAN0022 we are the spanning tree root
 *Mar 3 05:15:45.999: STP: VLAN0043 we are the spanning tree root
 *Mar 3 05:15:45.999: STP: VLAN0058 we are the spanning tree root
 *Mar 3 05:15:45.999: STP: VLAN0067 we are the spanning tree root
 *Mar 3 05:15:45.999: STP: VLAN0079 we are the spanning tree root
 *Mar 3 05:15:45.999: STP: VLAN0146 we are the spanning tree root
 %LINK-5-CHANGED: Interface FastEthernet0/1, changed state to administratively down
 %LINEPROTO-5-UPDOWN: Line protocol on Interface FastEthernet0/1, changed state to down
 When interface FastEthernet0/1 is shut down and subsequently brought back up, it immediately transitions to the forwarding state for all VLANs allowed on the trunk.
 SW1(config-if)#no shutdown
 !
 *Mar 3 22:52:28.732: set portid: VLAN0005 Fa0/1: new port id 8003 *Mar 3 22:52:28.732:
 STP: VLAN0005 Fa0/1 ->jump to forwarding from blocking
 *Mar 3 22:52:28.732: set portid: VLAN0007 Fa0/1: new port id 8003 *Mar 3 22:52:28.732:
 STP: VLAN0007 Fa0/1 ->jump to forwarding from blocking
 *Mar 3 22:52:28.740: set portid: VLAN0008 Fa0/1: new port id 8003 *Mar 3 22:52:28.740:
 STP: VLAN0008 Fa0/1 ->jump to forwarding from blocking
 *Mar 3 22:52:28.740: set portid: VLAN0009 Fa0/1: new port id 8003 *Mar 3 22:52:28.740:
 STP: VLAN0009 Fa0/1 ->jump to forwarding from blocking
 *Mar 3 22:52:28.740: set portid: VLAN0010 Fa0/1: new port id 8003 *Mar 3 22:52:28.740:
 STP: VLAN0010 Fa0/1 ->jump to forwarding from blocking
 *Mar 3 22:52:28.740: set portid: VLAN0022 Fa0/1: new port id 8003 *Mar 3 22:52:28.740:
 STP: VLAN0022 Fa0/1 ->jump to forwarding from blocking
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*Mar 3 22:52:28.740: set portid: VLAN0043 Fa0/1: new port id 8003 *Mar 3 22:52:28.740:
 STP: VLAN0043 Fa0/1 ->jump to forwarding from blocking
 *Mar 3 22:52:28.740: set portid: VLAN0058 Fa0/1: new port id 8003 *Mar 3 22:52:28.740:
 STP: VLAN0058 Fa0/1 ->jump to forwarding from blocking
 *Mar 3 22:52:28.740: set portid: VLAN0067 Fa0/1: new port id 8003 *Mar 3 22:52:28.740:
 STP: VLAN0067 Fa0/1 ->jump to forwarding from blocking
 *Mar 3 22:52:28.740: set portid: VLAN0079 Fa0/1: new port id 8003 *Mar 3 22:52:28.740:
 STP: VLAN0079 Fa0/1 ->jump to forwarding from blocking
 *Mar 3 22:52:28.740: set portid: VLAN0146 Fa0/1: new port id 8003 *Mar 3 22:52:28.740:
 STP: VLAN0146 Fa0/1 ->jump to forwarding from blocking
 *Mar 3 22:52:28.749: set portid: VLAN0001 Fa0/1: new port id 8003 *Mar 3 22:52:28.749:
 STP: VLAN0001 Fa0/1 ->jump to forwarding from blocking
 !
 %LINK-3-UPDOWN: Interface FastEthernet0/1, changed state to up
 %LINEPROTO-5-UPDOWN: Line protocol on Interface FastEthernet0/1, changed state to up
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CCIE Routing & Switching v5 Workbook - CCIE R&S v5 Advanced Technology Labs - LAN Switching
 STP PortFast Default
 A Note On Section Initial Configuration Files : You must load the initial configuration files for the section, named LAN Switching Initial Spanning Tree , which can be found in CCIE R&S v5 Topology Diagrams & Initial Configurations. Reference the Virtual Routers & Physical Switches Diagram to complete this task.
 Task
 Configure Spanning-Tree PortFast on SW1 - SW4 so ports in access mode do not have to wait for the Spanning-Tree listening and learning phases to begin forwarding.
 Configure FastEthernet0/1 on SW1 as an access port in vlan 146.Do not use any interface-level Spanning-Tree commands to accomplish this.
 Configuration
 SW1:
 spanning-tree portfast default
 !
 interface FastEthernet0/1
 switchport mode access
 switchport access vlan 146
 SW2, SW3, SW4:
 spanning-tree portfast default
 Verification
 Portfast default has the same effect as the interface-level portfast command, but it is automatically enabled at the same time only on interfaces statically configured in
 http://labs.ine.com/workbook/view/rs-v5-workbook/task/ccie-r-s-v5-topology-diagrams-initial-configurations-MTk3Ng==
 http://labs.ine.com/workbook/view/rs-v5-workbook/task/ccie-r-s-v5-topology-diagrams-initial-configurations-MTk3Ng==
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access mode. This command is equivalent to issuing the spanning-tree portfast
 command under an interface range that encompasses all interfaces. The port must be an access port for this to work, however. If the port is configured as a trunk, the global portfast command will not convert the port to an edge port; you must manually configure the port with the spanning-tree portfast trunk command. Regardless of how portfast is enabled, if BPDUs are received on the port, the port will lose its portfast and edge status, and STP port state will be negotiated, thus the port may actually transition to blocking.
 Verify that PortFast is enabled at the global level, appearing as by default .
 SW1#show spanning-tree summary
 Switch is in pvst mode
 Root bridge for: VLAN0001, VLAN0005, VLAN0007-VLAN0010, VLAN0022, VLAN0043
 VLAN0058, VLAN0067, VLAN0079, VLAN0146
 Extended system ID is enabled Portfast Default is enabled
 PortFast BPDU Guard Default is disabled
 Portfast BPDU Filter Default is disabled
 Loopguard Default is disabled
 EtherChannel misconfig guard is enabled
 UplinkFast is disabled
 BackboneFast is disabled
 Configured Pathcost method used is short
 Name Blocking Listening Learning Forwarding STP Active
 ---------------------- -------- --------- -------- ---------- ----------
 VLAN0001 0 0 0 3 3
 VLAN0005 0 0 0 3 3
 VLAN0007 0 0 0 3 3
 VLAN0008 0 0 0 3 3
 VLAN0009 0 0 0 3 3
 VLAN0010 0 0 0 3 3
 VLAN0022 0 0 0 3 3
 VLAN0043 0 0 0 3 3
 VLAN0058 0 0 0 3 3
 VLAN0067 0 0 0 3 3
 VLAN0079 0 0 0 3 3
 VLAN0146 0 0 0 4 4
 ---------------------- -------- --------- -------- ---------- ----------
 12 vlans 0 0 0 37 37
 Verify that PortFast is actually also enabled at the interface level, thus port is an STP Edge port, because it is in access mode and no BPDUs have been received

Page 112
                        

inbound.
 SW1#show interfaces fastEthernet0/1 switchport
 Name: Fa0/1
 Switchport: Enabled Administrative Mode: static access
 Operational Mode: static access
 Administrative Trunking Encapsulation: negotiate
 Operational Trunking Encapsulation: native
 Negotiation of Trunking: Off
 Access Mode VLAN: 146 (VLAN0146)
 Trunking Native Mode VLAN: 1 (default)
 Administrative Native VLAN tagging: enabled
 <output omitted>
 !
 ! SW1#show spanning-tree interface fastEthernet0/1 portfast
 VLAN0146 enabled
 !
 ! SW1#show spanning-tree interface fastEthernet0/1 detail
 Port 3 (FastEthernet0/1) of VLAN0146 is designated forwarding
 Port path cost 19, Port priority 128, Port Identifier 128.3.
 Designated root has priority 4242, address 0013.605f.f000
 Designated bridge has priority 4242, address 0013.605f.f000
 Designated port id is 128.3, designated path cost 0
 Timers: message age 0, forward delay 0, hold 0
 Number of transitions to forwarding state: 1 The port is in the portfast mode by default
 Link type is point-to-point by default BPDU: sent 72, received 0
 Enable STP debugging to verify that ports transitions into forwarding state on link up.
 SW1#debug spanning-tree event
 Spanning Tree event debugging is on SW1#configure terminal
 Enter configuration commands, one per line. End with CNTL/Z.
 SW1(config)#service timestamp debug datetime msec
 SW1(config)#logging console 7
 SW1(config)#interface FastEthernet0/1
 SW1(config-if)#shutdown
 !
 *Mar 3 06:03:34.735: STP: VLAN0146 we are the spanning tree root
 2d05h: %LINK-5-CHANGED: Interface FastEthernet0/1, changed state to administratively down
 2d05h: %LINEPROTO-5-UPDOWN: Line protocol on Interface FastEthernet0/1, changed state to down
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When interface Fa0/1 is shut down and subsequently brought back up, it immediately transitions to the forwarding state.
 SW1(config-if)#no shutdown
 !
 *Mar 3 06:04:03.634: set portid: VLAN0146 Fa0/1: new port id 8003 *Mar 3 06:04:03.634:
 STP: VLAN0146 Fa0/1 ->jump to forwarding from blocking
 !
 2d05h: %LINK-3-UPDOWN: Interface FastEthernet0/1, changed state to up
 2d05h: %LINEPROTO-5-UPDOWN: Line protocol on Interface FastEthernet0/1, changed state to up

Page 114
                        

CCIE Routing & Switching v5 Workbook - CCIE R&S v5 Advanced Technology Labs - LAN Switching
 STP UplinkFast
 A Note On Section Initial Configuration Files : You must load the initial configuration files for the section, named LAN Switching Initial Spanning Tree , which can be found in CCIE R&S v5 Topology Diagrams & Initial Configurations. Reference the Virtual Routers & Physical Switches Diagram to complete this task.
 Task
 Configure SW2 - SW4 to use the default STP priority for all VLANs.Configure SW2 - SW4 with Spanning-Tree UplinkFast so that if their Root Port is lost, they immediately select a new Root Port.Verify this by shutting down the Root Port of SW2.
 Configuration
 SW2 - SW4:
 default spanning-tree vlan 1-4094 priority
 spanning-tree uplinkfast
 Verification
 http://labs.ine.com/workbook/view/rs-v5-workbook/task/ccie-r-s-v5-topology-diagrams-initial-configurations-MTk3Ng==
 http://labs.ine.com/workbook/view/rs-v5-workbook/task/ccie-r-s-v5-topology-diagrams-initial-configurations-MTk3Ng==
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The Cisco-proprietary UplinkFast feature is used to speed up convergence time when the direct failure of the local Root Port occurs. This feature can be used only if the switch runs legacy STP, 802.1D, because functionality is built in to RSTP, 802.1w. To ensure that the switch with UplinkFast configured does not become a transit switch, its bridge priority will be automatically increased to 49152 and its ports cost increased with 3000. UplinkFast cannot be enabled on a switch that has its default STP priority modified.
 Verify SW2's STP bridge priority, port costs, and port states after configuring the default STP priority but before configuring uplinkfast; for example, for VLAN 2:
 SW2#show spanning-tree summary
 Switch is in pvst mode
 Root bridge for: none
 Extended system ID is enabled
 Portfast Default is disabled
 PortFast BPDU Guard Default is disabled
 Portfast BPDU Filter Default is disabled
 Loopguard Default is disabled
 EtherChannel misconfig guard is enabled UplinkFast is disabled
 BackboneFast is disabled
 Configured Pathcost method used is short
 Name Blocking Listening Learning Forwarding STP Active
 ---------------------- -------- --------- -------- ---------- ----------
 VLAN0001 1 0 0 3 4
 VLAN0002 1 0 0 3 4
 VLAN0005 1 0 0 3 4
 VLAN0007 1 0 0 3 4
 VLAN0008 1 0 0 3 4
 VLAN0009 1 0 0 3 4
 VLAN0010 1 0 0 3 4
 VLAN0022 1 0 0 3 4
 VLAN0043 1 0 0 3 4
 VLAN0058 1 0 0 3 4
 VLAN0067 1 0 0 3 4
 VLAN0079 1 0 0 3 4
 VLAN0146 1 0 0 3 4
 ---------------------- -------- --------- -------- ---------- ----------
 13 vlans 13 0 0 39 52
 !
 ! SW2#show spanning-tree vlan 2
 VLAN0002
 Spanning tree enabled protocol ieee
 Root ID Priority 4098
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Address 0013.605f.f000
 Cost 19
 Port 25 (FastEthernet0/23)
 Hello Time 2 sec Max Age 20 sec Forward Delay 15 sec
 Bridge ID Priority 32770 (priority 32768 sys-id-ext 2)
 Address 000a.b832.3a80
 Hello Time 2 sec Max Age 20 sec Forward Delay 15 sec
 Aging Time 15 sec
 Interface Role Sts Cost Prio.Nbr Type
 ------------------- ---- --- --------- -------- --------------------------------
 Fa0/19 Desg FWD 19 128.21 P2p
 Fa0/20 Desg FWD 19 128.22 P2p
 Fa0/23 Root FWD 19 128.25 P2p
 Fa0/24 Altn BLK 19 128.26 P2p
 Enable STP event debugging only for VLAN 2, shut down the Root Port that is FastEthernet0/23, and notice that FastEhernet0/24 transitions to listening and learning before forwarding, so it is not automatically selected as the new Root Port.
 SW2#debug spanning-tree events
 Spanning Tree event debugging is on
 ! SW2#debug condition vlan 2
 Condition 1 set
 ! SW2#configure terminal
 Enter configuration commands, one per line. End with CNTL/Z.
 SW2(config)#service timestamps debug datetime msec
 SW2(config)#interface fastEthernet0/23
 SW2(config-if)#shutdown
 !
 !
 *Mar 1 00:19:07.980: STP: VLAN0002 new root port Fa0/24, cost 19
 *Mar 1 00:19:07.980: STP: VLAN0002 Fa0/24 -> listening
 *Mar 1 00:19:07.980: STP[2]: Generating TC trap for port FastEthernet0/23
 *Mar 1 00:19:09.985: STP: VLAN0002 sent Topology Change Notice on Fa0/24
 *Mar 1 00:19:22.988: STP: VLAN0002 Fa0/24 -> learning
 *Mar 1 00:19:37.995: STP[2]: Generating TC trap for port FastEthernet0/24
 *Mar 1 00:19:37.995: STP: VLAN0002 sent Topology Change Notice on Fa0/24
 *Mar 1 00:19:37.995: STP: VLAN0002 Fa0/24 -> forwarding
 !
 ! SW2#show spanning-tree vlan 2
 VLAN0002

Page 117
                        

Spanning tree enabled protocol ieee
 Root ID Priority 4098
 Address 0013.605f.f000
 Cost 19
 Port 25 (FastEthernet0/23)
 Hello Time 2 sec Max Age 20 sec Forward Delay 15 sec
 Bridge ID Priority 32770 (priority 32768 sys-id-ext 2)
 Address 000a.b832.3a80
 Hello Time 2 sec Max Age 20 sec Forward Delay 15 sec
 Aging Time 15 sec
 Interface Role Sts Cost Prio.Nbr Type
 ------------------- ---- --- --------- -------- --------------------------------
 Fa0/19 Desg FWD 19 128.21 P2p
 Fa0/20 Desg FWD 19 128.22 P2p Fa0/24 Root FWD 19 128.26 P2p
 Configure uplinkfast and notice how SW2's STP bridge priority and port costs have been increased; for example, for VLAN 2:
 SW2#show spanning-tree vlan 2
 VLAN0002
 Spanning tree enabled protocol ieee
 Root ID Priority 4098
 Address 0013.605f.f000
 Cost 3019
 Port 25 (FastEthernet0/23)
 Hello Time 2 sec Max Age 20 sec Forward Delay 15 sec
 Bridge ID Priority 49154 (priority 49152 sys-id-ext 2)
 Address 000a.b832.3a80
 Hello Time 2 sec Max Age 20 sec Forward Delay 15 sec
 Aging Time 300 sec
 Uplinkfast enabled
 Interface Role Sts Cost Prio.Nbr Type
 ------------------- ---- --- --------- -------- --------------------------------
 Fa0/19 Desg FWD 3019 128.21 P2p
 Fa0/20 Desg FWD 3019 128.22 P2p
 Fa0/23 Root FWD 3019 128.25 P2p
 Fa0/24 Altn BLK 3019 128.26 P2p
 Enable STP event debugging only for VLAN 2, shut down the Root Port that is
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FastEthernet0/23, and notice that FastEhernet0/24 transitions directly to forwarding, so it is automatically selected the new Root Port.
 SW2#debug spanning-tree events
 Spanning Tree event debugging is on
 ! SW2#debug condition vlan 2
 Condition 1 set
 ! SW2#configure terminal
 Enter configuration commands, one per line. End with CNTL/Z.
 SW2(config)#service timestamps debug datetime msec
 SW2(config)#interface fastEthernet0/23
 SW2(config-if)#shutdown
 !
 ! %SPANTREE_FAST-7-PORT_FWD_UPLINK: VLAN0001 FastEthernet0/24 moved to Forwarding (UplinkFast).
 *Mar 1 01:09:03.619: STP: VLAN0002 new root port Fa0/24, cost 3019
 *Mar 1 01:09:03.619: STP[2]: Generating TC trap for port FastEthernet0/24
 *Mar 1 01:09:03.619: STP[2]: Generating TC trap for port FastEthernet0/23
 *Mar 1 01:09:05.624: STP: VLAN0002 sent Topology Change Notice on Fa0/24
 !
 ! SW2#show spanning-tree vlan 2
 VLAN0002
 Spanning tree enabled protocol ieee
 Root ID Priority 4098
 Address 0013.605f.f000
 Cost 3019
 Port 26 (FastEthernet0/24)
 Hello Time 2 sec Max Age 20 sec Forward Delay 15 sec
 Bridge ID Priority 49154 (priority 49152 sys-id-ext 2)
 Address 000a.b832.3a80
 Hello Time 2 sec Max Age 20 sec Forward Delay 15 sec
 Aging Time 300 sec
 Uplinkfast enabled
 Interface Role Sts Cost Prio.Nbr Type
 ------------------- ---- --- --------- -------- --------------------------------
 Fa0/19 Desg FWD 3019 128.21 P2p
 Fa0/20 Desg FWD 3019 128.22 P2p Fa0/24 Root FWD 3019 128.26 P2p
 Verify that UplinkFast is enabled, and based on statistics it has been used when the Root Port has changed. The CAM table was flooded out the new Root Port to expedite the learning phase of upstream neighbors.
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SW2#show spanning-tree summary
 Switch is in pvst mode
 Root bridge for: none
 Extended system ID is enabled
 Portfast Default is disabled
 PortFast BPDU Guard Default is disabled
 Portfast BPDU Filter Default is disabled
 Loopguard Default is disabled
 EtherChannel misconfig guard is enabled UplinkFast is enabled
 BackboneFast is disabled
 Configured Pathcost method used is short
 Name Blocking Listening Learning Forwarding STP Active
 ---------------------- -------- --------- -------- ---------- ----------
 VLAN0001 0 0 0 3 3
 VLAN0002 0 0 0 3 3
 VLAN0005 0 0 0 3 3
 VLAN0007 0 0 0 3 3
 VLAN0008 0 0 0 3 3
 VLAN0009 0 0 0 3 3
 VLAN0010 0 0 0 3 3
 VLAN0022 0 0 0 3 3
 VLAN0043 0 0 0 3 3
 VLAN0058 0 0 0 3 3
 VLAN0067 0 0 0 3 3
 VLAN0079 0 0 0 3 3
 VLAN0146 0 0 0 3 3
 ---------------------- -------- --------- -------- ---------- ----------
 13 vlans 0 0 0 39 39
 Station update rate set to 150 packets/sec.
 UplinkFast statistics
 ----------------------- Number of transitions via uplinkFast (all VLANs) : 26
 Number of proxy multicast addresses transmitted (all VLANs) : 84
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CCIE Routing & Switching v5 Workbook - CCIE R&S v5 Advanced Technology Labs - LAN Switching
 STP BackboneFast
 A Note On Section Initial Configuration Files : You must load the initial configuration files for the section, named LAN Switching Initial Spanning Tree , which can be found in CCIE R&S v5 Topology Diagrams & Initial Configurations. Reference the Virtual Routers & Physical Switches Diagram to complete this task.
 Task
 Configure Spanning-Tree BackboneFast so that if the links between SW1 and SW2 go down, SW4 immediately expires its maxage timer and begins Spanning-Tree reconvergence.
 Configuration
 SW1 - SW4:
 spanning-tree backbonefast
 Verification
 The Cisco proprietary BackboneFast feature is used to speed up convergence when an indirect failure occurs upstream in the network by immediately expiring the max_age timer. The feature is useful when running legacy 802.1d STP, because RSTP and MSTP standards were designed to have a built-in functionality to resolve the max_age timer expiry issue. It must be enabled on all switches in the Layer 2 topology to be functional.
 Based on configured STP priorities from initial configurations, in this design, SW4’s Root Port is toward SW2 on Fa0/19. If Fa0/19 goes down, Fa0/20 toward SW2 will
 http://labs.ine.com/workbook/view/rs-v5-workbook/task/ccie-r-s-v5-topology-diagrams-initial-configurations-MTk3Ng==
 http://labs.ine.com/workbook/view/rs-v5-workbook/task/ccie-r-s-v5-topology-diagrams-initial-configurations-MTk3Ng==
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be selected as the new Root Port.
 SW4#show spanning-tree vlan 2
 VLAN0002
 Spanning tree enabled protocol ieee Root ID Priority 4098
 Address 0013.605f.f000
 Cost 38 Port 21 (FastEthernet0/19)
 Hello Time 2 sec Max Age 20 sec Forward Delay 15 sec
 Bridge ID Priority 8194 (priority 8192 sys-id-ext 2)
 Address 001a.a174.2500
 Hello Time 2 sec Max Age 20 sec Forward Delay 15 sec
 Aging Time 300 sec
 Interface Role Sts Cost Prio.Nbr Type
 ------------------- ---- --- --------- -------- --------------------------------
 Fa0/19 Root FWD 19 128.21 P2p
 Fa0/20 Altn BLK 19 128.22 P2p
 Fa0/23 Altn BLK 19 128.25 P2p
 Fa0/24 Altn BLK 19 128.26 P2p
 Before configuring BackboneFast, enable conditional STP events debugging for VLAN 2 on SW4 and shut down both Ethernet ports between SW2 and SW1. Check the log messages on SW4 and note that it ignores the inferior BPDU messages received from SW2 until the max_age timer of 20 seconds expires, allowing SW4 to age out the old root bridge stored BPDU on the respective port. SW2 sends inferior BPDU messages claiming itself as root bridge because it is isolated as it lost its Root Port.
 SW4#debug spanning-tree events
 Spanning Tree event debugging is on
 ! SW4#debug condition vlan 2
 Condition 1 set
 ! SW4#configure terminal
 Enter configuration commands, one per line. End with CNTL/Z.
 SW4(config)#service timestamps debug datetime msec
 !
 ! SW2#configure terminal
 Enter configuration commands, one per line. End with CNTL/Z.
 SW2(config)#interface range fastEthernet0/23 - 24
 SW2(config-if-range)#shutdown
 !
 ! *Mar 3 02:45:30.829: STP: VLAN0002 heard root 16386-000a.b832.3a80 on Fa0/19
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*Mar 3 02:45:30.829: STP: VLAN0002 heard root 16386-000a.b832.3a80 on Fa0/20
 SW4#
 *Mar 3 02:45:31.895: STP: VLAN0002 heard root 16386-000a.b832.3a80 on Fa0/19
 *Mar 3 02:45:31.895: STP: VLAN0002 heard root 16386-000a.b832.3a80 on Fa0/20
 SW4#
 *Mar 3 02:45:33.891: STP: VLAN0002 heard root 16386-000a.b832.3a80 on Fa0/19
 *Mar 3 02:45:33.891: STP: VLAN0002 heard root 16386-000a.b832.3a80 on Fa0/20
 SW4#
 *Mar 3 02:45:35.904: STP: VLAN0002 heard root 16386-000a.b832.3a80 on Fa0/19
 *Mar 3 02:45:35.904: STP: VLAN0002 heard root 16386-000a.b832.3a80 on Fa0/20
 SW4#
 *Mar 3 02:45:37.909: STP: VLAN0002 heard root 16386-000a.b832.3a80 on Fa0/19
 *Mar 3 02:45:37.909: STP: VLAN0002 heard root 16386-000a.b832.3a80 on Fa0/20
 SW4#
 *Mar 3 02:45:39.914: STP: VLAN0002 heard root 16386-000a.b832.3a80 on Fa0/19
 *Mar 3 02:45:39.914: STP: VLAN0002 heard root 16386-000a.b832.3a80 on Fa0/20
 SW4#
 *Mar 3 02:45:41.911: STP: VLAN0002 heard root 16386-000a.b832.3a80 on Fa0/19
 *Mar 3 02:45:41.911: STP: VLAN0002 heard root 16386-000a.b832.3a80 on Fa0/20
 SW4#
 *Mar 3 02:45:43.924: STP: VLAN0002 heard root 16386-000a.b832.3a80 on Fa0/19
 *Mar 3 02:45:43.924: STP: VLAN0002 heard root 16386-000a.b832.3a80 on Fa0/20
 SW4#
 *Mar 3 02:45:45.929: STP: VLAN0002 heard root 16386-000a.b832.3a80 on Fa0/19
 *Mar 3 02:45:45.929: STP: VLAN0002 heard root 16386-000a.b832.3a80 on Fa0/20
 SW4#
 *Mar 3 02:45:47.934: STP: VLAN0002 heard root 16386-000a.b832.3a80 on Fa0/19
 *Mar 3 02:45:47.934: STP: VLAN0002 heard root 16386-000a.b832.3a80 on Fa0/20
 After max_age timer expires, SW4 starts reconverging its STP port states and finally selects the new Root Port to be Fas0/23, its connection to SW3.
 *Mar 3 02:45:48.814: STP: VLAN0002 new root port Fa0/20, cost 38
 *Mar 3 02:45:48.814: STP: VLAN0002 Fa0/20 -> listening
 *Mar 3 02:45:48.814: STP: VLAN0002 new root port Fa0/23, cost 38
 *Mar 3 02:45:48.814: STP: VLAN0002 Fa0/23 -> listening
 SW4#
 *Mar 3 02:45:49.855: STP: VLAN0002 Topology Change rcvd on Fa0/19
 *Mar 3 02:45:49.855: STP: VLAN0002 sent Topology Change Notice on Fa0/23
 SW4#
 *Mar 3 02:46:03.822: STP: VLAN0002 Fa0/20 -> learning
 *Mar 3 02:46:03.822: STP: VLAN0002 Fa0/23 -> learning
 SW4#
 *Mar 3 02:46:18.829: STP[2]: Generating TC trap for port FastEthernet0/20
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*Mar 3 02:46:18.829: STP: VLAN0002 sent Topology Change Notice on Fa0/23
 *Mar 3 02:46:18.829: STP: VLAN0002 Fa0/20 -> forwarding
 *Mar 3 02:46:18.829: STP[2]: Generating TC trap for port FastEthernet0/23
 *Mar 3 02:46:18.829: STP: VLAN0002 Fa0/23 -> forwarding
 !
 ! SW4#show spanning-tree vlan 2
 VLAN0002
 Spanning tree enabled protocol ieee
 Root ID Priority 4098
 Address 0013.605f.f000
 Cost 38
 Port 25 (FastEthernet0/23)
 Hello Time 2 sec Max Age 20 sec Forward Delay 15 sec
 Bridge ID Priority 8194 (priority 8192 sys-id-ext 2)
 Address 001a.a174.2500
 Hello Time 2 sec Max Age 20 sec Forward Delay 15 sec
 Aging Time 300 sec
 Interface Role Sts Cost Prio.Nbr Type
 ------------------- ---- --- --------- -------- --------------------------------
 Fa0/19 Desg FWD 19 128.21 P2p
 Fa0/20 Desg FWD 19 128.22 P2p Fa0/23 Root FWD 19 128.25 P2p
 Fa0/24 Altn BLK 19 128.26 P2p
 Re-enable SW2's Ethernet links to SW1, Fa0/23, and Fa0/24, configure BackboneFast on all switches, enable STP BackboneFast debugging, and test the same scenario again. Note that as soon as SW4 receives the inferior BPDU from SW2, it no longer waits for max_age timer to expire; instead, SW4 sends RLQ (Root Link Query) messages out on all its non-designated ports.
 SW4#debug spanning-tree backbonefast
 Spanning Tree backbonefast general debugging is on
 ! SW4#debug spanning-tree backbonefast detail
 Spanning Tree backbonefast detail debugging is on
 ! SW2#configure terminal
 Enter configuration commands, one per line. End with CNTL/Z.
 SW2(config)#interface range fastEthernet0/23 - 24
 SW2(config-if-range)#shutdown
 !
 !
 *Mar 3 06:40:27.876: STP: VLAN0002 heard root 16386-000a.b832.3a80 on Fa0/19
 *Mar 3 06:40:27.876: STP FAST: received inferior BPDU on VLAN0002 FastEthernet0/19.
 *Mar 3 06:40:27.876: STP FAST: sending RLQ request PDU on VLAN0002(2) Fa0/20 Vlan2
 *Mar 3 06:40:27.876: STP FAST: sending RLQ request PDU on VLAN0002(2) Fa0/23 Vlan2
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*Mar 3 06:40:27.876: STP: VLAN0002 heard root 16386-000a.b832.3a80 on Fa0/20
 *Mar 3 06:40:27.885: STP FAST: received inferior BPDU on VLAN0002 FastEthernet0/20.
 *Mar 3 06:40:27.885: STP FAST: sending RLQ request PDU on VLAN0002(2) Fa0/23 Vlan2
 *Mar 3 06:40:27.885: STP FAST: sending RLQ request PDU on VLAN0002(2) Fa0/24 Vlan2
 SW4 receives a negative RLQ response from SW2 (the root bridge is not accessible via SW2) and positive RLQ response from SW3 (the root bridge is still accessible via SW3).
 *Mar 3 06:40:27.901: STP FAST: Received RLQ response PDU on VLAN0002 FastEthernet0/20.
 *Mar 3 06:40:27.910: STP FAST: Received RLQ response PDU on VLAN0002 FastEthernet0/23.
 *Mar 3 06:40:27.910: STP FAST: received RLQ response PDU was expected on VLAN0002 FastEthernet0/23 - resp root id 4098-0013.605f.f000 .
 *Mar 3 06:40:27.910: STP FAST: Received RLQ response PDU on VLAN0002 FastEthernet0/24.
 *Mar 3 06:40:27.910: STP FAST: received RLQ response PDU was expected on VLAN0002 FastEthernet0/24 - resp root id 4098-0013.605f.f000 .
 *Mar 3 06:40:27.910: STP FAST: received_rlq_bpdu on VLAN0002 FastEthernet0/19 - making FastEthernet0/19 a designated port
 *Mar 3 06:40:27.910: STP FAST: received_rlq_bpdu on VLAN0002 FastEthernet0/20 - making FastEthernet0/20 a designated port
 Based on received RLQ responses, SW4 will mark its ports to SW2 as designated and will select its new Root Port via SW3. All ports, however, still transition through regular STP port states, listening, learning, and forwarding or blocking.
 *Mar 3 06:40:27.910: STP: VLAN0002 new root port Fa0/23, cost 38
 *Mar 3 06:40:27.910: STP: VLAN0002 Fa0/23 -> listening
 *Mar 3 06:40:27.910: STP: VLAN0002 Fa0/20 -> listening
 *Mar 3 06:40:27.910: STP FAST: Received RLQ response PDU on VLAN0002 FastEthernet0/23.
 *Mar 3 06:40:27.910: STP FAST: Received RLQ response PDU on VLAN0002 FastEthernet0/24.
 *Mar 3 06:40:27.910: STP FAST: Received RLQ response PDU on VLAN0002 FastEthernet0/23.
 *Mar 3 06:40:27.910: STP FAST: Received RLQ response PDU on VLAN0002 FastEthernet0/24.
 *Mar 3 06:40:27.910: STP FAST: Received RLQ response PDU on VLAN0002 FastEthernet0/23.
 *Mar 3 06:40:27.910: STP FAST: Received RLQ response PDU on VLAN0002 FastEthernet0/24.
 *Mar 3 06:40:28.405: STP: VLAN0002 Topology Change rcvd on Fa0/19
 *Mar 3 06:40:28.405: STP: VLAN0002 sent Topology Change Notice on Fa0/23
 *Mar 3 06:40:42.917: STP: VLAN0002 Fa0/23 -> learning
 *Mar 3 06:40:42.917: STP: VLAN0002 Fa0/20 -> learning
 *Mar 3 06:40:57.924: STP[2]: Generating TC trap for port FastEthernet0/23
 *Mar 3 06:40:57.924: STP: VLAN0002 sent Topology Change Notice on Fa0/23
 *Mar 3 06:40:57.924: STP: VLAN0002 Fa0/23 -> forwarding
 *Mar 3 06:40:57.924: STP[2]: Generating TC trap for port FastEthernet0/20
 *Mar 3 06:40:57.924: STP: VLAN0002 Fa0/20 -> forwarding
 !
 ! SW4#show spanning-tree vlan 2
 VLAN0002
 Spanning tree enabled protocol ieee
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Root ID Priority 4098
 Address 0013.605f.f000
 Cost 38
 Port 25 (FastEthernet0/23)
 Hello Time 2 sec Max Age 20 sec Forward Delay 15 sec
 Bridge ID Priority 8194 (priority 8192 sys-id-ext 2)
 Address 001a.a174.2500
 Hello Time 2 sec Max Age 20 sec Forward Delay 15 sec
 Aging Time 300 sec
 Interface Role Sts Cost Prio.Nbr Type
 ------------------- ---- --- --------- -------- --------------------------------
 Fa0/19 Desg FWD 19 128.21 P2p
 Fa0/20 Desg FWD 19 128.22 P2p Fa0/23 Root FWD 19 128.25 P2p
 Fa0/24 Altn BLK 19 128.26 P2p
 Verify that BackboneFast is enabled, and also note the exchange of RLQ messages; for example, on SW4:
 SW4#show spanning-tree summary
 Switch is in pvst mode
 Root bridge for: none
 Extended system ID is enabled
 Portfast Default is disabled
 PortFast BPDU Guard Default is disabled
 Portfast BPDU Filter Default is disabled
 Loopguard Default is disabled
 EtherChannel misconfig guard is enabled
 UplinkFast is disabled BackboneFast is enabled
 Configured Pathcost method used is short
 Name Blocking Listening Learning Forwarding STP Active
 ---------------------- -------- --------- -------- ---------- ----------
 VLAN0001 1 0 0 4 5
 VLAN0002 1 0 0 3 4
 VLAN0005 1 0 0 3 4
 VLAN0007 1 0 0 3 4
 VLAN0008 1 0 0 3 4
 VLAN0009 1 0 0 3 4
 VLAN0010 1 0 0 3 4
 VLAN0022 1 0 0 3 4
 VLAN0043 1 0 0 3 4
 VLAN0058 1 0 0 3 4
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VLAN0067 1 0 0 3 4
 VLAN0079 1 0 0 3 4
 VLAN0146 1 0 0 3 4
 ---------------------- -------- --------- -------- ---------- ----------
 13 vlans 13 0 0 40 53
 BackboneFast statistics
 -----------------------
 Number of transition via backboneFast (all VLANs) : 13
 Number of inferior BPDUs received (all VLANs) : 26
 Number of RLQ request PDUs received (all VLANs) : 0
 Number of RLQ response PDUs received (all VLANs) : 117
 Number of RLQ request PDUs sent (all VLANs) : 65
 Number of RLQ response PDUs sent (all VLANs) : 0
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CCIE Routing & Switching v5 Workbook - CCIE R&S v5 Advanced Technology Labs - LAN Switching
 STP BPDU Guard
 A Note On Section Initial Configuration Files : You must load the initial configuration files for the section, named LAN Switching Initial Spanning Tree , which can be found in CCIE R&S v5 Topology Diagrams & Initial Configurations. Reference the Virtual Routers & Physical Switches Diagram to complete this task.
 Task
 Configure a port-channel between SW3 and SW4 as follows: SW3's side should be a Layer 3 port-channel with IP address 169.254.34.3/24.SW4's side should be a Layer 2 port-channel in VLAN 10.Both switches should actively initiate negotiation using a standard protocol.
 Configure Spanning-Tree BPDU Guard on SW4 so that the etherchannel is disabled if a BPDU is detected.
 SW4 should attempt to re-enable the etherchannel after two minutes.Do not use the global portfast command to accomplish this.
 Configuration
 SW3:
 default interface range FastEthernet0/23 - 24
 !
 interface Port-channel34
 no switchport
 ip address 169.254.34.3 255.255.255.0
 !
 interface range FastEthernet0/23 - 24
 no switchport
 channel-group 34 mode active
 http://labs.ine.com/workbook/view/rs-v5-workbook/task/ccie-r-s-v5-topology-diagrams-initial-configurations-MTk3Ng==
 http://labs.ine.com/workbook/view/rs-v5-workbook/task/ccie-r-s-v5-topology-diagrams-initial-configurations-MTk3Ng==
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SW4:
 default interface range FastEthernet0/23 - 24
 !
 interface range FastEthernet0/23 - 24
 channel-group 34 mode active
 !
 interface Port-channel34
 switchport mode access
 switchport access vlan 10
 spanning-tree bpduguard enable
 !
 errdisable recovery cause bpduguard
 errdisable recovery interval 120
 Verification
 The STP BPDU Guard feature is used to enforce access layer security on the termination of the STP domain. When an interface running BPDU Guard receives a BPDU (STP packet), the interface is transitioned into err-disable state. This ensures that unauthorized switches cannot be plugged in to the network, for example, to perform a Layer 2 man-in-the-middle (MiM) attack. If configured, the errdisable
 recovery feature can then be used to bring the interface out of err-disable state automatically after a configured interval.
 Note that no BPDUs have been received on the interface and BPDu Guard is enabled at the interface level:
 SW4#show spanning-tree interface port-channel34 detail
 Port 328 (Port-channel34) of VLAN0010 is designated forwarding
 Port path cost 12, Port priority 128, Port Identifier 128.328.
 Designated root has priority 4106, address 0013.605f.f000
 Designated bridge has priority 8202, address 001a.a174.2500
 Designated port id is 128.328, designated path cost 38
 Timers: message age 0, forward delay 0, hold 0
 Number of transitions to forwarding state: 1
 Link type is point-to-point by default Bpdu guard is enabled
 BPDU: sent 19, received 0
 !
 ! SW4#show spanning-tree interface fastEthernet0/23 detail
 Port 328 (Port-channel34) of VLAN0010 is designated forwarding
 Port path cost 12, Port priority 128, Port Identifier 128.328.
 Designated root has priority 4106, address 0013.605f.f000
 Designated bridge has priority 8202, address 001a.a174.2500
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Designated port id is 128.328, designated path cost 38
 Timers: message age 0, forward delay 0, hold 0
 Number of transitions to forwarding state: 1
 Link type is point-to-point by default Bpdu guard is enabled
 BPDU: sent 34, received 0
 !
 ! SW4#show spanning-tree interface fastEthernet0/24 detail
 Port 328 (Port-channel34) of VLAN0010 is designated forwarding
 Port path cost 12, Port priority 128, Port Identifier 128.328.
 Designated root has priority 4106, address 0013.605f.f000
 Designated bridge has priority 8202, address 001a.a174.2500
 Designated port id is 128.328, designated path cost 38
 Timers: message age 0, forward delay 0, hold 0
 Number of transitions to forwarding state: 1
 Link type is point-to-point by default Bpdu guard is enabled
 BPDU: sent 45, received 0
 By re-configuring SW3's port-channel as Layer 2, STP BPDUs are generated and SW4 will err-disable the port-channel:
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SW3#configure terminal
 Enter configuration commands, one per line. End with CNTL/Z.
 ! SW3(config)#no interface port-channel34
 SW3(config)#default interface range fastEthernet0/23 - 24
 SW3(config)#interface range fastEthernet0/23 - 24
 SW3(config-if-range)#channel-group 34 mode active
 !
 ! SW4#show interfaces port-channel34 status err-disabled
 Port Name Status Reason Err-disabled Vlans
 Po34 err-disabled bpduguard
 !
 ! SW4#show interfaces fastEthernet0/23 status err-disabled
 Port Name Status Reason Err-disabled Vlans
 Fa0/23 err-disabled bpduguard
 !
 ! SW4#show interfaces fastEthernet0/24 status err-disabled
 Port Name Status Reason Err-disabled Vlans
 Fa0/24 err-disabled bpduguard
 As soon as Etherchannel is negotiated via LACP the following log messaged will be displayed by SW4, identifying the problem:
 %PM-4-ERR_DISABLE: bpduguard error detected on Fa0/23, putting Fa0/23 in err-disable state
 %PM-4-ERR_DISABLE: bpduguard error detected on Fa0/24, putting Fa0/24 in err-disable state
 %PM-4-ERR_DISABLE: bpduguard error detected on Po34, putting Fa0/23 in err-disable state
 %PM-4-ERR_DISABLE: bpduguard error detected on Po34, putting Fa0/24 in err-disable state
 %PM-4-ERR_DISABLE: bpduguard error detected on Po34, putting Po34 in err-disable state
 Based on the configured err-disable recovery functionality, after two minutes SW4 will try to recover it and thus re-activate it, however the scenario will repeat as
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BPDUs are received on the ports:
 %PM-4-ERR_RECOVER: Attempting to recover from bpduguard err-disable state on Fa0/23
 %PM-4-ERR_RECOVER: Attempting to recover from bpduguard err-disable state on Po34
 %PM-4-ERR_RECOVER: Attempting to recover from bpduguard err-disable state on Fa0/24
 ! %SPANTREE-2-BLOCK_BPDUGUARD: Received BPDU on port Po34 with BPDU Guard enabled. Disabling port.
 %PM-4-ERR_DISABLE: bpduguard error detected on Fa0/23, putting Fa0/23 in err-disable state
 %PM-4-ERR_DISABLE: bpduguard error detected on Fa0/24, putting Fa0/24 in err-disable state
 %PM-4-ERR_DISABLE: bpduguard error detected on Po34, putting Fa0/23 in err-disable state
 %PM-4-ERR_DISABLE: bpduguard error detected on Po34, putting Fa0/24 in err-disable state
 %PM-4-ERR_DISABLE: bpduguard error detected on Po34, putting Po34 in err-disable state
 Verify that err-disable recovery is activated for BPDU Guard and check timers:
 SW4#show errdisable recovery
 ErrDisable Reason Timer Status
 ----------------- --------------
 arp-inspection Disabled bpduguard Enabled
 channel-misconfig (STP) Disabled
 dhcp-rate-limit Disabled
 dtp-flap Disabled
 gbic-invalid Disabled
 inline-power Disabled
 l2ptguard Disabled
 link-flap Disabled
 mac-limit Disabled
 loopback Disabled
 pagp-flap Disabled
 port-mode-failure Disabled
 pppoe-ia-rate-limit Disabled
 psecure-violation Disabled
 security-violation Disabled
 sfp-config-mismatch Disabled
 small-frame Disabled
 storm-control Disabled
 udld Disabled
 vmps Disabled
 psp Disabled
 Timer interval: 120 seconds
 Interfaces that will be enabled at the next timeout:
 Interface Errdisable reason Time left(sec)
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--------- ----------------- --------------
 Fa0/23 bpduguard 66
 Fa0/24 bpduguard 66
 Po34 bpduguard 66
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CCIE Routing & Switching v5 Workbook - CCIE R&S v5 Advanced Technology Labs - LAN Switching
 STP BPDU Guard Default
 A Note On Section Initial Configuration Files : You must load the initial configuration files for the section, named LAN Switching Initial Spanning Tree , which can be found in CCIE R&S v5 Topology Diagrams & Initial Configurations. Reference the Virtual Routers & Physical Switches Diagram to complete this task.
 Task
 Configure a port-channel between SW3 and SW4 as follows: SW3's side should be a Layer 3 port-channel with IP address 169.254.34.3/24.SW4's side should be a Layer 2 port-channel in VLAN 10.Both switches should actively initiate negotiation using a standard protocol.
 Configure Spanning-Tree BPDU Guard on SW4 so that the etherchannel is disabled if a BPDU is detected.
 SW4 should attempt to re-enable the etherchannel after two minutes.Do not use interface-level commands to accomplish this.
 Configuration
 SW3:
 default interface range FastEthernet0/23 - 24
 !
 interface Port-channel34
 no switchport
 ip address 169.254.34.3 255.255.255.0
 !
 interface range FastEthernet0/23 - 24
 no switchport
 channel-group 34 mode active
 http://labs.ine.com/workbook/view/rs-v5-workbook/task/ccie-r-s-v5-topology-diagrams-initial-configurations-MTk3Ng==
 http://labs.ine.com/workbook/view/rs-v5-workbook/task/ccie-r-s-v5-topology-diagrams-initial-configurations-MTk3Ng==
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SW4:
 default interface range FastEthernet0/23 - 24
 !
 spanning-tree portfast bpduguard default
 spanning-tree portfast default
 !
 interface range FastEthernet0/23 - 24
 channel-group 34 mode active
 !
 interface Port-channel34
 switchport mode access
 switchport access vlan 10
 !
 errdisable recovery cause bpduguard
 errdisable recovery interval 120
 Verification
 The BPDU Guard Default feature works in conjunction with Portfast to automatically enable BPDU Guard on any interfaces in the Portfast state. Portfast can be enable at the global level, or interface level, task requirements restrics interface-level commands. Verify that BPDU Guard is enabled by default, at the global level:
 SW4#show spanning-tree interface port-channel34 detail
 Port 328 (Port-channel34) of VLAN0010 is designated forwarding
 Port path cost 12, Port priority 128, Port Identifier 128.328.
 Designated root has priority 4106, address 0013.605f.f000
 Designated bridge has priority 8202, address 001a.a174.2500
 Designated port id is 128.328, designated path cost 38
 Timers: message age 0, forward delay 0, hold 0
 Number of transitions to forwarding state: 1 The port is in the portfast mode by default
 Link type is point-to-point by default Bpdu guard is enabled by default
 BPDU: sent 5, received 0
 !
 ! SW4#show spanning-tree interface fastEthernet0/23 detail
 Port 328 (Port-channel34) of VLAN0010 is designated forwarding
 Port path cost 12, Port priority 128, Port Identifier 128.328.
 Designated root has priority 4106, address 0013.605f.f000
 Designated bridge has priority 8202, address 001a.a174.2500
 Designated port id is 128.328, designated path cost 38
 Timers: message age 0, forward delay 0, hold 0
 Number of transitions to forwarding state: 1 The port is in the portfast mode by default
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Link type is point-to-point by default Bpdu guard is enabled by default
 BPDU: sent 20, received 0
 !
 ! SW4#show spanning-tree interface fastEthernet0/24 detail
 Port 328 (Port-channel34) of VLAN0010 is designated forwarding
 Port path cost 12, Port priority 128, Port Identifier 128.328.
 Designated root has priority 4106, address 0013.605f.f000
 Designated bridge has priority 8202, address 001a.a174.2500
 Designated port id is 128.328, designated path cost 38
 Timers: message age 0, forward delay 0, hold 0
 Number of transitions to forwarding state: 1 The port is in the portfast mode by default
 Link type is point-to-point by default Bpdu guard is enabled by default
 BPDU: sent 26, received 0
 !
 ! SW4#show spanning-tree summary
 Switch is in pvst mode
 Root bridge for: none
 Extended system ID is enabled Portfast Default is enabled
 PortFast BPDU Guard Default is enabled
 Portfast BPDU Filter Default is disabled
 Loopguard Default is disabled
 EtherChannel misconfig guard is enabled
 UplinkFast is disabled
 BackboneFast is disabled
 Configured Pathcost method used is short
 <output omitted>
 By re-configuring SW3's port-channel as Layer 2, STP BPDUs are generated and SW4 will err-disable the port-channel:
 SW3#configure terminal
 Enter configuration commands, one per line. End with CNTL/Z.
 ! SW3(config)#no interface port-channel34
 SW3(config)#default interface range fastEthernet0/23 - 24
 SW3(config)#interface range fastEthernet0/23 - 24
 SW3(config-if-range)#channel-group 34 mode active
 !
 ! SW4#show interfaces port-channel34 status err-disabled
 Port Name Status Reason Err-disabled Vlans
 Po34 err-disabled bpduguard
 !
 ! SW4#show interfaces fastEthernet0/23 status err-disabled
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Port Name Status Reason Err-disabled Vlans
 Fa0/23 err-disabled bpduguard
 !
 ! SW4#show interfaces fastEthernet0/24 status err-disabled
 Port Name Status Reason Err-disabled Vlans
 Fa0/24 err-disabled bpduguard
 As soon as Etherchannel is negotiated via LACP the following log messaged will be displayed by SW4, identifying the problem:
 %PM-4-ERR_DISABLE: bpduguard error detected on Fa0/23, putting Fa0/23 in err-disable state
 %PM-4-ERR_DISABLE: bpduguard error detected on Fa0/24, putting Fa0/24 in err-disable state
 %PM-4-ERR_DISABLE: bpduguard error detected on Po34, putting Fa0/23 in err-disable state
 %PM-4-ERR_DISABLE: bpduguard error detected on Po34, putting Fa0/24 in err-disable state
 %PM-4-ERR_DISABLE: bpduguard error detected on Po34, putting Po34 in err-disable state
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CCIE Routing & Switching v5 Workbook - CCIE R&S v5 Advanced Technology Labs - LAN Switching
 STP BPDU Filter
 A Note On Section Initial Configuration Files : You must load the initial configuration files for the section, named LAN Switching Initial Spanning Tree , which can be found in CCIE R&S v5 Topology Diagrams & Initial Configurations. Reference the Virtual Routers & Physical Switches Diagram to complete this task.
 Task
 Shut down FastEthernet0/19 on both SW2 and SW4 and: Configure SW2's FastEthernet0/20 as Layer 3 with IP address 169.254.24.2/24.Configure SW4's FastEthernet0/20 as an access port in VLAN 10.
 Configure SW4 so that it filters all inbound/outbound BPDU packets on its FastEthernet0/20 port.
 Configuration
 SW2:
 interface Fastethernet0/19
 shutdown
 !
 default interface Fastethernet0/20
 !
 interface Fastethernet0/20
 no switchport
 ip address 169.254.24.2 255.255.255.0
 SW4:
 interface Fastethernet0/19
 shutdown
 !
 http://labs.ine.com/workbook/view/rs-v5-workbook/task/ccie-r-s-v5-topology-diagrams-initial-configurations-MTk3Ng==
 http://labs.ine.com/workbook/view/rs-v5-workbook/task/ccie-r-s-v5-topology-diagrams-initial-configurations-MTk3Ng==
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default interface Fastethernet0/20
 !
 interface Fastethernet0/20
 shutdown
 switchport mode access
 switchport access vlan 10
 spanning-tree bpdufilter enable
 no shutdown
 Verification
 The BPDU Filter feature, like the BPDU Guard feature, is used to terminate the STP domain, but has a different functionality. It can also be configured globally or at the interface level, however behaviour is different based on this, while this was not the case for BPDU Guard which had the same functionality regardless of how it was enabled.
 When configured at the interface level, BPDU Filter silently drops all received inbound BPDUs and does not send any outbound BPDUs on the port. There is no violation option for BPDU Filter, thus the port never goes into err-disabled state. BPDU Filter needs to be carefully enabled at the port level, because it will cause permanent loops if on the other end of the link a switch is connected and the network is physically looped; in this case STP will not be able to detect the loop and the network will become unusable within seconds.
 Verify that BPDU Filter is enabled at the port level, confirmed by the fact that no BPDUs are sent, BPDUs are not received on the port anyways as the remote link is Layer 3, thus SW2 does not run STP on this link:
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SW4#show spanning-tree interface fastEthernet0/20 detail
 Port 22 (FastEthernet0/20) of VLAN0010 is designated forwarding
 Port path cost 19, Port priority 128, Port Identifier 128.22.
 Designated root has priority 8202, address 001a.a174.2500
 Designated bridge has priority 8202, address 001a.a174.2500
 Designated port id is 128.22, designated path cost 0
 Timers: message age 0, forward delay 0, hold 0
 Number of transitions to forwarding state: 1
 The port is in the portfast mode by default
 Link type is point-to-point by default
 Bpdu guard is enabled by default Bpdu filter is enabled
 BPDU: sent 0, received 0
 By configuring SW2's FastEthernet0/20 as Layer 2, it will start sending BPDUs to negotiate the port STP state, however SW4 will filter BPDUs inbound:
 SW2#configure terminal
 Enter configuration commands, one per line. End with CNTL/Z.
 ! SW2(config)#default interface fastEthernet0/20
 SW2(config)#interface FastEthernet0/20
 SW2(config-if)# switchport access vlan 10
 SW2(config-if)# switchport mode access
 !
 ! SW4#show cdp neighbors fastEthernet0/20
 Capability Codes: R - Router, T - Trans Bridge, B - Source Route Bridge
 S - Switch, H - Host, I - IGMP, r - Repeater, P - Phone,
 D - Remote, C - CVTA, M - Two-port Mac Relay
 Device ID Local Intrfce Holdtme Capability Platform Port ID
 SW2 Fas 0/20 155 S I WS-C3560- Fas 0/20
 !
 ! SW4#show spanning-tree interface fastEthernet0/20 detail
 Port 22 (FastEthernet0/20) of VLAN0010 is designated forwarding
 Port path cost 19, Port priority 128, Port Identifier 128.22.
 Designated root has priority 8202, address 001a.a174.2500
 Designated bridge has priority 8202, address 001a.a174.2500
 Designated port id is 128.22, designated path cost 0
 Timers: message age 0, forward delay 0, hold 0
 Number of transitions to forwarding state: 1
 The port is in the portfast mode by default
 Link type is point-to-point by default
 Bpdu guard is enabled by default
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Bpdu filter is enabled BPDU: sent 0, received 0
 !
 ! SW2#show spanning-tree interface fastEthernet0/20 detail
 Port 22 (FastEthernet0/20) of VLAN0010 is designated forwarding
 Port path cost 19, Port priority 128, Port Identifier 128.22.
 Designated root has priority 4106, address 0013.605f.f000
 Designated bridge has priority 16394, address 000a.b832.3a80
 Designated port id is 128.22, designated path cost 19
 Timers: message age 0, forward delay 0, hold 0
 Number of transitions to forwarding state: 1
 Link type is point-to-point by default BPDU: sent 26, received 0
 At this point we have a logical layer 2 loop in the network for VLAN 10, however because there is no live traffic within VLAN 10, network is still stable:
 SW1#show spanning-tree vlan 10
 VLAN0010
 Spanning tree enabled protocol ieee
 Root ID Priority 4106
 Address 0013.605f.f000
 This bridge is the root
 Hello Time 2 sec Max Age 20 sec Forward Delay 15 sec
 Bridge ID Priority 4106 (priority 4096 sys-id-ext 10)
 Address 0013.605f.f000
 Hello Time 2 sec Max Age 20 sec Forward Delay 15 sec
 Aging Time 300 sec
 Interface Role Sts Cost Prio.Nbr Type
 ------------------- ---- --- --------- -------- --------------------------------
 Fa0/19 Desg FWD
 19 128.21 P2p
 Fa0/20 Desg FWD 19 128.22 P2p Fa0/23 Desg FWD
 19 128.25 P2p
 Fa0/24 Desg FWD 19 128.26 P2p
 !
 ! SW2#show spanning-tree vlan 10
 VLAN0010
 Spanning tree enabled protocol ieee
 Root ID Priority 4106
 Address 0013.605f.f000
 Cost 19
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Port 25 (FastEthernet0/23)
 Hello Time 2 sec Max Age 20 sec Forward Delay 15 sec
 Bridge ID Priority 16394 (priority 16384 sys-id-ext 10)
 Address 000a.b832.3a80
 Hello Time 2 sec Max Age 20 sec Forward Delay 15 sec
 Aging Time 300 sec
 Interface Role Sts Cost Prio.Nbr Type
 ------------------- ---- --- --------- -------- --------------------------------
 Fa0/20 Desg FWD
 19 128.22 P2p Fa0/23 Root FWD
 19 128.25 P2p
 Fa0/24 Altn BLK 19 128.26 P2p
 !
 ! SW3#show spanning-tree vlan 10
 VLAN0010
 Spanning tree enabled protocol ieee
 Root ID Priority 4106
 Address 0013.605f.f000
 Cost 19
 Port 21 (FastEthernet0/19)
 Hello Time 2 sec Max Age 20 sec Forward Delay 15 sec
 Bridge ID Priority 32778 (priority 32768 sys-id-ext 10)
 Address 0022.5627.1f80
 Hello Time 2 sec Max Age 20 sec Forward Delay 15 sec
 Aging Time 15 sec
 Interface Role Sts Cost Prio.Nbr Type
 ------------------- ---- --- --------- -------- --------------------------------
 Fa0/19 Root FWD
 19 128.21 P2p
 Fa0/20 Altn BLK 19 128.22 P2p Fa0/23 Desg FWD
 19 128.25 P2p
 Fa0/24 Desg FWD 19 128.26 P2p
 !
 ! SW4#show spanning-tree vlan 10
 VLAN0010
 Spanning tree enabled protocol ieee
 Root ID Priority 4106
 Address 0013.605f.f000
 Cost 38
 Port 25 (FastEthernet0/23)
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Hello Time 2 sec Max Age 20 sec Forward Delay 15 sec
 Bridge ID Priority 8202 (priority 8192 sys-id-ext 10)
 Address 001a.a174.2500
 Hello Time 2 sec Max Age 20 sec Forward Delay 15 sec
 Aging Time 300 sec
 Interface Role Sts Cost Prio.Nbr Type
 ------------------- ---- --- --------- -------- --------------------------------
 Fa0/20 Desg FWD
 19 128.22 P2p Edge Fa0/23 Root FWD
 19 128.25 P2p
 Fa0/24 Altn BLK 19 128.26 P2p
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 STP BPDU Filter Default
 You must load the initial configuration files for the section, LAN Switching Initial Spanning Tree , which can be found in CCIE R&S v5 Topology Diagrams & Initial Configurations. Reference the Virtual Routers & Physical Switches Diagram to complete this task.
 Task
 Shut down FastEthernet0/19 on both SW2 and SW4 and: Configure SW2's FastEthernet0/20 as Layer 3 with IP address 169.254.24.2/24.Configure SW4's FastEthernet0/20 as an access port in VLAN 10.
 Configure BPDU Filter on SW4 so that it applies only to its PortFast-enabled ports. Ensure that FastEthernet0/20 is subject to this policy.
 Configuration
 SW2:
 interface Fastethernet0/19
 shutdown
 !
 default interface Fastethernet0/20
 !
 interface Fastethernet0/20
 no switchport
 ip address 169.254.24.2 255.255.255.0
 SW4:
 interface Fastethernet0/19
 shutdown
 !
 http://labs.ine.com/workbook/view/rs-v5-workbook/task/ccie-r-s-v5-topology-diagrams-initial-configurations-MTk3Ng==
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spanning-tree portfast bpdufilter default
 !
 default interface Fastethernet0/20
 !
 interface Fastethernet0/20
 shutdown
 switchport mode access
 switchport access vlan 10
 spanning-tree portfast
 no shutdown
 Verification
 When BPDU Filter is configured globally, it only affects PortFast-enabled ports; PortFast can be configured globally or at the port level. With BPDU Filter globally enabled, the switch still sends out exactly 11 BPDUs on all Filter-enabled ports, and received BPDUs are not filtered. When the switch receives a BPDU inbound on a BPDU Filter-enabled port, the port also loses its PortFast status and its STP state is negotiated. You can say that BPDU Filter globally enabled is a safer mechanism to terminate the STP domain, because loops cannot be formed. Additionally, if the port is truly Edge, and thus connected to a host, after the first 11 BPDUs the switch no longer sends BPDUs on the port until a BPDU is received inbound.
 Verify that BPDU Filter is enabled at the global level and PortFast is enabled at the port level.
 SW4#show spanning-tree summary
 Switch is in pvst mode
 Root bridge for: none
 Extended system ID is enabled
 Portfast Default is disabled
 PortFast BPDU Guard Default is disabled Portfast BPDU Filter Default is enabled
 Loopguard Default is disabled
 EtherChannel misconfig guard is enabled
 UplinkFast is disabled
 BackboneFast is disabled
 Configured Pathcost method used is short
 <output omitted>
 !
 ! SW4#show spanning-tree interface fastEthernet0/20 detail
 Port 22 (FastEthernet0/20) of VLAN0010 is designated forwarding
 Port path cost 19, Port priority 128, Port Identifier 128.22.
 Designated root has priority 4106, address 0013.605f.f000
 Designated bridge has priority 8202, address 001a.a174.2500
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Designated port id is 128.22, designated path cost 38
 Timers: message age 0, forward delay 0, hold 0
 Number of transitions to forwarding state: 1 The port is in the portfast mode
 Link type is point-to-point by default Bpdu filter is enabled by default
 BPDU: sent 11, received 0
 When you configure SW2's FastEthernet0/20 as Layer 2, it will start sending BPDUs to negotiate the port STP state. This time SW4 will accept the BPDUs and start STP negotiation, and PortFast and BPDU Filter states are lost for the port.
 SW2#configure terminal
 Enter configuration commands, one per line. End with CNTL/Z.
 ! SW2(config)#default interface fastEthernet0/20
 SW2(config)#interface FastEthernet0/20
 SW2(config-if)# switchport access vlan 10
 SW2(config-if)# switchport mode access
 !
 ! SW4#show cdp neighbors fastEthernet0/20
 Capability Codes: R - Router, T - Trans Bridge, B - Source Route Bridge
 S - Switch, H - Host, I - IGMP, r - Repeater, P - Phone,
 D - Remote, C - CVTA, M - Two-port Mac Relay
 Device ID Local Intrfce Holdtme Capability Platform Port ID
 SW2 Fas 0/20 155 S I WS-C3560- Fas 0/20
 !
 ! SW2#show spanning-tree interface fastEthernet0/20 detail
 Port 22 (FastEthernet0/20) of VLAN0010 is designated forwarding
 Port path cost 19, Port priority 128, Port Identifier 128.22.
 Designated root has priority 4106, address 0013.605f.f000
 Designated bridge has priority 16394, address 000a.b832.3a80
 Designated port id is 128.22, designated path cost 19
 Timers: message age 0, forward delay 0, hold 0
 Number of transitions to forwarding state: 1
 Link type is point-to-point by default BPDU: sent 31, received 1
 !
 ! SW4#show spanning-tree interface fastEthernet0/20 portfast
 VLAN0010 disabled
 !
 ! SW4#show spanning-tree interface fastEthernet0/20 detail
 Port 22 (FastEthernet0/20) of VLAN0010 is root forwarding
 Port path cost 19, Port priority 128, Port Identifier 128.22.
 Designated root has priority 4106, address 0013.605f.f000
 Designated bridge has priority 16394, address 000a.b832.3a80
 Designated port id is 128.22, designated path cost 19
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Timers: message age 3, forward delay 0, hold 0
 Number of transitions to forwarding state: 1
 Link type is point-to-point by default BPDU: sent 1, received 31
 This time, because SW4 automatically disabled the BPDU Filter on the port and allows STP to negotiate, a loop is no longer formed in the network for VLAN 10. The loop is terminated by SW4, which has its Fa0/23 port toward SW3 in BLK.
 SW1#show spanning-tree vlan 10
 VLAN0010
 Spanning tree enabled protocol ieee
 Root ID Priority 4106
 Address 0013.605f.f000
 This bridge is the root
 Hello Time 2 sec Max Age 20 sec Forward Delay 15 sec
 Bridge ID Priority 4106 (priority 4096 sys-id-ext 10)
 Address 0013.605f.f000
 Hello Time 2 sec Max Age 20 sec Forward Delay 15 sec
 Aging Time 300 sec
 Interface Role Sts Cost Prio.Nbr Type
 ------------------- ---- --- --------- -------- --------------------------------
 Fa0/19 Desg FWD
 19 128.21 P2p
 Fa0/20 Desg FWD 19 128.22 P2p Fa0/23 Desg FWD
 19 128.25 P2p
 Fa0/24 Desg FWD 19 128.26 P2p
 !
 ! SW2#show spanning-tree vlan 10
 VLAN0010
 Spanning tree enabled protocol ieee
 Root ID Priority 4106
 Address 0013.605f.f000
 Cost 19
 Port 25 (FastEthernet0/23)
 Hello Time 2 sec Max Age 20 sec Forward Delay 15 sec
 Bridge ID Priority 16394 (priority 16384 sys-id-ext 10)
 Address 000a.b832.3a80
 Hello Time 2 sec Max Age 20 sec Forward Delay 15 sec
 Aging Time 300 sec
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Interface Role Sts Cost Prio.Nbr Type
 ------------------- ---- --- --------- -------- --------------------------------
 Fa0/20 Desg FWD
 19 128.22 P2p Fa0/23 Root FWD
 19 128.25 P2p
 Fa0/24 Altn BLK 19 128.26 P2p
 !
 ! SW3#show spanning-tree vlan 10
 VLAN0010
 Spanning tree enabled protocol ieee
 Root ID Priority 4106
 Address 0013.605f.f000
 Cost 19
 Port 21 (FastEthernet0/19)
 Hello Time 2 sec Max Age 20 sec Forward Delay 15 sec
 Bridge ID Priority 32778 (priority 32768 sys-id-ext 10)
 Address 0022.5627.1f80
 Hello Time 2 sec Max Age 20 sec Forward Delay 15 sec
 Aging Time 300 sec
 Interface Role Sts Cost Prio.Nbr Type
 ------------------- ---- --- --------- -------- --------------------------------
 Fa0/19 Root FWD
 19 128.21 P2p
 Fa0/20 Altn BLK 19 128.22 P2p Fa0/23 Desg FWD
 19 128.25 P2p
 Fa0/24 Desg FWD 19 128.26 P2p
 !
 ! SW4#show spanning-tree vlan 10
 VLAN0010
 Spanning tree enabled protocol ieee
 Root ID Priority 4106
 Address 0013.605f.f000
 Cost 38
 Port 22 (FastEthernet0/20)
 Hello Time 2 sec Max Age 20 sec Forward Delay 15 sec
 Bridge ID Priority 8202 (priority 8192 sys-id-ext 10)
 Address 001a.a174.2500
 Hello Time 2 sec Max Age 20 sec Forward Delay 15 sec
 Aging Time 300 sec
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Interface Role Sts Cost Prio.Nbr Type
 ------------------- ---- --- --------- -------- --------------------------------
 Fa0/20 Root FWD
 19 128.22 P2p Fa0/23 Altn BLK
 19 128.25 P2p
 Fa0/24 Altn BLK 19 128.26 P2p
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CCIE Routing & Switching v5 Workbook - CCIE R&S v5 Advanced Technology Labs - LAN Switching
 STP Root Guard
 A Note On Section Initial Configuration Files : You must load the initial configuration files for the section, named LAN Switching Initial Spanning Tree , which can be found in CCIE R&S v5 Topology Diagrams & Initial Configurations. Reference the Virtual Routers & Physical Switches Diagram to complete this task.
 Task
 Configure SW1 so that STP logically blocks Ethernet links connected to SW2 and SW3 if any of SW2 - SW4 tries to become Root Bridge for any VLAN.
 Configuration
 SW1:
 interface range FastEthernet0/19 - 20
 spanning-tree guard root
 !
 interface range FastEthernet0/23 - 24
 spanning-tree guard root
 Verification
 Root Guard is similar to the BPDU Guard feature in the manner in which it is used to detect STP packets and disable the interface they were received on. The difference between them is that with Root Guard, the interface is only logically disabled (via Root Inconsistent state) if a superior BPDU is received on the port with Root Guard enabled. Root Inconsistent state is similar to blocking state, in that BPDUs are not sent outbound, but accepted inbound, and of course all received frames are
 http://labs.ine.com/workbook/view/rs-v5-workbook/task/ccie-r-s-v5-topology-diagrams-initial-configurations-MTk3Ng==
 http://labs.ine.com/workbook/view/rs-v5-workbook/task/ccie-r-s-v5-topology-diagrams-initial-configurations-MTk3Ng==
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dropped. The switch automatically recovers the port from Root Inconsistent and starts negotiating the new port state and role, as soon as superior BPDUs are no longer received inbound.
 A superior BPDU indicates a better cost to the root bridge than what is currently installed. Therefore, design-wise this feature is used to prevent a rogue device from announcing itself as the new root bridge and possibly implementing a layer 2 man-in-the-middle attack. Root Guard can be enabled only at the port level and basically prevents a Designated port from becoming Non-Designated. You will want to configure this functionality on the Root Bridge itself.
 Verify that Root Guard is enabled for all VLANs, for example on FastEthernet0/19 port:
 SW1#show spanning-tree interface fastEthernet0/19 detail | i Port|Root
 Port 21 (FastEthernet0/19) of VLAN0001
 is designated forwarding
 Port path cost 19, Port priority 128, Port Identifier 128.21. Root guard is enabled on the port
 Port 21 (FastEthernet0/19) of VLAN0002
 is designated forwarding
 Port path cost 19, Port priority 128, Port Identifier 128.21. Root guard is enabled on the port
 Port 21 (FastEthernet0/19) of VLAN0005 is designated forwarding
 Port path cost 19, Port priority 128, Port Identifier 128.21.
 Root guard is enabled on the port
 Port 21 (FastEthernet0/19) of VLAN0007 is designated forwarding
 Port path cost 19, Port priority 128, Port Identifier 128.21.
 Root guard is enabled on the port
 Port 21 (FastEthernet0/19) of VLAN0008 is designated forwarding
 Port path cost 19, Port priority 128, Port Identifier 128.21.
 Root guard is enabled on the port
 Port 21 (FastEthernet0/19) of VLAN0009 is designated forwarding
 Port path cost 19, Port priority 128, Port Identifier 128.21.
 Root guard is enabled on the port
 Port 21 (FastEthernet0/19) of VLAN0010 is designated forwarding
 Port path cost 19, Port priority 128, Port Identifier 128.21.
 Root guard is enabled on the port
 Port 21 (FastEthernet0/19) of VLAN0022 is designated forwarding
 Port path cost 19, Port priority 128, Port Identifier 128.21.
 Root guard is enabled on the port
 Port 21 (FastEthernet0/19) of VLAN0043 is designated forwarding
 Port path cost 19, Port priority 128, Port Identifier 128.21.
 Root guard is enabled on the port
 Port 21 (FastEthernet0/19) of VLAN0058 is designated forwarding
 Port path cost 19, Port priority 128, Port Identifier 128.21.
 Root guard is enabled on the port
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Port 21 (FastEthernet0/19) of VLAN0067 is designated forwarding
 Port path cost 19, Port priority 128, Port Identifier 128.21.
 Root guard is enabled on the port
 Port 21 (FastEthernet0/19) of VLAN0079 is designated forwarding
 Port path cost 19, Port priority 128, Port Identifier 128.21.
 Root guard is enabled on the port
 Port 21 (FastEthernet0/19) of VLAN0146 is designated forwarding
 Port path cost 19, Port priority 128, Port Identifier 128.21.
 Root guard is enabled on the port
 Although Root Guard is enabled at the port level, it works on a per-VLAN basis. For example let's configure SW2 with a better bridge priority for VLAN 2, which means that SW1 will logically disable its port to SW2 only for VLAN 2:
 SW2#configure terminal
 Enter configuration commands, one per line. End with CNTL/Z. SW2(config)#spanning-tree vlan 2 priority 0
 !
 ! SW1#show spanning-tree vlan 2
 VLAN0002
 Spanning tree enabled protocol ieee
 Root ID Priority 4098
 Address 0013.605f.f000
 This bridge is the root
 Hello Time 2 sec Max Age 20 sec Forward Delay 15 sec
 Bridge ID Priority 4098 (priority 4096 sys-id-ext 2)
 Address 0013.605f.f000
 Hello Time 2 sec Max Age 20 sec Forward Delay 15 sec
 Aging Time 300 sec
 Interface Role Sts Cost Prio.Nbr Type
 ------------------- ---- --- --------- -------- --------------------------------
 Fa0/19 Desg BKN*19
 128.21 P2p *ROOT_Inc Fa0/20 Desg BKN*19
 128.22 P2p *ROOT_Inc Fa0/23 Desg BKN*19
 128.25 P2p *ROOT_Inc Fa0/24 Desg BKN*19
 128.26 P2p *ROOT_Inc
 !
 ! SW1#show spanning-tree vlan 10
 VLAN0010
 Spanning tree enabled protocol ieee
 Root ID Priority 4106
 Address 0013.605f.f000
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This bridge is the root
 Hello Time 2 sec Max Age 20 sec Forward Delay 15 sec
 Bridge ID Priority 4106 (priority 4096 sys-id-ext 10)
 Address 0013.605f.f000
 Hello Time 2 sec Max Age 20 sec Forward Delay 15 sec
 Aging Time 300 sec
 Interface Role Sts Cost Prio.Nbr Type
 ------------------- ---- --- --------- -------- --------------------------------
 Fa0/19 Desg FWD
 19 128.21 P2p Fa0/20 Desg FWD
 19 128.22 P2p Fa0/23 Desg FWD
 19 128.25 P2p Fa0/24 Desg FWD
 19 128.26 P2p
 SW1 will also log messages similar to the following, notifying of the problem:
 %SPANTREE-2-ROOTGUARD_BLOCK: Root guard blocking port FastEthernet0/23 on VLAN0002.
 %SPANTREE-2-ROOTGUARD_BLOCK: Root guard blocking port FastEthernet0/24 on VLAN0002.
 Because SW1 no longer sends BPDUs outbound on its Root Inconsistent port, note that SW2 and SW3 have their ports towards SW1 in FWD state for VLAN 2:
 SW2#show spanning-tree vlan 2
 VLAN0002
 Spanning tree enabled protocol ieee
 Root ID Priority 2
 Address 000a.b832.3a80
 This bridge is the root
 Hello Time 2 sec Max Age 20 sec Forward Delay 15 sec
 Bridge ID Priority 2 (priority 0 sys-id-ext 2)
 Address 000a.b832.3a80
 Hello Time 2 sec Max Age 20 sec Forward Delay 15 sec
 Aging Time 300 sec
 Interface Role Sts Cost Prio.Nbr Type
 ------------------- ---- --- --------- -------- --------------------------------
 Fa0/19 Desg FWD 19 128.21 P2p
 Fa0/20 Desg FWD 19 128.22 P2p Fa0/23 Desg FWD
 19 128.25 P2p Fa0/24 Desg FWD
 19 128.26 P2p
 !
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! SW3#show spanning-tree vlan 2
 VLAN0002
 Spanning tree enabled protocol ieee
 Root ID Priority 2
 Address 000a.b832.3a80
 Cost 38
 Port 25 (FastEthernet0/23)
 Hello Time 2 sec Max Age 20 sec Forward Delay 15 sec
 Bridge ID Priority 32770 (priority 32768 sys-id-ext 2)
 Address 0022.5627.1f80
 Hello Time 2 sec Max Age 20 sec Forward Delay 15 sec
 Aging Time 300 sec
 Interface Role Sts Cost Prio.Nbr Type
 ------------------- ---- --- --------- -------- --------------------------------
 Fa0/19 Desg FWD
 19 128.21 P2p Fa0/20 Desg FWD
 19 128.22 P2p
 Fa0/23 Root FWD 19 128.25 P2p
 Fa0/24 Altn BLK 19 128.26 P2p
 Once superior BPDUs are no longer received, SW1 will start to send BPDUs outbound on the ports to negotiate the STP state and role, it will also log messages similar with the following:
 %SPANTREE-2-ROOTGUARD_UNBLOCK: Root guard unblocking port FastEthernet0/23 on VLAN0002.
 %SPANTREE-2-ROOTGUARD_UNBLOCK: Root guard unblocking port FastEthernet0/24 on VLAN0002.
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CCIE Routing & Switching v5 Workbook - CCIE R&S v5 Advanced Technology Labs - LAN Switching
 STP Loop Guard
 A Note On Section Initial Configuration Files : You must load the initial configuration files for the section, named LAN Switching Initial Spanning Tree , which can be found in CCIE R&S v5 Topology Diagrams & Initial Configurations. Reference the Virtual Routers & Physical Switches Diagram to complete this task.
 Task
 Configure Spanning-Tree Loop Guard to prevent unidirectional links from forming on any of the inter-switch links in the Layer 2 network.
 Do not use any interface level commands on SW1 and SW2.
 Configuration
 SW1 - SW2:
 spanning-tree loopguard default
 SW3 - SW4:
 interface range FastEthernet0/19 - 20
 spanning-tree guard loop
 !
 interface range FastEthernet0/23 - 24
 spanning-tree guard loop
 Verification
 STP Loop Guard is used to prevent STP loops from occurring because of unidirectional links. This feature is similar to Unidirectional Link Detection (UDLD), but it uses STP BPDUs to determine whether there is a unidirectional link. Loop
 http://labs.ine.com/workbook/view/rs-v5-workbook/task/ccie-r-s-v5-topology-diagrams-initial-configurations-MTk3Ng==
 http://labs.ine.com/workbook/view/rs-v5-workbook/task/ccie-r-s-v5-topology-diagrams-initial-configurations-MTk3Ng==
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Guard can be enabled globally at the switch level, or specific at the port level. Loop Guard prevents a Non-Designated port from becoming Designated, thus it is the opposite of Root Guard; for this reason Root Guard and Loop Guard cannot be actively enabled at the same time on the same ports, and it doesn't even make sense to do it. When globally configured, although from the output it seems as being enabled on all ports in the UP state, actually Loop Guard only monitors Non-Designated ports.
 In normal STP operation in a redundant topology, some links will be in designated forwarding while the other end will be in alternate blocking or root forwarding. If one of these blocking links transitions to forwarding state erroneously, a loop can occur. Specifically, this can happen if there is a unidirectional link and the blocking port stops receiving the BPDUs that the designated port it sending (on any given segment BPDUs are sent only by the designated port, unless bridge assurance is configured in which case all ports generate BPDUs regardless of the state and role). Loop guard prevents this by transitioning blocking ports into Loop Inconsistentstate instead of forwarding if BPDUs stop being received from the designated port.
 Just like Root Guard, although is enabled for a port, Loop Guard takes actions on a per-VLAN level; for example if a trunk port is in blocking state and stops receiving BPDUs for VLAN 2 from the designated port on the segment, it transitions the port into Loop Inconsistent only for VLAN 2. Switch will automatically recover the port from Loop Inconsistent state when it starts receiving BPDUs and the STP port state is re-negotiated. Loop Inconsistent is also similar to blocking state, as no BPDUs are sent outbound, BPDUs are accepted inbound and all received inbound data frames are dropped.
 Verify that Loop Guard is enabled at the global level on SW1 and SW2, but not on SW3 and SW4:
 SW2#show spanning-tree summary
 Switch is in pvst mode
 Root bridge for: none
 Extended system ID is enabled
 Portfast Default is disabled
 PortFast BPDU Guard Default is disabled
 Portfast BPDU Filter Default is disabled Loopguard Default is enabled
 EtherChannel misconfig guard is enabled
 UplinkFast is disabled
 BackboneFast is disabled
 Configured Pathcost method used is short
 <output omitted>
 !
 ! SW3#show spanning-tree summary
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Switch is in pvst mode
 Root bridge for: none
 Extended system ID is enabled
 Portfast Default is disabled
 PortFast BPDU Guard Default is disabled
 Portfast BPDU Filter Default is disabled Loopguard Default is disabled
 EtherChannel misconfig guard is enabled
 UplinkFast is disabled
 BackboneFast is disabled
 Configured Pathcost method used is short
 Verify that Loop Guard is enabled on all ports of SW1, because it was globally configured:
 SW1#show spanning-tree interface fastEthernet0/1 detail
 Port 3 (FastEthernet0/1) of VLAN0001 is designated forwarding
 Port path cost 19, Port priority 128, Port Identifier 128.3.
 Designated root has priority 4097, address 0013.605f.f000
 Designated bridge has priority 4097, address 0013.605f.f000
 Designated port id is 128.3, designated path cost 0
 Timers: message age 0, forward delay 0, hold 0
 Number of transitions to forwarding state: 1
 Link type is point-to-point by default Loop guard is enabled by default on the port
 BPDU: sent 1142, received 0
 !
 ! SW1#show spanning-tree interface fastEthernet0/19 detail | i Port|Loop
 Port 21 (FastEthernet0/19) of VLAN0001 is designated forwarding
 Port path cost 19, Port priority 128, Port Identifier 128.21.
 Loop guard is enabled by default on the port
 Port 21 (FastEthernet0/19) of VLAN0002 is designated forwarding
 Port path cost 19, Port priority 128, Port Identifier 128.21.
 Loop guard is enabled by default on the port
 Port 21 (FastEthernet0/19) of VLAN0005 is designated forwarding
 Port path cost 19, Port priority 128, Port Identifier 128.21.
 Loop guard is enabled by default on the port
 Port 21 (FastEthernet0/19) of VLAN0007 is designated forwarding
 Port path cost 19, Port priority 128, Port Identifier 128.21.
 Loop guard is enabled by default on the port
 Port 21 (FastEthernet0/19) of VLAN0008 is designated forwarding
 Port path cost 19, Port priority 128, Port Identifier 128.21.
 Loop guard is enabled by default on the port
 Port 21 (FastEthernet0/19) of VLAN0009 is designated forwarding
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Port path cost 19, Port priority 128, Port Identifier 128.21.
 Loop guard is enabled by default on the port
 Port 21 (FastEthernet0/19) of VLAN0010 is designated forwarding
 Port path cost 19, Port priority 128, Port Identifier 128.21.
 Loop guard is enabled by default on the port
 Port 21 (FastEthernet0/19) of VLAN0022 is designated forwarding
 Port path cost 19, Port priority 128, Port Identifier 128.21.
 Loop guard is enabled by default on the port
 Port 21 (FastEthernet0/19) of VLAN0043 is designated forwarding
 Port path cost 19, Port priority 128, Port Identifier 128.21.
 Loop guard is enabled by default on the port
 Port 21 (FastEthernet0/19) of VLAN0058 is designated forwarding
 Port path cost 19, Port priority 128, Port Identifier 128.21.
 Loop guard is enabled by default on the port
 Port 21 (FastEthernet0/19) of VLAN0067 is designated forwarding
 Port path cost 19, Port priority 128, Port Identifier 128.21.
 Loop guard is enabled by default on the port
 Port 21 (FastEthernet0/19) of VLAN0079 is designated forwarding
 Port path cost 19, Port priority 128, Port Identifier 128.21.
 Loop guard is enabled by default on the port
 Port 21 (FastEthernet0/19) of VLAN0146 is designated forwarding
 Port path cost 19, Port priority 128, Port Identifier 128.21.
 Loop guard is enabled by default on the port
 Verify that on SW3 and SW4, Loop Guard is enabled at the port level:
 SW3#show spanning-tree interface fastEthernet0/19 detail | i Port|Loop
 Port 21 (FastEthernet0/19) of VLAN0001 is root forwarding
 Port path cost 19, Port priority 128, Port Identifier 128.21. Loop guard is enabled on the port
 Port 21 (FastEthernet0/19) of VLAN0002 is root forwarding
 Port path cost 19, Port priority 128, Port Identifier 128.21. Loop guard is enabled on the port
 Port 21 (FastEthernet0/19) of VLAN0005 is root forwarding
 Port path cost 19, Port priority 128, Port Identifier 128.21.
 Loop guard is enabled on the port
 Port 21 (FastEthernet0/19) of VLAN0007 is root forwarding
 Port path cost 19, Port priority 128, Port Identifier 128.21.
 Loop guard is enabled on the port
 Port 21 (FastEthernet0/19) of VLAN0008 is root forwarding
 Port path cost 19, Port priority 128, Port Identifier 128.21.
 Loop guard is enabled on the port
 Port 21 (FastEthernet0/19) of VLAN0009 is root forwarding
 Port path cost 19, Port priority 128, Port Identifier 128.21.
 Loop guard is enabled on the port
 Port 21 (FastEthernet0/19) of VLAN0010 is root forwarding

Page 158
                        

Port path cost 19, Port priority 128, Port Identifier 128.21.
 Loop guard is enabled on the port
 Port 21 (FastEthernet0/19) of VLAN0022 is root forwarding
 Port path cost 19, Port priority 128, Port Identifier 128.21.
 Loop guard is enabled on the port
 Port 21 (FastEthernet0/19) of VLAN0043 is root forwarding
 Port path cost 19, Port priority 128, Port Identifier 128.21.
 Loop guard is enabled on the port
 Port 21 (FastEthernet0/19) of VLAN0058 is root forwarding
 Port path cost 19, Port priority 128, Port Identifier 128.21.
 Loop guard is enabled on the port
 Port 21 (FastEthernet0/19) of VLAN0067 is root forwarding
 Port path cost 19, Port priority 128, Port Identifier 128.21.
 Loop guard is enabled on the port
 Port 21 (FastEthernet0/19) of VLAN0079 is root forwarding
 Port path cost 19, Port priority 128, Port Identifier 128.21.
 Loop guard is enabled on the port
 Port 21 (FastEthernet0/19) of VLAN0146 is root forwarding
 Port path cost 19, Port priority 128, Port Identifier 128.21.
 Loop guard is enabled on the port
 Configure BPDU Filter on SW3's FastEthernet0/19 port, at the port level, which means SW3 will no longer send outbound BPDUs and filter all inbound BPDUs. Although, as seen from above output, SW1 seems to have Loop Guard enabled on its FastEthernet0/19 port, this will not cause SW1 to transition the port into Loop Inconsistent, as Loop Guard only monitors Non-Designated ports and the failure on receiving BPDUs, and SW1 being the root bridge has all ports as Designated forwarding. This will however cause SW3 itself to transition FastEthernet0/19 into Loop Inconsistent. Initially, SW3's Root Port was FastEthernet0/19, thus the port was Non-Designated; upon enabling BPDU Filter on the port, as inbound BPDUs are filtered, port should transition to Desginated after the max_age expires, however Loop Guard will prevent this from happening, FastEthernet0/20 will be elected as the new Root Port:
 SW3#configure terminal
 Enter configuration commands, one per line. End with CNTL/Z. SW3(config)#interface fastEthernet0/19
 SW3(config-if)#spanning-tree bpdufilter enable
 !
 ! SW3#show spanning-tree interface fastEthernet0/19
 Vlan Role Sts Cost Prio.Nbr Type
 ------------------- ---- --- --------- -------- -------------------------------- VLAN0001 Desg BKN*
 19 128.21 P2p *LOOP_Inc
 VLAN0002 Desg BKN* 19 128.21 P2p *LOOP_Inc
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VLAN0005 Desg BKN*19 128.21 P2p *LOOP_Inc
 VLAN0007 Desg BKN*19 128.21 P2p *LOOP_Inc
 VLAN0008 Desg BKN*19 128.21 P2p *LOOP_Inc
 VLAN0009 Desg BKN*19 128.21 P2p *LOOP_Inc
 VLAN0010 Desg BKN*19 128.21 P2p *LOOP_Inc
 VLAN0022 Desg BKN*19 128.21 P2p *LOOP_Inc
 VLAN0043 Desg BKN*19 128.21 P2p *LOOP_Inc
 VLAN0058 Desg BKN*19 128.21 P2p *LOOP_Inc
 VLAN0067 Desg BKN*19 128.21 P2p *LOOP_Inc
 VLAN0079 Desg BKN*19 128.21 P2p *LOOP_Inc
 VLAN0146 Desg BKN*19 128.21 P2p *LOOP_Inc
 !
 ! SW3#show spanning-tree interface fastEthernet0/20
 Vlan Role Sts Cost Prio.Nbr Type
 ------------------- ---- --- --------- -------- -------------------------------- VLAN0001 Root FWD
 19 128.22 P2p VLAN0002 Root FWD
 19 128.22 P2p
 VLAN0005 Root FWD 19 128.22 P2p
 VLAN0007 Root FWD 19 128.22 P2p
 VLAN0008 Root FWD 19 128.22 P2p
 VLAN0009 Root FWD 19 128.22 P2p
 VLAN0010 Root FWD 19 128.22 P2p
 VLAN0022 Root FWD 19 128.22 P2p
 VLAN0043 Root FWD 19 128.22 P2p
 VLAN0058 Root FWD 19 128.22 P2p
 VLAN0067 Root FWD 19 128.22 P2p
 VLAN0079 Root FWD 19 128.22 P2p
 VLAN0146 Root FWD 19 128.22 P2p
 SW3 will also log messages similar with the following, notifying of the problem:
 %SPANTREE-2-LOOPGUARD_BLOCK: Loop guard blocking port FastEthernet0/19 on VLAN0001.
 %SPANTREE-2-LOOPGUARD_BLOCK: Loop guard blocking port FastEthernet0/19 on VLAN0002.
 Upon removing BPDU Filter on Fa0/19 of SW3, as inbound BPDUs are accepted, SW3 will remove the port from Loop Inconsistent state and negotiate the STP port state and role. Fa0/19 is re-elected as the Root Port:
 SW3#show spanning-tree interface fastEthernet0/19
 Vlan Role Sts Cost Prio.Nbr Type
 ------------------- ---- --- --------- -------- -------------------------------- VLAN0001 Root FWD
 19 128.21 P2p VLAN0002 Root FWD
 19 128.21 P2p
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VLAN0005 Root FWD 19 128.21 P2p
 VLAN0007 Root FWD 19 128.21 P2p
 VLAN0008 Root FWD 19 128.21 P2p
 VLAN0009 Root FWD 19 128.21 P2p
 VLAN0010 Root FWD 19 128.21 P2p
 VLAN0022 Root FWD 19 128.21 P2p
 VLAN0043 Root FWD 19 128.21 P2p
 VLAN0058 Root FWD 19 128.21 P2p
 VLAN0067 Root FWD 19 128.21 P2p
 VLAN0079 Root FWD 19 128.21 P2p
 VLAN0146 Root FWD 19 128.21 P2p
 SW3 will also log messages similar with the following, notifying that port was recovered:
 %SPANTREE-2-LOOPGUARD_UNBLOCK: Loop guard unblocking port FastEthernet0/19 on VLAN0001.
 %SPANTREE-2-LOOPGUARD_UNBLOCK: Loop guard unblocking port FastEthernet0/19 on VLAN0002.
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CCIE Routing & Switching v5 Workbook - CCIE R&S v5 Advanced Technology Labs - LAN Switching
 Unidirectional Link Detection
 A Note On Section Initial Configuration Files : You must load the initial configuration files for the section, named LAN Switching Initial Spanning Tree , which can be found in CCIE R&S v5 Topology Diagrams & Initial Configurations. Reference the Virtual Routers & Physical Switches Diagram to complete this task.
 Task
 Configure UDLD to prevent unidirectional links from forming on any of the inter-switch links in the Layer 2 network.
 Configuration
 SW1 - SW4:
 interface range FastEthernet0/19 - 20
 udld port aggressive
 !
 interface range FastEthernet0/23 - 24
 udld port aggressive
 Verification
 UDLD, like Loop Guard, is used to prevent loops caused by unidirectional links. The difference between the features is that Loop Guard uses STP BPDUs to detect these failures, whereas UDLD uses its own keepalive mechanism. UDLD is a Cisco proprietary feature in which peers discover each other by exchanging frames sent to the well-known MAC address 01:00:0C:CC:CC:CC . Each switch sends its own device ID along with the originator port ID and timeout value to its peer. Additionally,
 http://labs.ine.com/workbook/view/rs-v5-workbook/task/ccie-r-s-v5-topology-diagrams-initial-configurations-MTk3Ng==
 http://labs.ine.com/workbook/view/rs-v5-workbook/task/ccie-r-s-v5-topology-diagrams-initial-configurations-MTk3Ng==
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a switch echoes back the ID of its neighbor. If no echo frame with the switch’s own ID has been seen from the peer for a certain amount of time, the port is suspected to be unidirectional. What happens next depends on UDLD mode of operation.
 In Normal mode, if the physical state of port (as reported by Layer 1) is still up, UDLD marks this port as Undetermined but does NOT shutdown or disable the port, and it continues to operate under its current STP status. This mode of operation is informational and potentially less disruptive (although it does not prevent physical loops). If UDLD is set to Aggressive mode, when the switch loses its neighbor it actively tries to re-establish the relationship by sending a UDLD frames 8 times every 1 second. If the neighbor does not respond after that, the port is considered to be unidirectional and sent to err-disable state. The port is not automatically recovered unless UDLD err-disable recovery is configured.
 In certain designs there are unidirectional links that Loop Guard can prevent and UDLD cannot, and likewise ones that UDLD can prevent but Loop Guard cannot. For example, if a loop occurs because of a physical wiring problem (for example, someone mistakenly mixes up the send and receive pairs of a fiber link), UDLD can detect this, but Loop Guard cannot. Likewise, if there is a unidirectional link caused by a failure in the STP software itself, although much more rare, Loop Guard can detect this but UDLD cannot. Based on this, the features can be configured at the same time to protect against all possible unidirectional link scenarios.
 Although in this design UDLD is configured on copper UTP interfaces, this case is usually not needed in a real network design because of the Fast Link Pulse (FLP) signals that already track the interface status on wired interfaces. Instead, UDLD is more commonly run on fiber optic interfaces. UDLD can be enabled globally or at the port level in both modes, however if configured globally it only applies to fiber link ports. For this reason, we're enabling it at the port level on all switches.
 Verify that UDLD is enabled, and neighbors have been discovered, for example betweem SW1 and SW3:
 SW1#show udld fastethernet0/19
 Interface Fa0/19
 ---
 Port enable administrative configuration setting: Enabled / in aggressive mode
 Port enable operational state: Enabled / in aggressive mode
 Current bidirectional state: Bidirectional
 Current operational state: Advertisement - Single neighbor detected
 Message interval: 15000
 Time out interval: 5000
 Entry 1
 ---
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Expiration time: 42300
 Device ID: 1 Current neighbor state: Bidirectional
 Device name: FDO1227X2KE Port ID: Fa0/19
 Neighbor echo 1 device: CAT0906R10C
 Neighbor echo 1 port: Fa0/19
 Message interval: 15
 Time out interval: 5
 CDP Device name: SW3
 !
 ! SW3#show udld fastethernet0/19
 Interface Fa0/19
 ---
 Port enable administrative configuration setting: Enabled / in aggressive mode
 Port enable operational state: Enabled / in aggressive mode
 Current bidirectional state: Bidirectional
 Current operational state: Advertisement - Single neighbor detected
 Message interval: 15000
 Time out interval: 5000
 Entry 1
 ---
 Expiration time: 34600
 Device ID: 1 Current neighbor state: Bidirectional
 Device name: CAT0906R10C Port ID: Fa0/19
 Neighbor echo 1 device: FDO1227X2KE
 Neighbor echo 1 port: Fa0/19
 Message interval: 15
 Time out interval: 5
 CDP Device name: SW1
 !
 ! SW1#show udld neighbors
 Port Device Name Device ID Port ID Neighbor State
 ---- ----------- --------- ------- --------------
 Fa0/19 FDO1227X2KE 1 Fa0/19 Bidirectional
 Fa0/20 FDO1227X2KE 1 Fa0/20 Bidirectional
 Fa0/23 CAT1025NMR8 1 Fa0/23 Bidirectional
 Fa0/24 CAT1025NMR8 1 Fa0/24 Bidirectional
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CCIE Routing & Switching v5 Workbook - CCIE R&S v5 Advanced Technology Labs - LAN Switching
 MST Root Bridge Election
 A Note On Section Initial Configuration Files : You must load the initial configuration files for the section, named LAN Switching Initial Spanning Tree , which can be found in CCIE R&S v5 Topology Diagrams & Initial Configurations. Reference the Virtual Routers & Physical Switches Diagram to complete this task.
 Task
 Configure Multiple Spanning-Tree on SW1 - SW4 as follows: Use region named MST and a revision of 1.Instance 1 should service VLANs 1 - 100.Instance 2 should service VLANs 101 - 200.Instance 3 should service all other VLANs.
 Ensure the following Root Bridge selection: Configure SW1 as the STP Root Bridge for instance 1.Configure SW4 as the STP Root Bridge for instance 2.If SW1 goes down, SW2 should become the STP Root Bridge for instance 1.If SW4 goes down, SW3 should become the STP Root Bridge for instance 2.Use the lowest priority values to achieve task requirements.
 Configuration
 SW1:
 spanning-tree mst configuration
 name MST
 revision 1
 instance 1 vlan 1-100
 instance 2 vlan 101-200
 instance 3 vlan 201-4094
 !
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spanning-tree mode mst
 spanning-tree mst 1 priority 0
 SW2:
 spanning-tree mst configuration
 name MST
 revision 1
 instance 1 vlan 1-100
 instance 2 vlan 101-200
 instance 3 vlan 201-4094
 !
 spanning-tree mode mst
 spanning-tree mst 1 priority 4096
 SW3:
 spanning-tree mst configuration
 name MST
 revision 1
 instance 1 vlan 1-100
 instance 2 vlan 101-200
 instance 3 vlan 201-4094
 !
 spanning-tree mode mst
 spanning-tree mst 2 priority 4096
 SW4:
 spanning-tree mst configuration
 name MST
 revision 1
 instance 1 vlan 1-100
 instance 2 vlan 101-200
 instance 3 vlan 201-4094
 !
 spanning-tree mode mst
 spanning-tree mst 2 priority 0
 Verification
 Multiple Spanning-Tree (MST) is an IEEE standard defined in 802.1s which allows user-defined STP instances to be mapped to multiple VLANs. Unlike the Cisco proprietary Per-VLAN Spanning-Tree (PVST), MST can be used to eliminate the overhead of redundant STP instances in topologies where multiple VLANs, but not all VLANs, follow the same layer 2 forwarding path, while at the same time allowing for flexible failure domain separation and traffic engineering. MST essentially takes the best features of IEEE 802.1D Spanning-Tree, AKA Common Spanning-Tree,
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and the Cisco extensions to STP, PVST, PVST+, Rapid PVST+, and combines them.
 For example, in this design STP instances are created for VLANs 1-4094. In Common Spanning-Tree, all 4094 VLANs would map to one instance. This has very little overhead but does not allow for detailed traffic engineering. With PVST, there would be 4094 separate instances of STP, which allows for detailed traffic engineering but creates immense overhead in the control-plane. With MST, three user-defined instances are created that map different portions of the VLAN space into separate instances with a similar forwarding path.
 Like CST and PVST, MST uses the lowest Bridge-ID (BID) in the network to elect the Root Bridge. The BID is made up of the priority value and the MAC address. The lower priority wins the election, and if there is a tie in priority the lowest MAC address is the tie breaker. In PVST, there is one root bridge election per VLAN, because there is one STP instance per VLAN, but in MST there is one election per user-defined instance.
 From the show spanning-tree mst output, we can see which VLANs are mapped to the particular MST instance, who the root bridge is, and how the root port election has occurred. In this case, SW1 is the root for instance 1, whereas SW4 is the root for instance 2. SW1 is the root for instance 1 because it has a priority value of 1, which is made up of the configured priority of 0 plus the sytem-id extension of 1. In MST the sysid field is the instance number, whereas in PVST the sysid is the VLAN number.
 Verify the MST configuration and that switches run in MST mode, for example on SW1:
 SW1#show spanning-tree mst configuration
 Name [MST]
 Revision 1 Instances configured 4
 Instance Vlans mapped
 -------- ---------------------------------------------------------------------
 0 none
 1 1-100
 2 101-200
 3 201-4094
 -------------------------------------------------------------------------------
 !
 ! SW1#show spanning-tree summary
 Switch is in mst mode (IEEE Standard)
 Root bridge for: MST1
 Extended system ID is enabled
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Portfast Default is disabled
 PortFast BPDU Guard Default is disabled
 Portfast BPDU Filter Default is disabled
 Loopguard Default is disabled
 EtherChannel misconfig guard is enabled
 UplinkFast is disabled
 BackboneFast is disabled
 Configured Pathcost method used is short (Operational value is long)
 Name Blocking Listening Learning Forwarding STP Active
 ---------------------- -------- --------- -------- ---------- ----------
 MST0 1 0 0 4 5
 MST1 0 0 0 5 5
 MST2 3 0 0 1 4
 ---------------------- -------- --------- -------- ---------- ----------
 3 msts 4 0 0 10 14
 Verify that SW1 is Root Bridge for instance 1 and SW4 is Root Bridge for instance 2, thus both have all ports as Designated Forwarding for the respective instance:
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SW1#show spanning-tree mst 1
 ##### MST1 vlans mapped: 1-100
 Bridge address 0013.605f.f000 priority 1 (0 sysid 1)
 Root this switch for MST1
 Interface Role Sts Cost Prio.Nbr Type
 ---------------- ---- --- --------- -------- --------------------------------
 Fa0/1 Desg FWD 200000 128.3 P2p
 Fa0/19 Desg FWD 200000 128.21 P2p
 Fa0/20 Desg FWD 200000 128.22 P2p
 Fa0/23 Desg FWD 200000 128.25 P2p
 Fa0/24 Desg FWD 200000 128.26 P2p
 !
 ! SW4#show spanning-tree mst 2
 ##### MST2 vlans mapped: 101-200
 Bridge address 001a.a174.2500 priority 2 (0 sysid 2)
 Root this switch for MST2
 Interface Role Sts Cost Prio.Nbr Type
 ---------------- ---- --- --------- -------- --------------------------------
 Fa0/19 Desg FWD 200000 128.21 P2p
 Fa0/20 Desg FWD 200000 128.22 P2p
 Fa0/23 Desg FWD 200000 128.25 P2p
 Fa0/24 Desg FWD 200000 128.26 P2p
 MSTP does not generate per-instance BPDUs as RSTP did with per-VLAN BPDUs. Instead, it uses a single BPDU which has additional records to advertise STP data for all configured instances. Even though with our configuration no VLANs are assigned to the default MST instance of 0 (to which by default all VLANs are assigned), STP still runs for this instance, as STP actually runs over instance zero which forms the IST, or CIST in the case of multiple MST regions. As we did not modify the default MST priority for instance zero, in this case SW2 was selected as the CIST Root Bridge and also the Regional Root as MST is configured for a single region, but this may depend on your rack assignment:
 SW2#show spanning-tree mst 0
 ##### MST0 vlans mapped: none
 Bridge address 000a.b832.3a80 priority 32768 (32768 sysid 0)
 Root this switch for the CIST)
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Operational hello time 2 , forward delay 15, max age 20, txholdcount 6
 Configured hello time 2 , forward delay 15, max age 20, max hops 20
 Interface Role Sts Cost Prio.Nbr Type
 ---------------- ---- --- --------- -------- --------------------------------
 Fa0/19 Desg FWD 200000 128.21 P2p
 Fa0/20 Desg FWD 200000 128.22 P2p
 Fa0/23 Desg FWD 200000 128.25 P2p
 Fa0/24 Desg FWD 200000 128.26 P2p
 !
 ! SW1#show spanning-tree mst
 ##### MST0 vlans mapped: none
 Bridge address 0013.605f.f000 priority 32768 (32768 sysid 0)
 Root address 000a.b832.3a80 priority 32768 (32768 sysid 0)
 port Fa0/23 path cost 0
 Regional Root address 000a.b832.3a80 priority 32768 (32768 sysid 0)
 internal cost 200000 rem hops 19
 Operational hello time 2 , forward delay 15, max age 20, txholdcount 6
 Configured hello time 2 , forward delay 15, max age 20, max hops 20
 Interface Role Sts Cost Prio.Nbr Type
 ---------------- ---- --- --------- -------- --------------------------------
 Fa0/1 Desg FWD 200000 128.3 P2p
 Fa0/19 Desg FWD 200000 128.21 P2p
 Fa0/20 Desg FWD 200000 128.22 P2p
 Fa0/23 Root FWD 200000 128.25 P2p
 Fa0/24 Altn BLK 200000 128.26 P2p
 ##### MST1 vlans mapped: 1-100
 Bridge address 0013.605f.f000 priority 1 (0 sysid 1) Root this switch for MST1
 Interface Role Sts Cost Prio.Nbr Type
 ---------------- ---- --- --------- -------- --------------------------------
 Fa0/1 Desg FWD 200000 128.3 P2p
 Fa0/19 Desg FWD 200000 128.21 P2p
 Fa0/20 Desg FWD 200000 128.22 P2p
 Fa0/23 Desg FWD 200000 128.25 P2p
 Fa0/24 Desg FWD 200000 128.26 P2p
 ##### MST2 vlans mapped: 101-200
 Bridge address 0013.605f.f000 priority 32770 (32768 sysid 2)
 Root address 001a.a174.2500 priority 2 (0 sysid 2)
 port Fa0/19 cost 400000 rem hops 18
 Interface Role Sts Cost Prio.Nbr Type
 ---------------- ---- --- --------- -------- --------------------------------
 Fa0/19 Root FWD 200000 128.21 P2p
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Fa0/20 Altn BLK 200000 128.22 P2p
 Fa0/23 Altn BLK 200000 128.25 P2p
 Fa0/24 Altn BLK 200000 128.26 P2p
 Test that if SW1 is offline, SW2 becomes the Root Bridge for instance 1:
 SW1#configure terminal
 Enter configuration commands, one per line. End with CNTL/Z.
 SW1(config)#interface range fastEthernet0/19 - 20, fastEthernet0/23 - 24
 SW1(config-if-range)#shutdown
 !
 ! SW2#show spanning-tree mst 1
 ##### MST1 vlans mapped: 1-100
 Bridge address 000a.b832.3a80 priority 4097 (4096 sysid 1)
 Root this switch for MST1
 Interface Role Sts Cost Prio.Nbr Type
 ---------------- ---- --- --------- -------- --------------------------------
 Fa0/19 Desg FWD 200000 128.21 P2p
 Fa0/20 Desg FWD 200000 128.22 P2p
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CCIE Routing & Switching v5 Workbook - CCIE R&S v5 Advanced Technology Labs - LAN Switching
 MST Path Selection with Port Cost
 A Note On Section Initial Configuration Files : You must load the initial configuration files for the section, named LAN Switching Initial Spanning Tree , which can be found in CCIE R&S v5 Topology Diagrams & Initial Configurations. Reference the Virtual Routers & Physical Switches Diagram to complete this task.
 Task
 Configure Multiple Spanning-Tree on SW1 - SW4 as follows: Use region named MST and a revision of 1.Instance 1 should service VLANs 1 - 100.Instance 2 should service VLANs 101 - 200.Configure SW1 as the STP Root Bridge for instance 1, using the lowest priority value.
 Using Spanning-Tree cost, modify the Layer 2 transit network so that traffic for MST instance 1 from SW2 to SW1 uses the last link between SW2 and SW4.
 If this link goes down, traffic should fall over to the remaining link between SW2 and SW4.
 Configuration
 SW1 - SW4:
 spanning-tree mst configuration
 name MST
 revision 1
 instance 1 vlan 1-100
 instance 2 vlan 101-200
 !
 spanning-tree mode mst
 SW1:
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spanning-tree mst 1 priority 0
 SW2:
 interface range FastEthernet0/23 - 24
 spanning-tree mst 1 cost 500000
 !
 interface FastEthernet0/19
 spanning-tree mst 1 cost 2
 !
 interface FastEthernet0/20
 spanning-tree mst 1 cost 1
 Verification
 Similar to CST and PVST, MST uses a cost value derived from the inverse bandwidth of the interface (higher bandwidth means lower cost). The root port is chosen based on the lowest end-to-end cost to the root bridge. The show spanning-
 tree mst command shows the local cost values of the outgoing ports on the local switch. Verify that initially, SW2's Root Port for instance 1 is the direct Fa0/23 link to SW1:
 SW2#show spanning-tree mst 1
 ##### MST1 vlans mapped: 1-100
 Bridge address 000a.b832.3a80 priority 4097 (4096 sysid 1)
 Root address 0013.605f.f000 priority 1 (0 sysid 1)
 port Fa0/23 cost 200000 rem hops 19
 Interface Role Sts Cost Prio.Nbr Type
 ---------------- ---- --- --------- -------- --------------------------------
 Fa0/19 Desg FWD 200000 128.21 P2p
 Fa0/20 Desg FWD 200000 128.22 P2p Fa0/23 Root FWD 200000 128.25 P2p
 Fa0/24 Altn BLK 200000 128.26 P2p
 Configure the STP cost on SW2 and verify now that SW2's Root Port changed to its Fa0/20 link towards SW4:
 SW2#show spanning-tree mst 1
 ##### MST1 vlans mapped: 1-100
 Bridge address 000a.b832.3a80 priority 4097 (4096 sysid 1)
 Root address 0013.605f.f000 priority 1 (0 sysid 1)
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port Fa0/20 cost 400001 rem hops 17
 Interface Role Sts Cost Prio.Nbr Type
 ---------------- ---- --- --------- -------- --------------------------------
 Fa0/19 Altn BLK 2
 128.21 P2p Fa0/20 Root FWD 1 128.22 P2p
 Fa0/23 Altn BLK 500000 128.25 P2p
 Fa0/24 Altn BLK 500000 128.26 P2p
 To see the entire end-to-end cost of a path, the show spanning-tree mst 1 detail
 command should be used. The end-to-end cost is made up of the upstream (designated) cost plus the local port cost. In this output, the alternate ports Fa0/23 – Fa0/24 have a total cost of 500.000 because of the manual cost change. Fa0/19 has a total cost of 400.002, which is 2 to SW4, 200.000 from SW4 to SW3, and 200.000 from SW3 to SW1. Fa0/20 wins the Root Port election because it has a total cost of 400.001.
 SW2#show spanning-tree mst 1 detail
 ##### MST1 vlans mapped: 1-100
 Bridge address 000a.b832.3a80 priority 4097 (4096 sysid 1)
 Root address 0013.605f.f000 priority 1 (0 sysid 1)
 port Fa0/20 cost 400001 rem hops 17
 FastEthernet0/19 of MST1 is alternate blocking
 Port info port id 128.21 priority 128 cost 2
 Designated root address 0013.605f.f000 priority 1 cost 400000
 Designated bridge address 001a.a174.2500 priority 32769 port id 128.21
 Timers: message expires in 5 sec, forward delay 0, forward transitions 2
 Bpdus (MRecords) sent 147, received 142
 FastEthernet0/20 of MST1 is root forwarding
 Port info port id 128.22 priority 128 cost 1
 Designated root address 0013.605f.f000 priority 1 cost 400000
 Designated bridge address 001a.a174.2500 priority 32769 port id 128.22
 Timers: message expires in 5 sec, forward delay 0, forward transitions 2
 Bpdus (MRecords) sent 146, received 142
 FastEthernet0/23 of MST1 is alternate blocking
 Port info port id 128.25 priority 128 cost 500000
 Designated root address 0013.605f.f000 priority 1 cost 0
 Designated bridge address 0013.605f.f000 priority 1 port id 128.25
 Timers: message expires in 5 sec, forward delay 0, forward transitions 2
 Bpdus (MRecords) sent 146, received 145
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FastEthernet0/24 of MST1 is alternate blocking
 Port info port id 128.26 priority 128 cost 500000
 Designated root address 0013.605f.f000 priority 1 cost 0
 Designated bridge address 0013.605f.f000 priority 1 port id 128.26
 Timers: message expires in 5 sec, forward delay 0, forward transitions 0
 Bpdus (MRecords) sent 147, received 144
 When SW2’s port Fa0/20 is down, the next lowest cost path is 400.002 through Fa0/19:
 SW2#configure terminal
 Enter configuration commands, one per line. End with CNTL/Z. SW2(config)#interface fastEthernet0/20
 SW2(config-if)#shutdown
 !
 ! SW2#show spanning-tree mst 1
 ##### MST1 vlans mapped: 1-100
 Bridge address 000a.b832.3a80 priority 4097 (4096 sysid 1)
 Root address 0013.605f.f000 priority 1 (0 sysid 1)
 port Fa0/19 cost 400002 rem hops 17
 Interface Role Sts Cost Prio.Nbr Type
 ---------------- ---- --- --------- -------- -------------------------------- Fa0/19 Root FWD
 2 128.21 P2p
 Fa0/23 Altn BLK 500000 128.25 P2p
 Fa0/24 Altn BLK 500000 128.26 P2p
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CCIE Routing & Switching v5 Workbook - CCIE R&S v5 Advanced Technology Labs - LAN Switching
 MST Path Selection with Port Priority
 A Note On Section Initial Configuration Files : You must load the initial configuration files for the section, named LAN Switching Initial Spanning Tree , which can be found in CCIE R&S v5 Topology Diagrams & Initial Configurations. Reference the Virtual Routers & Physical Switches Diagram to complete this task.
 Task
 Configure Multiple Spanning-Tree on SW1 - SW4 as follows: Use region named MST and a revision of 1.Instance 1 should service VLANs 1 - 100.Instance 2 should service VLANs 101 - 200.Configure SW1 as the STP Root Bridge for instance 1, using the lowest priority value.Configure SW2 with the next available priority value for instance 1, so that it becomes root bridge in case of SW1 failure.
 Using Spanning-Tree priority, modify the Layer 2 transit network so that traffic for MST instance 1 from SW4 to SW1 uses the last link between SW2 and SW4.
 If this link goes down, traffic should fall over to the remaining link between SW2 and SW4.
 Configuration
 SW1 - SW4:
 spanning-tree mst configuration
 name MST
 revision 1
 instance 1 vlan 1-100
 instance 2 vlan 101-200
 http://labs.ine.com/workbook/view/rs-v5-workbook/task/ccie-r-s-v5-topology-diagrams-initial-configurations-MTk3Ng==
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!
 spanning-tree mode mst
 SW1:
 spanning-tree mst 1 priority 0
 SW2:
 spanning-tree mst 1 priority 4096
 !
 interface FastEthernet0/20
 spanning-tree mst 1 port-priority 0
 Verification
 Like CST and PVST, MST uses the designated (upstream) port-priority as a tie breaker if the end-to-end cost is the same on multiple ports to the same upstream switch. Before changing the port-priority on SW2, note that SW4 uses its Fa0/19 as the Root Port for instance 1:
 SW4#show spanning-tree mst 1
 ##### MST1 vlans mapped: 1-100
 Bridge address 001a.a174.2500 priority 32769 (32768 sysid 1)
 Root address 0013.605f.f000 priority 1 (0 sysid 1)
 port Fa0/19 cost 400000 rem hops 18
 Interface Role Sts Cost Prio.Nbr Type
 ---------------- ---- --- --------- -------- --------------------------------
 Fa0/19 Root FWD 200000 128.21 P2p
 Fa0/20 Altn BLK 200000 128.22 P2p
 Fa0/23 Altn BLK 200000 128.25 P2p
 Fa0/24 Altn BLK 200000 128.26 P2p
 The show spanning-tree mst 1 only shows the local port-priority, so the output below doesn’t tell us why Fa0/19 is chosen as the Root Port. The show spanning-tree mst 1
 detail shows that the lowest end-to-end cost of 400.000 is equal on all its ports. Because all of these ports share the same cost, the next differentiator is the lowest upstream bridge priority, which in this case is SW2 with its configured priority of 4096. As SW4 has two links towards SW2 the designated port-id is checked. The port-id is made of the port-priority and the internally assigned port number. Fa0/19 has the lowest designated port-id of 128.21, versus Fa0/20 with port-id of 128.22:
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SW4#show spanning-tree mst 1 detail
 ##### MST1 vlans mapped: 1-100
 Bridge address 001a.a174.2500 priority 32769 (32768 sysid 1)
 Root address 0013.605f.f000 priority 1 (0 sysid 1)
 port Fa0/19 cost 400000 rem hops 18
 FastEthernet0/19 of MST1 is root forwarding
 Port info port id 128.21 priority 128 cost 200000
 Designated root address 0013.605f.f000 priority 1 cost 200000
 Designated bridge address 000a.b832.3a80 priority 4097 port id 128.21
 Timers: message expires in 5 sec, forward delay 0, forward transitions 2
 Bpdus (MRecords) sent 660, received 663
 FastEthernet0/20 of MST1 is alternate blocking
 Port info port id 128.22 priority 128 cost 200000
 Designated root address 0013.605f.f000 priority 1 cost 200000
 Designated bridge address 000a.b832.3a80 priority 4097 port id 128.22
 Timers: message expires in 5 sec, forward delay 0, forward transitions 1
 Bpdus (MRecords) sent 366, received 367
 FastEthernet0/23 of MST1 is alternate blocking
 Port info port id 128.25 priority 128 cost 200000
 Designated root address 0013.605f.f000 priority 1 cost 200000
 Designated bridge address 0022.5627.1f80 priority 32769 port id 128.25
 Timers: message expires in 5 sec, forward delay 0, forward transitions 1
 Bpdus (MRecords) sent 671, received 650
 FastEthernet0/24 of MST1 is alternate blocking
 Port info port id 128.26 priority 128 cost 200000
 Designated root address 0013.605f.f000 priority 1 cost 200000
 Designated bridge address 0022.5627.1f80 priority 32769 port id 128.26
 Timers: message expires in 5 sec, forward delay 0, forward transitions 1
 Bpdus (MRecords) sent 668, received 650
 Configure the port priority on SW2 as in the solution, based on this SW4 should select its Fa0/20 as the new Root Port, verify that priority changed:
 SW4#show spanning-tree mst 1
 ##### MST1 vlans mapped: 1-100
 Bridge address 001a.a174.2500 priority 32769 (32768 sysid 1)
 Root address 0013.605f.f000 priority 1 (0 sysid 1)
 port Fa0/20 cost 400000 rem hops 18
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Interface Role Sts Cost Prio.Nbr Type
 ---------------- ---- --- --------- -------- --------------------------------
 Fa0/19 Altn BLK 200000 128.21 P2p Fa0/20 Root FWD 200000 128.22 P2p
 Fa0/23 Altn BLK 200000 128.25 P2p
 Fa0/24 Altn BLK 200000 128.26 P2p
 !
 ! SW4#show spanning-tree mst 1 detail
 ##### MST1 vlans mapped: 1-100
 Bridge address 001a.a174.2500 priority 32769 (32768 sysid 1)
 Root address 0013.605f.f000 priority 1 (0 sysid 1)
 port Fa0/20 cost 400000 rem hops 18
 FastEthernet0/19 of MST1 is alternate blocking
 Port info port id 128.21 priority 128 cost 200000
 Designated root address 0013.605f.f000 priority 1 cost 200000
 Designated bridge address 000a.b832.3a80 priority 4097 port id 128.21
 Timers: message expires in 4 sec, forward delay 0, forward transitions 2
 Bpdus (MRecords) sent 913, received 915
 FastEthernet0/20 of MST1 is root forwarding
 Port info port id 128.22 priority 128 cost 200000
 Designated root address 0013.605f.f000 priority 1 cost 200000
 Designated bridge address 000a.b832.3a80 priority 4097 port id 0.22
 Timers: message expires in 4 sec, forward delay 0, forward transitions 2
 Bpdus (MRecords) sent 619, received 618
 FastEthernet0/23 of MST1 is alternate blocking
 Port info port id 128.25 priority 128 cost 200000
 Designated root address 0013.605f.f000 priority 1 cost 200000
 Designated bridge address 0022.5627.1f80 priority 32769 port id 128.25
 Timers: message expires in 4 sec, forward delay 0, forward transitions 1
 Bpdus (MRecords) sent 923, received 902
 FastEthernet0/24 of MST1 is alternate blocking
 Port info port id 128.26 priority 128 cost 200000
 Designated root address 0013.605f.f000 priority 1 cost 200000
 Designated bridge address 0022.5627.1f80 priority 32769 port id 128.26
 Timers: message expires in 4 sec, forward delay 0, forward transitions 1
 Bpdus (MRecords) sent 920, received 902
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CCIE Routing & Switching v5 Workbook - CCIE R&S v5 Advanced Technology Labs - LAN Switching
 MST and Rapid Spanning Tree
 A Note On Section Initial Configuration Files : You must load the initial configuration files for the section, named LAN Switching Initial Spanning Tree , which can be found in CCIE R&S v5 Topology Diagrams & Initial Configurations. Reference the Virtual Routers & Physical Switches Diagram to complete this task.
 Task
 Configure Multiple Spanning-Tree on SW1 - SW4 as follows: Use region named MST and a revision of 1.Instance 1 should service VLANs 1 - 100.Instance 2 should service VLANs 101 - 200.
 Configure PortFast on SW1's FastEthernet0/1 so that it immediately begins forwarding when enabled.
 Configuration
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SW1 - SW4:
 spanning-tree mst configuration
 name MST1
 revision 1
 instance 1 vlan 1-100
 instance 2 vlan 101-200
 !
 spanning-tree mode mst
 SW1:
 interface FastEthernet0/1
 spanning-tree portfast
 Verification
 When MST is enabled, Rapid Spanning-Tree Protocol (RSTP) is automatically enabled. RSTP is an IEEE standard defined in 802.1w that speeds up convergence through a reliable handshaking process. RSTP defines new port roles to automatically allow for the functionality built into Cisco proprietary features such as PortFast and UplinkFast.
 RSTP Edge ports behave the same as PVST PortFast-enabled ports. However, to maintain backward-compatible configurations, Cisco’s implementation of RSTP does not automatically elect edge ports as the standard suggests. Instead, a port must be configured as an edge port with the spanning-tree portfast command:
 SW1#show spanning-tree interface fastEthernet0/1
 Mst Instance Role Sts Cost Prio.Nbr Type
 ------------------- ---- --- --------- -------- --------------------------------
 MST0 Desg FWD 200000 128.3 P2p Edge
 MST1 Desg FWD 200000 128.3 P2p Edge
 !
 ! SW1#show spanning-tree mst interface fastEthernet0/1
 FastEthernet0/1 of MST0 is designated forwarding Edge port: edge (enable)
 port guard : none (default)
 Link type: point-to-point (auto) bpdu filter: disable (default)
 Boundary : internal bpdu guard : disable (default)
 Bpdus sent 2954, received 0
 Instance Role Sts Cost Prio.Nbr Vlans mapped
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-------- ---- --- --------- -------- -------------------------------
 0 Desg FWD 200000 128.3 none
 1 Desg FWD 200000 128.3 1-100
 !
 ! SW1#show spanning-tree interface fastEthernet0/1 portfast
 MST0 enabled
 MST1 enabled
 If there were a device connected to FastEthernet0/1 such as a hypervisor that could tag frames with dot1q tags, we could configure this port as a trunk port and also configure it as an Edge port. This will ensure that it immediately begins forwarding when enabled for all VLANs being trunked:
 SW1#configure terminal
 Enter configuration commands, one per line. End with CNTL/Z. SW1(config)#interface FastEthernet0/1
 SW1(config-if)#switchport trunk encapsulation dot1q
 SW1(config-if)#switchport mode trunk
 SW1(config-if)#spanning-tree portfast trunk
 %Warning: portfast should only be enabled on ports connected to a single
 host. Connecting hubs, concentrators, switches, bridges, etc... to this
 interface when portfast is enabled, can cause temporary bridging loops.
 Use with CAUTION
 !
 ! SW1#show spanning-tree interface fastEthernet0/1
 Mst Instance Role Sts Cost Prio.Nbr Type
 ------------------- ---- --- --------- -------- --------------------------------
 MST0 Desg FWD 200000 128.3 P2p Edge
 MST1 Desg FWD 200000 128.3 P2p Edge
 MST2 Desg FWD 200000 128.3 P2p Edge
 !
 ! SW1#show spanning-tree mst interface fastEthernet0/1
 FastEthernet0/1 of MST0 is designated forwarding Edge port: edge (trunk)
 port guard : none (default)
 Link type: point-to-point (auto) bpdu filter: disable (default)
 Boundary : internal bpdu guard : disable (default)
 Bpdus sent 9, received 0
 Instance Role Sts Cost Prio.Nbr Vlans mapped
 -------- ---- --- --------- -------- -------------------------------
 0 Desg FWD 200000 128.3 none
 1 Desg FWD 200000 128.3 1-100
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2 Desg FWD 200000 128.3 101-200
 !
 ! SW1#show spanning-tree interface fastEthernet0/1 portfast
 MST0 enabled
 MST1 enabled
 MST2 enabled
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 Protected Ports
 A Note On Section Initial Configuration Files : You must load the initial configuration files for the section, named LAN Switching Initial Spanning Tree , which can be found in CCIE R&S v5 Topology Diagrams & Initial Configurations. Reference the Virtual Routers & Physical Switches Diagram to complete this task.
 Task
 Shutdown all Ethernet links from SW4 towards SW2 and SW3.Shutdown ports Fa0/19 and Fa0/23 on SW1.Create an SVI for VLAN 10 on SW1, assign it the IP address of 169.254.23.1/24.Configure Fa0/20 and Fa0/24 on SW1 as access ports in VLAN 10.Configure port Fa0/20 on SW3 and Fa0/24 on SW2 as Layer 3 ports on with IP addresses of 169.254.23.Y/24, where Y is the switch number.Configure port protection on SW1 so that SW2 and SW3 cannot directly communicate with each other, but can communicate with SW1’s VLAN 10 interface.
 Configuration
 SW4:
 interface range FastEthernet0/19 - 20
 shutdown
 !
 interface range FastEthernet0/23 - 24
 shutdown
 SW1:
 interface range FastEthernet0/19 , FastEthernet0/23
 shutdown
 !
 default interface range FastEthernet0/20 , FastEthernet0/24
 http://labs.ine.com/workbook/view/rs-v5-workbook/task/ccie-r-s-v5-topology-diagrams-initial-configurations-MTk3Ng==
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!
 interface range FastEthernet0/20 , FastEthernet0/24
 switchport mode access
 switchport access vlan 10
 switchport protected
 !
 interface Vlan10
 ip address 169.254.23.1 255.255.255.0
 no shutdown
 SW2:
 interface FastEthernet0/24
 no switchport
 ip address 169.254.23.2 255.255.255.0
 SW3:
 interface FastEthernet0/20
 no switchport
 ip address 169.254.23.3 255.255.255.0
 Verification
 Protected ports are used to prevent traffic from being directly exchanged at Layer 2 between two or more hosts that are within the same VLAN. Traffic received in a protected port cannot be sent out another protected port, but traffic received in a protected port can be sent out a non-protected port. This feature is a much smaller subset of the Private VLAN feature, and it cannot span between multiple physical switches; you cannot configure a protected port on SW1 and a protected port on SW2 and expect traffic between these to be disallowed.
 In this particular design, the result of port protection is that SW1 and SW2 can communicate, SW1 and SW3 can communicate, but SW2 and SW3 cannot communicate, although are attached to the same VLAN:
 SW3#ping 169.254.23.1
 Type escape sequence to abort.
 Sending 5, 100-byte ICMP Echos to 169.254.23.1, timeout is 2 seconds: !!!!!
 Success rate is 100 percent (5/5), round-trip min/avg/max = 1/2/8 ms
 !
 ! SW3#ping 169.254.23.2
 Type escape sequence to abort.
 Sending 5, 100-byte ICMP Echos to 169.254.23.2, timeout is 2 seconds: .....
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Success rate is 0 percent (0/5)
 !
 ! SW2#ping 169.254.23.1
 Type escape sequence to abort.
 Sending 5, 100-byte ICMP Echos to 169.254.23.1, timeout is 2 seconds: !!!!!
 Success rate is 100 percent (5/5), round-trip min/avg/max = 1/4/9 ms
 !
 ! SW2#ping 169.254.23.3
 Type escape sequence to abort.
 Sending 5, 100-byte ICMP Echos to 169.254.23.3, timeout is 2 seconds: .....
 Success rate is 0 percent (0/5)
 Notice that ARP traffic is also not allowed between protected ports, basically all traffic is dropped:
 SW1#show ip arp
 Protocol Address Age (min) Hardware Addr Type Interface
 Internet 169.254.23.1 - 0013.605f.f041 ARPA Vlan10
 Internet 169.254.23.2 0 000a.b832.3ac1 ARPA Vlan10
 Internet 169.254.23.3 9 0022.5627.1fc1 ARPA Vlan10
 !
 ! SW2#show ip arp
 Protocol Address Age (min) Hardware Addr Type Interface
 Internet 169.254.23.1 18 0013.605f.f01a ARPA FastEthernet0/24
 Internet 169.254.23.2 - 000a.b832.3ac1 ARPA FastEthernet0/24
 Internet 169.254.23.3 0 Incomplete ARPA
 !
 ! SW3#show ip arp
 Protocol Address Age (min) Hardware Addr Type Interface
 Internet 169.254.23.1 18 0013.605f.f016 ARPA FastEthernet0/20
 Internet 169.254.23.2 0 Incomplete ARPA
 Internet 169.254.23.3 - 0022.5627.1fc1 ARPA FastEthernet0/20
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 Storm Control
 A Note On Section Initial Configuration Files : You must load the initial configuration files for the section, named LAN Switching Initial Spanning Tree , which can be found in CCIE R&S v5 Topology Diagrams & Initial Configurations. Reference the Virtual Routers & Physical Switches Diagram to complete this task.
 Task
 Configure SW1 to limit unicast traffic received from SW2 to 100 pps.Configure SW2 to limit broadcast traffic received from SW4 to 10Mbps.Configure SW4 to limit broadcast traffic received from SW1 to 1Mbps using a relative percentage of the interface bandwidth.
 Configuration
 SW1:
 interface range FastEthernet0/23 - 24
 storm-control unicast level pps 100
 SW2:
 interface range FastEthernet0/19 - 20
 storm-control broadcast level bps 10m
 SW4:
 interface range FastEthernet0/19 - 20
 storm-control broadcast level 1
 Verification
 Storm control is used to limit the amount of unicast, multicast, or broadcast traffic
 http://labs.ine.com/workbook/view/rs-v5-workbook/task/ccie-r-s-v5-topology-diagrams-initial-configurations-MTk3Ng==
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received inbound on a port. The most common application of this feature is to prevent broadcast storms, but it can also be used to police individual ports not to exceed a desired rate. Depending on the version of IOS, the storm-control
 command may take units in percentage, packets per second, bits per second, or others. Make sure to use the question mark when implementing this command so that the units entered achieve the desired result.
 SW2#show storm-control
 Interface Filter State Upper Lower Current
 --------- ------------- ----------- ----------- ----------
 Fa0/19 Forwarding 10m bps 10m bps 0 bps
 Fa0/20 Forwarding 10m bps 10m bps 0 bps
 !
 ! SW4#show storm-control
 Interface Filter State Upper Lower Current
 --------- ------------- ----------- ----------- ----------
 Fa0/19 Forwarding 1.00% 1.00% 0.00%
 Fa0/20 Forwarding 1.00% 1.00% 0.00%
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 MAC-Address Table Static Entries and Aging
 You must load the initial configuration files for the section, LAN Switching Initial Spanning Tree , which can be found in CCIE R&S v5 Topology Diagrams & Initial Configurations. Reference the Virtual Routers & Physical Switches Diagram to complete this task.
 Task
 Shut down all Ethernet links from SW4 toward SW2 and SW3.Shut down ports Fa0/19 and Fa0/23 on SW1.Create an SVI for VLAN 10 on SW1 and assign it the IP address 169.254.23.1/24.Configure Fa0/20 and Fa0/24 on SW1 as access ports in VLAN 10.Configure port Fa0/20 on SW3 and Fa0/24 on SW2 as Layer 3 ports with IP addresses of 169.254.23.Y/24, where Y is the switch number.Configure static CAM entries on SW1 as follows:
 Frames destined to the MAC address of SW2's Layer 3 interface are dropped.SW3's MAC address is not allowed to commute between ports or switches.
 Configuration
 SW4:
 interface range FastEthernet0/19 - 20 , FastEthernet0/23 - 24
 shutdown
 SW1:
 interface range FastEthernet0/19 , FastEthernet0/23
 shutdown
 !
 default interface range FastEthernet0/20 , FastEthernet0/24
 !
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interface range FastEthernet0/20 , FastEthernet0/24
 switchport mode access
 switchport access vlan 10
 !
 interface Vlan10
 ip address 169.254.23.1 255.255.255.0
 no shutdown
 !
 mac address-table static 0022.5627.1fc1 vlan 10 interface FastEthernet0/20
 mac address-table static 000a.b832.3ac1 vlan 10 drop
 SW2:
 interface FastEthernet0/24
 no switchport
 ip address 169.254.23.2 255.255.255.0
 SW3:
 interface FastEthernet0/20
 no switchport
 ip address 169.254.23.3 255.255.255.0
 Verification
 Normally, switches populate the CAM table, or MAC address table, by flooding unknown frames everywhere in the VLAN in which they were received and by looking at the source MAC address of frames received in its ports. In certain circumstances this can be undesirable, such as when someone attempts to do a Layer 2 MAC address spoofing attack. A simple way to prevent these types of attacks is to statically hard-code which MAC addresses are reachable via which ports.
 Another static feature of the CAM table is the ability to Null route MAC addresses. Because static entries always override dynamically learned entries, if the drop keyword or an unused interface is used in the mac address-table static command, traffic destined to that MAC address will be silently dropped.
 In this particular design, SW1, SW2, and SW3 exchange traffic on VLAN 10. Before configuring static MAC entries, SW1 has connectivity with both SW2 and SW3.
 SW1#ping 169.254.23.2
 Type escape sequence to abort.
 Sending 5, 100-byte ICMP Echos to 169.254.23.2, timeout is 2 seconds: !!!!!
 Success rate is 100 percent (5/5), round-trip min/avg/max = 1/4/9 ms
 !
 ! SW1#ping 169.254.23.3
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Type escape sequence to abort.
 Sending 5, 100-byte ICMP Echos to 169.254.23.3, timeout is 2 seconds: !!!!!
 Success rate is 100 percent (5/5), round-trip min/avg/max = 1/5/9 ms
 SW1 dynamically learns the MAC addresses of both SW2 and SW3.
 SW1#show ip arp
 Protocol Address Age (min) Hardware Addr Type Interface
 Internet 169.254.23.1 - 0013.605f.f041 ARPA Vlan10 Internet
 169.254.23.2 46 000a.b832.3ac1
 ARPA Vlan10 Internet 169.254.23.3 46 0022.5627.1fc1
 ARPA Vlan10
 !
 ! SW1#show mac address-table dynamic address 000a.b832.3ac1
 Mac Address Table
 -------------------------------------------
 Vlan Mac Address Type Ports
 ---- ----------- -------- ----- 10 000a.b832.3ac1 DYNAMIC Fa0/24
 Total Mac Addresses for this criterion: 1
 !
 ! SW1#show mac address-table dynamic address 0022.5627.1fc1
 Mac Address Table
 -------------------------------------------
 Vlan Mac Address Type Ports
 ---- ----------- -------- ----- 10 0022.5627.1fc1 DYNAMIC Fa0/20
 Total Mac Addresses for this criterion: 1
 After SW1 is configured with static entries for both SW2 and SW3, these will override the dynamically learned ones. The result is that any traffic destined to SW2 is dropped in the Layer 2 transit path by SW1.
 SW1#configure terminal
 Enter configuration commands, one per line. End with CNTL/Z.
 SW1(config)#mac address-table static 000a.b832.3ac1 vlan 10 drop
 !
 ! SW1#ping 169.254.23.2
 Type escape sequence to abort.
 Sending 5, 100-byte ICMP Echos to 169.254.23.2, timeout is 2 seconds: .....
 Success rate is 0 percent (0/5)
 !
 ! SW1#show mac address-table address 000a.b832.3ac1
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Mac Address Table
 -------------------------------------------
 Vlan Mac Address Type Ports
 ---- ----------- -------- ----- 10 000a.b832.3ac1 STATIC Drop
 Total Mac Addresses for this criterion: 1
 Likewise, as soon as we add the static entry for SW3's Layer 3 interface, traffic going to SW3 uses the static entry instead of the dynamically learned entry.
 SW1#configure terminal
 Enter configuration commands, one per line. End with CNTL/Z.
 SW1(config)#mac address-table static 0022.5627.1fc1 vlan 10 interface FastEthernet0/20
 !
 ! SW1#ping 169.254.23.3
 Type escape sequence to abort.
 Sending 5, 100-byte ICMP Echos to 169.254.23.3, timeout is 2 seconds: !!!!!
 Success rate is 100 percent (5/5), round-trip min/avg/max = 1/4/9 ms
 !
 ! SW1#show mac address-table address 0022.5627.1fc1
 Mac Address Table
 -------------------------------------------
 Vlan Mac Address Type Ports
 ---- ----------- -------- ----- 10 0022.5627.1fc1 STATIC
 Fa0/20
 Total Mac Addresses for this criterion: 1
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 SPAN
 A Note On Section Initial Configuration Files : You must load the initial configuration files for the section, named LAN Switching Initial Spanning Tree , which can be found in CCIE R&S v5 Topology Diagrams & Initial Configurations. Reference the Virtual Routers & Physical Switches Diagram to complete this task.
 Task
 Configure SW1 so that all traffic transiting VLAN 146 is redirected to a host located on port Fa0/24.Configure SW4 so that all interface Fa0/8 traffic is redirected to a host located on port Fa0/24.
 Untagged inbound traffic from the host should be placed into VLAN 146.
 Configuration
 SW1:
 monitor session 1 source vlan 146
 monitor session 1 destination interface FastEthernet0/24
 SW4:
 monitor session 1 source interface FastEthernet0/8
 monitor session 1 destination interface FastEthernet0/24 ingress vlan 146
 Verification
 The Switchport Analyzer (SPAN) feature is used to redirect traffic from a port or VLAN onto another port for analysis by devices such as a packet sniffer or Intrusion Prevention Sensor (IPS). There are three variations of SPAN: Local SPAN (or just
 http://labs.ine.com/workbook/view/rs-v5-workbook/task/ccie-r-s-v5-topology-diagrams-initial-configurations-MTk3Ng==
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SPAN), Remote SPAN (or RSPAN), and Encapsulated Remote SPAN (or ERSPAN). ERSPAN is only supported on high end platforms, such as the Cisco 6500/7600 or Nexus 7000. Instead of having the destination of the SPAN be a local port (SPAN) or a VLAN (SPAN), ERSPAN can send the traffic to be analyzed over a Layer 3 network using GRE encapsulation.
 With Local SPAN, as shown in this design, traffic coming from or going to a particular port is redirected to another local port. The source of traffic can also be a VLAN, as shown on SW1. Normally when the SPAN feature is configured, the switch drops all traffic coming back in from the SPAN destination port. The ingress
 keyword tells the switch to accept inbound traffic from a SPAN destination port and assign the traffic to a particular VLAN.
 SW1#show monitor session 1
 Session 1
 ---------
 Type : Local Session
 Source VLANs : Both : 146
 Destination Ports : Fa0/24
 Encapsulation : Native Ingress : Disabled
 !
 ! SW4#show monitor session 1
 Session 1
 ---------
 Type : Local Session
 Source Ports : Both : Fa0/8
 Destination Ports : Fa0/24
 Encapsulation : Native Ingress : Enabled, default VLAN = 146
 Ingress encap : Untagged
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 RSPAN
 A Note On Section Initial Configuration Files : You must load the initial configuration files for the section, named LAN Switching Initial Spanning Tree , which can be found in CCIE R&S v5 Topology Diagrams & Initial Configurations. Reference the Virtual Routers & Physical Switches Diagram to complete this task.
 Task
 Disable the Ethernet links between SW1 and SW2.Create VLAN 500 as an RSPAN VLAN on all switches in the topology.Configure Fa0/5 on SW2 to be an access port on VLAN 43 and redirect all traffic on this port to the RSPAN VLAN.Configure SW1 to capture traffic on RSPAN VLAN and redirect it to a host connected to port Fa0/24.
 Accept inbound tagged traffic for VLAN 146.
 Configuration
 SW1:
 interface range FastEthernet0/23 - 24
 shutdown
 !
 vlan 500
 remote-span
 !
 monitor session 2 destination interface Fa0/24 ingress dot1q vlan 146
 monitor session 2 source remote vlan 500
 SW2:
 interface range FastEthernet0/23 - 24
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shutdown
 !
 interface FastEthernet0/5
 switchport mode access
 switchport access vlan 43
 !
 monitor session 2 source interface FastEthernet0/5
 monitor session 2 destination remote vlan 500
 Verification
 The Remote SPAN, or RSPAN, feature is used when the source port or VLAN that is being monitored is on a different physical switch than the destination sniffer or sensor. The SPAN session can be spanned across multiple switches (a Layer 2 network). With ERSPAN, the SPAN session can be sent across a routed Layer 3 network.
 The first step in configuring RSPAN is to ensure that the switches in the Layer 2 transit path from the source port/VLAN to the destination port are trunking at Layer 2, and know about the RSPAN VLAN that is used to encapsulate and transport the monitored traffic. In this case VTP is used, so only the VTP server SW1 needs to create the VLAN. Note the remote-span keyword under the VLAN: this is a special attribute that affects how traffic is processed when it is received in this VLAN.
 Next, the switch attached to the source port or VLAN creates a SPAN session. The source of this span session, in the case of SW2, is all traffic on port Fa0/5. The destination of the session is the RSPAN VLAN 500 itself. This means that all traffic on port Fa0/5 will receive a new 802.1q header with a VLAN 500 tag and be sent out in the Layer 2 network.
 Finally, the switch attached to the sniffer/sensor creates a SPAN session with the source as the RSPAN VLAN, and the destination as the local port. This means that the switch wants to listen for all traffic received in the RSPAN VLAN and redirect it out a local port. In this case, SW1 says that the source of the session is the remote VLAN 500. On SW1, therefore, all traffic coming in a trunk link with a tag of 500 will be redirected out port Fa0/24. Because the ingress dot1q vlan 146 keyword is also used, SW1 accepts only inbound tagged traffic with tag 146.
 SW2#show monitor session 2
 Session 2
 ---------
 Type : Remote Source Session
 Source Ports : Both : Fa0/5
 Dest RSPAN VLAN : 500
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!
 ! SW1#show monitor session 2
 Session 2
 ---------
 Type : Remote Destination Session Source RSPAN VLAN : 500
 Destination Ports : Fa0/24
 Encapsulation : Native Ingress : Enabled, default VLAN = 146
 Ingress encap : DOT1Q
 Verify that VLAN 500 was propagated through VTP as RSPAN.
 SW2#show vlan id 500
 VLAN Name Status Ports
 ---- -------------------------------- --------- -------------------------------
 500 VLAN0500 active Fa0/19, Fa0/20
 VLAN Type SAID MTU Parent RingNo BridgeNo Stp BrdgMode Trans1 Trans2
 ---- ----- ---------- ----- ------ ------ -------- ---- -------- ------ ------
 500 enet 100500 1500 - - - - - 0 0
 Remote SPAN VLAN
 ---------------- Enabled
 Primary Secondary Type Ports
 ------- --------- ----------------- ------------------------------------------
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 Voice VLAN
 You must load the initial configuration files for the section, LAN Switching Initial Spanning Tree , which can be found in CCIE R&S v5 Topology Diagrams & Initial Configurations. Reference the Virtual Routers & Physical Switches Diagram to complete this task.
 Task
 Configure port Fa0/1 of SW1 to assign data packets in VLAN 146 and voice packets in VLAN 600.Configure port Fa0/4 of SW1 as an 802.1q trunk link.
 Configure VLAN 146 as the native VLAN for this port.Configure VLAN 600 to be advertised as voice VLAN via CDP.Allow only traffic for VLANs 146 and 600.
 Configure port Fa0/6 of SW1 to assign data packets in VLAN 146. Ensure that voice VLAN frames use dot1p tagging.
 Configuration
 SW1:
 interface FastEthernet0/1
 switchport mode access
 switchport access vlan 146
 switchport voice vlan 600
 !
 interface FastEthernet0/4
 switchport trunk encapsulation dot1q
 switchport mode trunk
 switchport trunk native vlan 146
 http://labs.ine.com/workbook/view/rs-v5-workbook/task/ccie-r-s-v5-topology-diagrams-initial-configurations-MTk3Ng==
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switchport trunk allowed vlan 146,600
 switchport voice vlan 600
 !
 interface FastEthernet0/6
 switchport mode access
 switchport access vlan 146
 switchport voice vlan dot1p
 Verification
 Many models of Cisco IP Phones have a built-in three-port switch with one port to connect to the upstream switch, one port for the IP Phone itself, and the last port to connect to a desktop PC. The built-in switch is capable of separating the IP Phone and the desktop PC traffic using different VLANs. Additionally, the internal switch can also use different 802.1p markings in the Class of Service (CoS) field to distinguish the IP Phone and the desktop PC frames. Based on this, there are three different options for connecting the IP Phone and the desktop PC to the Catalyst switches.
 Option 1 is to separate the Data VLAN for the PC and the Voice VLAN for the IP Phone. The internal IP Phone switch will tag VoIP traffic with the respective VLAN number and apply a CoS value of 5. The data frames are sent untagged and received by the upstream switch on the configured access VLAN. The connection between the IP Phone and the upstream switch is an 802.1q trunk with the native VLAN equal to the Data VLAN.
 Option 2 is to use a single VLAN for Data and Voice. The IP Phone’s internal switch does not tag the frames and acts as a simple bridge. The connection between the IP Phone and the upstream switch is an access port.
 Option 3 is to use a single VLAN for Data and Voice, but to add an 802.1p CoS tag. Data frames received from the PC on the phone, along with VoIP frames sent from the phone, get a special 802.1q header that carries a VLAN ID equal to zero and has the CoS field set to 5 for VoIP and the value instructed from the switch for data frames. The Catalyst switch accepts the frames with VLAN zero as if they are in the access VLAN, but it also honors the CoS bits to calculate the switch’s internal QoS tag.
 For all three options, the IP Phone’s built-in switch should be instructed which mode to use. The command switchport voice vlan configured on an access port will
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communicate with the IP Phone via CDP and tell its internal switch which VLAN to use for voice traffic. The IP Phone’s internal switch will then apply the instructed VLAN tag to the voice traffic and send the PC’s data untagged. Note that there is no need to configure the port as an 802.1q trunk via the switchport mode trunk
 command. The switchport ASIC will automatically convert the port into a rudimentary trunk.
 If no switchport voice vlan command is configured, Option 2 applies automatically. Both voice and data packets are received on the same VLAN (the access VLAN). If the command switchport voice vlan dot1p is configured on a switchport, the connected IP Phone’s switch is instructed to apply VLAN 0 to voice traffic along with the corresponding CoS bits. Both voice and data frames will share the same VLAN configured on the access port.
 Note that as soon as the switchport voice vlan command is applied to the port, PortFast feature is automatically enabled, although not visible in running-config.
 Verify the voice and data VLAN configuration on port Fa0/1, and note that PortFast was automatically enabled.
 SW1#show interfaces fastEthernet0/1 switchport
 Name: Fa0/1
 Switchport: Enabled Administrative Mode: static access
 Operational Mode: static access
 Administrative Trunking Encapsulation: negotiate
 Operational Trunking Encapsulation: native
 Negotiation of Trunking: Off Access Mode VLAN: 146 (VLAN0146)
 Trunking Native Mode VLAN: 1 (default)
 Administrative Native VLAN tagging: enabled Voice VLAN: 600 (VLAN0600)
 <output omitted>
 !
 ! SW1#show spanning-tree interface fastEthernet0/1 detail
 Port 3 (FastEthernet0/1) of VLAN0146 is designated forwarding
 Port path cost 19, Port priority 128, Port Identifier 128.3.
 Designated root has priority 4242, address 0013.605f.f000
 Designated bridge has priority 4242, address 0013.605f.f000
 Designated port id is 128.3, designated path cost 0
 Timers: message age 0, forward delay 0, hold 0
 Number of transitions to forwarding state: 1 The port is in the portfast mode
 Link type is point-to-point by default
 BPDU: sent 18, received 0
 Port 3 (FastEthernet0/1) of VLAN0600 is designated forwarding
 Port path cost 19, Port priority 128, Port Identifier 128.3.
 Designated root has priority 4696, address 0013.605f.f000
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Designated bridge has priority 4696, address 0013.605f.f000
 Designated port id is 128.3, designated path cost 0
 Timers: message age 0, forward delay 0, hold 0
 Number of transitions to forwarding state: 1 The port is in the portfast mode
 Link type is point-to-point by default
 BPDU: sent 18, received 0
 Verify the voice and data VLAN configuration on ports Fa0/4 and Fa0/6.
 SW1#show interfaces fastEthernet0/4 switchport
 Name: Fa0/4
 Switchport: Enabled Administrative Mode: trunk
 Operational Mode: down Administrative Trunking Encapsulation: dot1q
 Negotiation of Trunking: On
 Access Mode VLAN: 1 (default) Trunking Native Mode VLAN: 146 (VLAN0146)
 Administrative Native VLAN tagging: enabled Voice VLAN: 600 (VLAN0600)
 <output omitted>
 !
 ! SW1#show interfaces fastEthernet0/6 switchport
 Name: Fa0/6
 Switchport: Enabled Administrative Mode: static access
 Operational Mode: down
 Administrative Trunking Encapsulation: negotiate
 Negotiation of Trunking: Off Access Mode VLAN: 146 (VLAN0146)
 Trunking Native Mode VLAN: 1 (default)
 Administrative Native VLAN tagging: enabled Voice VLAN: dot1p
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CCIE Routing & Switching v5 Workbook - CCIE R&S v5 Advanced Technology Labs - LAN Switching
 Smartport Macros
 A Note On Section Initial Configuration Files : You must load the initial configuration files for the section, named LAN Switching Initial Spanning Tree , which can be found in CCIE R&S v5 Topology Diagrams & Initial Configurations. Reference the Virtual Routers & Physical Switches Diagram to complete this task.
 Task
 Configure a macro on SW1 named VLAN_146 so that when applied to an interface: It enables the interface as access mode in VLAN 146.It enables BPDU Filter on the port.
 Apply this macro to ports Fa0/7 and Fa0/8 on the switch.
 Configuration
 This is the old command syntax:
 SW1:
 macro name VLAN_146
 switchport mode access
 switchport access vlan 146
 spanning-tree bpdufilter enable
 @
 !
 interface range FastEthernet0/7 - 8
 macro apply VLAN_146
 http://labs.ine.com/workbook/view/rs-v5-workbook/task/ccie-r-s-v5-topology-diagrams-initial-configurations-MTk3Ng==
 http://labs.ine.com/workbook/view/rs-v5-workbook/task/ccie-r-s-v5-topology-diagrams-initial-configurations-MTk3Ng==
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This is the new command syntax:
 SW1:
 define interface-range VLAN_146 fastEthernet0/7 - 8
 !
 interface range macro VLAN_146
 switchport mode access
 switchport access vlan 146
 spanning-tree bpdufilter enable
 Verification
 Smartport Macros are used to define a well-known template of configuration to apply onto multiple interfaces. This feature is useful in large switching environments where general categories of ports can be defined, such as access, server, and uplink, and have them share common configuration templates. Note that with newer codes on the switches, the command to create the macro is hidden.
 In this particular design, the macro is used to apply three attributes to the interface: the switchport mode, the access VLAN, and the BPDU Filter feature. The result shown in the show run output is identical to what would be achieved by manually entering these commands on both interfaces, with the addition of the macro
 description , telling us which macro was applied:
 SW1#show running-config | section 0/7|0/8
 interface FastEthernet0/7
 switchport access vlan 146
 switchport mode access macro description VLAN_146
 spanning-tree bpdufilter enable interface FastEthernet0/8
 switchport access vlan 146
 switchport mode access macro description VLAN_146
 spanning-tree bpdufilter enable
 !
 ! SW1#show interfaces fastEthernet0/7 switchport
 Name: Fa0/7
 Switchport: Enabled Administrative Mode: static access
 Operational Mode: down
 Administrative Trunking Encapsulation: negotiate
 Negotiation of Trunking: Off Access Mode VLAN: 146 (VLAN0146)
 Trunking Native Mode VLAN: 1 (default)
 Administrative Native VLAN tagging: enabled
 Voice VLAN: none
 <output omitted>
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!
 ! SW1#show interfaces fastEthernet0/8 switchport
 Name: Fa0/8
 Switchport: Enabled Administrative Mode: static access
 Operational Mode: down
 Administrative Trunking Encapsulation: negotiate
 Negotiation of Trunking: Off Access Mode VLAN: 146 (VLAN0146)
 Trunking Native Mode VLAN: 1 (default)
 Administrative Native VLAN tagging: enabled
 Voice VLAN: none
 <output omitted>
 Several default Smartport Macros exist in the switch, which can be seen by issuing the show parser macro command.
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SW1#show parser macro brief
 default global : cisco-global
 default interface: cisco-desktop
 default interface: cisco-phone
 default interface: cisco-switch
 default interface: cisco-router
 default interface: cisco-wireless customizable : VLAN_146
 !
 ! SW1#show parser macro name cisco-router
 Macro name : cisco-router
 Macro type : default interface
 # macro keywords $native_vlan
 # Access Uplink to Distribution switchport trunk encapsulation dot1q
 # Define unique Native VLAN on trunk ports
 # Recommended value for native vlan should not be 1 switchport trunk native vlan $native_vlan
 # Update the allowed VLAN range such that it
 # includes data, voice and native VLANs switchport trunk allowed vlan ALL
 # Hardcode trunk switchport mode trunk
 # Configure qos to trust this interface auto qos voip trust
 mls qos trust dscp
 # Ensure fast access to the network when enabling the interface.
 # Ensure that switch devices cannot become active on the interface. spanning-tree portfast trunk
 spanning-tree bpduguard enable
 A default macro can be applied as follows.
 SW1#configure terminal
 Enter configuration commands, one per line. End with CNTL/Z. SW1(config)#interface FastEthernet0/10
 SW1(config-if)#macro apply cisco-desktop $access_vlan 10
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%Warning: portfast should only be enabled on ports connected to a single
 host. Connecting hubs, concentrators, switches, bridges, etc... to this
 interface when portfast is enabled, can cause temporary bridging loops.
 Use with CAUTION
 %Portfast has been configured on FastEthernet0/10 but will only
 have effect when the interface is in a non-trunking mode.
 !
 ! SW1#show running-config interface fastethernet0/10
 Building configuration...
 Current configuration : 332 bytes
 ! interface FastEthernet0/10
 switchport access vlan 10
 switchport mode access
 switchport port-security
 switchport port-security aging time 2
 switchport port-security violation restrict
 switchport port-security aging type inactivity
 macro description cisco-desktop
 spanning-tree portfast
 spanning-tree bpduguard enable
 end
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CCIE Routing & Switching v5 Workbook - CCIE R&S v5 Advanced Technology Labs - LAN Switching
 Private VLANs
 A Note On Section Initial Configuration Files : You must load the initial configuration files for the section, named Basic Layer 2 Switching , which can be found in CCIE R&S v5 Topology Diagrams & Initial Configurations. Reference the Virtual Routers & Physical Switches Diagram to complete this task.
 Task
 Configure private-vlan on SW1 as follows: Use VLAN 100 as the primary VLAN.Use VLAN 1000 as community VLAN.Use VLAN 2000 as isolated VLAN.
 Configure IP addressing as follows: Assign 169.254.100.1/24 to SW1's SVI on VLAN 100.Assign 169.254.100.2/24 to SW2's Fa0/24 port.Assign 169.254.100.3/24 to SW3's Fa0/20 port.Assign 169.254.100.4/24 to SW4's Fa0/22 port.
 Assign SW1's interfaces to required VLANs so that: SW1, SW2, and SW3 can communicate directly at Layer 2.SW4 can only communicate with SW1 directly at Layer 2.
 Configuration
 SW1:
 vtp mode transparent
 !
 vlan 1000
 private-vlan community
 !
 http://labs.ine.com/workbook/view/rs-v5-workbook/task/ccie-r-s-v5-topology-diagrams-initial-configurations-MTk3Ng==
 http://labs.ine.com/workbook/view/rs-v5-workbook/task/ccie-r-s-v5-topology-diagrams-initial-configurations-MTk3Ng==
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vlan 2000
 private-vlan isolated
 !
 vlan 100
 private-vlan primary
 private-vlan association 1000,2000
 !
 interface range FastEthernet0/20 , FastEthernet0/24
 switchport private-vlan host-association 100 1000
 switchport mode private-vlan host
 !
 interface FastEthernet0/22
 switchport private-vlan host-association 100 2000
 switchport mode private-vlan host
 !
 interface Vlan100
 ip address 169.254.100.1 255.255.255.0
 private-vlan mapping 1000,2000
 SW2:
 interface FastEthernet0/24
 no switchport
 ip address 169.254.100.2 255.255.255.0
 SW3:
 interface FastEthernet0/20
 no switchport
 ip address 169.254.100.3 255.255.255.0
 SW4:
 interface FastEthernet0/22
 no switchport
 ip address 169.254.100.4 255.255.255.0
 Verification
 The Private VLAN (PVLANs) feature is similar in theory to the Protected Ports feature, in which two or more ports can be in the same VLAN but cannot directly communicate at Layer 2. Private VLANs expand this concept much further, however, and allow very complex security policies that can span between multiple physical switches. Private VLANs split a single broadcast domain, that is normally defined by a single VLAN, into multiple isolated broadcast subdomains, that are defined by primary VLAN and its secondary VLANs. In essence, the feature allows us to configure VLANs inside a VLAN.
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From a design perspective, this feature is commonly used in environments like shared ISP co-location, in which customers are on the same VLAN and same IP subnet, but should not communicate directly with each other, or in Multiple Dwelling Units (MDUs) such as hotels or office buildings, where two hotel rooms or offices may be in the same subnet and VLAN but should not communicate directly.
 PitfallThe Private VLAN feature requires VTP to run in transparent or off mode.
 Although the theory of PVLANs is relatively straightforward, the implementation can be confusing because of the different terms that Cisco uses to describe VLANs and ports and the syntax in which they are bound together. First we must define the port roles used in PVLANs. These are promiscuous ports, community ports, and isolated ports:
 Promiscuous ports are allowed to talk to all other ports within the VLAN.Isolated ports are only allowed to talk to promiscuous ports.Community ports are allowed to talk to other ports in their own community, but not ports in different communities, and can talk to any promiscuous ports.
 The port roles are defined by the interface’s association to a primary VLAN and one or more secondary VLANs. First the secondary VLANs are created, and defined as either community or isolated. Then the primary VLAN is defined, and the secondary VLANs are associated with the primary VLAN.
 Next the command switchport mode private-vlan promiscuous or switchport mode
 private-vlan host is configured at the physical interface level. As you might guess, the promiscuous option indicates that the port role is promiscuous, and the host option indicates that the port role is either community or isolated. Last, the port is assigned to both the primary and secondary VLANs, which defines what other ports it can talk to. The links to SW2 and SW3 have the command switchport private-
 vlan host-association 100 1000 configured, which means that it is a member of the primary VLAN 100 and the secondary VLAN 1000. VLAN 1000 was defined as a community VLAN, which implies that SW2 and SW3 can talk to all other ports in VLAN 1000 and any promiscuous ports belonging to VLAN 100. The SVI interface in VLAN 100 can only be a promiscuous port, and it needs the secondary VLANs mapped using command private-vlan mapping 1000,2000 ; this is so that you can actually restrict which secondary VLANs can communicate with the promiscuous port.
 Verify the private VLAN configuration and port assignment.
 SW1#show vlan private-vlan
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Primary Secondary Type Ports
 ------- --------- ----------------- ------------------------------------------
 100 1000 community Fa0/20, Fa0/24
 100 2000 isolated Fa0/22
 !
 ! SW1#show interfaces vlan100 private-vlan mapping
 Interface Secondary VLANs
 --------- -------------------------------------------------------------------- vlan100 1000, 2000
 !
 ! SW1#show interfaces fastEthernet0/20 switchport
 Name: Fa0/20
 Switchport: Enabled Administrative Mode: private-vlan host
 Operational Mode: private-vlan host
 Administrative Trunking Encapsulation: negotiate
 Operational Trunking Encapsulation: native
 Negotiation of Trunking: Off
 Access Mode VLAN: 1 (default)
 Trunking Native Mode VLAN: 1 (default)
 Administrative Native VLAN tagging: enabled
 Voice VLAN: none Administrative private-vlan host-association: 100 (VLAN0100) 1000 (VLAN1000)
 Administrative private-vlan mapping: none
 Administrative private-vlan trunk native VLAN: none
 Administrative private-vlan trunk Native VLAN tagging: enabled
 Administrative private-vlan trunk encapsulation: dot1q
 Administrative private-vlan trunk normal VLANs: none
 Administrative private-vlan trunk associations: none
 Administrative private-vlan trunk mappings: none Operational private-vlan:
 100 (VLAN0100) 1000 (VLAN1000)
 Trunking VLANs Enabled: ALL
 Pruning VLANs Enabled: 2-1001
 Capture Mode Disabled
 Capture VLANs Allowed: ALL
 <output omitted>
 !
 ! SW1#show interfaces fastEthernet0/24 switchport
 Name: Fa0/24
 Switchport: Enabled Administrative Mode: private-vlan host
 Operational Mode: private-vlan host
 Administrative Trunking Encapsulation: negotiate
 Operational Trunking Encapsulation: native
 Negotiation of Trunking: Off
 Access Mode VLAN: 1 (default)
 Trunking Native Mode VLAN: 1 (default)
 Administrative Native VLAN tagging: enabled
 Voice VLAN: none Administrative private-vlan host-association: 100 (VLAN0100) 1000 (VLAN1000)
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Administrative private-vlan mapping: none
 Administrative private-vlan trunk native VLAN: none
 Administrative private-vlan trunk Native VLAN tagging: enabled
 Administrative private-vlan trunk encapsulation: dot1q
 Administrative private-vlan trunk normal VLANs: none
 Administrative private-vlan trunk associations: none
 Administrative private-vlan trunk mappings: none Operational private-vlan:
 100 (VLAN0100) 1000 (VLAN1000)
 Trunking VLANs Enabled: ALL
 Pruning VLANs Enabled: 2-1001
 Capture Mode Disabled
 Capture VLANs Allowed: ALL
 <output omitted>
 Final verification for this configuration can be obtained by sending traffic to the broadcast address of 255.255.255.255 from all devices. As defined in the requirements, SW1 can communicate with all switches because it is a promiscuous port.
 SW1#ping 255.255.255.255 repeat 1
 Type escape sequence to abort.
 Sending 1, 100-byte ICMP Echos to 255.255.255.255, timeout is 2 seconds:
 Reply to request 0 from 169.254.100.4, 8 ms
 Reply to request 0 from 169.254.100.2, 8 ms
 Reply to request 0 from 169.254.100.3, 8 ms
 SW2 and SW3 can communicate with each other, as members of the community VLAN, and with SW1, which is the promiscuous host.
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SW2#ping 255.255.255.255 repeat 1
 Type escape sequence to abort.
 Sending 1, 100-byte ICMP Echos to 255.255.255.255, timeout is 2 seconds:
 Reply to request 0 from 169.254.100.3, 9 ms
 Reply to request 0 from 169.254.100.1, 9 ms
 !
 ! SW3#ping 255.255.255.255 repeat 1
 Type escape sequence to abort.
 Sending 1, 100-byte ICMP Echos to 255.255.255.255, timeout is 2 seconds:
 Reply to request 0 from 169.254.100.2, 8 ms
 Reply to request 0 from 169.254.100.1, 8 ms
 SW4, as member of the isolated VLAN, can only communicate with SW1, which is the promiscuous host.
 SW4#ping 255.255.255.255 repeat 1
 Type escape sequence to abort.
 Sending 1, 100-byte ICMP Echos to 255.255.255.255, timeout is 2 seconds:
 Reply to request 0 from 169.254.100.1, 8 ms

Page 212
                        

CCIE Routing & Switching v5 Workbook - CCIE R&S v5 Advanced Technology Labs - LAN Switching
 VTP Version 3
 You must load the initial configuration files for the section, LAN Switching Initial VTP , which can be found in CCIE R&S v5 Topology Diagrams & Initial Configurations. Reference the Virtual Routers & Physical Switches Diagram to complete this task.
 Task
 All switches are pre-configured in VTP domain CCIE.Configure VTP Version 3 on all switches.Set the VTP password to CISCO and ensure that it cannot be retrieved through show commands or by looking at the vlan.dat file.Ensure that SW2 can modify the VLAN database.
 Configuration
 http://labs.ine.com/workbook/view/rs-v5-workbook/task/ccie-r-s-v5-topology-diagrams-initial-configurations-MTk3Ng==
 http://labs.ine.com/workbook/view/rs-v5-workbook/task/ccie-r-s-v5-topology-diagrams-initial-configurations-MTk3Ng==
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SW1:
 vtp version 3
 vtp password CISCO hidden
 SW2:
 vtp version 3
 vtp password CISCO hidden
 end
 !
 vtp primary vlan
 SW3:
 vtp version 3
 vtp password CISCO hidden
 SW4:
 vtp version 3
 vtp password CISCO hidden
 Verification
 VTP Version 3 comes with multiple VLAN database security improvements, the most significant being that only the VTP switch designated as primary can update the VLAN database within one VTP domain, regardless of the configuration revision number value. The switch designated as primary must run in server mode. By default, all switches running in server mode are designated as secondary servers. Note that the command vtp primary is configured from # mode. VTP Version 3 is modular, in that it supports advertisement propagation for several databases or instances:
 VLAN database configurationMST configurationUnknown , reserved for future use
 For each of the above modules, a switch can run in the following modes:
 ServerClientTransparent
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Off
 Version 3 also brings support for advertising Private-VLAN configuration and extended-range VLANs. It also has the ability to hide the password so that it cannot be retrieved by means of show commands. If a hidden password was configured, the administrator would need to provide the password before promoting a secondary server to primary. A VTP client cannot be promoted to primary server, but it can still participate by listening and processing VTP updates from the primary server. The output of SW1 will be similar to SW3 and SW4.
 SW1#show vtp status
 VTP Version capable : 1 to 3 VTP version running : 3
 VTP Domain Name : CCIE
 VTP Pruning Mode : Enabled
 VTP Traps Generation : Disabled
 Device ID : 000a.b832.3580
 Feature VLAN:
 -------------- VTP Operating Mode : Client
 Number of existing VLANs : 18
 Number of existing extended VLANs : 0
 Maximum VLANs supported locally : 1005
 Configuration Revision : 0
 Primary ID : 0000.0000.0000
 Primary Description :
 MD5 digest : 0x00 0x00 0x00 0x00 0x00 0x00 0x00 0x00
 0x00 0x00 0x00 0x00 0x00 0x00 0x00 0x00
 Feature MST:
 --------------
 VTP Operating Mode : Transparent
 Feature UNKNOWN:
 --------------
 VTP Operating Mode : Transparent
 !
 ! SW2#show vtp status
 VTP Version capable : 1 to 3 VTP version running : 3
 VTP Domain Name : CCIE
 VTP Pruning Mode : Enabled
 VTP Traps Generation : Disabled
 Device ID : 001c.576d.4a00
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Feature VLAN:
 -------------- VTP Operating Mode : Server
 Number of existing VLANs : 18
 Number of existing extended VLANs : 0
 Maximum VLANs supported locally : 1005
 Configuration Revision : 0
 Primary ID : 0000.0000.0000
 Primary Description :
 MD5 digest : 0x00 0x00 0x00 0x00 0x00 0x00 0x00 0x00
 0x00 0x00 0x00 0x00 0x00 0x00 0x00 0x00
 Feature MST:
 --------------
 VTP Operating Mode : Transparent
 Feature UNKNOWN:
 --------------
 VTP Operating Mode : Transparent
 With the other versions of VTP, the password could be easily looked at in clear text by using the show vtp password command. Look at the output with VTP Version 3 and the new hidden password feature.
 SW1#show vtp password
 VTP Password: 14F81D29C1B9FBF90576F97120429250
 Now we will promote SW2 to the primary server role and add VLAN 2055. Note that this VLAN would have not been able to get propagated with Versions 1 or 2 because it is higher than 1001.
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SW2#vtp primary vlan force
 This system is becoming primary server for feature vlan
 Enter VTP Password: CISCO
 %SW_VLAN-4-VTP_PRIMARY_SERVER_CHG: 001c.576d.4a00 has become the primary server for the VLAN VTP feature
 ! SW2#configure terminal
 Enter configuration commands, one per line. End with CNTL/Z. SW2(config)#vlan 2055
 SW2(config-vlan)#name TEST_VLAN
 Note in the output of show vtp status that the Primary ID value has changed from 0000.0000.0000 to a switch-derived MAC address of SW2 and **Primary Description ** value is the hostname of the primary VTP server.
 SW1#show vtp status
 VTP Version capable : 1 to 3
 VTP version running : 3
 VTP Domain Name : CCIE
 VTP Pruning Mode : Enabled
 VTP Traps Generation : Disabled
 Device ID : 0013.605f.f000
 Feature VLAN:
 --------------
 VTP Operating Mode : Client
 Number of existing VLANs : 16
 Number of existing extended VLANs : 1
 Maximum VLANs supported locally : 1005
 Configuration Revision : 2 Primary ID : 000a.b832.3a80
 Primary Description : SW2
 MD5 digest : 0x41 0x9B 0x84 0xFA 0x2E 0x10 0x9B 0x37
 0x72 0x1D 0x28 0x58 0xA4 0x2F 0xE6 0xC0
 <output omitted>
 !
 ! SW2#show vtp status
 VTP Version capable : 1 to 3
 VTP version running : 3
 VTP Domain Name : CCIE
 VTP Pruning Mode : Enabled
 VTP Traps Generation : Disabled
 Device ID : 000a.b832.3a80
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Feature VLAN:
 --------------
 VTP Operating Mode : Primary Server
 Number of existing VLANs : 16
 Number of existing extended VLANs : 1
 Maximum VLANs supported locally : 1005
 Configuration Revision : 1 Primary ID : 000a.b832.3a80
 Primary Description : SW2
 MD5 digest : 0x57 0xA9 0x31 0x33 0x2A 0xC6 0x64 0x1C
 0x9B 0x83 0x55 0x15 0x86 0xA7 0x0C 0x0A
 <output omitted>
 Note that as soon as there is a promotion to primary server, all members of the VTP domain output a syslog message.
 %SW_VLAN-4-VTP_PRIMARY_SERVER_CHG: 000a.b832.3a80 has become the primary server for the VLAN VTP feature
 Now check that the extended range VLAN has been propagated within the VTP domain.
 SW1#show vlan id 2055
 VLAN Name Status Ports
 ---- -------------------------------- --------- -------------------------------
 2055 TEST_VLAN active
 Fa0/19, Fa0/20, Fa0/21, Fa0/22
 Fa0/23, Fa0/24
 VLAN Type SAID MTU Parent RingNo BridgeNo Stp BrdgMode Trans1 Trans2
 ---- ----- ---------- ----- ------ ------ -------- ---- -------- ------ ------
 2055 enet 102055 1500 - - - - - 0 0
 Remote SPAN VLAN
 ----------------
 Disabled
 Primary Secondary Type Ports
 ------- --------- ----------------- ------------------------------------------
 When all switches have selected their primary VTP server from which to accept updates, this is reported in VTP messages so that you get a complete map of all
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devices in the VTP domain.
 SW1#show vtp devices
 Retrieving information from the VTP domain. Waiting for 5 seconds.
 VTP Feature Conf Revision Primary Server Device ID Device Description
 ------------ ---- -------- -------------- -------------- ----------------------
 VLAN No 2 000a.b832.3a80=000a.b832.3a80 SW2
 VLAN No 2 000a.b832.3a80 001a.a174.2500 SW4
 VLAN No 2 000a.b832.3a80 0022.5627.1f80 SW3
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CCIE Routing & Switching v5 Workbook - CCIE R&S v5 Advanced Technology Labs - IP Routing
 Routing to Multipoint Broadcast Interfaces
 A Note On Section Initial Configuration Files : You must load the initial configuration files for the section, named Basic IP Addressing , which can be found in CCIE R&S v5 Topology Diagrams & Initial Configurations. Reference the Advanced Technology Labs With Addressing Diagram to complete this task.
 Task
 Configure R1 with a IPv4 static route for R4’s Loopback0 prefix, using only the next-hop with a value of R4.Configure R1 with a IPv4 static route for R6’s Loopback0 prefix, using only R1's Ethernet outgoing interface.Disable Proxy ARP on R6’s connections to VLAN 146.
 Ensure that R1 can ping the Loopback0 interfaces of R4 and R6.Modify R1’s ARP table so that it still has IPv4 reachability to the Loopback0 interface of R6.
 Configuration
 R1:
 ip route 150.1.4.4 255.255.255.255 155.1.146.4
 ip route 150.1.6.6 255.255.255.255 GigabitEthernet1.146
 !
 arp 150.1.6.6 0011.93da.bf40 arpa
 R6:
 interface GigabitEthernet1
 mac-address 0011.93da.bf40
 !
 interface GigabitEthernet1.146
 http://labs.ine.com/workbook/view/rs-v5-workbook/task/ccie-r-s-v5-topology-diagrams-initial-configurations-MTk3Ng==
 http://labs.ine.com/workbook/view/rs-v5-workbook/task/ccie-r-s-v5-topology-diagrams-initial-configurations-MTk3Ng==
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no ip proxy-arp
 Note that configuring the MAC address statically on R6 is not required; it is simply listed here to clarify that this is the MAC address assigned to R6's interface.
 Verification
 When the router needs to route a packet which matches an entry in the routing table with a next-hop value, it performs Layer 3 to Layer 2 resolution for the next-hop address. If it matches an entry in the routing table with just the outgoing/exit local interface, without a next-hop value, it performs Layer 3 to Layer 2 resolution for the final destination of the IP packet. In this particular case, this means that R1 will ARP and use the MAC address of next-hop 155.1.146.4 to reach 150.1.4.4, but will ARP for the address 150.1.6.6 to reach 150.1.6.6. Because all routers have Proxy ARP enabled by default on all interfaces, when R1 sends an ARP Request for 150.1.6.6, R6 will reply with its own MAC address from VLAN 146:
 R1#show arp
 Protocol Address Age (min) Hardware Addr Type Interface
 Internet 155.1.146.1 - 000e.83f8.0d00 ARPA GigabitEthernet1.146
 Internet 155.1.146.4 5 0011.20d2.4641 ARPA GigabitEthernet1.146
 Internet 155.1.146.6 5 0011.93da.bf40 ARPA GigabitEthernet1.146
 ! R1#ping 150.1.4.4
 Type escape sequence to abort.
 Sending 5, 100-byte ICMP Echos to 150.1.4.4, timeout is 2 seconds: !!!!!
 Success rate is 100 percent (5/5), round-trip min/avg/max = 1/2/4 ms
 ! R1#ping 150.1.6.6
 Type escape sequence to abort.
 Sending 5, 100-byte ICMP Echos to 150.1.6.6, timeout is 2 seconds: .!!!!
 Success rate is 80 percent (4/5), round-trip min/avg/max = 1/2/4 ms
 ! R1#show arp
 Protocol Address Age (min) Hardware Addr Type Interface
 Internet 155.1.146.1 - 000e.83f8.0d00 ARPA GigabitEthernet1.146
 Internet 155.1.146.4 5 0011.20d2.4641 ARPA GigabitEthernet1.146 Internet
 155.1.146.6 5 0011.93da.bf40
 ARPA GigabitEthernet1.146 Internet 150.1.6.6 0 0011.93da.bf40
 ARPA GigabitEthernet1.146
 When Proxy ARP is disabled on R6, R1 cannot resolve the destination 150.1.6.6
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through ARP. This is seen from the encapsulation failed message that R1 generates in the debug ip packet detail output. Encapsulation failed means that the router does not know the destination Layer 2 MAC address to use for building the Layer 2 frame. Depending on the platform and IOS code message may be different, as in this case where the relevant message is not enough info to forward via fib :
 R1#clear arp
 ! R1#debug arp
 ARP packet debugging is on
 ! R1#debug ip packet
 IP packet debugging is on
 ! R1#ping 150.1.6.6 repeat 1
 Type escape sequence to abort.
 Sending 1, 100-byte ICMP Echos to 150.1.6.6, timeout is 2 seconds: .
 Success rate is 0 percent (0/1)
 !
 !
 IP: s=155.1.146.1 (local), d=150.1.6.6, len 100, local feature
 ICMP type=8, code=0, feature skipped, Logical MN local(14), rtype 0, forus FALSE, sendself FALSE, mtu 0, fwdchk FALSE
 FIBipv4-packet-proc: route packet from (local) src 155.1.146.1 dst 150.1.6.6
 FIBfwd-proc: Default:150.1.6.6/32 process level forwarding
 FIBfwd-proc: depth 0 first_idx 0 paths 1 long 0(0)
 FIBfwd-proc: try path 0 (of 1) v4-ap-GigabitEthernet1.146 first short ext 0(-1)
 FIBfwd-proc: v4-ap-GigabitEthernet1.146 valid
 FIBfwd-proc: GigabitEthernet1.146 no nh type 3 - deag
 FIBfwd-proc: ip_pak_table 0 ip_nh_table 65535 if GigabitEthernet1.146 nh none deag 1 chg_if 0 via fib 0 path type attached prefix
 FIBfwd-proc: Default:150.1.6.6/32 not enough info to forward via fib (GigabitEthernet1.146 none)
 FIBipv4-packet-proc: packet routing failed
 IP: tableid=0, s=155.1.146.1 (local), d=150.1.6.6 (GigabitEthernet1.146), routed via RIB
 IP: s=155.1.146.1 (local), d=150.1.6.6 (GigabitEthernet1.146), len 100, sending
 ICMP type=8. code=0
 IP ARP: creating incomplete entry for IP address: 150.1.6.6 interface GigabitEthernet1.146
 IP ARP: sent req src 155.1.146.1 0050.568d.2e27,
 dst 150.1.6.6 0000.0000.0000 GigabitEthernet1.146
 There are two ways to resolve this problem: either change the static routing configuration on R1 so that it does not ARP for the final destination from the IP header, or statically configure the ARP cache of R1 so that it knows which MAC address to use when it sends the packet to 150.1.6.6:
 R1#configure terminal
 Enter configuration commands, one per line. End with CNTL/Z.
 R1(config)#arp 150.1.6.6 0011.93da.bf40 arpa
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! R1#show arp
 Protocol Address Age (min) Hardware Addr Type Interface
 Internet 155.1.146.1 - 000e.83f8.0d00 ARPA GigabitEthernet1.146
 Internet 155.1.146.4 4 0011.20d2.4641 ARPA GigabitEthernet1.146
 Internet 155.1.146.6 4 0011.93da.bf40 ARPA GigabitEthernet1.146
 Internet 150.1.6.6 - 0011.93da.bf40 ARPA
 ! R1#ping 150.1.6.6
 Type escape sequence to abort.
 Sending 5, 100-byte ICMP Echos to 150.1.6.6, timeout is 2 seconds: !!!!!
 Success rate is 100 percent (5/5), round-trip min/avg/max = 1/3/4 ms
 From a design perspective, the ideal solution for this problem is to never configure a static route to point out a multipoint interface. Static routes should either point to the next-hop value of the neighbor on the multipoint interface or point to an interface only if it is point-to-point, such as a GRE tunnel, PPP or HDLC link.
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 Routing to NBMA Interfaces
 A Note On Section Initial Configuration Files : You must load the initial configuration files for the section, named Basic IP Addressing , which can be found in CCIE R&S v5 Topology Diagrams & Initial Configurations. Reference the Advanced Technology Labs With Addressing Diagram to complete this task.
 Task
 Configure R1 and R2 with IPv4 default routes through the DMVPN cloud with a next-hop of R5.
 Ensure that the route is valid as long as the Tunnel interface is in the UPstate.
 Configure R5 with IPv4 static routes for R1’s and R2's Loopback0 prefixes through the DMPVN cloud.Ensure that R1, R2, and R5 can all ping each other’s Loopback0 interfaces.
 Configuration
 http://labs.ine.com/workbook/view/rs-v5-workbook/task/ccie-r-s-v5-topology-diagrams-initial-configurations-MTk3Ng==
 http://labs.ine.com/workbook/view/rs-v5-workbook/task/ccie-r-s-v5-topology-diagrams-initial-configurations-MTk3Ng==
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R1:
 ip route 0.0.0.0 0.0.0.0 Tunnel0 155.1.0.5
 R2:
 ip route 0.0.0.0 0.0.0.0 Tunnel0 155.1.0.5
 R5:
 ip route 150.1.1.1 255.255.255.255 155.1.0.1
 ip route 150.1.2.2 255.255.255.255 155.1.0.2
 Verification
 When configuring a static route, the following options are available:
 specify only the next-hop value; route is valid as long as a route exists for the next-hop value.Specify only the local outgoing interface; route is valid as long as the interface is in the UP/UP state.Specify both next-hop value and local outgoing interface.
 When the third option is selected, the local outgoing interface behaves like a condition for the next-hop value and should be read like: this static route is valid only if the configured next-hop value is reachable over the configured interface, which means as long as the interface is in the UP/UP state and has nothing to do with IP/ARP/NHRP functionality with the next-hop. Check connectivity between Loopback0 interfaces of the routers:
 R1#ping 150.1.5.5
 Type escape sequence to abort.
 Sending 5, 100-byte ICMP Echos to 150.1.5.5, timeout is 2 seconds: !!!!!
 Success rate is 100 percent (5/5), round-trip min/avg/max = 56/64/88 ms
 ! R1#ping 150.1.2.2
 Type escape sequence to abort.
 Sending 5, 100-byte ICMP Echos to 150.1.2.2, timeout is 2 seconds: !!!!!
 Success rate is 100 percent (5/5), round-trip min/avg/max = 1/1/4 ms
 ! R2#ping 150.1.5.5
 Type escape sequence to abort.
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Sending 5, 100-byte ICMP Echos to 150.1.5.5, timeout is 2 seconds: !!!!!
 Success rate is 100 percent (5/5), round-trip min/avg/max = 56/59/60 ms
 ! R2#ping 150.1.1.1
 Type escape sequence to abort.
 Sending 5, 100-byte ICMP Echos to 150.1.1.1, timeout is 2 seconds: !!!!!
 Success rate is 100 percent (5/5), round-trip min/avg/max = 1/1/4 ms
 ! R5#ping 150.1.1.1
 Type escape sequence to abort.
 Sending 5, 100-byte ICMP Echos to 150.1.1.1, timeout is 2 seconds: !!!!!
 Success rate is 100 percent (5/5), round-trip min/avg/max = 56/58/60 ms
 ! R5#ping 150.1.2.2
 Type escape sequence to abort.
 Sending 5, 100-byte ICMP Echos to 150.1.2.2, timeout is 2 seconds: !!!!!
 Success rate is 100 percent (5/5), round-trip min/avg/max = 1/1/2 ms
 DMVPN Phase 2 and Phase 3 use a multipoint GRE (mGRE) interface on both hubs and spokes; read more on this in the DMVPN section of the workbook. When configuring static routes over mGRE interfaces in DMVPN, the following restrictions apply:
 On spokes, all three options outlined above are available: next-hop value, local outgoing interface, or both.On hubs, you must specify the next-hop value at all times, so using only the local outgoing interface is not a functional solution.
 When traffic is routed over the mGRE interface of the DMVPN cloud, the router must perform GRE encapsulation, so it needs to know the source IP address (which is identified from the configured tunnel source command) and destination IP address (NBMA IP address of the remote spoke/hub, which is determined through NHRP unless statically configured), so ARP has no role in this process. Given the dynamic built-in design of DMVPN, the only static NHRP mappings are configured on spokes for the hub, to allow spokes to successfully and dynamically register their NBMA and tunnel IP addresses with the hub. When a DMVPN member needs to resolve an NBMA address dynamically, it sends an NHRP Resolution Request to the NHS (Next-Hop-Server), which is always the hub. For this reason, because the hub is the only NHS in the cloud and it cannot query itself, static routing with only the local outgoing interface on the hub is not functional. To better understand the process, let's first configure static routing on the spokes with only the outgoing exit interface; make sure to first remove the routes provided by the solution on spokes.
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R1:
 ip route 0.0.0.0 0.0.0.0 Tunnel0
 R2:
 ip route 0.0.0.0 0.0.0.0 Tunnel0
 Before generating any traffic, note that on spokes, only the static NHRP mappings for the hub exist.
 R1#show ip nhrp
 155.1.0.5/32 via 155.1.0.5
 Tunnel0 created 00:42:45, never expire Type: static, Flags: used
 NBMA address: 169.254.100.5
 !
 ! R2#show ip nhrp
 155.1.0.5/32 via 155.1.0.5
 Tunnel0 created 00:43:15, never expire Type: static, Flags: used
 NBMA address: 169.254.100.5
 Generate traffic between Loopbck0 interfaces of spokes and notice the newly created NHRP entries; the first packet is dropped until the NHRP Resolution Request process is successful.
 R1#ping 150.1.2.2
 Type escape sequence to abort.
 Sending 5, 100-byte ICMP Echos to 150.1.2.2, timeout is 2 seconds: .!!!!
 Success rate is 80 percent (4/5), round-trip min/avg/max = 1/1/2 ms
 ! R2#ping 150.1.1.1
 Type escape sequence to abort.
 Sending 5, 100-byte ICMP Echos to 150.1.1.1, timeout is 2 seconds: .!!!!
 Success rate is 80 percent (4/5), round-trip min/avg/max = 1/1/2 ms
 ! R1#show ip nhrp
 155.1.0.1/32 via 155.1.0.1
 Tunnel0 created 00:00:04, expire 00:04:55
 Type: dynamic, Flags: router unique local
 NBMA address: 169.254.100.1
 (no-socket) 155.1.0.2/32 via 155.1.0.2
 Tunnel0 created 00:00:04, expire 00:04:55 Type: dynamic, Flags: router implicit used nhop
 NBMA address: 169.254.100.2
 155.1.0.5/32 via 155.1.0.5
 Tunnel0 created 00:29:30, never expire
 Type: static, Flags: used
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NBMA address: 169.254.100.5 155.1.2.2/32 via 155.1.2.2
 Tunnel0 created 00:00:11, expire 00:02:53 Type: dynamic, Flags: used temporary
 NBMA address: 169.254.100.5
 Now configure the static routes on the hub using only the outgoing interface, to see that packets are dropped due to NHRP failure; make sure to first remove the routes provided by the solution on hub.
 R5:
 ip route 150.1.1.1 255.255.255.255 Tunnel0
 ip route 150.1.2.2 255.255.255.255 Tunnel0
 Before generating any traffic, note that on the hub, dynamic NHRP entries exist as all spokes have registered to the hub.
 R5#show ip nhrp
 155.1.0.1/32 via 155.1.0.1
 Tunnel0 created 00:35:29, expire 00:04:31 Type: dynamic, Flags: unique registered used nhop
 NBMA address: 169.254.100.1
 155.1.0.2/32 via 155.1.0.2
 Tunnel0 created 00:05:17, expire 00:04:42 Type: dynamic, Flags: unique registered used nhop
 NBMA address: 169.254.100.2
 155.1.0.3/32 via 155.1.0.3
 Tunnel0 created 01:28:56, expire 00:04:01 Type: dynamic, Flags: unique registered used nhop
 NBMA address: 169.254.100.3
 155.1.0.4/32 via 155.1.0.4
 Tunnel0 created 01:28:56, expire 00:03:21 Type: dynamic, Flags: unique registered used nhop
 NBMA address: 169.254.100.4
 Generate traffic to Loopback0 interfaces of R1 or R2, and note the debug output and that traffic is not functional as the tunnel destination cannot be resolved through NHRP (no NHS to query).
 R5#debug nhrp
 NHRP protocol debugging is on
 ! R5#debug ip packet detail
 IP packet debugging is on (detailed)
 ! R5#ping 150.1.1.1 repeat 1
 Type escape sequence to abort.
 Sending 1, 100-byte ICMP Echos to 150.1.1.1, timeout is 2 seconds: .
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Success rate is 0 percent (0/1)
 !
 NHRP: nhrp_ifcache: Avl Root:7F498830D308
 NHRP: NHRP could not map 150.1.1.1 to NBMA, cache entry not found
 NHRP: MACADDR: if_in null netid-in 0 if_out Tunnel0 netid-out 1
 NHRP: Checking for delayed event NULL/150.1.1.1 on list (Tunnel0).
 NHRP-MPLS: tableid: 0 vrf:
 NHRP: No delayed event node found.
 NHRP: nhrp_ifcache: Avl Root:7F498830D308.
 !
 IP: s=155.1.0.5 (local), d=150.1.1.1, len 100, local feature
 ICMP type=8, code=0, feature skipped, Logical MN local(14), rtype 0, forus FALSE, sendself FALSE, mtu 0, fwdchk FALSE
 FIBipv4-packet-proc: route packet from (local) src 155.1.0.5 dst 150.1.1.1
 FIBfwd-proc: Default:150.1.1.0/24 process level forwarding
 FIBfwd-proc: depth 0 first_idx 0 paths 1 long 0(0)
 FIBfwd-proc: try path 0 (of 1) v4-ap-Tunnel0 first short ext 0(-1)
 FIBfwd-proc: v4-ap-Tunnel0 valid
 FIBfwd-proc: Tunnel0 no nh type 3 - deag
 FIBfwd-proc: ip_pak_table 0 ip_nh_table 65535 if Tunnel0 nh none deag 1 chg_if 0 via fib 0 path type attached prefix
 FIBfwd-proc: Default:150.1.1.0/24 not enough info to forward via fib (Tunnel0 none)
 FIBipv4-packet-proc: packet routing failed
 IP: tableid=0, s=155.1.0.5 (local), d=150.1.1.1 (Tunnel0), routed via RIB
 IP: s=155.1.0.5 (local), d=150.1.1.1 (Tunnel0), len 100, sending
 ICMP type=8, code=0
 IP: s=155.1.0.5 (local), d=150.1.1.1 (Tunnel0), len 100, output feature
 ICMP type=8,.
 code=0, feature skipped, TCP Adjust MSS(56), rtype 1, forus FALSE, sendself FALSE, mtu 0, fwdchk FALSE
 Although the technically correct solution is to fix the static routing by using a next-hop value, a static NHRP mapping can be configured on the hub for both R1 and R2 Loopback0 prefixes.
 R5:
 interface Tunnel0
 ip nhrp map 150.1.2.2 169.254.100.2
 ip nhrp map 150.1.1.1 169.254.100.1
 Test IPv4 connectivity again and note the added static NHRP mappings on the hub.
 R5#ping 150.1.1.1
 Type escape sequence to abort.
 Sending 5, 100-byte ICMP Echos to 150.1.1.1, timeout is 2 seconds: !!!!!
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Success rate is 100 percent (5/5), round-trip min/avg/max = 1/2/6 ms
 ! R5#ping 150.1.2.2
 Type escape sequence to abort.
 Sending 5, 100-byte ICMP Echos to 150.1.2.2, timeout is 2 seconds: !!!!!
 Success rate is 100 percent (5/5), round-trip min/avg/max = 1/1/3 ms
 ! R5#show ip nhrp static
 150.1.1.1/32 via 150.1.1.1
 Tunnel0 created 00:01:02, never expire Type: static, Flags:
 NBMA address: 169.254.100.1
 150.1.2.2/32 via 150.1.2.2
 Tunnel0 created 00:01:32, never expire Type: static, Flags:
 NBMA address: 169.254.100.2
 For a better understanding, verify the CEF entries on the hub.
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R5#show ip cef 150.1.1.1 internal
 150.1.1.1/32, epoch 2, flags attached, refcount 5, per-destination sharing
 sources: Adj
 subblocks:
 Adj source: IP midchain out of Tunnel0, addr 150.1.1.1 7F4987C7E3B8
 Dependent covered prefix type adjfib, cover 150.1.1.0/24
 ifnums:
 Tunnel0(14): 150.1.1.1
 path 7F4990A5C010, path list 7F498E385E00, share 1/1, type adjacency prefix, for IPv4
 attached to Tunnel0, adjacency IP midchain out of Tunnel0, addr 150.1.1.1 7F4987C7E3B8
 output chain: IP midchain out of Tunnel0, addr 150.1.1.1 7F4987C7E3B8 IP adj out of GigabitEthernet1.100, addr 169.254.100.1 7F4987C7ED18
 ! R5#show ip cef 150.1.2.2 internal
 150.1.2.2/32, epoch 2, flags attached, refcount 5, per-destination sharing
 sources: Adj
 subblocks:
 Adj source: IP midchain out of Tunnel0, addr 150.1.2.2 7F4987C7E1D8
 Dependent covered prefix type adjfib, cover 150.1.2.0/24
 ifnums:
 Tunnel0(14): 150.1.2.2
 path 7F4990A5C220, path list 7F498E385FE0, share 1/1, type adjacency prefix, for IPv4
 attached to Tunnel0, adjacency IP midchain out of Tunnel0, addr 150.1.2.2 7F4987C7E1D8
 output chain: IP midchain out of Tunnel0, addr 150.1.2.2 7F4987C7E1D8 IP adj out of GigabitEthernet1.100, addr 169.254.100.2 7F4987C7F2B8
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 Longest Match Routing
 A Note On Section Initial Configuration Files : You must load the initial configuration files for the section, named Basic IP Addressing , which can be found in CCIE R&S v5 Topology Diagrams & Initial Configurations. Reference the Advanced Technology Labs With Addressing Diagram to complete this task.
 Task
 Configure R4 and R5 with IPv4 static routes to each other’s Loopback0 prefixes via the Ethernet segment between them.Configure R4 and R5 with IPv4 static routes for 150.1.0.0/16 prefix via the DMVPN cloud.Ensure that traffic between R4's and R5’s Loopback0 prefixes is primarily routed over the Ethernet segment, and DMVPN cloud is used only if Ethernet link is DOWN.
 Configuration
 R4:
 ip route 150.1.5.5 255.255.255.255 GigabitEthernet1.45
 ip route 150.1.0.0 255.255.0.0 155.1.0.5
 R5:
 ip route 150.1.4.4 255.255.255.255 GigabitEthernet1.45
 ip route 150.1.0.0 255.255.0.0 155.1.0.4
 Verification
 IPv4 routing logic uses longest match routing to determine which entry to use from
 http://labs.ine.com/workbook/view/rs-v5-workbook/task/ccie-r-s-v5-topology-diagrams-initial-configurations-MTk3Ng==
 http://labs.ine.com/workbook/view/rs-v5-workbook/task/ccie-r-s-v5-topology-diagrams-initial-configurations-MTk3Ng==
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the routing table for forwarding. This principle can be used to achieve both redundancy and traffic engineering, as is the case for traffic routed between Loopback0 prefixes of R4 and R5. When R5 performs a lookup on the final destination 150.1.4.4, the longest match is 150.1.4.4/32 out GigabitEthernet1.45. Although technically there are multiple routes to this destination, 150.1.4.4/32 and 150.1.0.0/16, the /32 route wins. For any other destination from 150.1.0.0/16 range, such as 150.1.3.3, the longest match will be 150.1.0.0/16 via 155.1.0.4. This allows traffic for a portion of the IP address space to be routed one way, and traffic for a different portion of the IP address space to be routed another way:
 R5#show ip route 150.1.4.4
 Routing entry for 150.1.4.4/32
 Known via "static", distance 1, metric 0 (connected)
 Routing Descriptor Blocks: * directly connected, via GigabitEthernet1.45
 Route metric is 0, traffic share count is 1
 ! R5#traceroute 150.1.4.4
 Type escape sequence to abort.
 Tracing the route to 150.1.4.4
 VRF info: (vrf in name/id, vrf out name/id) 1 155.1.45.4 3 msec * 2 msec
 Redundancy is accomplished in this example when the Ethernet link between R4 and R5 fails. As long as this link is UP and associated IPv4 static routes can be installed in the routing table, the 150.1.4.4/32 route will be installed in the routing table. However, if the GigabitEthernet1.45 link is in the UP/DOWN or DOWN/DOWNstates, it cannot be installed in the routing table; the same goes for any routes that recurse to GigabitEthernet1.45. The result is that when the link is down, traffic between Loopbacks of R4 and R5 is rerouted out the DMVPN cloud using the 150.1.0.0/16 prefix as the longest match.
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R5#configure terminal
 Enter configuration commands, one per line. End with CNTL/Z. R5(config)#interface GigabitEthernet1.45
 R5(config-if)#shutdown
 ! R5#show ip route 150.1.4.4
 Routing entry for 150.1.0.0/16
 Known via "static", distance 1, metric 0
 Routing Descriptor Blocks: * 155.1.0.4
 Route metric is 0, traffic share count is 1
 ! R5#traceroute 150.1.4.4
 Type escape sequence to abort.
 Tracing the route to 150.1.4.4
 VRF info: (vrf in name/id, vrf out name/id) 1 155.1.0.4 5 msec * 5 msec
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 Floating Static Routes
 A Note On Section Initial Configuration Files : You must load the initial configuration files for the section, named Basic IP Addressing , which can be found in CCIE R&S v5 Topology Diagrams & Initial Configurations. Reference the Advanced Technology Labs With Addressing Diagram to complete this task.
 Task
 Configure R4 and R5 with indentical IPv4 static routes for each other's Loopback0 prefixes through both the directly connected Ethernet segment and the DMVPN cloud.Use administrative distance to ensure that traffic is primarily routed over the Ethernet segment, but is rerouted through the DMVPN cloud if the Ethernet link is down.
 Configuration
 R4:
 ip route 150.1.5.5 255.255.255.255 GigabitEthernet1.45 10
 ip route 150.1.5.5 255.255.255.255 155.1.0.5 20
 R5:
 ip route 150.1.4.4 255.255.255.255 GigabitEthernet1.45 10
 ip route 150.1.4.4 255.255.255.255 155.1.0.4 20
 Verification
 When a router receives identical routes (prefix and prefix-length) through multiple routing protocols (static or dynamic), the decision to which one gets installed in the
 http://labs.ine.com/workbook/view/rs-v5-workbook/task/ccie-r-s-v5-topology-diagrams-initial-configurations-MTk3Ng==
 http://labs.ine.com/workbook/view/rs-v5-workbook/task/ccie-r-s-v5-topology-diagrams-initial-configurations-MTk3Ng==
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routing table is based on the lowest administrative distance; lower AD values have higher preference. With static routing, this principle can be used for simple redundancy by configuring a backup route with a higher administrative distance than the primary route. In this example, R5 installs the route to 150.1.4.4/32 via GigabitEthernet1.45 with an administrative distance of 10. When the link GigabitEthernet1.45 is down, the route with the next-lowest administrative distance, 150.1.4.4/32 via 155.1.0.4 with a distance of 20, is installed. The result is that traffic is routed out Ethernet link unless it is down, in which case traffic is rerouted out the DMVPN cloud.
 Verify the active route in the routing table, as well as the RIB entries:
 R5#show ip route 150.1.4.4
 Routing entry for 150.1.4.4/32
 Known via "static", distance 10
 , metric 0 (connected)
 Routing Descriptor Blocks: * directly connected, via GigabitEthernet1.45
 Route metric is 0, traffic share count is 1
 ! R5#show ip static route
 Codes: M - Manual static, A - AAA download, N - IP NAT, D - DHCP,
 G - GPRS, V - Crypto VPN, C - CASA, P - Channel interface processor,
 B - BootP, S - Service selection gateway
 DN - Default Network, T - Tracking object
 L - TL1, E - OER, I - iEdge
 D1 - Dot1x Vlan Network, K - MWAM Route
 PP - PPP default route, MR - MRIPv6, SS - SSLVPN
 H - IPe Host, ID - IPe Domain Broadcast
 U - User GPRS, TE - MPLS Traffic-eng, LI - LIIN
 IR - ICMP Redirect
 Codes in []: A - active, N - non-active, B - BFD-tracked, D - Not Tracked, P - permanent
 Static local RIB for default
 M 150.1.4.4/32 [10/0] via GigabitEthernet1.45 [A]
 M [20/0] via 155.1.0.4 [N]
 Use traceroute to verify the active path of the traffic, before and after disabling the Ethernet link:
 R5#traceroute 150.1.4.4
 Type escape sequence to abort.
 Tracing the route to 150.1.4.4
 VRF info: (vrf in name/id, vrf out name/id) 1 155.1.45.4 3 msec * 3 msec
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! R5#configure terminal
 Enter configuration commands, one per line. End with CNTL/Z. R5(config)#interface GigabitEthernet1.45
 R5(config-if)#shutdown
 ! R5#show ip route 150.1.4.4
 Routing entry for 150.1.4.4/24
 Known via "static", distance 20
 , metric 0
 Routing Descriptor Blocks: * 155.1.0.4
 Route metric is 0, traffic share count is 1
 ! R5#traceroute 150.1.4.4
 Type escape sequence to abort.
 Tracing the route to 150.1.4.4
 VRF info: (vrf in name/id, vrf out name/id) 1 155.1.0.4 4 msec * 3 msec
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 GRE Backup Interface
 A Note On Section Initial Configuration Files : You must load the initial configuration files for the section, named Basic IP Addressing , which can be found in CCIE R&S v5 Topology Diagrams & Initial Configurations. Reference the Advanced Technology Labs With Addressing Diagram to complete this task.
 Task
 Configure two GRE tunnels between R4 and R5 as follows: Tunnel45 with IPv4 addresses 155.45.0.Y/24, where Y is the router number, sourced from VLAN 45 Ethernet link.Tunnel100 with IPv4 addresses 155.100.0.Y/24, where Y is the router number, sourced from VLAN 100 Ethernet link.
 Configure IPv4 static routes on R5 for R4’s Loopback0 interface via both Tunnel100 and Tunnel45.Configure IPv4 static routes on R4 for R5’s Loopback0 interface via both Tunnel100 and Tunnel45.The static routes on R4 and R5 via the Tunnel45 should have a higher administrative distance than those on Tunnel100.Configure the backup interface feature on R4 and R5 so that if the Tunnel100 goes down, Tunnel45 is activated.Ensure that the backup link is activated 3 seconds after the main link fails, and deactivated when the main link is active for 60 seconds.To verify this configuration, ensure that traffic between Loopback0 prefixes of R4 and R5 is routed out Tunnel100:
 If Tunnel100 interface state goes DOWN, traffic is rerouted out on Tunnel45.
 http://labs.ine.com/workbook/view/rs-v5-workbook/task/ccie-r-s-v5-topology-diagrams-initial-configurations-MTk3Ng==
 http://labs.ine.com/workbook/view/rs-v5-workbook/task/ccie-r-s-v5-topology-diagrams-initial-configurations-MTk3Ng==
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Configuration
 R4:
 interface Tunnel45
 ip address 155.45.0.4 255.255.255.0
 tunnel mode gre ip
 tunnel source 155.1.45.4
 tunnel destination 155.1.45.5
 !
 interface Tunnel100
 ip address 155.100.0.4 255.255.255.0
 tunnel mode gre ip
 tunnel source 169.254.100.4
 tunnel destination 169.254.100.5
 backup interface Tunnel45
 backup delay 3 60
 !
 ip route 150.1.5.5 255.255.255.255 Tunnel100 10
 ip route 150.1.5.5 255.255.255.255 Tunnel45 20
 R5:
 interface Tunnel45
 ip address 155.45.0.5 255.255.255.0
 tunnel mode gre ip
 tunnel source 155.1.45.5
 tunnel destination 155.1.45.4
 !
 interface Tunnel100
 ip address 155.100.0.5 255.255.255.0
 tunnel mode gre ip
 tunnel source 169.254.100.5
 tunnel destination 169.254.100.4
 backup interface Tunnel45
 backup delay 3 60
 !
 ip route 150.1.4.4 255.255.255.255 Tunnel100 10
 ip route 150.1.4.4 255.255.255.255 Tunnel45 20
 Verification
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In this example, R4 and R5 use the backup interface feature along with duplicate routing information to perform both traffic engineering and redundancy. With the backup interface configured on R4’s and R5's point-to-point GRE Tunnel100 interface, R4 and R5 wait for the line protocol of Tunnel100 interface to go DOWNbefore GRE interface Tunnel45 is activated. The following rules and restrictions apply when implementing the backup interface functionality:
 The primary/active interface being backed up must be a point-to-point interface type, because its state can be better determined.The secondary/standby interface acting as backup can be any interface except sub-interface, because the state of the main interface determines the state of sub-interfaces in general.
 Verify that backup interface is correctly configured, and Tunnel45 waits for Tunnel100 to go DOWN to become active.
 R4#show backup
 Primary Interface Secondary Interface Status
 ------------------------- ------------------------- ------
 Tunnel100 Tunnel45 normal operation
 ! R4#show ip interface brief | i Tunnel
 Tunnel0 155.1.0.4 YES manual up up
 Tunnel45 155.45.0.5 YES manual standby mode down
 Tunnel100 155.100.0.5 YES manual up up
 ! R5#show backup
 Primary Interface Secondary Interface Status
 ------------------------- ------------------------- ------
 Tunnel100 Tunnel45 normal operation
 ! R5#show ip interface brief | i Tunnel
 Tunnel0 155.1.0.5 YES manual up up
 Tunnel45 155.45.0.5 YES manual standby mode down
 Tunnel100 155.100.0.5 YES manual up up
 Verify that traffic between Loopback0 prefixes of R4 and R5 is primarily routed over GRE Tunnel100.
 R4#show ip route 150.1.5.5
 Routing entry for 150.1.5.5/32
 Known via "static", distance 10, metric 0 (connected)
 Routing Descriptor Blocks: * directly connected, via Tunnel100
 Route metric is 0, traffic share count is 1
 ! R5#show ip route 150.1.4.4
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Routing entry for 150.1.4.4/32
 Known via "static", distance 10, metric 0 (connected)
 Routing Descriptor Blocks: * directly connected, via Tunnel100
 Route metric is 0, traffic share count is 1
 ! R5#traceroute 150.1.4.4 source loopback0
 Type escape sequence to abort.
 Tracing the route to 150.1.4.4
 VRF info: (vrf in name/id, vrf out name/id) 1 155.100.0.4 3 msec * 12 msec
 Disable VLAN 100 interface on both R4 and R5, which will trigger the backup Tunnel45 interface to go UP after the configured delay of 3 seconds.
 R4#debug backup
 Backup events debugging is on
 ! R4#configure terminal
 Enter configuration commands, one per line. End with CNTL/Z. R4(config)#interface gigabitEthernet 1.100
 R4(config-subif)#shutdown
 ! R5#configure terminal
 Enter configuration commands, one per line. End with CNTL/Z. R5(config)#interface gigabitEthernet 1.100
 R5(config-subif)#shutdown
 ! R4#
 BACKUP(Tunnel100): event = primary interface went down
 BACKUP(Tunnel100): changed state to "waiting to backup"
 BACKUP(Tunnel100): event = timer expired on primary
 BACKUP(Tunnel100): secondary interface (Tunnel45) made active
 BACKUP(Tunnel100): changed state to "backup mode"
 !
 %LINEPROTO-5-UPDOWN: Line protocol on Interface Tunnel45, changed state to up
 BACKUP(Tunnel45): event = secondary interface came up
 %LINK-3-UPDOWN: Interface Tunnel45, changed state to up
 Verify that the backup interface is now active.
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R4#show backup
 Primary Interface Secondary Interface Status
 ------------------------- ------------------------- ------
 Tunnel100 Tunnel45 backup mode
 ! R4#sho ip interface brief | i Tunnel
 Tunnel0 155.1.0.4 YES manual up down
 Tunnel45 155.45.0.4 YES manual up up
 Tunnel100 155.100.0.4 YES manual up down
 Verify that traffic between Loopback0 is now routed over GRE Tunnel45.
 R4#show ip route 150.1.5.5
 Routing entry for 150.1.5.5/32
 Known via "static", distance 20, metric 0 (connected)
 Routing Descriptor Blocks: * directly connected, via Tunnel45
 Route metric is 0, traffic share count is 1
 ! R5#show ip route 150.1.4.4
 Routing entry for 150.1.4.4/32
 Known via "static", distance 20, metric 0 (connected)
 Routing Descriptor Blocks: * directly connected, via Tunnel45
 Route metric is 0, traffic share count is 1
 ! R5#traceroute 150.1.4.4 source loopback0
 Type escape sequence to abort.
 Tracing the route to 150.1.4.4
 VRF info: (vrf in name/id, vrf out name/id) 1 155.45.0.4 5 msec * 3 msec
 When R4's and R5's VLAN 100 interfaces are re-enabled, Tunnel100 interface is reactivated after the configured delay of 60 seconds.
 R4#configure terminal
 Enter configuration commands, one per line. End with CNTL/Z. R4(config)#interface gigabitEthernet 1.100
 R4(config-subif)#no shutdown
 ! R5#configure terminal
 Enter configuration commands, one per line. End with CNTL/Z. R5(config)#interface gigabitEthernet 1.100
 R5(config-subif)#no shutdown
 ! R4#debug backup
 Backup events debugging is on
 ! R4:
 BACKUP(Tunnel100): event = primary interface came up
 BACKUP(Tunnel100): changed state to "waiting to revert"
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%LINEPROTO-5-UPDOWN: Line protocol on Interface Tunnel0, changed state to up
 Verify that the primary interface is active and traffic is re-routed over Tunnel100.
 R4#show backup
 Primary Interface Secondary Interface Status
 ------------------------- ------------------------- ------
 Tunnel100 Tunnel45 normal operation
 ! R5#show backup
 Primary Interface Secondary Interface Status
 ------------------------- ------------------------- ------
 Tunnel100 Tunnel45 normal operation
 ! R5#traceroute 150.1.4.4 source loopback0
 Type escape sequence to abort.
 Tracing the route to 150.1.4.4
 VRF info: (vrf in name/id, vrf out name/id) 1 155.100.0.4 5 msec * 5 msec
 Because end-to-end connectivity between GRE tunnel endpoints is not implemented, the design flaw with this configuration is that if Tunnel100 interface goes DOWN on one side only, traffic is blackholed.
 Let's disable the VLAN 100 Ethernet link on one side only, for example on R4; note that R4 and R5 have different perspectives of the network state.
 R4#configure terminal
 Enter configuration commands, one per line. End with CNTL/Z. R4(config)#interface gigabitEthernet 1.100
 R4(config-subif)#shutdown
 ! R4#show backup
 Primary Interface Secondary Interface Status
 ------------------------- ------------------------- ------
 Tunnel100 Tunnel45 backup mode
 ! R5#show backup
 Primary Interface Secondary Interface Status
 ------------------------- ------------------------- ------
 Tunnel100 Tunnel45 normal operation
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This results in traffic being blackholed as R5 routes traffic over Tunnel100, which is disabled on R4, and R4 routes traffic over Tunnel45, which is in standby mode on R5.
 R4#show ip route 150.1.5.5
 Routing entry for 150.1.5.5/32
 Known via "static", distance 20, metric 0 (connected)
 Routing Descriptor Blocks: * directly connected, via Tunnel45
 Route metric is 0, traffic share count is 1
 ! R4#show ip interface brief | i Tunnel
 Tunnel0 155.1.0.4 YES manual up down
 Tunnel45 155.45.0.4 YES manual up up
 Tunnel100 155.100.0.4 YES manual up down
 ! R5#show ip route 150.1.4.4
 Routing entry for 150.1.4.4/32
 Known via "static", distance 10, metric 0 (connected)
 Routing Descriptor Blocks: * directly connected, via Tunnel100
 Route metric is 0, traffic share count is 1
 !
 R5#show ip interface brief | i Tunnel
 Tunnel0 155.1.0.5 YES manual up up
 Tunnel45 155.45.0.5 YES manual standby mode down
 Tunnel100 155.100.0.5 YES manual up up
 ! R5#traceroute 150.1.4.4 source loopback0 ttl 1 2
 Type escape sequence to abort.
 Tracing the route to 150.1.4.4
 VRF info: (vrf in name/id, vrf out name/id)
 1 * * * 2 * * *
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CCIE Routing & Switching v5 Workbook - CCIE R&S v5 Advanced Technology Labs - IP Routing
 Reliable Static Routing with Enhanced Object Tracking
 A Note On Section Initial Configuration Files : You must load the initial configuration files for the section, named Basic IP Addressing , which can be found in CCIE R&S v5 Topology Diagrams & Initial Configurations. Reference the Advanced Technology Labs With Addressing Diagram to complete this task.
 Task
 Configure R1 with IPv4 static route for R4’s Loopback0 prefix through the DMVPN cloud.Configure R5 with IPv4 static routes for R1's and R4's Loopback0 prefixes through the DMVPN cloud.Configure R4 with a primary IPv4 static route for R1’s Loopback0 prefix via its VLAN146 Ethernet connection.
 use SLA and Object Tracking to ensure the route is valid as long as ICMP connectivity exists between R1 and R4's Ethernet connection.configure R4 to verify connectivity each 5 seconds.ensure R1 replies within 2 seconds.
 Configure R4 with a backup IPv4 static route for R1’s Loopback0 prefix through the DMVPN cloud using administrative distance of 2.
 Configuration
 R1:
 ip route 150.1.4.4 255.255.255.255 155.1.0.4
 R4:
 ip sla 1
 icmp-echo 155.1.146.1 source-interface GigabitEthernet1.146
 http://labs.ine.com/workbook/view/rs-v5-workbook/task/ccie-r-s-v5-topology-diagrams-initial-configurations-MTk3Ng==
 http://labs.ine.com/workbook/view/rs-v5-workbook/task/ccie-r-s-v5-topology-diagrams-initial-configurations-MTk3Ng==
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threshold 2000
 timeout 2000
 frequency 5
 ip sla schedule 1 life forever start-time now
 !
 track 1 ip sla 1 state
 !
 ip route 150.1.1.1 255.255.255.255 155.1.146.1 track 1
 ip route 150.1.1.1 255.255.255.255 155.1.0.1 2
 R5:
 ip route 150.1.1.1 255.255.255.255 155.1.0.1
 ip route 150.1.4.4 255.255.255.255 155.1.0.4
 Verification
 Although R1 and R4 are on the same Layer 2 segment in VLAN 146, their physical Ethernet interfaces are not on the same Layer 1 network; there is no back-to-back Ethernet cable between the two routers, connectivity is achieved through a switching infrastructure. This means that the Layer 1 link status of R1’s connection to VLAN 146 is independent of R4’s Layer 1 link status, and vice-versa. From a static routing redundancy design point of view, the possible problem with this scenario is that routers have no way of detecting the other peer link failure, which may result in traffic being blackholed and silently dropped in the transit path.
 To visualize this, before implementing the tracking functionality for the static route let's shutdown R1's Ethernet interface, which will still keep the primary route in the routing table, however IPv4 connectivity will fail:
 R1#ping 150.1.4.4 source 150.1.1.1
 Type escape sequence to abort.
 Sending 5, 100-byte ICMP Echos to 150.1.4.4, timeout is 2 seconds:
 Packet sent with a source address of 150.1.1.1 !!!!!
 Success rate is 100 percent (5/5), round-trip min/avg/max = 56/58/60 ms
 ! R1(config)#interface gigabitEthernet1.146
 R1(config-subif)#shutdown
 ! R4#show ip route 150.1.1.1
 Routing entry for 150.1.1.1/32
 Known via "static", distance 1, metric 0
 Routing Descriptor Blocks: * 155.1.146.1
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Route metric is 0, traffic share count is 1
 ! R1#ping 150.1.4.4 source 150.1.1.1
 Type escape sequence to abort.
 Sending 5, 100-byte ICMP Echos to 150.1.4.4, timeout is 2 seconds:
 Packet sent with a source address of 150.1.1.1 .....
 To fix the problem, we need to actively monitor IPv4 connectivity between R1 and R4 on the Ethernet segment and mark the primary static route as invalid for being installed in the routing table when connectivity fails. For this scope, IP Service Level Agreement (SLA) and Enhanced Object Tracking features is used. First, R4 is configured with a SLA instance that actively monitors IPv4 connnectivity with R1 over the Ethernet link by sending ICMP Echo Request packets each 5 seconds. SLA will consider connectivity to be functional through the Return Code of OK as long as ICMP Echo Reply is received within the configured 2 seconds timeout window; otherwise the Return Code will be Timeout :
 R4#configure terminal
 Enter configuration commands, one per line. End with CNTL/Z. R4(config)#ip sla 1
 R4(config-sla-monitor)#icmp-echo 155.1.146.1 source-interface GigabitEthernet1.146
 R4(config-sla-monitor-echo)#frequency 5
 R4(config-sla-monitor-echo)#timeout 2000
 R4(config-sla-monitor-echo)#exit
 R4(config)#ip sla schedule 1 life forever start-time now
 ! R4#show ip sla configuration 1
 IP SLAs Infrastructure Engine-III
 Entry number: 1
 Owner:
 Tag: Operation timeout (milliseconds): 2000
 Type of operation to perform: icmp-echo
 Target address/Source interface: 155.1.146.1/GigabitEthernet1.146
 Type Of Service parameter: 0x0
 Request size (ARR data portion): 28
 Verify data: No
 Vrf Name:
 Schedule: Operation frequency (seconds): 5 (not considered if randomly scheduled)
 Next Scheduled Start Time: Start Time already passed
 Group Scheduled : FALSE
 Randomly Scheduled : FALSE
 Life (seconds): Forever
 Entry Ageout (seconds): never
 Recurring (Starting Everyday): FALSE
 Status of entry (SNMP RowStatus): Active
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Threshold (milliseconds): 2000
 Distribution Statistics:
 Number of statistic hours kept: 2
 Number of statistic distribution buckets kept: 1
 Statistic distribution interval (milliseconds): 20
 Enhanced History:
 History Statistics:
 Number of history Lives kept: 0
 Number of history Buckets kept: 15
 History Filter Type: None
 ! R4#show ip sla statistics
 IPSLAs Latest Operation Statistics
 IPSLA operation id: 1
 Latest RTT: 1 milliseconds
 Latest operation start time: 15:59:53 UTC Sat May 3 2014 Latest operation return code: OK
 Number of successes: 2
 Number of failures: 0
 Operation time to live: Forever
 Next, a Enhanced Object Tracking is created that monitors the IP SLA instance Return Code. If SLA Return Code is OK, the tracking state is UP, while if the SLA Return Code has any other value, the tracking state is DOWN:
 R4#configure terminal
 Enter configuration commands, one per line. End with CNTL/Z. R4(config)#track 1 ip sla 1 state
 ! R4#show track
 Track 1 IP SLA 1 state
 State is Up
 2 changes, last change 00:00:26
 Latest operation return code: OK
 Latest RTT (millisecs) 2
 Next the primary static route is configured with the tracking object attached as a condition. This will instruct the router to consider the route as valid for being entered in the routing table as long as the tracking state is UP. Also note that tracking now shows it is attached to static routing:
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R4(config)#ip route 150.1.1.1 255.255.255.255 155.1.146.1 track 1
 ! R4#show track
 Track 1
 IP SLA 1 state
 State is Up
 2 changes, last change 00:02:02
 Latest operation return code: OK
 Latest RTT (millisecs) 1
 Tracked by: Static IP Routing 0
 ! R4#show ip route static | b Gateway
 Gateway of last resort is not set
 150.1.0.0/32 is subnetted, 1 subnets S 150.1.1.1 [1/0] via 155.1.146.1
 We simulate the same network failure, however due to tracking being configured for the primary route, once R4 will detect loss of IPv4 connectivity with R1, it will mark the primary route as invalid and inject the backup route in the routing table:
 R4#traceroute 150.1.1.1 source 150.1.4.4
 Type escape sequence to abort.
 Tracing the route to 150.1.1.1
 1 155.1.146.1 36 msec * 36 msec
 ! R4#debug track state
 track state debugging enabled
 ! R4#debug ip routing
 IP routing debugging is on
 ! R1#configure terminal
 Enter configuration commands, one per line. End with CNTL/Z. R1(config)#interface gigabitEthernet1.146
 R1(config-subif)#shutdown
 ! R4#
 Track: 1 Change #3 rtr 1, state Up->Down
 %TRACK-6-STATE: 1 ip sla 1 state Up -> Down track-sta (1) ip sla 1 state Up -> Down
 RT: del 150.1.1.1 via 155.1.146.1, static metric [1/0] RT: delete subnet route to 150.1.1.1/32
 RT: updating static 150.1.1.1/32 (0x0) :
 via 155.1.0.1 0 1048578
 RT: add 150.1.1.1/32 via 155.1.0.1, static metric [2/0]
 RT: updating static 150.1.1.1/32 (0x0) :
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via 155.1.0.1 0 1048578
 ! R4#traceroute 150.1.1.1 source 150.1.4.4
 Type escape sequence to abort.
 Tracing the route to 150.1.1.1
 1 155.1.0.5 28 msec 28 msec 28 msec
 2 155.1.0.1 56 msec * 56 msec
 ! R4#show ip route 150.1.1.1
 Routing entry for 150.1.1.1/32
 Known via "static", distance 2, metric 0
 Routing Descriptor Blocks: * 155.1.0.1
 Route metric is 0, traffic share count is 1
 Verify the SLA and tracking states:
 R4#show ip sla statistics 1
 IPSLAs Latest Operation Statistics
 IPSLA operation id: 1
 Latest RTT: NoConnection/Busy/Timeout
 Latest operation start time: 16:36:54 UTC Sat May 3 2014 Latest operation return code: Timeout
 Number of successes: 82
 Number of failures: 70
 Operation time to live: Forever
 ! R4#show track
 Track 1
 IP SLA 1 state State is Down
 3 changes, last change 00:05:39 Latest operation return code: Timeout
 Tracked by:
 Static IP Routing 0
 When we re-activate R1's VLAN 146 Ethernet connection, the SLA instance reports itself as back up, the tracking instance reports itself as back up, and the static route with the lower administrative distance is re-installed in the routing table:
 R1#configure terminal
 Enter configuration commands, one per line. End with CNTL/Z. R1(config)#interface gigabitEthernet1.146
 R1(config-if)#no shutdown
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!
 ! R4#
 track-sta (1) Change #4 ip sla 1, state Down->Up
 %TRACK-6-STATE: 1 ip sla 1 state Down -> Up track-sta (1) ip sla 1 state Down -> Up
 RT: updating static 150.1.1.1/32 (0x0) :
 via 155.1.0.1 0 1048578
 RT: updating static 150.1.1.1/32 (0x0) :
 via 155.1.146.1 0 1048578
 RT: closer admin distance for 150.1.1.1, flushing 1 routes
 RT: add 150.1.1.1/32 via 155.1.146.1, static metric [1/0]
 RT: updating static 150.1.1.1/32 (0x0) :
 via 155.1.0.1 0 1048578
 RT: rib update return code: 17
 ! R4#traceroute 150.1.1.1 source 150.1.4.4
 Type escape sequence to abort.
 Tracing the route to 150.1.1.1
 1 155.1.146.1 40 msec * 36 msec
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CCIE Routing & Switching v5 Workbook - CCIE R&S v5 Advanced Technology Labs - IP Routing
 Policy Routing
 A Note On Section Initial Configuration Files : You must load the initial configuration files for the section, named Basic IP Addressing , which can be found in CCIE R&S v5 Topology Diagrams & Initial Configurations. Reference the Advanced Technology Labs With Addressing Diagram to complete this task.
 Task
 Configure IPv4 default routes on R4 and R6 pointing to R1's IPv4 address from the shared Ethernet segment.Configure IPv4 default route on R3 pointing to R1's IPv4 address from the shared Ethernet segment.Configure IPv4 default route on R5 pointing to R1's DMVPN cloud IPv4 address.Configure IPv4 static routes on R3 for R5’s Loopback0 prefix and on R5 for R3’s Loopback0 prefix through the DMVPN cloud.Configure IPv4 policy-routing on R1 so that traffic from R4 is routed through R3 over the Ethernet link, and traffic from R6 is routed through R5 over the DMVPN cloud.
 Create two extended access-lists on R1, named FROM_R4 and FROM_R6:Access-list FROM_R4 should match all IPv4 traffic sourced from R4's Ethernet segment.Access-list FROM_R6 should match all IPv4 traffic sourced from R6's Ethernet segment.Use traceroute on R4 and R6 for R3's and R5’s Loopback0 prefixes to verify your configuration.
 Configuration
 R1:
 http://labs.ine.com/workbook/view/rs-v5-workbook/task/ccie-r-s-v5-topology-diagrams-initial-configurations-MTk3Ng==
 http://labs.ine.com/workbook/view/rs-v5-workbook/task/ccie-r-s-v5-topology-diagrams-initial-configurations-MTk3Ng==
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ip access-list extended FROM_R4
 permit ip host 155.1.146.4 any
 !
 ip access-list extended FROM_R6
 permit ip host 155.1.146.6 any
 !
 route-map POLICY_ROUTING permit 10
 match ip address FROM_R4
 set ip next-hop 155.1.13.3
 !
 route-map POLICY_ROUTING permit 20
 match ip address FROM_R6
 set ip next-hop 155.1.0.5
 !
 interface GigabitEthernet1.146
 ip policy route-map POLICY_ROUTING
 R3:
 ip route 0.0.0.0 0.0.0.0 155.1.13.1
 ip route 150.1.5.5 255.255.255.255 155.1.0.5
 R4:
 ip route 0.0.0.0 0.0.0.0 155.1.146.1
 R5:
 ip route 0.0.0.0 0.0.0.0 155.1.0.1
 ip route 150.1.3.3 255.255.255.255 155.1.0.3
 R6:
 ip route 0.0.0.0 0.0.0.0 155.1.146.1
 Verification
 Policy routing allows the router to forward traffic based on user-defined criteria without even consulting the IP routing table. In this example, we can see that R1 does not have routing information for either of the Loopbacks of R3 and R5, so it cannot route locally originated traffic.
 R1#show ip route 150.1.3.3
 % Subnet not in table
 ! R1#show ip route 150.1.5.5
 % Subnet not in table
 ! R1#debug ip packet
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IP packet debugging is on
 ! R1#ping 150.1.3.3 repeat 1
 Type escape sequence to abort.
 Sending 1, 100-byte ICMP Echos to 150.1.3.3, timeout is 2 seconds: .
 Success rate is 0 percent (0/1)
 !
 IP: s=150.1.1.1 (local), d=150.1.3.3, len 100, local feature, feature skipped, Logical MN local(14), rtype 0, forus FALSE, sendself FALSE, mtu 0, fwdchk FALSE
 IP: s=150.1.1.1 (local), d=150.1.3.3, len 100, unroutable.
 ! R1#ping 150.1.5.5 repeat 1
 Type escape sequence to abort.
 Sending 1, 100-byte ICMP Echos to 150.1.5.5, timeout is 2 seconds: .
 Success rate is 0 percent (0/1)
 !
 IP: s=150.1.1.1 (local), d=150.1.5.5, len 100, local feature, feature skipped, Logical MN local(14), rtype 0, forus FALSE, sendself FALSE, mtu 0, fwdchk FALSE
 IP: s=150.1.1.1 (local), d=150.1.5.5, len 100, unroutable.
 If traffic is received inbound on R1's VLAN 146 Ethernet segment and is sourced from R4's or R6’s IPv4 addresses attached to VLAN 146, it is policy-routed accordingly to the route-map attached to the interface:
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R4#traceroute 150.1.3.3
 Type escape sequence to abort.
 Tracing the route to 150.1.3.3
 VRF info: (vrf in name/id, vrf out name/id)
 1 155.1.146.1 63 msec 40 msec 17 msec 2 155.1.13.3 16 msec
 ! R4#traceroute 150.1.5.5
 Type escape sequence to abort.
 Tracing the route to 150.1.5.5
 VRF info: (vrf in name/id, vrf out name/id)
 1 155.1.146.1 12 msec 3 msec 4 msec 2 155.1.13.3 2 msec 4 msec 2 msec
 3 155.1.0.5 9 msec * 4 msec
 ! R6#traceroute 150.1.3.3
 Type escape sequence to abort.
 Tracing the route to 150.1.3.3
 VRF info: (vrf in name/id, vrf out name/id)
 1 155.1.146.1 11 msec 4 msec 2 msec 2 155.1.0.5 3 msec 1 msec 3 msec
 3 155.1.0.3 3 msec * 5 msec
 ! R6#traceroute 150.1.5.5
 Type escape sequence to abort.
 Tracing the route to 150.1.5.5
 VRF info: (vrf in name/id, vrf out name/id)
 1 155.1.146.1 7 msec 2 msec 8 msec 2 155.1.0.5 5 msec * 2 msec
 Verify policy-routing configuration and that traffic has matched the ACL:
 R1#show ip policy
 Interface Route map Gi1.146 POLICY_ROUTING
 ! R1#show ip interface gigabitEthernet 1.146 | i Policy
 Policy routing is enabled, using route map POLICY_ROUTING
 BGP Policy Mapping is disabled
 Input features: Policy Routing, MCI Check
 ! R1#show route-map
 route-map POLICY_ROUTING, permit, sequence 10
 Match clauses: ip address (access-lists): FROM_R4
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Set clauses:
 ip next-hop 155.1.13.3
 Nexthop tracking current: 155.1.13.3
 155.1.13.3, fib_nh:7F01B9C1BD10,oce:7F01B9F6EDD8,status:1
 Policy routing matches: 9 packets, 414 bytes
 route-map POLICY_ROUTING, permit, sequence 20
 Match clauses: ip address (access-lists): FROM_R6
 Set clauses:
 ip next-hop 155.1.0.5
 Nexthop tracking current: 155.1.0.5
 155.1.0.5, fib_nh:7F01B9C1BCB0,oce:7F01B9F6FAF8,status:1
 Policy routing matches: 9 packets, 414 bytes
 R1’s route-map used for policy routing does not match traffic sourced from other interfaces of R4 and R6, so this traffic is dropped when it is by R1 inbound on its VLAN 146:
 R4#ping 150.1.5.5 source loopback0
 Type escape sequence to abort.
 Sending 5, 100-byte ICMP Echos to 150.1.5.5, timeout is 2 seconds:
 Packet sent with a source address of 150.1.4.4 .....
 Success rate is 0 percent (0/5)
 ! R6#ping 150.1.5.5 source loopback0
 Type escape sequence to abort.
 Sending 5, 100-byte ICMP Echos to 150.1.5.5, timeout is 2 seconds:
 Packet sent with a source address of 150.1.6.6 .....
 Success rate is 0 percent (0/5)
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CCIE Routing & Switching v5 Workbook - CCIE R&S v5 Advanced Technology Labs - IP Routing
 Reliable Policy Routing
 A Note On Section Initial Configuration Files : You must load the initial configuration files for the section, named Basic IP Addressing , which can be found in CCIE R&S v5 Topology Diagrams & Initial Configurations. Reference the Advanced Technology Labs With Addressing Diagram to complete this task.
 Task
 Configure IPv4 default routes on R4 and R6 pointing to R1's IPv4 address from the shared Ethernet segment.Configure IPv4 default route on R3 pointing to R1's IPv4 address from the shared Ethernet segment.Configure IPv4 default route on R5 pointing to R1's DMVPN cloud IPv4 address.Configure IPv4 static routes on R3 for R5’s Loopback0 prefix and on R5 for R3’s Loopback0 prefix through the DMVPN cloud.Configure R1 and R5 to run CDP over the DMVPN cloud with each other.Configure an IP SLA instance on R1 that pings R3’s connection to VLAN 13 every five seconds.Configure IPv4 policy-routing on R1 so that traffic from R4 is routed through R3 over the Ethernet link, and traffic from R6 is routed through R5 over the DMVPN cloud.
 Create two extended access-lists on R1, named FROM_R4 and FROM_R6: Access-list FROM_R4 should match all IPv4 traffic sourced from R4's Ethernet segment.Access-list FROM_R6 should match all IPv4 traffic sourced from R6's Ethernet segment.
 Use traceroute on R4 and R6 for R3's and R5’s Loopback0 prefixes to verify your configuration.
 Modify R1’s policy routing so that if R1 loses ICMP reachability to R3, traffic from R4
 http://labs.ine.com/workbook/view/rs-v5-workbook/task/ccie-r-s-v5-topology-diagrams-initial-configurations-MTk3Ng==
 http://labs.ine.com/workbook/view/rs-v5-workbook/task/ccie-r-s-v5-topology-diagrams-initial-configurations-MTk3Ng==
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is rerouted to R5 over the DMVPN cloud.Modify R1’s policy routing so that if R1 loses R5 as a CDP neighbor, traffic from R6 is rerouted to R3 over the Ethernet link.
 Configuration
 R1:
 ip sla 1
 icmp-echo 155.1.13.3 source-interface GigabitEthernet1.13
 frequency 5
 !
 ip sla schedule 1 start-time now life forever
 track 1 ip sla 1 state
 !
 ip access-list extended FROM_R4
 permit ip host 155.1.146.4 any
 !
 ip access-list extended FROM_R6
 permit ip host 155.1.146.6 any
 !
 route-map POLICY_ROUTING permit 10
 match ip address FROM_R4
 set ip next-hop verify-availability 155.1.13.3 1 track 1
 set ip default next-hop 155.1.0.5
 !
 route-map POLICY_ROUTING permit 20
 match ip address FROM_R6
 set ip next-hop 155.1.0.5
 set ip next-hop verify-availability
 set ip default next-hop 155.1.13.3
 !
 interface GigabitEthernet1.146
 ip policy route-map POLICY_ROUTING
 !
 interface Tunnel0
 cdp enable
 R3:
 ip route 0.0.0.0 0.0.0.0 155.1.13.1
 ip route 150.1.5.5 255.255.255.255 155.1.0.5
 R4:
 ip route 0.0.0.0 0.0.0.0 155.1.146.1
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R5:
 ip route 0.0.0.0 0.0.0.0 155.1.0.1
 ip route 150.1.3.3 255.255.255.255 155.1.0.3
 !
 interface Tunnel0
 cdp enable
 R6:
 ip route 0.0.0.0 0.0.0.0 155.1.146.1
 Verification
 Verify the IP SLA configuration and its state, and also that R1 and R5 are CDP neighbors over the DMVPN cloud.
 R1#show ip sla configuration
 IP SLAs Infrastructure Engine-III Entry number: 1
 Owner:
 Tag:
 Operation timeout (milliseconds): 5000 Type of operation to perform: icmp-echo
 Target address/Source interface: 155.1.13.3/GigabitEthernet1.13
 Type Of Service parameter: 0x0
 Request size (ARR data portion): 28
 Verify data: No
 Vrf Name:
 Schedule: Operation frequency (seconds): 5 (not considered if randomly scheduled)
 Next Scheduled Start Time: Start Time already passed
 Group Scheduled : FALSE
 Randomly Scheduled : FALSE
 Life (seconds): Forever
 Entry Ageout (seconds): never
 Recurring (Starting Everyday): FALSE
 Status of entry (SNMP RowStatus): Active
 Threshold (milliseconds): 5000
 Distribution Statistics:
 Number of statistic hours kept: 2
 Number of statistic distribution buckets kept: 1
 Statistic distribution interval (milliseconds): 20
 Enhanced History:
 History Statistics:
 Number of history Lives kept: 0
 Number of history Buckets kept: 15
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History Filter Type: None
 ! R1#show ip sla statistics
 IPSLAs Latest Operation Statistics
 IPSLA operation id: 1
 Latest RTT: 1 milliseconds
 Latest operation start time: 16:40:43 UTC Thu May 15 2014 Latest operation return code: OK
 Number of successes: 86
 Number of failures: 0
 Operation time to live: Forever
 ! R1#show track
 Track 1
 IP SLA 1 state State is Up
 1 change, last change 00:08:43 Latest operation return code: OK
 Latest RTT (millisecs) 1
 Tracked by:
 Route Map 0
 ! R1#show cdp neighbors tunnel0
 Capability Codes: R - Router, T - Trans Bridge, B - Source Route Bridge
 S - Switch, H - Host, I - IGMP, r - Repeater, P - Phone,
 D - Remote, C - CVTA, M - Two-port Mac Relay
 Device ID Local Intrfce Holdtme Capability Platform Port ID
 R5 Tunnel0 175 R I CSR1000V Tunnel0
 Total cdp entries displayed : 1
 Verify that traffic is policy-routed as requested.
 R4#traceroute 150.1.3.3
 Type escape sequence to abort.
 Tracing the route to 150.1.3.3
 VRF info: (vrf in name/id, vrf out name/id)
 1 155.1.146.1 16 msec 4 msec 2 msec 2 155.1.13.3 3 msec * 2 msec
 ! R4#traceroute 150.1.5.5
 Type escape sequence to abort.
 Tracing the route to 150.1.5.5
 VRF info: (vrf in name/id, vrf out name/id)
 1 155.1.146.1 7 msec 2 msec 6 msec 2 155.1.13.3 3 msec 5 msec 5 msec
 3 155.1.0.5 6 msec * 9 msec
 ! R6#traceroute 150.1.3.3
 Type escape sequence to abort.
 Tracing the route to 150.1.3.3
 VRF info: (vrf in name/id, vrf out name/id)
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1 155.1.146.1 12 msec 24 msec 14 msec 2 155.1.0.5 23 msec 50 msec 22 msec
 3 155.1.0.3 5 msec * 2 msec
 ! R6#traceroute 150.1.5.5
 Type escape sequence to abort.
 Tracing the route to 150.1.5.5
 VRF info: (vrf in name/id, vrf out name/id)
 1 155.1.146.1 14 msec 2 msec 15 msec 2 155.1.0.5 14 msec * 3 msec
 Verify policy-routing configuration and that traffic has matched the ACL, and note the tracking object in the UP state.
 R1#show ip policy
 Interface Route map Gi1.146 POLICY_ROUTING
 ! R1#show ip interface gigabitEthernet 1.146 | i Policy
 Policy routing is enabled, using route map POLICY_ROUTING
 BGP Policy Mapping is disabled
 Input features: Policy Routing, MCI Check
 ! R1#show route-map
 route-map POLICY_ROUTING, permit, sequence 10
 Match clauses:
 ip address (access-lists): FROM_R4
 Set clauses: ip next-hop verify-availability 155.1.13.3 1 track 1 [up]
 ip default next-hop 155.1.0.5 Policy routing matches: 12 packets, 552 bytes
 route-map POLICY_ROUTING, permit, sequence 20
 Match clauses:
 ip address (access-lists): FROM_R6
 Set clauses: ip next-hop 155.1.0.5
 ip next-hop verify-availability
 ip default next-hop 155.1.13.3 Policy routing matches: 9 packets, 414 bytes
 Because a regular policy routing configuration is only locally significant, network failures do not automatically update the routing policy of the router. To resolve this design problem, R1 needs some way to track end-to-end reachability on these links used for the outbound forwarding through policy routing. The two ways illustrated in this example are through the IP SLA and Enhanced Object Tracking features, and through CDP. With IP SLA configured, R1 tracks the end-to-end circuit status of VLAN 13 through ICMP ping. When R3’s connection to VLAN 13 goes down, R1’s SLA instance reports its status down, which in turn causes the tracked object to go down. The tracked object is called from the route-map syntax set ip next-hop
 verify-availability 155.1.13.3 1 track 1 . This means that if tracked object 1 goes down, do not use the next-hop 155.1.13.3. Instead, this route-map sequence fails
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over to the “default” next-hop of 155.1.0.5. Let's disable R3's Ethernet link on VLAN 13:
 R1#debug track state
 track state debugging enabled
 ! R3#configure terminal
 R3(config)#interface gigabitEthernet1.13
 R3(config-subif)#shutdown
 With debug track being enabled on R1, the following log message should be displayed; verify that tracking object state is down.
 R1:
 %TRACK-6-STATE: 1 ip sla 1 state Up -> Down
 ! R1#show track
 Track 1
 IP SLA 1 state State is Down
 2 changes, last change 00:02:55
 Latest operation return code: Timeout
 Tracked by:
 Route Map 0
 Verify that traffic received from R4 is now rerouted over the DMVPN cloud, based on the set ip default next-hop 155.1.0.5 route-map entry.
 R4#traceroute 150.1.5.5
 Type escape sequence to abort.
 Tracing the route to 150.1.5.5
 VRF info: (vrf in name/id, vrf out name/id)
 1 155.1.146.1 15 msec 2 msec 2 msec 2 155.1.0.5 4 msec * 3 msec
 Re-activate R3's Ethernet link on VLAN 13.
 R3#configure terminal
 R3(config)#interface gigabitEthernet1.13
 R3(config-subif)#no shutdown
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With CDP tracking for policy routing, R1 looks into the CDP table to see if there is a neighbor installed with the IP address that matches the next-hop value being set in the route-map. In this case, the syntax set ip next-hop 155.1.0.5 , set ip next-hop
 verify-availability and set ip default next-hop 155.1.13.3 means if there is no CDP neighbor with the IP address 155.1.0.5, traffic that matches this sequence will be routed to 155.1.13.3. Let's disable R1's DMVPN interface to trigger CDP failure:
 R1#configure terminal
 R1(config)#interface Tunnel0
 R1(config-if)#shutdown
 Normally, you would disable R5's DMVPN interface to trigger CDP failure on R1, but on CSR 1000v routers, it seems that CDP next-hop tracking does not work as expected.
 Slowly, after 180 seconds (the default CDP holdtime), the CDP entry of R5 will timeout from R1's CDP table.
 R1#show cdp neighbors Tunnel0
 Capability Codes: R - Router, T - Trans Bridge, B - Source Route Bridge
 S - Switch, H - Host, I - IGMP, r - Repeater, P - Phone,
 D - Remote, C - CVTA, M - Two-port Mac Relay
 Device ID Local Intrfce Holdtme Capability Platform Port ID
 R5 Tunnel0 55
 R I CSR1000V Tunnel0
 Total cdp entries displayed : 1
 ! R1#show cdp neighbors Tunnel0
 Capability Codes: R - Router, T - Trans Bridge, B - Source Route Bridge
 S - Switch, H - Host, I - IGMP, r - Repeater, P - Phone,
 D - Remote, C - CVTA, M - Two-port Mac Relay
 Device ID Local Intrfce Holdtme Capability Platform Port ID
 Total cdp entries displayed : 0
 Verify that traffic received from R6 is now rerouted over the Ethernet link to R3, based on the set ip default next-hop 155.1.13.3 route-map entry.
 R6#traceroute 150.1.3.3
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Type escape sequence to abort.
 Tracing the route to 150.1.3.3
 VRF info: (vrf in name/id, vrf out name/id)
 1 155.1.146.1 6 msec 8 msec 2 msec 2 155.1.13.3 5 msec * 6 msec
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CCIE Routing & Switching v5 Workbook - CCIE R&S v5 Advanced Technology Labs - IP Routing
 Local Policy Routing
 A Note On Section Initial Configuration Files : You must load the initial configuration files for the section, named Basic IP Addressing , which can be found in CCIE R&S v5 Topology Diagrams & Initial Configurations. Reference the Advanced Technology Labs With Addressing Diagram to complete this task.
 Task
 Configure R3 with an IPv4 static route for R5's Loopback0 through the DMVPN cloud and for R1's Loopback0 through VLAN 13.Configure R5 with IPv4 static routes for R1's and R3's Loopback0 through the DMVPN cloud.Create two access-lists named TO_R3 and TO_R5 on R1.
 Access-list TO_R3 should match all packets sourced from R1's Loopback0 going to the Loopback0 network of R3.Access-list TO_R5 should match all packets sourced from R1's Loopback0 going to the Loopback0 network of R5.
 Configure local policy-routing on R1 as follows: Locally generated traffic matched by the list TO_R3 is routed out the DMVPN cloud to R5.Locally generated traffic matched by the list TO_R5 is routed out the Ethernet link to R3.Use traceroute on R1 for R3's and R5’s Loopback0 networks to verify that this configuration is functional.
 Configuration
 R1:
 http://labs.ine.com/workbook/view/rs-v5-workbook/task/ccie-r-s-v5-topology-diagrams-initial-configurations-MTk3Ng==
 http://labs.ine.com/workbook/view/rs-v5-workbook/task/ccie-r-s-v5-topology-diagrams-initial-configurations-MTk3Ng==
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ip access-list extended TO_R3
 permit ip host 150.1.1.1 host 150.1.3.3
 !
 ip access-list extended TO_R5
 permit ip host 150.1.1.1 host 150.1.5.5
 !
 route-map LOCAL_POLICY permit 10
 match ip address TO_R3
 set ip next-hop 155.1.0.5
 !
 route-map LOCAL_POLICY permit 20
 match ip address TO_R5
 set ip next-hop 155.1.13.3
 !
 ip local policy route-map LOCAL_POLICY
 R3:
 ip route 150.1.1.1 255.255.255.255 155.1.13.1
 ip route 150.1.5.5 255.255.255.255 155.1.0.5
 R5:
 ip route 150.1.1.1 255.255.255.255 155.1.0.1
 ip route 150.1.3.3 255.255.255.255 155.1.0.3
 Verification
 Local policy routing is similar in operation to normal policy routing, except that it affects locally generated traffic from the router instead of traffic transiting the router, like received inbound on an interface. In the below output, we can see that R1 does not have a route to either of the destinations 150.1.3.3 or 150.1.5.5, but traffic is successfully routed because of the locally configured policy:
 R1#show ip route 150.1.3.3
 % Subnet not in table
 ! R1#traceroute 150.1.3.3
 Type escape sequence to abort.
 Tracing the route to 150.1.3.3
 VRF info: (vrf in name/id, vrf out name/id) 1 155.1.0.5 4 msec 1 msec 2 msec
 2 155.1.0.3 2 msec * 2 msec
 ! R1#show ip route 150.1.5.5
 % Subnet not in table
 ! R1#traceroute 150.1.5.5
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Type escape sequence to abort.
 Tracing the route to 150.1.5.5
 VRF info: (vrf in name/id, vrf out name/id) 1 155.1.13.3 3 msec 2 msec 1 msec
 2 155.1.0.5 2 msec * 2 msec
 Verify policy-routing configuration and that traffic has matched the ACL:
 R1#show ip policy
 Interface Route map local LOCAL_POLICY
 ! R1#show route-map
 route-map LOCAL_POLICY, permit, sequence 10
 Match clauses:
 ip address (access-lists): TO_R3
 Set clauses: ip next-hop 155.1.0.5
 Policy routing matches: 44 packets, 2925 bytes
 route-map LOCAL_POLICY, permit, sequence 20
 Match clauses:
 ip address (access-lists): TO_R5
 Set clauses: ip next-hop 155.1.13.3
 Policy routing matches: 32 packets, 2477 bytes
 PitfallNote that when the remote devices receive traffic from R1, it is sourced from the Loopback0 interface of R1. Normally the router uses the IP address of the outgoing interface in the routing table as the source IP address in its own packets. However, because the routing table is not consulted for the lookup, you may see inconsistencies in the source address of the local traffic. This behavior could have a negative impact on protocols such as BGP, which need to agree on the source and destination IP addresses for a peering.
 R1#debug ip icmp
 ICMP packet debugging is on
 ! R1#ping 150.1.3.3
 Type escape sequence to abort.
 Sending 5, 100-byte ICMP Echos to 150.1.3.3, timeout is 2 seconds: !!!!!
 Success rate is 100 percent (5/5), round-trip min/avg/max = 1/2/4 ms
 ! ICMP: echo reply rcvd, src 150.1.3.3, dst 150.1.1.1
 , topology BASE, dscp 0 topoid 0 ICMP: echo reply rcvd, src 150.1.3.3, dst 150.1.1.1
 , topology BASE, dscp 0 topoid 0 ICMP: echo reply rcvd, src 150.1.3.3, dst 150.1.1.1
 , topology BASE, dscp 0 topoid 0 ICMP: echo reply rcvd, src 150.1.3.3, dst 150.1.1.1
 , topology BASE, dscp 0 topoid 0
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ICMP: echo reply rcvd, src 150.1.3.3, dst 150.1.1.1
 , topology BASE, dscp 0 topoid 0
 ! R1#traceroute 150.1.3.3
 Type escape sequence to abort.
 Tracing the route to 150.1.3.3
 VRF info: (vrf in name/id, vrf out name/id)
 1 155.1.0.5 4 msec 0 msec 1 msec
 2 155.1.0.3 2 msec
 !
 ICMP: time exceeded rcvd from 155.1.0.5
 ICMP: time exceeded rcvd from 155.1.0.5
 ICMP: time exceeded rcvd from 155.1.0.5 ICMP: dst (150.1.1.1)
 port unreachable rcv from 155.1.0.3 * 2 msec ICMP: dst (150.1.1.1)
 port unreachable rcv from 155.1.0.3
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CCIE Routing & Switching v5 Workbook - CCIE R&S v5 Advanced Technology Labs - IP Routing
 GRE Tunneling
 A Note On Section Initial Configuration Files : You must load the initial configuration files for the section, named Basic IP Addressing , which can be found in CCIE R&S v5 Topology Diagrams & Initial Configurations. Reference the Advanced Technology Labs With Addressing Diagram to complete this task.
 Task
 Create a GRE tunnel between R1 and R3 using the IPv4 addresses 155.13.0.Y/24, where Y is the router number.The tunnel should be sourced from and destined to these devices’ VLAN 13 IPv4 addresses.Configure static routes so that traffic between R1 and R3 Loopback0 networks is routed over the tunnel.Use traceroute on R1 and R3 to verify that this configuration is functional.
 Configuration
 R1:
 interface Tunnel13
 ip address 155.13.0.1 255.255.255.0
 tunnel mode gre ip
 tunnel source 155.1.13.1
 tunnel destination 155.1.13.3
 no shutdown
 !
 ip route 150.1.3.3 255.255.255.255 Tunnel13
 R3:
 http://labs.ine.com/workbook/view/rs-v5-workbook/task/ccie-r-s-v5-topology-diagrams-initial-configurations-MTk3Ng==
 http://labs.ine.com/workbook/view/rs-v5-workbook/task/ccie-r-s-v5-topology-diagrams-initial-configurations-MTk3Ng==
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interface Tunnel13
 ip address 155.13.0.3 255.255.255.0
 tunnel mode gre ip
 tunnel source 155.1.13.3
 tunnel destination 155.1.13.1
 no shutdown
 !
 ip route 150.1.1.1 255.255.255.255 Tunnel13
 Verification
 Generic Routing Encapsulation (GRE) tunneling is used to take another protocol payload, such as IPv4, IPv6, IPX, etc., and tunnel it over an IPv4 or IPv6 transit network, by using IP protocol number 47. In this case, GRE is used to tunnel IPv4 packets between the Loopback0 networks of R1 and R3. Because the GRE tunnel is configured as point-to-point, static routes can be configured to point out the Tunnel directly, and a next-hop address is not required. We can verify that traffic between these networks is going out the tunnel because the traceroute output shows only one hop between the networks, which is the GRE tunnel.
 R1#show ip route 150.1.3.3
 Routing entry for 150.1.3.3/32
 Known via "static", distance 1, metric 0 (connected)
 Routing Descriptor Blocks: * directly connected, via Tunnel0
 Route metric is 0, traffic share count is 1
 ! R1#traceroute 150.1.3.3
 Type escape sequence to abort.
 Tracing the route to 150.1.3.3
 VRF info: (vrf in name/id, vrf out name/id) 1 155.13.0.3 4 msec * 2 msec
 ! R3#show ip route 150.1.1.1
 Routing entry for 150.1.1.1/32
 Known via "static", distance 1, metric 0 (connected)
 Routing Descriptor Blocks: * directly connected, via Tunnel13
 Route metric is 0, traffic share count is 1
 ! R3#traceroute 150.1.1.1
 Type escape sequence to abort.
 Tracing the route to 150.1.1.1
 VRF info: (vrf in name/id, vrf out name/id) 1 155.13.0.1 3 msec * 2 msec
 Verify the GRE tunnel state and encapsulation, and notice that MTU has been automatically lowered to accommodate for the new IP header of 20 bytes and GRE
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header of 4 bytes.
 R3#show interfaces tunnel13
 Tunnel13 is up, line protocol is up
 Hardware is Tunnel
 Internet address is 155.13.0.3/24
 MTU 17868 bytes, BW 100 Kbit/sec, DLY 50000 usec,
 reliability 255/255, txload 1/255, rxload 1/255 Encapsulation TUNNEL, loopback not set
 Keepalive not set Tunnel source 155.1.13.3, destination 155.1.13.1
 Tunnel protocol/transport GRE/IP
 Key disabled, sequencing disabled
 Checksumming of packets disabled
 Tunnel TTL 255, Fast tunneling enabled Tunnel transport MTU 1476 bytes
 To verify that packets are GRE encapsulated, we can use the embedded packet capture feature.

Page 271
                        

R1#monitor capture GRE match any interface gigabitEthernet1.13 both
 R1#monitor capture GRE start
 ! R1#ping 150.1.3.3 source loopback0
 Type escape sequence to abort.
 Sending 5, 100-byte ICMP Echos to 150.1.3.3, timeout is 2 seconds:
 Packet sent with a source address of 150.1.1.1 !!!!!
 Success rate is 100 percent (5/5), round-trip min/avg/max = 1/1/3 ms
 ! R1#monitor capture GRE stop
 ! R1#show monitor capture GRE buffer brief
 -------------------------------------------------------------
 # size timestamp source destination protocol
 -------------------------------------------------------------
 0 122 0.000000 FE80:*:2E27 -> FF02:*:0001 IPv6-ICMP
 1 142 8.135003 155.1.13.1 -> 155.1.13.3 GRE
 2 142 8.135995 155.1.13.3 -> 155.1.13.1 GRE
 3 142 8.137002 155.1.13.1 -> 155.1.13.3 GRE
 4 142 8.137002 155.1.13.3 -> 155.1.13.1 GRE
 5 142 8.137994 155.1.13.1 -> 155.1.13.3 GRE
 6 142 8.137994 155.1.13.3 -> 155.1.13.1 GRE
 7 142 8.139001 155.1.13.1 -> 155.1.13.3 GRE
 8 142 8.139001 155.1.13.3 -> 155.1.13.1 GRE
 9 142 8.139001 155.1.13.1 -> 155.1.13.3 GRE
 10 142 8.139993 155.1.13.3 -> 155.1.13.1 GRE
 ! R1#no monitor capture GRE
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CCIE Routing & Switching v5 Workbook - CCIE R&S v5 Advanced Technology Labs - IP Routing
 GRE Tunneling and Recursive Routing
 A Note On Section Initial Configuration Files : You must load the initial configuration files for the section, named Basic IP Addressing , which can be found in CCIE R&S v5 Topology Diagrams & Initial Configurations. Reference the Advanced Technology Labs With Addressing Diagram to complete this task.
 Task
 Create a GRE tunnel between R3 and R4 using the IPv4 addresses 155.34.0.Y/24, where Y is the router number.The tunnel should be sourced from and destined to these devices’ Loopback0 IPv4 addresses.Configure Loopback1 on R3 and R4 with IPv4 addresses 150.1.YY.YY/32, where Yis the router number.Configure RIP version 2 on R1, R3. and R4 as follows:
 Enable it on VLAN 13 and VLAN 146.Enable it on the GRE tunnel.Advertise Loopback0 and Loopback1 prefixes of R3 and R4.
 Use traceroute on R3 and R4 to verify connectivity between Loopback1 networks of R3 and R4 through the GRE tunnel.Configure distribute-list filtering on R3 and R4 to fix the recursive routing error for the GRE tunnel.
 Configuration
 R1:
 router rip
 version 2
 no auto-summary
 http://labs.ine.com/workbook/view/rs-v5-workbook/task/ccie-r-s-v5-topology-diagrams-initial-configurations-MTk3Ng==
 http://labs.ine.com/workbook/view/rs-v5-workbook/task/ccie-r-s-v5-topology-diagrams-initial-configurations-MTk3Ng==
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network 155.1.0.0
 R3:
 interface Tunnel34
 ip address 155.34.0.3 255.255.255.0
 tunnel mode gre ip
 tunnel source 150.1.3.3
 tunnel destination 150.1.4.4
 no shutdown
 !
 interface Loopback1
 ip address 150.1.33.33 255.255.255.255
 !
 ip prefix-list STOP_RECURSIVE_ERROR seq 5 deny 150.1.3.3/32
 ip prefix-list STOP_RECURSIVE_ERROR seq 10 permit 0.0.0.0/0 le 32
 !
 router rip
 version 2
 no auto-summary
 network 155.1.0.0
 network 150.1.0.0
 network 155.34.0.0
 distribute-list prefix STOP_RECURSIVE_ERROR out Tunnel34
 R4:
 interface Tunnel34
 ip address 155.34.0.4 255.255.255.0
 tunnel mode gre ip
 tunnel source 150.1.4.4
 tunnel destination 150.1.3.3
 no shutdown
 !
 interface Loopback1
 ip address 150.1.44.44 255.255.255.255
 !
 ip prefix-list STOP_RECURSIVE_ERROR seq 5 deny 150.1.4.4/32
 ip prefix-list STOP_RECURSIVE_ERROR seq 10 permit 0.0.0.0/0 le 32
 !
 router rip
 version 2
 no auto-summary
 network 155.1.0.0
 network 150.1.0.0
 network 155.34.0.0
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distribute-list prefix STOP_RECURSIVE_ERROR out Tunnel34
 Verification
 Verify the RIP routing table on R3 and R4 before enabling RIP on Tunnel34, and note that there is IPv4 connectivity between Loopback0 and Loopback1 prefixes.
 R4#show ip route rip | b Gateway
 Gateway of last resort is not set
 150.1.0.0/32 is subnetted, 4 subnets
 R 150.1.3.3 [120/2] via 155.1.146.1, 00:00:09, GigabitEthernet1.146
 R 150.1.33.33 [120/2] via 155.1.146.1, 00:00:09, GigabitEthernet1.146
 155.1.0.0/16 is variably subnetted, 9 subnets, 2 masks
 R 155.1.13.0/24 [120/1] via 155.1.146.1, 00:00:09, GigabitEthernet1.146
 R 155.1.23.0/24 [120/2] via 155.1.146.1, 00:00:09, GigabitEthernet1.146
 R 155.1.37.0/24 [120/2] via 155.1.146.1, 00:00:09, GigabitEthernet1.146
 ! R3#show ip route rip | b Gateway
 Gateway of last resort is not set
 150.1.0.0/32 is subnetted, 4 subnets
 R 150.1.4.4 [120/2] via 155.1.13.1, 00:00:16, GigabitEthernet1.13
 R 150.1.44.44 [120/2] via 155.1.13.1, 00:00:16, GigabitEthernet1.13
 155.1.0.0/16 is variably subnetted, 10 subnets, 2 masks
 R 155.1.45.0/24 [120/2] via 155.1.13.1, 00:00:16, GigabitEthernet1.13
 R 155.1.146.0/24 [120/1] via 155.1.13.1, 00:00:16, GigabitEthernet1.13
 ! R3#ping 150.1.4.4 source loopback0
 Type escape sequence to abort.
 Sending 5, 100-byte ICMP Echos to 150.1.4.4, timeout is 2 seconds:
 Packet sent with a source address of 150.1.3.3 !!!!!
 Success rate is 100 percent (5/5), round-trip min/avg/max = 1/1/3 ms
 ! R3#ping 150.1.44.44 source loopback1
 Type escape sequence to abort.
 Sending 5, 100-byte ICMP Echos to 150.1.44.44, timeout is 2 seconds:
 Packet sent with a source address of 150.1.33.33 !!!!!
 Success rate is 100 percent (5/5), round-trip min/avg/max = 1/8/23 ms
 When RIP is enabled on the GRE tunnel of R3 and R4, a recursive routing error will happen on either R3 or R4, based on the order of configuration. A recursive routing error is when a lookup for prefix X points at prefix Y for the next-hop, and a lookup for prefix Y points at prefix X for the next-hop. For tunnel interfaces, this occurs when the tunnel destination is dynamically learned through the tunnel interface
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itself. This problem can be easily identified by the IOS log message %TUN-5-RECURDOWN: Tunnel34 temporarily disabled due to recursive routing . The step-by-step process by which this error occurs is as follows. First, the GRE tunnel interface is enabled and goes into UP state as the router has a route for tunnel destination learned through RIP; IOS logs the message %LINEPROTO-5-UPDOWN: Line protocol on Interface Tunnel34, changed state to up to signal this. At this moment, let's enable RIP over the tunnel interface, which will determine both routers, R3 and R4, to prefer routes learned over the GRE tunnel against routes learned over the physical Ethernet path, because of the lower metric/hop-count of 1 on the GRE tunnel versus the metric/hop-count of 2 on the physical Ethernet path:
 R4#show ip route rip | b Gateway
 Gateway of last resort is not set
 150.1.0.0/32 is subnetted, 4 subnets R 150.1.3.3 [120/1] via 155.34.0.3, 00:00:02, Tunnel34
 R 150.1.33.33 [120/1] via 155.34.0.3, 00:00:02, Tunnel34
 155.1.0.0/16 is variably subnetted, 9 subnets, 2 masks
 R 155.1.13.0/24 [120/1] via 155.34.0.3, 00:00:02, Tunnel34
 [120/1] via 155.1.146.1, 00:00:22, GigabitEthernet1.146
 R 155.1.23.0/24 [120/1] via 155.34.0.3, 00:00:02, Tunnel34
 R 155.1.37.0/24 [120/1] via 155.34.0.3, 00:00:02, Tunnel34
 Because at this moment R4 learns about the GRE tunnel destination through the GRE tunnel itself, a route-recursive error is triggered, and the Tunnel interface goes to DOWN state. This will allow the router to re-learn the RIP routes over the physical path, but this process will repeat itself when R4 will bring UP again the GRE tunnel interface:
 R4:
 %ADJ-5-PARENT: Midchain parent maintenance for IP midchain out of Tunnel34 - looped chain attempting to stack
 %TUN-5-RECURDOWN: Tunnel34 temporarily disabled due to recursive routing
 %LINEPROTO-5-UPDOWN: Line protocol on Interface Tunnel34, changed state to down
 ! R4#show ip route rip | b Gateway
 Gateway of last resort is not set
 150.1.0.0/32 is subnetted, 4 subnets
 R 150.1.3.3 [120/2] via 155.1.146.1, 00:00:05, GigabitEthernet1.146
 R 150.1.33.33 [120/2] via 155.1.146.1, 00:00:05, GigabitEthernet1.146
 155.1.0.0/16 is variably subnetted, 9 subnets, 2 masks
 R 155.1.13.0/24 [120/1] via 155.1.146.1, 00:00:05, GigabitEthernet1.146
 R 155.1.23.0/24 [120/2] via 155.1.146.1, 00:00:05, GigabitEthernet1.146
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R 155.1.37.0/24 [120/2] via 155.1.146.1, 00:00:05, GigabitEthernet1.146
 In general, there are several solutions to the problem, depending on the IPv4 addressing scheme, routing protocol being used, and network design:
 Do not advertise in the routing protocol the same networks over both the physical/Ethernet path and the tunneling/GRE path.Do not advertise in the routing protocol used over the tunneling/GRE path the tunnel endpoints.Use route filtering techniques to filter tunnel endpoints IPv4 addresses from being learned over the GRE tunnel.Do not use same routing protocol over both the physical and tunneling paths; this is recommended but it requires correct routing protocol configuration.
 In this case, one of multiple route filtering solutions has been selected, basically configuring R3 and R4 to not advertise Loopback0 prefix over the GRE tunnel. After applying the filtering, the network is stable and routes are correctly learned over both physical and tunneling paths. Note that route filtering was configured strictly to fix the recursive routing problem; some Ethernet link subnets will be learned over the GRE tunnel, which is functional but maybe not optimal.
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R3#show ip route rip | b Gateway
 Gateway of last resort is not set
 150.1.0.0/32 is subnetted, 4 subnets
 R 150.1.4.4 [120/2] via 155.1.13.1, 00:00:01, GigabitEthernet1.13
 R 150.1.44.44 [120/1] via 155.34.0.4, 00:00:15, Tunnel34
 155.1.0.0/16 is variably subnetted, 10 subnets, 2 masks
 R 155.1.45.0/24 [120/1] via 155.34.0.4, 00:00:15, Tunnel34
 R 155.1.146.0/24 [120/1] via 155.34.0.4, 00:00:15, Tunnel34
 [120/1] via 155.1.13.1, 00:00:01, GigabitEthernet1.13
 ! R4#show ip route rip | b Gateway
 Gateway of last resort is not set
 150.1.0.0/32 is subnetted, 4 subnets
 R 150.1.3.3 [120/2] via 155.1.146.1, 00:00:23, GigabitEthernet1.146
 R 150.1.33.33 [120/1] via 155.34.0.3, 00:00:04, Tunnel34
 155.1.0.0/16 is variably subnetted, 9 subnets, 2 masks
 R 155.1.13.0/24 [120/1] via 155.34.0.3, 00:00:04, Tunnel34
 [120/1] via 155.1.146.1, 00:00:23, GigabitEthernet1.146
 R 155.1.23.0/24 [120/1] via 155.34.0.3, 00:00:04, Tunnel34
 R 155.1.37.0/24 [120/1] via 155.34.0.3, 00:00:04, Tunnel34
 Verify there is IPv4 connectivity between Loopback0 and Loopback1 prefixes of R3 and R4, and that traffic for Loopback1 is routed over the GRE tunnel.
 R4#ping 150.1.3.3 source loopback0
 Type escape sequence to abort.
 Sending 5, 100-byte ICMP Echos to 150.1.3.3, timeout is 2 seconds:
 Packet sent with a source address of 150.1.4.4 !!!!!
 Success rate is 100 percent (5/5), round-trip min/avg/max = 2/10/23 ms
 ! R4#ping 150.1.33.33 source loopback1
 Type escape sequence to abort.
 Sending 5, 100-byte ICMP Echos to 150.1.33.33, timeout is 2 seconds:
 Packet sent with a source address of 150.1.44.44 !!!!!
 Success rate is 100 percent (5/5), round-trip min/avg/max = 1/4/13 ms
 ! R4#traceroute 150.1.33.33
 Type escape sequence to abort.
 Tracing the route to 150.1.33.33
 VRF info: (vrf in name/id, vrf out name/id) 1 155.34.0.3 18 msec * 3 msec
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! R3#traceroute 150.1.44.44
 Type escape sequence to abort.
 Tracing the route to 150.1.44.44
 VRF info: (vrf in name/id, vrf out name/id) 1 155.34.0.4 6 msec * 3 msec
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CCIE Routing & Switching v5 Workbook - CCIE R&S v5 Advanced Technology Labs - IP Routing
 GRE Reliable Backup Interface
 A Note On Section Initial Configuration Files : You must load the initial configuration files for the section, named Basic IP Addressing , which can be found in CCIE R&S v5 Topology Diagrams & Initial Configurations. Reference the Advanced Technology Labs With Addressing Diagram to complete this task.
 Task
 Configure two GRE tunnels between R4 and R5 as follows: Tunnel45 with IPv4 addresses 155.45.0.Y/24, where Y is the router number, sourced from VLAN 45 Ethernet link.Tunnel100 with IPv4 addresses 155.100.0.Y/24, where Y is the router number, sourced from VLAN 100 Ethernet link.
 Configure IPv4 static routes on R5 for R4’s Loopback0 interface via both the DMVPN cloud and Tunnel45.Configure IPv4 static routes on R4 for R5’s Loopback0 interface via both the DMVPN cloud and Tunnel45.The static routes on R4 and R5 via the DMVPN cloud should have a higher administrative distance than those on Tunnel45.Configure the backup interface feature on R4 and R5 so that if the Tunnel100 goes down, Tunnel45 is activated.To verify this configuration ensure that traffic between Loopback0 prefixes of R4 and R5 is routed out DMVPN cloud:
 if R4’s VLAN 100 interface is disabled, traffic is rerouted out on Tunnel45.
 Configuration
 R4:
 http://labs.ine.com/workbook/view/rs-v5-workbook/task/ccie-r-s-v5-topology-diagrams-initial-configurations-MTk3Ng==
 http://labs.ine.com/workbook/view/rs-v5-workbook/task/ccie-r-s-v5-topology-diagrams-initial-configurations-MTk3Ng==
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interface Tunnel45
 ip address 155.45.0.4 255.255.255.0
 tunnel mode gre ip
 tunnel source 155.1.45.4
 tunnel destination 155.1.45.5
 !
 interface Tunnel100
 ip address 155.100.0.4 255.255.255.0
 tunnel mode gre ip
 tunnel source 169.254.100.4
 tunnel destination 169.254.100.5
 keepalive 1 3
 backup interface Tunnel45
 !
 ip route 150.1.5.5 255.255.255.255 Tunnel45 10
 ip route 150.1.5.5 255.255.255.255 155.1.0.5 20
 R5:
 interface Tunnel45
 ip address 155.45.0.5 255.255.255.0
 tunnel mode gre ip
 tunnel source 155.1.45.5
 tunnel destination 155.1.45.4
 !
 interface Tunnel100
 ip address 155.100.0.5 255.255.255.0
 tunnel mode gre ip
 tunnel source 169.254.100.5
 tunnel destination 169.254.100.4
 keepalive 1 3
 backup interface Tunnel45
 !
 ip route 150.1.4.4 255.255.255.255 Tunnel45 10
 ip route 150.1.4.4 255.255.255.255 155.1.0.4 20
 Verification
 By default the state of a point-to-point GRE interface is determined by routing availability for the tunnel destination, thus as long as the router has a route for the tunnel destination, tunnel interface state will be UP. This, however, does not account for possible transit problems or maybe devices filtering GRE which is IP protocol number 47. To fix the problem, GRE keepalives can be enabled on point-to-
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point GRE tunnels. GRE keepalives are implemented in such a way that it can be enabled on one side of the tunnel only, which means only that side can track end-to-end GRE connectivity between the tunnel endpoints and update the GRE interface status accordingly. GRE keepalives are enabled with interface level command
 keepalive <interval> <number_of_retries> , with interval defining the frequency in seconds for sending keepalives and retries defining the maximum number of keepalives being sent after first failed keepalive before tunnel interface state changes to DOWN.. So with configuration keepalive 1 3 , the router will send a GRE keepalive each 1 second, upon first failed keepalive will send additional 3 keepalives and if all failed, interface goes into DOWN state.
 The state of multipoint GRE tunnel interface, such as those used in DMVPN scenarios, cannot be monitored through GRE keepalives, as there is no single destination for the tunnel. The mGRE tunnel interface is always in the UP state. In DMVPN setups, the spoke mGRE tunnel interface can be determined by the spoke being able to successfully register to the hub or not via NHRP if the if-state nhrp
 interface level command is configured, but this is not possible for the hub, so the hub interface is always in the UP state.
 The design problem in this case is that R4 and R5 cannot actively determine if the DMVPN path is still functional. Based on the NHRP entries and possibly IPsec state if configured with DMVPN, both hub and spokes will know if there is hub-to-spoke connectivity or not. However this does not affect the mGRE interface which is always in the UP state and if static routing is configured over DMVPN, this may result in traffic blackholing. If dynamic routing is used over DMVPN cloud and problems appear in the transit path, this will trigger the routing protocol to converge over alternate paths if available.
 In this case the problem is fixed through the use of backup interface functionality. Point-to-point GRE Tunnel100 interface is using the same source and destination IPv4 addresses as the DMVPN network between R4 and R5. By implementing GRE keepalive, any problems in the transit path which may affect the DMVPN network will be detected by Tunnel100 and cause the interface status to go DOWN. When Tunnel100 interface goes DOWN, this will trigger the backup interface which is Tunnel45 to go UP, which also activates the static route configured over Tunnel45.
 Verify that backup interface is correctly configured, and Tunnel45 waits for Tunnel100 to go DOWN in order to become active:
 R5#show backup
 Primary Interface Secondary Interface Status
 ------------------------- ------------------------- ------
 Tunnel100 Tunnel45 normal operation
 ! R5#sho ip interface brief | i Tunnel
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Tunnel0 155.1.0.5 YES manual up up
 Tunnel45 155.45.0.5 YES manual standby mode down
 Tunnel100 155.100.0.5 YES manual up up
 ! R4#show backup
 Primary Interface Secondary Interface Status
 ------------------------- ------------------------- ------
 Tunnel100 Tunnel45 normal operation
 ! R4#sho ip interface brief | i Tunnel
 Tunnel0 155.1.0.4 YES manual up up
 Tunnel45 155.45.0.4 YES manual standby mode down
 Tunnel100 155.100.0.4 YES manual up up
 Verify that traffic between Loopback0 is primarily routed over DMVPN cloud:
 R5#show ip route 150.1.4.4
 Routing entry for 150.1.4.4/32 Known via "static", distance 20
 , metric 0 (connected)
 Routing Descriptor Blocks: * 155.1.0.4
 Route metric is 0, traffic share count is 1
 ! R5#ping 150.1.4.4 source loopback0
 Type escape sequence to abort.
 Sending 5, 100-byte ICMP Echos to 150.1.4.4, timeout is 2 seconds:
 Packet sent with a source address of 150.1.5.5 !!!!!
 Success rate is 100 percent (5/5), round-trip min/avg/max = 1/2/6 ms
 ! R5#traceroute 150.1.4.4 source loopback0
 Type escape sequence to abort.
 Tracing the route to 150.1.4.4
 VRF info: (vrf in name/id, vrf out name/id) 1 155.1.0.4 7 msec * 8 msec
 Enable debugging on R5 and disable R4's VLAN 100 interface, note that Tunnel45 is activated:
 R5#debug backup
 Backup events debugging is on
 ! R4#configure terminal
 Enter configuration commands, one per line. End with CNTL/Z. R4(config)#interface gigabitEthernet1.100
 R4(config-subif)#shutdown
 ! R5#
 BACKUP(Tunnel100): event = primary interface went down
 BACKUP(Tunnel100): changed state to "waiting to backup"
 BACKUP(Tunnel100): event = timer expired on primary
 BACKUP(Tunnel100): secondary interface (Tunnel45) made active
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BACKUP(Tunnel100): changed state to "backup mode"
 !
 %LINEPROTO-5-UPDOWN: Line protocol on Interface Tunnel45, changed state to up
 BACKUP(Tunnel45): event = secondary interface came up
 %LINK-3-UPDOWN: Interface Tunnel45, changed state to up
 Verify that backup interface is now active:
 R5#show backup
 Primary Interface Secondary Interface Status
 ------------------------- ------------------------- ------
 Tunnel100 Tunnel45 backup mode
 ! R5#sho ip interface brief | i Tunnel
 Tunnel0 155.1.0.5 YES manual up up
 Tunnel45 155.45.0.5 YES manual up up
 Tunnel100 155.100.0.5 YES manual up down
 Verify that traffic between Loopback0 is now routed over GRE Tunnel45, although both DMVPN and Tunnel45 interfaces are active, static route is preferred via Tunnel45 due to lower administrative distance:
 R5#show ip route 150.1.4.4
 Routing entry for 150.1.4.4/32 Known via "static", distance 10
 , metric 0 (connected)
 Routing Descriptor Blocks: * directly connected, via Tunnel45
 Route metric is 0, traffic share count is 1
 ! R5#show ip static route
 Codes: M - Manual static, A - AAA download, N - IP NAT, D - DHCP,
 G - GPRS, V - Crypto VPN, C - CASA, P - Channel interface processor,
 B - BootP, S - Service selection gateway
 DN - Default Network, T - Tracking object
 L - TL1, E - OER, I - iEdge
 D1 - Dot1x Vlan Network, K - MWAM Route
 PP - PPP default route, MR - MRIPv6, SS - SSLVPN
 H - IPe Host, ID - IPe Domain Broadcast
 U - User GPRS, TE - MPLS Traffic-eng, LI - LIIN
 IR - ICMP Redirect
 Codes in []: A - active, N - non-active, B - BFD-tracked, D - Not Tracked, P - permanent
 Static local RIB for default
 M 150.1.4.4/32 [10/0] via Tunnel45 [A]
 M [20/0] via 155.1.0.4 [N]
 ! R5#ping 150.1.4.4 source loopback0
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Type escape sequence to abort.
 Sending 5, 100-byte ICMP Echos to 150.1.4.4, timeout is 2 seconds:
 Packet sent with a source address of 150.1.5.5 !!!!!
 Success rate is 100 percent (5/5), round-trip min/avg/max = 1/2/4 ms
 ! R5#traceroute 150.1.4.4 source loopback0
 Type escape sequence to abort.
 Tracing the route to 150.1.4.4
 VRF info: (vrf in name/id, vrf out name/id) 1 155.45.0.4 5 msec * 2 msec
 When R4's VLAN 100 interface is re-enabled, Tunnel100 interface is re-activated as GRE keepalives are functional and all traffic is re-routed over the DMVPN cloud:
 R4#configure terminal
 Enter configuration commands, one per line. End with CNTL/Z. R4(config)#interface gigabitEthernet1.100
 R4(config-subif)#no shutdown
 ! R5#show backup
 Primary Interface Secondary Interface Status
 ------------------------- ------------------------- ------
 Tunnel100 Tunnel45 normal operation
 ! R5#show ip route 150.1.4.4
 Routing entry for 150.1.4.4/32
 Known via "static", distance 20, metric 0 (connected)
 Routing Descriptor Blocks: * 155.1.0.4
 Route metric is 0, traffic share count is 1
 ! R5#traceroute 150.1.4.4 source loopback0
 Type escape sequence to abort.
 Tracing the route to 150.1.4.4
 VRF info: (vrf in name/id, vrf out name/id) 1 155.1.0.4 3 msec * 4 msec
 Verify that GRE tunnel keepalives are enabled on Tunnel100:
 R5#show interfaces tunnel100
 Tunnel100 is up, line protocol is up
 Hardware is Tunnel
 Internet address is 155.100.0.5/24
 Backup interface Tunnel45, failure delay 0 sec, secondary disable delay 0 sec,
 kickin load not set, kickout load not set
 MTU 17868 bytes, BW 100 Kbit/sec, DLY 50000 usec,
 reliability 255/255, txload 1/255, rxload 1/255
 Encapsulation TUNNEL, loopback not set Keepalive set (1 sec), retries 3
 Tunnel source 169.254.100.5, destination 169.254.100.4
 Tunnel protocol/transport GRE/IP
 Key disabled, sequencing disabled
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Checksumming of packets disabled
 Tunnel TTL 255, Fast tunneling enabled
 Tunnel transport MTU 1476 bytes
 ! R5#debug tunnel keepalive
 Tunnel keepalive debugging is on
 ! Tunnel100: sending keepalive, 169.254.100.4->169.254.100.5 (len=24 ttl=255), counter=1
 Tunnel100: keepalive received, 169.254.100.4->169.254.100.5 (len=24 ttl=253), resetting counter
 Tunnel100: sending keepalive, 169.254.100.4->169.254.100.5 (len=24 ttl=255), counter=1
 Tunnel100: keepalive received, 169.254.100.4->169.254.100.5 (len=24 ttl=253), resetting counter
 Tunnel100: sending keepalive, 169.254.100.4->169.254.100.5 (len=24 ttl=255), counter=1
 Tunnel100: keepalive received, 169.254.100.4->169.254.100.5 (len=24 ttl=253), resetting counter
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CCIE Routing & Switching v5 Workbook - CCIE R&S v5 Advanced Technology Labs - IP Routing
 ODR - On-Demand Routing
 A Note On Section Initial Configuration Files : You must load the initial configuration files for the section, named Basic IP Addressing , which can be found in CCIE R&S v5 Topology Diagrams & Initial Configurations. Reference the Advanced Technology Labs With Addressing Diagram to complete this task.
 Task
 Disable all physical interfaces on R1, R2, R3, R4, and R5, with the exception of their connections to the DMVPN cloud.Ensure that CDP is enabled on the DMVPN cloud between these devices and enable ODR on R5.Ensure that all DMVPN routers have IPv4 reachability to each other's Loopback0 prefixes.
 Configuration
 R1:
 interface gigabitEthernet1.13
 shutdown
 !
 interface gigabitEthernet1.146
 shutdown
 !
 interface Tunnel0
 cdp enable
 R2:
 interface gigabitEthernet1.23
 shutdown
 !
 http://labs.ine.com/workbook/view/rs-v5-workbook/task/ccie-r-s-v5-topology-diagrams-initial-configurations-MTk3Ng==
 http://labs.ine.com/workbook/view/rs-v5-workbook/task/ccie-r-s-v5-topology-diagrams-initial-configurations-MTk3Ng==
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interface Tunnel0
 cdp enable
 R3:
 interface gigabitEthernet1.13
 shutdown
 !
 interface gigabitEthernet1.23
 shutdown
 !
 interface gigabitEthernet1.37
 shutdown
 !
 interface Tunnel0
 cdp enable
 R4:
 interface gigabitEthernet1.45
 shutdown
 !
 interface gigabitEthernet1.146
 shutdown
 !
 interface Tunnel0
 cdp enable
 R5:
 interface gigabitEthernet1.5
 shutdown
 !
 interface gigabitEthernet1.45
 shutdown
 !
 interface gigabitEthernet1.58
 shutdown
 !
 interface Tunnel0
 cdp enable
 !
 router odr
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Verification
 On-Demand Routing (ODR) uses Cisco Discovery Protocol (CDP) to advertise connected IPv4 routes of a stub router to the hub. The hub router then advertises a default IPv4 route back to the spokes via CDP. For ODR to be functional, there should be no dynamic routing protocol configured on spokes. Assuming that the hub and spokes are already running CDP, the configuration of this feature requires only one command on the hub, router odr . In this design, CDP is disabled on the mGRE Tunnel interface of all routers by default; therefore, the additional command
 cdp enable is required on all routers. Verify that spoke routers are CDP neighbors with the hub router, which is R5.
 R1#show cdp neighbors tunnel0
 Capability Codes: R - Router, T - Trans Bridge, B - Source Route Bridge
 S - Switch, H - Host, I - IGMP, r - Repeater, P - Phone,
 D - Remote, C - CVTA, M - Two-port Mac Relay
 Device ID Local Intrfce Holdtme Capability Platform Port ID
 R5 Tunnel0 138 R I CSR1000V Tunnel0
 Total cdp entries displayed : 1
 ! R2#show cdp neighbors tunnel0
 Capability Codes: R - Router, T - Trans Bridge, B - Source Route Bridge
 S - Switch, H - Host, I - IGMP, r - Repeater, P - Phone,
 D - Remote, C - CVTA, M - Two-port Mac Relay
 Device ID Local Intrfce Holdtme Capability Platform Port ID
 R5 Tunnel0 126 R I CSR1000V Tunnel0
 Total cdp entries displayed : 1
 ! R3#show cdp neighbors tunnel0
 Capability Codes: R - Router, T - Trans Bridge, B - Source Route Bridge
 S - Switch, H - Host, I - IGMP, r - Repeater, P - Phone,
 D - Remote, C - CVTA, M - Two-port Mac Relay
 Device ID Local Intrfce Holdtme Capability Platform Port ID
 R5 Tunnel0 123 R I CSR1000V Tunnel0
 Total cdp entries displayed : 1
 ! R4#show cdp neighbors tunnel0
 Capability Codes: R - Router, T - Trans Bridge, B - Source Route Bridge
 S - Switch, H - Host, I - IGMP, r - Repeater, P - Phone,
 D - Remote, C - CVTA, M - Two-port Mac Relay
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Device ID Local Intrfce Holdtme Capability Platform Port ID
 R5 Tunnel0 122 R I CSR1000V Tunnel0
 Total cdp entries displayed : 1
 ! R5#show cdp neighbors tunnel0
 Capability Codes: R - Router, T - Trans Bridge, B - Source Route Bridge
 S - Switch, H - Host, I - IGMP, r - Repeater, P - Phone,
 D - Remote, C - CVTA, M - Two-port Mac Relay
 Device ID Local Intrfce Holdtme Capability Platform Port ID
 R2 Tunnel0 140 R I CSR1000V Tunnel0
 R3 Tunnel0 143 R I CSR1000V Tunnel0
 R1 Tunnel0 134 R I CSR1000V Tunnel0
 R4 Tunnel0 149 R I CSR1000V Tunnel0
 Total cdp entries displayed : 4
 Verify that all spokes received the default route form the hub, and the hub has learned about the Loopback0 prefixes of spokes.
 R1#show ip route odr | b Gateway
 Gateway of last resort is 155.1.0.5 to network 0.0.0.0
 o* 0.0.0.0/0 [160/1] via 155.1.0.5, 00:00:27, Tunnel0
 ! R2#show ip route odr | b Gateway
 Gateway of last resort is 155.1.0.5 to network 0.0.0.0
 o* 0.0.0.0/0 [160/1] via 155.1.0.5, 00:00:34, Tunnel0
 ! R3#show ip route odr | b Gateway
 Gateway of last resort is 155.1.0.5 to network 0.0.0.0
 o* 0.0.0.0/0 [160/1] via 155.1.0.5, 00:00:36, Tunnel0
 ! R4#show ip route odr | b Gateway
 Gateway of last resort is 155.1.0.5 to network 0.0.0.0
 o* 0.0.0.0/0 [160/1] via 155.1.0.5, 00:00:38, Tunnel0
 ! R5#show ip route odr | i 150.1.
 150.1.0.0/32 is subnetted, 5 subnets
 o 150.1.1.1 [160/1] via 155.1.0.1, 00:00:10, Tunnel0
 o 150.1.2.2 [160/1] via 155.1.0.2, 00:00:12, Tunnel0
 o 150.1.3.3 [160/1] via 155.1.0.3, 00:00:10, Tunnel0
 o 150.1.4.4 [160/1] via 155.1.0.4, 00:00:10, Tunnel0
 Verify IPv4 connectivity between Loopback0 prefixes.
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R1#ping 150.1.2.2 source loopback0
 Type escape sequence to abort.
 Sending 5, 100-byte ICMP Echos to 150.1.2.2, timeout is 2 seconds:
 Packet sent with a source address of 150.1.1.1 !!!!!
 Success rate is 100 percent (5/5), round-trip min/avg/max = 1/2/4 ms
 ! R1#ping 150.1.3.3 source loopback0
 Type escape sequence to abort.
 Sending 5, 100-byte ICMP Echos to 150.1.3.3, timeout is 2 seconds:
 Packet sent with a source address of 150.1.1.1 !!!!!
 Success rate is 100 percent (5/5), round-trip min/avg/max = 1/2/6 ms
 ! R1#ping 150.1.4.4 source loopback0
 Type escape sequence to abort.
 Sending 5, 100-byte ICMP Echos to 150.1.4.4, timeout is 2 seconds:
 Packet sent with a source address of 150.1.1.1 !!!!!
 Success rate is 100 percent (5/5), round-trip min/avg/max = 2/8/31 ms
 ! R1#ping 150.1.5.5 source loopback0
 Type escape sequence to abort.
 Sending 5, 100-byte ICMP Echos to 150.1.5.5, timeout is 2 seconds:
 Packet sent with a source address of 150.1.1.1 !!!!!
 Success rate is 100 percent (5/5), round-trip min/avg/max = 1/1/3 ms
 Verify that ODR is enabled on the hub, but not on the spokes.
 R5#show ip protocols | section odr
 Routing Protocol is "odr"
 Sending updates every 60 seconds, next due in 52 seconds
 Invalid after 180 seconds, hold down 0, flushed after 240
 Outgoing update filter list for all interfaces is not set
 Incoming update filter list for all interfaces is not set
 Maximum path: 4
 Routing Information Sources:
 Gateway Distance Last Update 155.1.0.2 160 00:00:37
 155.1.0.3 160 00:00:41
 155.1.0.1 160 00:00:42
 155.1.0.4 160 00:00:40
 Distance: (default is 160)
 ! R1#show ip protocols | section odr
 R1#
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CCIE Routing & Switching v5 Workbook - CCIE R&S v5 Advanced Technology Labs - RIP
 RIPv2 Basic Configuration
 A Note On Section Initial Configuration Files : You must load the initial configuration files for the section, named Initial RIP , which can be found in CCIE R&S v5 Topology Diagrams & Initial Configurations. Note that R4’s connection to VLAN 146 and the Ethernet Link between R2 and R3 are disabled. Reference the Advanced Technology Labs With Addressing Diagram to complete this task.
 Task
 Configure RIPv2 on all interfaces in the 150.1.0.0 and 155.1.0.0 networks.Disable auto summarization.Verify your configuration by testing that all routers have full IPv4 reachability.
 Configuration
 R1 - R10:
 router rip
 version 2
 network 150.1.0.0
 network 155.1.0.0
 no auto-summary
 Verification
 By default, split-horizon is enabled on interfaces, thus R5 has it enabled on its DMVPN tunnel interface. This can be verified as seen below:
 R5#show ip interface tunnel0
 http://labs.ine.com/workbook/view/rs-v5-workbook/task/ccie-r-s-v5-topology-diagrams-initial-configurations-MTk3Ng==
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Tunnel0 is up, line protocol is up
 Internet address is 155.1.0.5/24
 Broadcast address is 255.255.255.255
 Address determined by setup command
 MTU is 1400 bytes
 Helper address is not set
 Directed broadcast forwarding is disabled
 Multicast reserved groups joined: 224.0.0.9
 Outgoing Common access list is not set
 Outgoing access list is not set
 Inbound Common access list is not set
 Inbound access list is not set
 Proxy ARP is enabled
 Local Proxy ARP is disabled
 Security level is default Split horizon is enabled
 ICMP redirects are never sent
 ICMP unreachables are always sent
 <snip>
 Because split-horizon rule dictates that a router cannot send updates out the same interface that it received it on (given that is selected as best path and thus present in the routing table), R5 does not reflect RIP updates between spokes. For example R2 does not receive the routes from other spokes:
 R2#show ip route rip
 Codes: L - local, C - connected, S - static, R - RIP, M - mobile, B - BGP
 D - EIGRP, EX - EIGRP external, O - OSPF, IA - OSPF inter area
 N1 - OSPF NSSA external type 1, N2 - OSPF NSSA external type 2
 E1 - OSPF external type 1, E2 - OSPF external type 2
 i - IS-IS, su - IS-IS summary, L1 - IS-IS level-1, L2 - IS-IS level-2
 ia - IS-IS inter area, * - candidate default, U - per-user static route
 o - ODR, P - periodic downloaded static route, H - NHRP, l - LISP
 a - application route
 + - replicated route, % - next hop override
 Gateway of last resort is not set
 150.1.0.0/32 is subnetted, 5 subnets
 R 150.1.4.4 [120/2] via 155.1.0.5, 00:00:06, Tunnel0
 R 150.1.5.5 [120/1] via 155.1.0.5, 00:00:06, Tunnel0
 R 150.1.8.8 [120/2] via 155.1.0.5, 00:00:06, Tunnel0
 R 150.1.10.10 [120/3] via 155.1.0.5, 00:00:06, Tunnel0
 155.1.0.0/16 is variably subnetted, 8 subnets, 2 masks
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R 155.1.5.0/24 [120/1] via 155.1.0.5, 00:00:06, Tunnel0
 R 155.1.8.0/24 [120/2] via 155.1.0.5, 00:00:06, Tunnel0
 R 155.1.10.0/24 [120/3] via 155.1.0.5, 00:00:06, Tunnel0
 R 155.1.45.0/24 [120/1] via 155.1.0.5, 00:00:06, Tunnel0
 R 155.1.58.0/24 [120/1] via 155.1.0.5, 00:00:06, Tunnel0
 R 155.1.108.0/24 [120/2] via 155.1.0.5, 00:00:06, Tunnel0
 Note that several routes, such as the Loopback of R1, are missing from R2's routing table:
 R2#show ip route 150.1.1.1
 % Subnet not in table
 To resolve this, R5 must disable split-horizon on the DMVPN tunnel interface:
 R5#configure terminal
 Enter configuration commands, one per line. End with CNTL/Z. R5(config)#interface tunnel0
 R5(config-if)#no ip split-horizon
 !
 ! R5#show ip interface tunnel0 | include Split
 Split horizon is disabled
 Now R5 reflects the RIP updates and thus R2 can learn the reachability information about the rest of the network:
 R2#show ip route rip
 Codes: L - local, C - connected, S - static, R - RIP, M - mobile, B - BGP
 D - EIGRP, EX - EIGRP external, O - OSPF, IA - OSPF inter area
 N1 - OSPF NSSA external type 1, N2 - OSPF NSSA external type 2
 E1 - OSPF external type 1, E2 - OSPF external type 2
 i - IS-IS, su - IS-IS summary, L1 - IS-IS level-1, L2 - IS-IS level-2
 ia - IS-IS inter area, * - candidate default, U - per-user static route
 o - ODR, P - periodic downloaded static route, H - NHRP, l - LISP
 a - application route
 + - replicated route, % - next hop override
 Gateway of last resort is not set
 150.1.0.0/32 is subnetted, 10 subnets
 R 150.1.1.1 [120/2] via 155.1.0.1, 00:00:01, Tunnel0
 R 150.1.3.3 [120/2] via 155.1.0.3, 00:00:01, Tunnel0
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R 150.1.4.4 [120/2] via 155.1.0.5, 00:00:01, Tunnel0
 R 150.1.5.5 [120/1] via 155.1.0.5, 00:00:01, Tunnel0
 R 150.1.6.6 [120/3] via 155.1.0.1, 00:00:01, Tunnel0
 R 150.1.7.7 [120/3] via 155.1.0.3, 00:00:01, Tunnel0
 R 150.1.8.8 [120/2] via 155.1.0.5, 00:00:01, Tunnel0
 R 150.1.9.9 [120/4] via 155.1.0.3, 00:00:01, Tunnel0
 R 150.1.10.10 [120/3] via 155.1.0.5, 00:00:01, Tunnel0
 155.1.0.0/16 is variably subnetted, 16 subnets, 2 masks
 R 155.1.5.0/24 [120/1] via 155.1.0.5, 00:00:01, Tunnel0
 R 155.1.7.0/24 [120/3] via 155.1.0.3, 00:00:01, Tunnel0
 R 155.1.8.0/24 [120/2] via 155.1.0.5, 00:00:01, Tunnel0
 R 155.1.9.0/24 [120/4] via 155.1.0.3, 00:00:01, Tunnel0
 R 155.1.10.0/24 [120/3] via 155.1.0.5, 00:00:01, Tunnel0
 R 155.1.13.0/24 [120/2] via 155.1.0.3, 00:00:01, Tunnel0
 R 155.1.23.0/24 [120/2] via 155.1.0.3, 00:00:01, Tunnel0
 R 155.1.37.0/24 [120/2] via 155.1.0.3, 00:00:01, Tunnel0
 R 155.1.45.0/24 [120/1] via 155.1.0.5, 00:00:01, Tunnel0
 R 155.1.58.0/24 [120/1] via 155.1.0.5, 00:00:01, Tunnel0
 R 155.1.67.0/24 [120/3] via 155.1.0.1, 00:00:01, Tunnel0
 R 155.1.79.0/24 [120/3] via 155.1.0.3, 00:00:01, Tunnel0
 R 155.1.108.0/24 [120/2] via 155.1.0.5, 00:00:01, Tunnel0
 R 155.1.146.0/24 [120/2] via 155.1.0.1, 00:00:01, Tunnel0
 A full reachability test can be performed by pinging around the network manually or with a basic TCL shell script, as seen below:
 R2#tclsh
 R2(tcl)#foreach ADDRESS {
 +>(tcl)#150.1.1.1
 +>(tcl)#155.1.0.1
 +>(tcl)#155.1.13.1
 +>(tcl)#155.1.146.1
 +>(tcl)#150.1.2.2
 +>(tcl)#155.1.0.2
 +>(tcl)#150.1.3.3
 +>(tcl)#155.1.0.3
 +>(tcl)#155.1.13.3
 +>(tcl)#155.1.37.3
 +>(tcl)#150.1.4.4
 +>(tcl)#155.1.0.4
 +>(tcl)#155.1.45.4
 +>(tcl)#150.1.5.5
 +>(tcl)#155.1.0.5
 +>(tcl)#155.1.5.5
 +>(tcl)#155.1.45.5
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+>(tcl)#155.1.58.5
 +>(tcl)#150.1.6.6
 +>(tcl)#155.1.67.6
 +>(tcl)#155.1.146.6
 +>(tcl)#150.1.7.7
 +>(tcl)#155.1.7.7
 +>(tcl)#155.1.37.7
 +>(tcl)#155.1.67.7
 +>(tcl)#155.1.79.7
 +>(tcl)#150.1.8.8
 +>(tcl)#155.1.8.8
 +>(tcl)#155.1.58.8
 +>(tcl)#155.1.108.8
 +>(tcl)#150.1.9.9
 +>(tcl)#155.1.9.9
 +>(tcl)#155.1.79.9
 +>(tcl)#150.1.10.10
 +>(tcl)#155.1.10.10
 +>(tcl)#155.1.108.10 +>(tcl)#} { ping $ADDRESS }
 Type escape sequence to abort.
 Sending 5, 100-byte ICMP Echos to 150.1.1.1, timeout is 2 seconds: !!!!!
 Success rate is 100 percent (5/5), round-trip min/avg/max = 1/1/4 ms
 Type escape sequence to abort.
 Sending 5, 100-byte ICMP Echos to 155.1.0.1, timeout is 2 seconds: !!!!!
 Success rate is 100 percent (5/5), round-trip min/avg/max = 1/1/3 ms
 Type escape sequence to abort.
 Sending 5, 100-byte ICMP Echos to 155.1.13.1, timeout is 2 seconds: !!!!!
 Success rate is 100 percent (5/5), round-trip min/avg/max = 1/1/4 ms
 Type escape sequence to abort.
 Sending 5, 100-byte ICMP Echos to 155.1.146.1, timeout is 2 seconds: !!!!!
 Success rate is 100 percent (5/5), round-trip min/avg/max = 1/1/4 ms
 Type escape sequence to abort.
 Sending 5, 100-byte ICMP Echos to 150.1.2.2, timeout is 2 seconds: !!!!!
 Success rate is 100 percent (5/5), round-trip min/avg/max = 1/1/2 ms
 Type escape sequence to abort.
 Sending 5, 100-byte ICMP Echos to 155.1.0.2, timeout is 2 seconds: !!!!!
 Success rate is 100 percent (5/5), round-trip min/avg/max = 1/1/4 ms
 Type escape sequence to abort.
 Sending 5, 100-byte ICMP Echos to 150.1.3.3, timeout is 2 seconds: !!!!!
 Success rate is 100 percent (5/5), round-trip min/avg/max = 1/1/3 ms
 Type escape sequence to abort.
 Sending 5, 100-byte ICMP Echos to 155.1.0.3, timeout is 2 seconds: !!!!!
 Success rate is 100 percent (5/5), round-trip min/avg/max = 1/1/4 ms
 Type escape sequence to abort.
 Sending 5, 100-byte ICMP Echos to 155.1.13.3, timeout is 2 seconds: !!!!!
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Success rate is 100 percent (5/5), round-trip min/avg/max = 1/1/3 ms
 Type escape sequence to abort.
 Sending 5, 100-byte ICMP Echos to 155.1.37.3, timeout is 2 seconds: !!!!!
 Success rate is 100 percent (5/5), round-trip min/avg/max = 1/1/3 ms
 Type escape sequence to abort.
 Sending 5, 100-byte ICMP Echos to 150.1.4.4, timeout is 2 seconds: !!!!!
 Success rate is 100 percent (5/5), round-trip min/avg/max = 1/2/5 ms
 Type escape sequence to abort.
 Sending 5, 100-byte ICMP Echos to 155.1.0.4, timeout is 2 seconds: !!!!!
 Success rate is 100 percent (5/5), round-trip min/avg/max = 1/2/6 ms
 Type escape sequence to abort.
 Sending 5, 100-byte ICMP Echos to 155.1.45.4, timeout is 2 seconds: !!!!!
 Success rate is 100 percent (5/5), round-trip min/avg/max = 1/1/2 ms
 Type escape sequence to abort.
 Sending 5, 100-byte ICMP Echos to 150.1.5.5, timeout is 2 seconds: !!!!!
 Success rate is 100 percent (5/5), round-trip min/avg/max = 1/2/4 ms
 Type escape sequence to abort.
 Sending 5, 100-byte ICMP Echos to 155.1.0.5, timeout is 2 seconds: !!!!!
 Success rate is 100 percent (5/5), round-trip min/avg/max = 1/1/4 ms
 Type escape sequence to abort.
 Sending 5, 100-byte ICMP Echos to 155.1.5.5, timeout is 2 seconds: !!!!!
 Success rate is 100 percent (5/5), round-trip min/avg/max = 1/2/5 ms
 Type escape sequence to abort.
 Sending 5, 100-byte ICMP Echos to 155.1.45.5, timeout is 2 seconds: !!!!!
 Success rate is 100 percent (5/5), round-trip min/avg/max = 1/1/3 ms
 Type escape sequence to abort.
 Sending 5, 100-byte ICMP Echos to 155.1.58.5, timeout is 2 seconds: !!!!!
 Success rate is 100 percent (5/5), round-trip min/avg/max = 1/1/4 ms
 Type escape sequence to abort.
 Sending 5, 100-byte ICMP Echos to 150.1.6.6, timeout is 2 seconds: !!!!!
 Success rate is 100 percent (5/5), round-trip min/avg/max = 1/2/3 ms
 Type escape sequence to abort.
 Sending 5, 100-byte ICMP Echos to 155.1.67.6, timeout is 2 seconds: !!!!!
 Success rate is 100 percent (5/5), round-trip min/avg/max = 1/2/4 ms
 Type escape sequence to abort.
 Sending 5, 100-byte ICMP Echos to 155.1.146.6, timeout is 2 seconds: !!!!!
 Success rate is 100 percent (5/5), round-trip min/avg/max = 1/1/3 ms
 Type escape sequence to abort.
 Sending 5, 100-byte ICMP Echos to 150.1.7.7, timeout is 2 seconds: !!!!!
 Success rate is 100 percent (5/5), round-trip min/avg/max = 1/1/4 ms
 Type escape sequence to abort.
 Sending 5, 100-byte ICMP Echos to 155.1.7.7, timeout is 2 seconds: !!!!!
 Success rate is 100 percent (5/5), round-trip min/avg/max = 1/2/5 ms
 Type escape sequence to abort.
 Sending 5, 100-byte ICMP Echos to 155.1.37.7, timeout is 2 seconds: !!!!!
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Success rate is 100 percent (5/5), round-trip min/avg/max = 1/1/3 ms
 Type escape sequence to abort.
 Sending 5, 100-byte ICMP Echos to 155.1.67.7, timeout is 2 seconds: !!!!!
 Success rate is 100 percent (5/5), round-trip min/avg/max = 1/1/2 ms
 Type escape sequence to abort.
 Sending 5, 100-byte ICMP Echos to 155.1.79.7, timeout is 2 seconds: !!!!!
 Success rate is 100 percent (5/5), round-trip min/avg/max = 1/2/4 ms
 Type escape sequence to abort.
 Sending 5, 100-byte ICMP Echos to 150.1.8.8, timeout is 2 seconds: !!!!!
 Success rate is 100 percent (5/5), round-trip min/avg/max = 1/2/4 ms
 Type escape sequence to abort.
 Sending 5, 100-byte ICMP Echos to 155.1.8.8, timeout is 2 seconds: !!!!!
 Success rate is 100 percent (5/5), round-trip min/avg/max = 1/1/4 ms
 Type escape sequence to abort.
 Sending 5, 100-byte ICMP Echos to 155.1.58.8, timeout is 2 seconds: !!!!!
 Success rate is 100 percent (5/5), round-trip min/avg/max = 1/2/4 ms
 Type escape sequence to abort.
 Sending 5, 100-byte ICMP Echos to 155.1.108.8, timeout is 2 seconds: !!!!!
 Success rate is 100 percent (5/5), round-trip min/avg/max = 1/1/4 ms
 Type escape sequence to abort.
 Sending 5, 100-byte ICMP Echos to 150.1.9.9, timeout is 2 seconds: !!!!!
 Success rate is 100 percent (5/5), round-trip min/avg/max = 1/2/4 ms
 Type escape sequence to abort.
 Sending 5, 100-byte ICMP Echos to 155.1.9.9, timeout is 2 seconds: !!!!!
 Success rate is 100 percent (5/5), round-trip min/avg/max = 1/2/3 ms
 Type escape sequence to abort.
 Sending 5, 100-byte ICMP Echos to 155.1.79.9, timeout is 2 seconds: !!!!!
 Success rate is 100 percent (5/5), round-trip min/avg/max = 1/2/4 ms
 Type escape sequence to abort.
 Sending 5, 100-byte ICMP Echos to 150.1.10.10, timeout is 2 seconds: !!!!!
 Success rate is 100 percent (5/5), round-trip min/avg/max = 1/2/4 ms
 Type escape sequence to abort.
 Sending 5, 100-byte ICMP Echos to 155.1.10.10, timeout is 2 seconds: !!!!!
 Success rate is 100 percent (5/5), round-trip min/avg/max = 2/3/8 ms
 Type escape sequence to abort.
 Sending 5, 100-byte ICMP Echos to 155.1.108.10, timeout is 2 seconds: !!!!!
 Success rate is 100 percent (5/5), round-trip min/avg/max = 1/2/4 ms
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 RIPv2 Authentication
 You must load the initial configuration files for the section, Basic RIP Routing , which can be found in CCIE R&S v5 Topology Diagrams & Initial Configurations. Note that R4’s connection to VLAN 146 and the Ethernet Link between R2 and R3 are disabled. Reference the Advanced Technology Labs With Addressing Diagram to complete this task.
 Task
 Configure RIPv2 authentication on the Tunnel interfaces in the DMVPN cloud. Use the MD5 key number 1 with the password CISCO.All the spoke routers should be learning RIP routes from R5.
 Configure clear-text RIP authentication on the segment between R1 and R6 using the password CCIE.
 Configuration
 R1:
 key chain RIP
 key 1
 key-string CISCO
 !
 key chain RIP_146
 key 1
 key-string CCIE
 !
 interface Tunnel0
 ip rip authentication mode md5
 ip rip authentication key-chain RIP
 !
 http://labs.ine.com/workbook/view/rs-v5-workbook/task/ccie-r-s-v5-topology-diagrams-initial-configurations-MTk3Ng==
 http://labs.ine.com/workbook/view/rs-v5-workbook/task/ccie-r-s-v5-topology-diagrams-initial-configurations-MTk3Ng==

Page 299
                        

interface GigabitEthernet1.146
 ip rip authentication mode text
 ip rip authentication key-chain RIP_146
 R2 - R5
 key chain RIP
 key 1
 key-string CISCO
 !
 interface Tunnel0
 ip rip authentication mode md5
 ip rip authentication key-chain RIP
 R6:
 key chain RIP_146
 key 1
 key-string CCIE
 !
 interface GigabitEthernet1.146
 ip rip authentication mode text
 ip rip authentication key-chain RIP_146
 Verification
 R1 has been configured for both MD5 and clear-text authentication, but on different RIP-enabled interfaces.
 R1#debug ip rip
 RIP protocol debugging is on RIP: received packet with MD5 authentication
 RIP: received v2 update from 155.1.0.5 on Tunnel0
 !
 ! RIP: received packet with text authentication CCIE
 RIP: received v2 update from 155.1.146.6 on GigabitEthernet1.146
 When RIP authentication is configured on all devices, R5 will correctly receive all prefixes through RIP and install it in the routing table.
 R5#show ip route rip | b Gateway
 Gateway of last resort is not set
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150.1.0.0/32 is subnetted, 10 subnets
 R 150.1.1.1 [120/1] via 155.1.0.1, 00:00:12, Tunnel0
 R 150.1.2.2 [120/1] via 155.1.0.2, 00:00:10, Tunnel0
 150.1.3.3 [120/1] via 155.1.0.3, 00:00:07, Tunnel0
 R 150.1.4.4 [120/1] via 155.1.45.4, 00:00:12, GigabitEthernet1.45
 [120/1] via 155.1.0.4, 00:00:11, Tunnel0
 R 150.1.6.6 [120/2] via 155.1.0.1, 00:00:12, Tunnel0
 R 150.1.7.7 [120/2] via 155.1.0.3, 00:00:07, Tunnel0
 R 150.1.8.8 [120/1] via 155.1.58.8, 00:00:25, GigabitEthernet1.58
 R 150.1.9.9 [120/3] via 155.1.0.3, 00:00:07, Tunnel0
 R 150.1.10.10 [120/2] via 155.1.58.8, 00:00:25, GigabitEthernet1.58
 155.1.0.0/16 is variably subnetted, 18 subnets, 2 masks
 R 155.1.7.0/24 [120/2] via 155.1.0.3, 00:00:07, Tunnel0
 R 155.1.8.0/24 [120/1] via 155.1.58.8, 00:00:25, GigabitEthernet1.58
 R 155.1.9.0/24 [120/3] via 155.1.0.3, 00:00:07, Tunnel0
 R 155.1.10.0/24 [120/2] via 155.1.58.8, 00:00:25, GigabitEthernet1.58
 R 155.1.13.0/24 [120/1] via 155.1.0.3, 00:00:07, Tunnel0
 [120/1] via 155.1.0.1, 00:00:12, Tunnel0
 R 155.1.37.0/24 [120/1] via 155.1.0.3, 00:00:07, Tunnel0
 R 155.1.67.0/24 [120/2] via 155.1.0.3, 00:00:07, Tunnel0
 [120/2] via 155.1.0.1, 00:00:12, Tunnel0
 R 155.1.79.0/24 [120/2] via 155.1.0.3, 00:00:07, Tunnel0
 R 155.1.108.0/24 [120/1] via 155.1.58.8, 00:00:25, GigabitEthernet1.58
 R 155.1.146.0/24 [120/1] via 155.1.0.1, 00:00:12, Tunnel0
 PitfallWhitespace counts as a valid character for key chain authentication. Use the show key
 chain command to ensure that whitespace is not appended at the end of the authentication string.
 The most common error leading to whitespaces being appended is using the ?
 after typing the password string, which results in authentication errors and updates being rejected.
 R2#configure terminal
 Enter configuration commands, one per line. End with CNTL/Z. R2(config)#key chain RIP
 R2(config-keychain)#key 1
 R2(config-keychain-key)# key-string CISCO ?
 LINE <cr>
 ! R2(config-keychain-key)#key-string CISCO
 ! R2#show key chain
 Key-chain RIP: key 1 -- text "CISCO "
 accept lifetime (always valid) - (always valid) [valid now]
 send lifetime (always valid) - (always valid) [valid now]
 R2#debug ip rip

Page 301
                        

RIP protocol debugging is on
 ! RIP: received packet with MD5 authentication
 RIP: ignored v2 packet from 155.1.0.5 (invalid authentication)
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 RIPv2 Split Horizon
 You must load the initial configuration files for the section, Basic RIP Routing , which can be found in CCIE R&S v5 Topology Diagrams & Initial Configurations. Note that R4’s connection to VLAN 146 and the Ethernet Link between R2 and R3 are disabled. Reference the Advanced Technology Labs With Addressing Diagram to complete this task.
 Task
 Enable split-horizon on R5’s connection to the DMVPN cloud.Test IPv4 reachability to all networks and note any changes within the topology.
 Configuration
 R5:
 interface Tunnel0
 ip split-horizon
 Verification
 http://labs.ine.com/workbook/view/rs-v5-workbook/task/ccie-r-s-v5-topology-diagrams-initial-configurations-MTk3Ng==
 http://labs.ine.com/workbook/view/rs-v5-workbook/task/ccie-r-s-v5-topology-diagrams-initial-configurations-MTk3Ng==
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The split-horizon rule applies to distance-vector protocols such as RIP and EIGRP. It can be enabled or disabled per-interface, and it is enabled by default on all Ethernet and Tunnel interfaces for which RIP or EIGRP is enabled. When enabled, it does not allow the router to send/reflect routing updates back on the interface it was received on if it is selected as best route and installed in the routing table. By default, split-horizon is enabled on the Tunnel interface, but in this case it has been disabled from the initial configurations. Note the routing table of R1, for example, before split-horizon is enabled:
 R1#show ip route rip | i Tunnel
 R 150.1.2.2 [120/2] via 155.1.0.2, 00:00:13, Tunnel0
 R 150.1.4.4 [120/2] via 155.1.0.4, 00:00:13, Tunnel0
 R 150.1.5.5 [120/1] via 155.1.0.5, 00:00:13, Tunnel0
 R 150.1.8.8 [120/2] via 155.1.0.5, 00:00:13, Tunnel0
 R 150.1.10.10 [120/3] via 155.1.0.5, 00:00:13, Tunnel0
 R 155.1.5.0/24 [120/1] via 155.1.0.5, 00:00:13, Tunnel0
 R 155.1.8.0/24 [120/2] via 155.1.0.5, 00:00:13, Tunnel0
 R 155.1.10.0/24 [120/3] via 155.1.0.5, 00:00:13, Tunnel0
 R 155.1.45.0/24 [120/1] via 155.1.0.5, 00:00:13, Tunnel0
 R 155.1.58.0/24 [120/1] via 155.1.0.5, 00:00:13, Tunnel0
 R 155.1.108.0/24 [120/2] via 155.1.0.5, 00:00:13, Tunnel0
 Verify that R1 has connectivity with R2's and R4's Loopback0 prefixes, and that these are also present in the RIP database.
 R1#show ip rip database 150.1.2.2 255.255.255.255
 150.1.2.2/32 [2] via 155.1.0.2, from 155.1.0.5, 00:00:06, Tunnel0
 ! R1#ping 150.1.2.2
 Type escape sequence to abort.
 Sending 5, 100-byte ICMP Echos to 150.1.2.2, timeout is 2 seconds: !!!!!
 Success rate is 100 percent (5/5), round-trip min/avg/max = 2/2/3 ms
 ! R1#show ip rip database 150.1.4.4 255.255.255.255
 150.1.4.4/32 [2] via 155.1.0.4, from 155.1.0.5, 00:00:21, Tunnel0
 ! R1#ping 150.1.4.4
 Type escape sequence to abort.
 Sending 5, 100-byte ICMP Echos to 150.1.4.4, timeout is 2 seconds: !!!!!
 Success rate is 100 percent (5/5), round-trip min/avg/max = 1/2/4 ms
 Enable split-horizon on R5's DMVPN connection and note the differences in R1's table. Because R5 no longer reflects routes received on its Tunnel0 interface, those
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entries will slowly be removed from the routing table of other routers based on the flush timer, which has a default value of 240 seconds. You can see this behavior in the routing table; certain routes have been installed in the routing table for longer than the default RIP update timer of 30 seconds, which refreshes the routing table entries as well.
 R1#show ip route rip | i Tunnel
 R 150.1.2.2 [120/2] via 155.1.0.2, 00:01:20
 , Tunnel0 R 150.1.4.4 [120/2] via 155.1.0.4, 00:01:20
 , Tunnel0
 R 150.1.5.5 [120/1] via 155.1.0.5, 00:00:23, Tunnel0
 R 150.1.8.8 [120/2] via 155.1.0.5, 00:00:23, Tunnel0
 R 150.1.10.10 [120/3] via 155.1.0.5, 00:00:23, Tunnel0
 R 155.1.5.0/24 [120/1] via 155.1.0.5, 00:00:23, Tunnel0
 R 155.1.8.0/24 [120/2] via 155.1.0.5, 00:00:23, Tunnel0
 R 155.1.10.0/24 [120/3] via 155.1.0.5, 00:00:23, Tunnel0
 R 155.1.45.0/24 [120/1] via 155.1.0.5, 00:00:23, Tunnel0
 R 155.1.58.0/24 [120/1] via 155.1.0.5, 00:00:23, Tunnel0
 R 155.1.108.0/24 [120/2] via 155.1.0.5, 00:00:23, Tunnel0
 Verify that after 3 minutes R1 no longer has routes for R2's and R4's Loopback0 installed in the routing table; these are also not available in the RIP database.
 R1#show ip route rip | i Tunnel
 R 150.1.5.5 [120/1] via 155.1.0.5, 00:00:14, Tunnel0
 R 150.1.8.8 [120/2] via 155.1.0.5, 00:00:14, Tunnel0
 R 150.1.10.10 [120/3] via 155.1.0.5, 00:00:14, Tunnel0
 R 155.1.5.0/24 [120/1] via 155.1.0.5, 00:00:14, Tunnel0
 R 155.1.8.0/24 [120/2] via 155.1.0.5, 00:00:14, Tunnel0
 R 155.1.10.0/24 [120/3] via 155.1.0.5, 00:00:14, Tunnel0
 R 155.1.45.0/24 [120/1] via 155.1.0.5, 00:00:14, Tunnel0
 R 155.1.58.0/24 [120/1] via 155.1.0.5, 00:00:14, Tunnel0
 R 155.1.108.0/24 [120/2] via 155.1.0.5, 00:00:14, Tunnel0
 ! R1#show ip rip database 150.1.2.2 255.255.255.255
 %Route not in database
 ! R1#show ip rip database 150.1.4.4 255.255.255.255
 %Route not in database
 Verify that split-horizon is enabled on R5's DMVPN interface and that R1 has no reachability with R2's and R4's Loopback0.
 R5#show ip interface tunnel0 | i Split
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Split horizon is enabled
 ! R1#ping 150.1.2.2
 Type escape sequence to abort.
 Sending 5, 100-byte ICMP Echos to 150.1.2.2, timeout is 2 seconds: .....
 Success rate is 0 percent (0/5)
 ! R1#ping 150.1.4.4
 Type escape sequence to abort.
 Sending 5, 100-byte ICMP Echos to 150.1.4.4, timeout is 2 seconds: .....
 Success rate is 0 percent (0/5)

Page 306
                        

CCIE Routing & Switching v5 Workbook - CCIE R&S v5 Advanced Technology Labs - RIP
 RIPv2 Auto-Summary
 A Note On Section Initial Configuration Files : You must load the initial configuration files for the section, named Basic RIP Routing , which can be found in CCIE R&S v5 Topology Diagrams & Initial Configurations. Note that R4’s connection to VLAN 146 and the Ethernet Link between R2 and R3 are disabled. Reference the Advanced Technology Labs With Addressing Diagram to complete this task.
 Task
 Configure RIPv2 for auto summarization on R4.Note any changes in the network advertisements that R4 is sending.
 Configuration
 R4:
 router rip
 auto-summary
 Verification
 Before auto-summary is enabled:
 R4#debug ip rip
 RIP: sending v2 update to 224.0.0.9 via GigabitEthernet1.45 (155.1.45.4)
 RIP: build update entries 150.1.4.4/32 via 0.0.0.0, metric 1, tag 0
 155.1.0.0/24 via 0.0.0.0, metric 1, tag 0
 RIP: sending v2 update to 224.0.0.9 via Tunnel0 (155.1.0.4)
 http://labs.ine.com/workbook/view/rs-v5-workbook/task/ccie-r-s-v5-topology-diagrams-initial-configurations-MTk3Ng==
 http://labs.ine.com/workbook/view/rs-v5-workbook/task/ccie-r-s-v5-topology-diagrams-initial-configurations-MTk3Ng==
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RIP: build update entries 150.1.4.4/32 via 0.0.0.0, metric 1, tag 0
 155.1.45.0/24 via 0.0.0.0, metric 1, tag 0
 After auto-summary is enabled, R4 summarizes the specific 150.1.4.4/32 prefix of its Loopback0 into the 150.1.0.0/16 and sends it outbound on its RIP enabled interfaces. Since R4's Ethernet interface on VLAN 146 is disabled, there are no RIP updates sent or received on the interface:
 RIP: sending v2 update to 224.0.0.9 via Tunnel0 (155.1.0.4)
 RIP: build update entries 150.1.0.0/16 via 0.0.0.0, metric 1, tag 0
 155.1.45.0/24 via 0.0.0.0, metric 1, tag 0
 RIP: sending v2 update to 224.0.0.9 via GigabitEthernet1.45 (155.1.45.4)
 RIP: build update entries 150.1.0.0/16 via 0.0.0.0, metric 1, tag 0
 155.1.0.0/24 via 0.0.0.0, metric 1, tag 0
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 RIPv2 Send and Receive Versions
 A Note On Section Initial Configuration Files : You must load the initial configuration files for the section, named Basic RIP Routing , which can be found in CCIE R&S v5 Topology Diagrams & Initial Configurations. Note that R4’s connection to VLAN 146 and the Ethernet Link between R2 and R3 are disabled. Reference the Advanced Technology Labs With Addressing Diagram to complete this task.
 Task
 Remove the version 2 commands under the RIP processes of R8 and R10.Configure R8 to send and receive only RIPv2 updates on VLAN 58.Configure R8 to send and receive only RIPv1 updates on VLAN 108.Note any changes in IPv4 reachability throughout the network topology.
 Although RIPv1 will not be tested on in the CCIE Lab Exam, understanding the problems with legacy protocol design can help you better understand the routing logic for IPv4.
 Configuration
 R8:
 interface GigabitEthernet1.58
 ip rip send version 2
 ip rip receive version 2
 !
 interface GigabitEthernet1.108
 ip rip send version 1
 ip rip receive version 1
 !
 http://labs.ine.com/workbook/view/rs-v5-workbook/task/ccie-r-s-v5-topology-diagrams-initial-configurations-MTk3Ng==
 http://labs.ine.com/workbook/view/rs-v5-workbook/task/ccie-r-s-v5-topology-diagrams-initial-configurations-MTk3Ng==
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router rip
 no version 2
 R10:
 router rip
 no version 2
 Verification
 R8 and R10’s routing tables before the change to RIPv1:
 R8#show ip route rip
 150.1.0.0/32 is subnetted, 9 subnets
 R 150.1.1.1 [120/3] via 155.1.58.5, 00:00:04, GigabitEthernet1.58
 R 150.1.2.2 [120/2] via 155.1.58.5, 00:00:23, GigabitEthernet1.58
 R 150.1.3.3 [120/2] via 155.1.58.5, 00:00:23, GigabitEthernet1.58
 R 150.1.4.4 [120/2] via 155.1.58.5, 00:00:23, GigabitEthernet1.58
 R 150.1.5.5 [120/1] via 155.1.58.5, 00:00:23, GigabitEthernet1.58
 R 150.1.6.6 [120/4] via 155.1.58.5, 00:00:23, GigabitEthernet1.58
 R 150.1.7.7 [120/3] via 155.1.58.5, 00:00:23, GigabitEthernet1.58
 R 150.1.9.9 [120/4] via 155.1.58.5, 00:00:23, GigabitEthernet1.58
 R 150.1.10.10 [120/1] via 155.1.108.10, 00:00:02, GigabitEthernet1.108
 155.1.0.0/16 is variably subnetted, 17 subnets, 2 masks
 R 155.1.0.0/24 [120/1] via 155.1.58.5, 00:00:23, GigabitEthernet1.58
 R 155.1.5.0/24 [120/1] via 155.1.58.5, 00:00:23, GigabitEthernet1.58
 R 155.1.7.0/24 [120/3] via 155.1.58.5, 00:00:23, GigabitEthernet1.58
 R 155.1.9.0/24 [120/4] via 155.1.58.5, 00:00:23, GigabitEthernet1.58
 R 155.1.10.0/24
 [120/1] via 155.1.108.10, 00:00:02, GigabitEthernet1.108
 R 155.1.13.0/24 [120/2] via 155.1.58.5, 00:00:23, GigabitEthernet1.58
 R 155.1.37.0/24 [120/2] via 155.1.58.5, 00:00:23, GigabitEthernet1.58
 R 155.1.45.0/24 [120/1] via 155.1.58.5, 00:00:23, GigabitEthernet1.58
 R 155.1.67.0/24 [120/3] via 155.1.58.5, 00:00:23, GigabitEthernet1.58
 R 155.1.79.0/24 [120/3] via 155.1.58.5, 00:00:23, GigabitEthernet1.58
 R 155.1.146.0/24 [120/4] via 155.1.58.5, 00:00:23, GigabitEthernet1.58
 ! R10#show ip route rip
 150.1.0.0/32 is subnetted, 10 subnets
 R 150.1.1.1 [120/4] via 155.1.108.8, 00:00:20, GigabitEthernet1.108
 R 150.1.2.2 [120/3] via 155.1.108.8, 00:00:20, GigabitEthernet1.108
 R 150.1.3.3 [120/3] via 155.1.108.8, 00:00:20, GigabitEthernet1.108
 R 150.1.4.4 [120/3] via 155.1.108.8, 00:00:20, GigabitEthernet1.108
 R 150.1.5.5 [120/2] via 155.1.108.8, 00:00:20, GigabitEthernet1.108
 R 150.1.6.6 [120/5] via 155.1.108.8, 00:00:20, GigabitEthernet1.108
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R 150.1.7.7 [120/4] via 155.1.108.8, 00:00:20, GigabitEthernet1.108
 R 150.1.8.8 [120/1] via 155.1.108.8, 00:00:20, GigabitEthernet1.108
 R 150.1.9.9 [120/5] via 155.1.108.8, 00:00:20, GigabitEthernet1.108
 155.1.0.0/16 is variably subnetted, 16 subnets, 2 masks
 R 155.1.0.0/24 [120/2] via 155.1.108.8, 00:00:20, GigabitEthernet1.108
 R 155.1.5.0/24 [120/2] via 155.1.108.8, 00:00:20, GigabitEthernet1.108
 R 155.1.7.0/24 [120/4] via 155.1.108.8, 00:00:20, GigabitEthernet1.108
 R 155.1.8.0/24 [120/1] via 155.1.108.8, 00:00:20, GigabitEthernet1.108
 R 155.1.9.0/24 [120/5] via 155.1.108.8, 00:00:20, GigabitEthernet1.108
 R 155.1.13.0/24 [120/3] via 155.1.108.8, 00:00:20, GigabitEthernet1.108
 R 155.1.37.0/24 [120/3] via 155.1.108.8, 00:00:20, GigabitEthernet1.108
 R 155.1.45.0/24 [120/2] via 155.1.108.8, 00:00:20, GigabitEthernet1.108
 R 155.1.58.0/24 [120/1] via 155.1.108.8, 00:00:20, GigabitEthernet1.108
 R 155.1.67.0/24 [120/4] via 155.1.108.8, 00:00:20, GigabitEthernet1.108
 R 155.1.79.0/24 [120/4] via 155.1.108.8, 00:00:20, GigabitEthernet1.108
 R 155.1.146.0/24
 [120/4] via 155.1.108.8, 00:00:20, GigabitEthernet1.108
 After RIPv1 has been enabled between R8 and R10:
 R8#show ip route rip
 150.1.0.0/16 is variably subnetted, 10 subnets, 2 masks
 R 150.1.0.0/16 [120/1] via 155.1.108.10, 00:00:06, GigabitEthernet1.108
 R 150.1.1.1/32 [120/2] via 155.1.58.5, 00:00:04, GigabitEthernet1.58
 R 150.1.2.2/32 [120/2] via 155.1.58.5, 00:00:04, GigabitEthernet1.58
 R 150.1.3.3/32 [120/2] via 155.1.58.5, 00:00:04, GigabitEthernet1.58
 R 150.1.4.4/32 [120/2] via 155.1.58.5, 00:00:04, GigabitEthernet1.58
 R 150.1.5.5/32 [120/1] via 155.1.58.5, 00:00:04, GigabitEthernet1.58
 R 150.1.6.6/32 [120/3] via 155.1.58.5, 00:00:04, GigabitEthernet1.58
 R 150.1.7.7/32 [120/3] via 155.1.58.5, 00:00:04, GigabitEthernet1.58
 R 150.1.9.9/32 [120/4] via 155.1.58.5, 00:00:04, GigabitEthernet1.58
 155.1.0.0/16 is variably subnetted, 17 subnets, 2 masks
 R 155.1.0.0/24 [120/1] via 155.1.58.5, 00:00:04, GigabitEthernet1.58
 R 155.1.5.0/24 [120/1] via 155.1.58.5, 00:00:04, GigabitEthernet1.58
 R 155.1.7.0/24 [120/3] via 155.1.58.5, 00:00:04, GigabitEthernet1.58
 R 155.1.9.0/24 [120/4] via 155.1.58.5, 00:00:04, GigabitEthernet1.58
 R 155.1.10.0/24
 [120/1] via 155.1.108.10, 00:00:01, GigabitEthernet1.108
 R 155.1.13.0/24 [120/2] via 155.1.58.5, 00:00:04, GigabitEthernet1.58
 R 155.1.37.0/24 [120/2] via 155.1.58.5, 00:00:04, GigabitEthernet1.58
 R 155.1.45.0/24 [120/1] via 155.1.58.5, 00:00:04, GigabitEthernet1.58
 R 155.1.67.0/24 [120/3] via 155.1.58.5, 00:00:04, GigabitEthernet1.58
 R 155.1.79.0/24 [120/3] via 155.1.58.5, 00:00:04, GigabitEthernet1.58
 R 155.1.146.0/24 [120/2] via 155.1.58.5, 00:00:04, GigabitEthernet1.58
 ! R10#show ip route rip
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150.1.0.0/16 is variably subnetted, 2 subnets, 2 masks
 R 150.1.0.0/16 [120/1] via 155.1.108.8, 00:01:33, GigabitEthernet1.108
 155.1.0.0/16 is variably subnetted, 16 subnets, 2 masks
 R 155.1.0.0/24 [120/2] via 155.1.108.8, 00:00:12, GigabitEthernet1.108
 R 155.1.5.0/24 [120/2] via 155.1.108.8, 00:00:12, GigabitEthernet1.108
 R 155.1.7.0/24 [120/4] via 155.1.108.8, 00:00:12, GigabitEthernet1.108
 R 155.1.8.0/24 [120/1] via 155.1.108.8, 00:00:12, GigabitEthernet1.108
 R 155.1.9.0/24 [120/5] via 155.1.108.8, 00:00:12, GigabitEthernet1.108
 R 155.1.13.0/24 [120/3] via 155.1.108.8, 00:00:12, GigabitEthernet1.108
 R 155.1.37.0/24 [120/3] via 155.1.108.8, 00:00:12, GigabitEthernet1.108
 R 155.1.45.0/24 [120/2] via 155.1.108.8, 00:00:12, GigabitEthernet1.108
 R 155.1.58.0/24 [120/1] via 155.1.108.8, 00:00:12, GigabitEthernet1.108
 R 155.1.67.0/24 [120/4] via 155.1.108.8, 00:00:12, GigabitEthernet1.108
 R 155.1.79.0/24 [120/4] via 155.1.108.8, 00:00:12, GigabitEthernet1.108
 R 155.1.146.0/24 [120/3] via 155.1.108.8, 00:00:12, GigabitEthernet1.108
 Because R8 and R10 are running RIPv1 on the directly connected Ethernet link, which does not include subnet mask information in the update, only classful networks are advertised, along with contiguous subnets that share the same major network and subnet mask as the transit link between the RIP routers. This is why R10 still learns about all the 155.1.X.0/24 networks, but cannot learn any of the 150.1.X.0/24 Loopback networks. Likewise, R8 cannot learn the 150.1.10.0/24 network from R10. When traffic is sent to 150.1.10.10, it is routed based on the RIPv1 generated update of 150.1.0.0/16 by R10, which is classful:
 R8#show ip route 150.1.10.10
 Routing entry for 150.1.0.0/16
 Known via "rip", distance 120, metric 1
 Redistributing via rip
 Last update from 155.1.108.10 on GigabitEthernet1.108, 00:00:04 ago
 Routing Descriptor Blocks: * 155.1.108.10, from 155.1.108.10, 00:00:04 ago, via GigabitEthernet1.108
 Route metric is 1, traffic share count is 1
 ! R8#ping 150.1.10.10 source Loopback0
 Type escape sequence to abort.
 Sending 5, 100-byte ICMP Echos to 150.1.10.10, timeout is 2 seconds:
 Packet sent with a source address of 150.1.8.8 !!!!!
 Success rate is 100 percent (5/5), round-trip min/avg/max = 2/11/33 ms
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 RIPv2 Manual Summarization
 A Note On Section Initial Configuration Files : You must load the initial configuration files for the section, named Basic RIP Routing , which can be found in CCIE R&S v5 Topology Diagrams & Initial Configurations. Note that R4’s connection to VLAN 146 and the Ethernet Link between R2 and R3 are disabled. Reference the Advanced Technology Labs With Addressing Diagram to complete this task.
 Task
 Configure R5 to generate a IPv4 RIP summary route for Loopback0 prefixes of R1 to R7 routers, send the update only to R8.Ensure that the summary does not overlap with any IPv4 address space that R5 does not have a longer match for.
 Configuration
 R5:
 interface GigabitEthernet1.58
 ip summary-address rip 150.1.0.0 255.255.248.0
 Verification
 The configured summary route on R5 should be received by R8 and installed in the routing table with a metric of 1 hop. Based on the output of show ip route 150.1.1.1
 or any other Loopback0 prefixes of routers R1 to R7, the summary prefix 150.1.0.0/21 is being referenced as the best route:
 http://labs.ine.com/workbook/view/rs-v5-workbook/task/ccie-r-s-v5-topology-diagrams-initial-configurations-MTk3Ng==
 http://labs.ine.com/workbook/view/rs-v5-workbook/task/ccie-r-s-v5-topology-diagrams-initial-configurations-MTk3Ng==
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R8#show ip route 150.1.1.1
 Routing entry for 150.1.0.0/21
 Known via "rip", distance 120, metric 1
 Redistributing via rip
 Last update from 155.1.58.5 on GigabitEthernet1.58, 00:00:23 ago
 Routing Descriptor Blocks: * 155.1.58.5, from 155.1.58.5, 00:00:23 ago, via GigabitEthernet1.58
 Route metric is 1, traffic share count is 1
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 RIPv2 Convergence Timers
 A Note On Section Initial Configuration Files : You must load the initial configuration files for the section, named Basic RIP Routing , which can be found in CCIE R&S v5 Topology Diagrams & Initial Configurations. Note that R4’s connection to VLAN 146 and the Ethernet Link between R2 and R3 are disabled. Reference the Advanced Technology Labs With Addressing Diagram to complete this task.
 Task
 Configure RIP timers throughout the topology to be three times lower than default values.Ensure R7 and R8 still use the default update interval on their Ethernet links to R9 and R10.
 Configuration
 http://labs.ine.com/workbook/view/rs-v5-workbook/task/ccie-r-s-v5-topology-diagrams-initial-configurations-MTk3Ng==
 http://labs.ine.com/workbook/view/rs-v5-workbook/task/ccie-r-s-v5-topology-diagrams-initial-configurations-MTk3Ng==

Page 315
                        

R1 - R10:
 router rip
 timers basic 10 60 60 80
 R7:
 interface GigabitEthernet1.79
 ip rip advertise 30
 R8:
 interface GigabitEthernet1.108
 ip rip advertise 30
 Verification
 Verify default RIP timers before changing it:
 R7#show ip protocols | include seconds
 Sending updates every 30 seconds
 , next due in 24 seconds Invalid after 180 seconds, hold down 180, flushed after 240
 Verify RIP timers after changing it:
 R7#show ip protocols | include seconds
 Sending updates every 10 seconds
 , next due in 19 seconds Invalid after 60 seconds, hold down 60, flushed after 80
 All routers have been globally configured for a 10 seconds update interval, however it can be overriden at the interface level if required. R7 and R8 are configured to send routing updates outbound on VLAN 79 and VLAN 108 segments every 30 seconds.
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 RIPv2 Offset List
 A Note On Section Initial Configuration Files : You must load the initial configuration files for the section, named Basic RIP Routing , which can be found in CCIE R&S v5 Topology Diagrams & Initial Configurations. Note that R4’s connection to VLAN 146 and the Ethernet Link between R2 and R3 are disabled. Reference the Advanced Technology Labs With Addressing Diagram to complete this task.
 Task
 Configure an offset-list on R1 so that all traffic destined to R3's Loopback0 is routed over VLAN 146 segment.If the VLAN 146 Ethernet link is down, traffic should be rerouted over the directly connected Ethernet link to R3.
 Configuration
 R1:
 access-list 1 permit host 150.1.3.3
 !
 router rip
 offset-list 1 in 3 GigabitEthernet1.13
 offset-list 1 in 3 Tunnel0
 Verification
 Verify traffic path before metric offset is applied:
 http://labs.ine.com/workbook/view/rs-v5-workbook/task/ccie-r-s-v5-topology-diagrams-initial-configurations-MTk3Ng==
 http://labs.ine.com/workbook/view/rs-v5-workbook/task/ccie-r-s-v5-topology-diagrams-initial-configurations-MTk3Ng==
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R1#traceroute 150.1.3.3
 Type escape sequence to abort.
 Tracing the route to 150.1.3.3
 VRF info: (vrf in name/id, vrf out name/id) 1 155.1.13.3 3 msec * 2 msec
 Verify traffic path after metric offset is applied:
 R1#traceroute 150.1.3.3
 Type escape sequence to abort.
 Tracing the route to 150.1.3.3
 VRF info: (vrf in name/id, vrf out name/id) 1 155.1.146.6 3 msec 1 msec 1 msec
 2 155.1.67.7 1 msec 2 msec 1 msec
 3 155.1.37.3 1 msec * 1 msec
 Verify route metric after metric offset is applied:
 R1#show ip route 150.1.3.3
 Routing entry for 150.1.3.3/32 Known via "rip", distance 120, metric 3
 Redistributing via rip
 Last update from 155.1.146.6 on GigabitEthernet1.146, 00:00:09 ago
 Routing Descriptor Blocks: * 155.1.146.6, from 155.1.146.6, 00:00:09 ago, via GigabitEthernet1.146
 Route metric is 3, traffic share count is 1
 Verify that traffic is re-routed over the directly connected Ethernet link between R1 and R3, if R1's Ethernet VLAN 146 interface is down:
 R1#configure terminal
 Enter configuration commands, one per line. End with CNTL/Z. R1(config)#interface GigabitEthernet1.146
 R1(config-if)#shutdown
 !
 ! R1#traceroute 150.1.3.3
 Type escape sequence to abort.
 Tracing the route to 150.1.3.3
 VRF info: (vrf in name/id, vrf out name/id) 1 155.1.13.3 3 msec * 2 msec
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 RIPv2 Filtering with Passive Interface
 A Note On Section Initial Configuration Files : You must load the initial configuration files for the section, named Basic RIP Routing , which can be found in CCIE R&S v5 Topology Diagrams & Initial Configurations. Note that R4’s connection to VLAN 146 and the Ethernet Link between R2 and R3 are disabled. Reference the Advanced Technology Labs With Addressing Diagram to complete this task.
 Task
 Configure passive interface on R8 so that it learns RIP updates from R10 but does not advertise any routing information to R10.
 Configuration
 R8:
 router rip
 passive-interface GigabitEthernet1.108
 Verification
 Once VLAN 108 Ethernet interface is configured as passive, R8 stops sending routing updates outbound on that particular segment. However, passive-interface in RIP does not affect the inbound updates on the segment:
 R10#debug ip rip
 RIP protocol debugging is on
 RIP: sending v2 update to 224.0.0.9 via GigabitEthernet1.108 (155.1.108.10)
 http://labs.ine.com/workbook/view/rs-v5-workbook/task/ccie-r-s-v5-topology-diagrams-initial-configurations-MTk3Ng==
 http://labs.ine.com/workbook/view/rs-v5-workbook/task/ccie-r-s-v5-topology-diagrams-initial-configurations-MTk3Ng==
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RIP: build update entries
 150.1.10.10/32 via 0.0.0.0, metric 1, tag 0
 155.1.10.0/24 via 0.0.0.0, metric 1, tag 0
 ! R8#debug ip rip
 RIP protocol debugging is on
 RIP: received v2 update from 155.1.108.10 on GigabitEthernet1.108
 150.1.10.10/32 via 0.0.0.0 in 1 hops
 155.1.10.0/24 via 0.0.0.0 in 1 hops
 Verify that R8 still receives and accepts RIP updates from R10:
 R8#sh ip route | inc GigabitEthernet1.108
 R 150.1.10.10 [120/1] via 155.1.108.10, 00:01:03, GigabitEthernet1.108
 [120/1] via 155.1.108.10, 00:01:03, GigabitEthernet1.108
 C 155.1.108.0/24 is directly connected, GigabitEthernet1.108
 L 155.1.108.8/32 is directly connected, GigabitEthernet1.108
 Verify that R10 does not receive any RIP updates from R8:
 R10#show ip route
 Codes: C - connected, S - static, R - RIP, M - mobile, B - BGP
 D - EIGRP, EX - EIGRP external, O - OSPF, IA - OSPF inter area
 N1 - OSPF NSSA external type 1, N2 - OSPF NSSA external type 2
 E1 - OSPF external type 1, E2 - OSPF external type 2, E - EGP
 i - IS-IS, su - IS-IS summary, L1 - IS-IS level-1, L2 - IS-IS level-2
 ia - IS-IS inter area, * - candidate default, U - per-user static route
 o - ODR, P - periodic downloaded static route
 Gateway of last resort is not set
 150.1.0.0/32 is subnetted, 1 subnets
 C 150.1.10.10 is directly connected, Loopback0
 155.1.0.0/16 is variably subnetted, 4 subnets, 2 masks
 C 155.1.10.0/24 is directly connected, GigabitEthernet1.10
 L 155.1.10.10/32 is directly connected, GigabitEthernet1.10
 C 155.1.108.0/24 is directly connected, GigabitEthernet1.108
 L 155.1.108.10/32 is directly connected, GigabitEthernet1.108
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 RIPv2 Filtering with Prefix-Lists
 A Note On Section Initial Configuration Files : You must load the initial configuration files for the section, named Basic RIP Routing , which can be found in CCIE R&S v5 Topology Diagrams & Initial Configurations. Note that R4’s connection to VLAN 146 and the Ethernet Link between R2 and R3 are disabled. Reference the Advanced Technology Labs With Addressing Diagram to complete this task.
 Task
 Using a prefix-list, configure R5 to stop advertising IPv4 Loopback0 prefixes of R6 and R7 to R8.
 Ensure that all other prefixes are still advertised.
 Using a prefix-list, configure R5 to filter any IPv4 updates received inbound from R4 over the DMVPN cloud.
 Ensure that inbound updates from other RIP routers on the DMVPN cloud are accepted.
 Configuration
 R5:
 ip prefix-list NOT_FROM_R4 seq 5 deny 155.1.0.4/32
 ip prefix-list NOT_FROM_R4 seq 10 permit 0.0.0.0/0 le 32
 !
 ip prefix-list PERMIT_ALL seq 5 permit 0.0.0.0/0 le 32
 !
 ip prefix-list RIP_FILTER_TO_R8 seq 5 deny 150.1.6.6/32
 ip prefix-list RIP_FILTER_TO_R8 seq 10 deny 150.1.7.7/32
 ip prefix-list RIP_FILTER_TO_R8 seq 15 permit 0.0.0.0/0 le 32
 http://labs.ine.com/workbook/view/rs-v5-workbook/task/ccie-r-s-v5-topology-diagrams-initial-configurations-MTk3Ng==
 http://labs.ine.com/workbook/view/rs-v5-workbook/task/ccie-r-s-v5-topology-diagrams-initial-configurations-MTk3Ng==
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!
 router rip
 distribute-list prefix RIP_FILTER_TO_R8 out GigabitEthernet1.58
 distribute-list prefix PERMIT_ALL gateway NOT_FROM_R4 in
 The prefix-list named RIP_FILTER_TO_R8 filters R6 and R7 Loopback0 prefixes from being advertises out on VLAN 58 and permits all others. The syntax 0.0.0.0/0 le 32 in a prefix-list means match all routes, similar to the any keyword from access-lists. The second route filtering is based on both the routes being learned and whom they are learned from. This filter says match any route coming in any interface, per the PERMIT_ALL prefix-list, and allow them to come in as long as they were not learned from R4, per the deny 155.1.0.4/32 syntax.
 Verification
 Verify that R5 learns through RIP about R6 and R7 Loopback0 prefixes.
 R5#show ip route rip
 150.1.0.0/32 is subnetted, 10 subnets
 R 150.1.1.1 [120/1] via 155.1.0.1, 00:00:11, Tunnel0
 R 150.1.2.2 [120/1] via 155.1.0.2, 00:00:18, Tunnel0
 R 150.1.3.3 [120/1] via 155.1.0.3, 00:00:18, Tunnel0
 R 150.1.4.4 [120/1] via 155.1.45.4, 00:00:13, GigabitEthernet1.45
 [120/1] via 155.1.0.4, 00:02:43, Tunnel0
 R 150.1.6.6 [120/2] via 155.1.0.1, 00:00:11, Tunnel0
 R 150.1.7.7 [120/2] via 155.1.0.3, 00:00:18, Tunnel0
 R 150.1.8.8 [120/1] via 155.1.58.8, 00:00:25, GigabitEthernet1.58
 R 150.1.9.9 [120/3] via 155.1.0.3, 00:00:18, Tunnel0
 R 150.1.10.10 [120/2] via 155.1.58.8, 00:00:25, GigabitEthernet1.58
 155.1.0.0/16 is variably subnetted, 18 subnets, 2 masks
 R 155.1.7.0/24 [120/2] via 155.1.0.3, 00:00:18, Tunnel0
 R 155.1.8.0/24 [120/1] via 155.1.58.8, 00:00:25, GigabitEthernet1.58
 R 155.1.9.0/24 [120/3] via 155.1.0.3, 00:00:18, Tunnel0
 R 155.1.10.0/24 [120/2] via 155.1.58.8, 00:00:25, GigabitEthernet1.58
 R 155.1.13.0/24 [120/1] via 155.1.0.3, 00:00:18, Tunnel0
 [120/1] via 155.1.0.1, 00:00:11, Tunnel0
 R 155.1.37.0/24 [120/1] via 155.1.0.3, 00:00:18, Tunnel0
 R 155.1.67.0/24 [120/2] via 155.1.0.3, 00:00:18, Tunnel0
 [120/2] via 155.1.0.1, 00:00:11, Tunnel0
 R 155.1.79.0/24 [120/2] via 155.1.0.3, 00:00:18, Tunnel0
 R 155.1.108.0/24 [120/1] via 155.1.58.8, 00:00:25, GigabitEthernet1.58
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R 155.1.146.0/24 [120/1] via 155.1.0.1, 00:00:11, Tunnel0
 Verify that R8 does not learn through RIP about the same Loopback0 prefixes, but other routers do as R5 advertises it out.
 R8#show ip route 150.1.6.6
 % Subnet not in table
 ! R8#show ip route 150.1.7.7
 % Subnet not in table
 ! R2#show ip route 150.1.6.6
 Routing entry for 150.1.6.6/32
 Known via "rip", distance 120, metric 3
 Redistributing via rip
 Last update from 155.1.0.1 on Tunnel0, 00:00:09 ago
 Routing Descriptor Blocks: * 155.1.0.1, from 155.1.0.5, 00:00:09 ago, via Tunnel0
 Route metric is 3, traffic share count is 1
 ! R2#show ip route 150.1.7.7
 Routing entry for 150.1.7.7/32
 Known via "rip", distance 120, metric 3
 Redistributing via rip
 Last update from 155.1.0.3 on Tunnel0, 00:00:06 ago
 Routing Descriptor Blocks: * 155.1.0.3, from 155.1.0.5, 00:00:06 ago, via Tunnel0
 Route metric is 3, traffic share count is 1
 Verify IPv4 reachability from R2 with the respective Loopback0 prefixes. Because the Ethernet link between R2 and R3 has been disabled from the initial configuration, traffic will be routed over the DMVPN cloud.
 R2#ping 150.1.6.6
 Type escape sequence to abort.
 Sending 5, 100-byte ICMP Echos to 150.1.6.6, timeout is 2 seconds: !!!!!
 Success rate is 100 percent (5/5), round-trip min/avg/max = 5/12/31 ms
 ! R2#ping 150.1.7.7
 Type escape sequence to abort.
 Sending 5, 100-byte ICMP Echos to 150.1.7.7, timeout is 2 seconds: !!!!!
 Success rate is 100 percent (5/5), round-trip min/avg/max = 6/12/26 ms
 Verify through debugging on R5 that Loopback0 prefixes of R6 and R7 are still advertised out on the DMVPN network, so filtering only affects R5's connection to R8.

Page 323
                        

R5#debug ip rip
 RIP: sending v2 update to 224.0.0.9 via Tunnel0 (155.1.0.5)
 RIP: build update entries
 150.1.1.1/32 via 155.1.0.1, metric 2, tag 0
 150.1.2.2/32 via 155.1.0.2, metric 2, tag 0
 150.1.3.3/32 via 155.1.0.3, metric 2, tag 0
 150.1.4.4/32 via 0.0.0.0, metric 2, tag 0
 150.1.5.5/32 via 0.0.0.0, metric 1, tag 0 150.1.6.6/32 via 155.1.0.1, metric 3, tag 0
 150.1.7.7/32 via 155.1.0.3, metric 3, tag 0
 150.1.8.8/32 via 0.0.0.0, metric 2, tag 0
 150.1.9.9/32 via 155.1.0.3, metric 4, tag 0
 150.1.10.10/32 via 0.0.0.0, metric 3, tag 0
 ! RIP: sending v2 update to 224.0.0.9 via GigabitEthernet1.58 (155.1.58.5)
 RIP: build update entries
 150.1.1.1/32 via 0.0.0.0, metric 2, tag 0
 150.1.2.2/32 via 0.0.0.0, metric 2, tag 0
 150.1.3.3/32 via 0.0.0.0, metric 2, tag 0
 150.1.4.4/32 via 0.0.0.0, metric 2, tag 0
 150.1.5.5/32 via 0.0.0.0, metric 1, tag 0
 150.1.9.9/32 via 0.0.0.0, metric 4, tag 0
 155.1.0.0/24 via 0.0.0.0, metric 1, tag 0
 155.1.5.0/24 via 0.0.0.0, metric 1, tag 0
 155.1.7.0/24 via 0.0.0.0, metric 3, tag 0
 155.1.9.0/24 via 0.0.0.0, metric 4, tag 0
 155.1.13.0/24 via 0.0.0.0, metric 2, tag 0
 155.1.37.0/24 via 0.0.0.0, metric 2, tag 0
 155.1.45.0/24 via 0.0.0.0, metric 1, tag 0
 155.1.67.0/24 via 0.0.0.0, metric 3, tag 0
 155.1.79.0/24 via 0.0.0.0, metric 3, tag 0
 155.1.146.0/24 via 0.0.0.0, metric 2, tag 0
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 RIPv2 Filtering with Standard Access-Lists
 A Note On Section Initial Configuration Files : You must load the initial configuration files for the section, named Basic RIP Routing , which can be found in CCIE R&S v5 Topology Diagrams & Initial Configurations. Note that R4’s connection to VLAN 146 and the Ethernet Link between R2 and R3 are disabled. Reference the Advanced Technology Labs With Addressing Diagram to complete this task.
 Task
 Configure a one-line standard access-list on R6 to filter out the IPv4 prefixes that have an even number in the third octet.
 Configuration
 R6:
 access-list 1 permit 0.0.1.0 255.255.254.255
 !
 router rip
 distribute-list 1 in
 Verification
 Verify R6's routing table; there are no routes that have an even number in the third octet.
 R6#show ip route rip
 http://labs.ine.com/workbook/view/rs-v5-workbook/task/ccie-r-s-v5-topology-diagrams-initial-configurations-MTk3Ng==
 http://labs.ine.com/workbook/view/rs-v5-workbook/task/ccie-r-s-v5-topology-diagrams-initial-configurations-MTk3Ng==
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150.1.0.0/32 is subnetted, 5 subnets
 R 150.1.3.3 [120/2] via 155.1.67.7, 00:00:04, GigabitEthernet1.67
 R 150.1.5.5 [120/3] via 155.1.67.7, 00:00:04, GigabitEthernet1.67
 R 150.1.7.7 [120/1] via 155.1.67.7, 00:00:04, GigabitEthernet1.67
 R 150.1.9.9 [120/2] via 155.1.67.7, 00:00:04, GigabitEthernet1.67
 155.1.0.0/16 is variably subnetted, 11 subnets, 2 masks
 R 155.1.5.0/24 [120/3] via 155.1.67.7, 00:00:04, GigabitEthernet1.67
 R 155.1.7.0/24 [120/1] via 155.1.67.7, 00:00:04, GigabitEthernet1.67
 R 155.1.9.0/24 [120/2] via 155.1.67.7, 00:00:04, GigabitEthernet1.67
 R 155.1.13.0/24 [120/2] via 155.1.67.7, 00:00:04, GigabitEthernet1.67
 R 155.1.37.0/24 [120/1] via 155.1.67.7, 00:00:04, GigabitEthernet1.67
 R 155.1.45.0/24 [120/3] via 155.1.67.7, 00:00:04, GigabitEthernet1.67
 R 155.1.79.0/24 [120/1] via 155.1.67.7, 00:00:04, GigabitEthernet1.67
 When debugging RIP, we can see that all routes are received from R7, but only odd-numbered routes are getting installed in the routing table.
 R6#debug ip rip
 RIP protocol debugging is on
 RIP: received v2 update from 155.1.67.7 on GigabitEthernet1.67
 150.1.2.2/32 via 0.0.0.0 in 4 hops
 150.1.3.3/32 via 0.0.0.0 in 2 hops 150.1.4.4/32 via 0.0.0.0 in 4 hops
 150.1.5.5/32 via 0.0.0.0 in 3 hops
 150.1.7.7/32 via 0.0.0.0 in 1 hops
 150.1.8.8/32 via 0.0.0.0 in 4 hops
 150.1.9.9/32 via 0.0.0.0 in 2 hops
 150.1.10.10/32 via 0.0.0.0 in 5 hops
 155.1.0.0/24 via 0.0.0.0 in 2 hops
 155.1.5.0/24 via 0.0.0.0 in 3 hops
 155.1.7.0/24 via 0.0.0.0 in 1 hops
 155.1.8.0/24 via 0.0.0.0 in 4 hops
 155.1.9.0/24 via 0.0.0.0 in 2 hops
 155.1.10.0/24 via 0.0.0.0 in 5 hops
 155.1.13.0/24 via 0.0.0.0 in 2 hops
 155.1.37.0/24 via 0.0.0.0 in 1 hops
 155.1.45.0/24 via 0.0.0.0 in 3 hops
 155.1.58.0/24 via 0.0.0.0 in 3 hops
 155.1.79.0/24 via 0.0.0.0 in 1 hops
 155.1.108.0/24 via 0.0.0.0 in 4 hops
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 RIPv2 Filtering with Extended Access-Lists
 A Note On Section Initial Configuration Files : You must load the initial configuration files for the section, named Basic RIP Routing , which can be found in CCIE R&S v5 Topology Diagrams & Initial Configurations. Note that R4’s connection to VLAN 146 and the Ethernet Link between R2 and R3 are disabled. Reference the Advanced Technology Labs With Addressing Diagram to complete this task.
 Task
 Configure an extended access-list filter on R5 so that routes for VLAN 7 and VLAN 9 are accepted only from R1:
 additionally, routes to R1’s Loopback0 and VLAN 146 are accepted only from R3.this filter should not affect any other updates on this segment.
 Configuration
 R5:
 access-list 100 deny ip host 155.1.0.3 host 155.1.7.0
 access-list 100 deny ip host 155.1.0.3 host 155.1.9.0
 access-list 100 deny ip host 155.1.0.1 host 155.1.146.0
 access-list 100 deny ip host 155.1.0.1 host 150.1.1.1
 access-list 100 permit ip any any
 !
 router rip
 distribute-list 100 in tunnel0
 http://labs.ine.com/workbook/view/rs-v5-workbook/task/ccie-r-s-v5-topology-diagrams-initial-configurations-MTk3Ng==
 http://labs.ine.com/workbook/view/rs-v5-workbook/task/ccie-r-s-v5-topology-diagrams-initial-configurations-MTk3Ng==
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Verification
 When extended access-lists are used as distribute-list for IGP filtering, the functionality is different than when used for route redistribution or in BGP. With BGP and redistribution, the source field in the ACL represents the network address, and the destination field represents the subnet mask. In IGP distribute-list application, the source field in the ACL matches the update source of the route, and the destination field represents the network address. This implementation allows us to control which routes we accept, but more importantly who do we accept it from. Before the filter is applied, R5 routes to R3 for VLANs 7 and 9, and to R1 for VLAN 146 and R1’s Loopback0:
 R5#show ip route rip | include via 155.1.0.(1|3)
 R 150.1.1.1 [120/1] via 155.1.0.1, 00:00:22, Tunnel0
 R 150.1.3.3 [120/1] via 155.1.0.3, 00:00:27, Tunnel0
 R 150.1.6.6 [120/2] via 155.1.0.1, 00:00:22, Tunnel0
 R 150.1.7.7 [120/2] via 155.1.0.3, 00:00:27, Tunnel0
 R 150.1.9.9 [120/3] via 155.1.0.3, 00:00:27, Tunnel0
 R 155.1.7.0/24 [120/2] via 155.1.0.3, 00:00:27, Tunnel0
 R 155.1.9.0/24 [120/3] via 155.1.0.3, 00:00:27, Tunnel0
 R 155.1.13.0/24 [120/1] via 155.1.0.3, 00:00:27, Tunnel0
 [120/1] via 155.1.0.1, 00:00:22, Tunnel0
 R 155.1.37.0/24 [120/1] via 155.1.0.3, 00:00:27, Tunnel0
 R 155.1.67.0/24 [120/2] via 155.1.0.3, 00:00:27, Tunnel0
 [120/2] via 155.1.0.1, 00:00:22, Tunnel0
 R 155.1.79.0/24 [120/2] via 155.1.0.3, 00:00:27, Tunnel0
 R 155.1.146.0/24 [120/1] via 155.1.0.1, 00:00:22, Tunnel0
 After the filter is applied, R5 routes to R1 for VLANs 7 and 9, and to R3 for VLAN 146 and R1’s Loopback0:
 R5#show ip route rip | include via 155.1.0.(1|3)
 R 150.1.1.1 [120/2] via 155.1.0.3, 00:00:20, Tunnel0
 R 150.1.3.3 [120/1] via 155.1.0.3, 00:00:20, Tunnel0
 R 150.1.6.6 [120/2] via 155.1.0.1, 00:00:10, Tunnel0
 R 150.1.7.7 [120/2] via 155.1.0.3, 00:00:20, Tunnel0
 R 150.1.9.9 [120/3] via 155.1.0.3, 00:00:20, Tunnel0
 R 155.1.7.0/24 [120/3] via 155.1.0.1, 00:00:10, Tunnel0
 R 155.1.9.0/24 [120/4] via 155.1.0.1, 00:00:10, Tunnel0
 R 155.1.13.0/24 [120/1] via 155.1.0.3, 00:00:20, Tunnel0
 [120/1] via 155.1.0.1, 00:00:10, Tunnel0
 R 155.1.37.0/24 [120/1] via 155.1.0.3, 00:00:20, Tunnel0
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R 155.1.67.0/24 [120/2] via 155.1.0.3, 00:00:20, Tunnel0
 [120/2] via 155.1.0.1, 00:00:10, Tunnel0
 R 155.1.79.0/24 [120/2] via 155.1.0.3, 00:00:20, Tunnel0
 R 155.1.146.0/24 [120/2] via 155.1.0.3, 00:00:20, Tunnel0
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 RIPv2 Filtering with Offset Lists
 A Note On Section Initial Configuration Files : You must load the initial configuration files for the section, named Basic RIP Routing , which can be found in CCIE R&S v5 Topology Diagrams & Initial Configurations. Note that R4’s connection to VLAN 146 and the Ethernet Link between R2 and R3 are disabled. Reference the Advanced Technology Labs With Addressing Diagram to complete this task.
 Task
 Configure an offset-list on R7 so that R9 does not install a route for VLAN 5.This filter should not affect any other updates on this segment.
 Configuration
 R7:
 access-list 1 permit 155.1.5.0
 !
 router rip
 offset-list 1 out 16 GigabitEthernet1.79
 Verification
 Before offset-list is applied, R9 has a route for VLAN 5:
 R9#show ip route 155.1.5.0
 Routing entry for 155.1.5.0/24
 Known via "rip", distance 120, metric 3
 http://labs.ine.com/workbook/view/rs-v5-workbook/task/ccie-r-s-v5-topology-diagrams-initial-configurations-MTk3Ng==
 http://labs.ine.com/workbook/view/rs-v5-workbook/task/ccie-r-s-v5-topology-diagrams-initial-configurations-MTk3Ng==
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Redistributing via rip
 Last update from 155.1.79.7 on GigabitEthernet1.79, 00:00:23 ago
 Routing Descriptor Blocks: * 155.1.79.7, from 155.1.79.7, 00:00:23 ago, via GigabitEthernet1
 After offset-list is applied, R9 no longer has the route installed because it receives it from R7 with an infinite metric, infinite metric having the value of 16:
 R9#show ip route 155.1.5.0
 % Subnet not in table
 ! R9#debug ip rip
 RIP protocol debugging is on
 RIP: recei
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 RIPv2 Filtering with Administrative Distance
 A Note On Section Initial Configuration Files : You must load the initial configuration files for the section, named Basic RIP Routing , which can be found in CCIE R&S v5 Topology Diagrams & Initial Configurations. Note that R4’s connection to VLAN 146 and the Ethernet Link between R2 and R3 are disabled. Reference the Advanced Technology Labs With Addressing Diagram to complete this task.
 Task
 Configure administrative distance filtering on R5 so that devices within the network cannot reach R4’s Loopback0 network.This filter should not affect any other networks in the topology.
 Configuration
 R5:
 access-list 1 permit host 150.1.4.4
 !
 router rip
 distance 255 0.0.0.0 255.255.255.255 1
 Verification
 Before administrative distance filtering is applied, R5 has the route for R4's Loopback0 installed.
 R5#show ip route 150.1.4.0
 http://labs.ine.com/workbook/view/rs-v5-workbook/task/ccie-r-s-v5-topology-diagrams-initial-configurations-MTk3Ng==
 http://labs.ine.com/workbook/view/rs-v5-workbook/task/ccie-r-s-v5-topology-diagrams-initial-configurations-MTk3Ng==
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Routing entry for 150.1.4.4/32 Known via "rip", distance 120, metric 1
 Redistributing via rip
 Last update from 155.1.45.4 on GigabitEthernet1.45, 00:00:24 ago
 Routing Descriptor Blocks: * 155.1.45.4, from 155.1.45.4, 00:00:24 ago, via GigabitEthernet1.45
 Route metric is 1, traffic share count is 1 155.1.0.4, from 155.1.0.4, 00:00:25 ago, via Tunnel0
 Route metric is 1, traffic share count is 1
 ! R2#ping 150.1.4.4
 Type escape sequence to abort.
 Sending 5, 100-byte ICMP Echos to 150.1.4.4, timeout is 2 seconds: !!!!!
 Success rate is 100 percent (5/5), round-trip min/avg/max = 2/6/15 ms
 Even though administrative distance is locally significant to the router, the RIP process, like the EIGRP process, cannot advertise a route that is not actually installed in the routing table. By setting the distance of the route 150.1.4.4/32 to 255, it is invalidated from being installed in the routing table, and hence invalidated from being advertised to any neighbors. After configuration is applied, R2 not only does not have reachability to the destination, it does not have the route in its routing table or RIP database.
 R2#show ip rip database 150.1.4.4 255.255.255.255
 % Route not in database
 ! R2#show ip route 150.1.4.4
 % Subnet not in table
 ! R2#ping 150.1.4.4
 Type escape sequence to abort.
 Sending 5, 100-byte ICMP Echos to 150.1.4.4, timeout is 2 seconds: .....
 Success rate is 0 percent (0/5)
 ! R5#show ip route 150.1.4.4
 % Subnet not in table
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 RIPv2 Filtering with Per-Neighbor AD
 A Note On Section Initial Configuration Files : You must load the initial configuration files for the section, named Basic RIP Routing , which can be found in CCIE R&S v5 Topology Diagrams & Initial Configurations. Note that R4’s connection to VLAN 146 and the Ethernet Link between R2 and R3 are disabled. Reference the Advanced Technology Labs With Addressing Diagram to complete this task.
 Task
 Configure administrative distance filtering on R7 so that traffic destined for R3’s Loopback0 prefix is routed through R6.This configuration should not affect any other networks in the topology.
 Configuration
 R7:
 access-list 2 permit 150.1.3.3
 !
 router rip
 distance 255 155.1.37.3 0.0.0.0 2
 Verification
 Before administrative distance filtering is applied, traffic is routed through R3.
 R7#show ip route 150.1.3.3
 Routing entry for 150.1.3.3/32
 Known via "rip", distance 120, metric 1
 http://labs.ine.com/workbook/view/rs-v5-workbook/task/ccie-r-s-v5-topology-diagrams-initial-configurations-MTk3Ng==
 http://labs.ine.com/workbook/view/rs-v5-workbook/task/ccie-r-s-v5-topology-diagrams-initial-configurations-MTk3Ng==
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Redistributing via rip
 Last update from 155.1.37.3 on GigabitEthernet1.37, 00:00:03 ago
 Routing Descriptor Blocks: * 155.1.37.3, from 155.1.37.3, 00:00:03 ago, via GigabitEthernet1.37
 Route metric is 1, traffic share count is 1
 The distance command can be used to change the administrative distance globally for the routing process, globally for the routing process per route type (external vs. internal), on a per-prefix basis, or on a per-neighbor per-prefix basis. The two fields after the distance value are the source of the route (RIP speaker) and a wildcard mask to match the source. The value needed for the source is seen in the above output in the from 155.1.37.3 field. After filtering is applied, traffic is routed through R6.
 R7#show ip route 150.1.3.3
 Routing entry for 150.1.3.3/32
 Known via "rip", distance 120, metric 3
 Redistributing via rip
 Last update from 155.1.67.6 on GigabitEthernet1.67, 00:00:01 ago
 Routing Descriptor Blocks: * 155.1.67.6, from 155.1.67.6, 00:00:01 ago, via GigabitEthernet1.67
 Route metric is 3, traffic share count is 1
 ! R7#traceroute 150.1.3.3
 Type escape sequence to abort.
 Tracing the route to 150.1.3.3
 VRF info: (vrf in name/id, vrf out name/id) 1 155.1.67.6 11 msec 5 msec 7 msec
 2 155.1.146.1 7 msec 6 msec 7 msec 3 155.1.13.3 14 msec * 7 msec
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 RIPv2 Default Routing
 A Note On Section Initial Configuration Files : You must load the initial configuration files for the section, named Basic RIP Routing , which can be found in CCIE R&S v5 Topology Diagrams & Initial Configurations. Note that R4’s connection to VLAN 146 and the Ethernet Link between R2 and R3 are disabled. Reference the Advanced Technology Labs With Addressing Diagram to complete this task.
 Task
 Configure R6 to advertise a default route via RIP only outbound on its VLAN146 interface.Do not use any access-lists or prefix-lists on R6 to accomplish this.
 Configuration
 http://labs.ine.com/workbook/view/rs-v5-workbook/task/ccie-r-s-v5-topology-diagrams-initial-configurations-MTk3Ng==
 http://labs.ine.com/workbook/view/rs-v5-workbook/task/ccie-r-s-v5-topology-diagrams-initial-configurations-MTk3Ng==
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R6:
 route-map DEFAULT_TO_R1 permit 10
 set interface GigabitEthernet1.146
 !
 router rip
 default-information originate route-map DEFAULT_TO_R1
 R7:
 ip prefix-list NO_DEFAULT seq 5 deny 0.0.0.0/0
 ip prefix-list NO_DEFAULT seq 10 permit 0.0.0.0/0 le 32
 !
 router rip
 distribute-list prefix NO_DEFAULT out GigabitEthernet1.67
 Verification
 Verify that R6 advertised the default route, as it is present in the RIP database, but not in the routing table.
 R6#show ip rip database 0.0.0.0 0.0.0.0
 0.0.0.0/0 redistributed
 [1] via 0.0.0.0,
 ! R6#show ip route | include ( 0.0.0.0)
 R6#
 Verify that other routers in the topology receive the default route, and therefore R6 advertises it.
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R1#show ip route | include ( 0.0.0.0)
 Gateway of last resort is 155.1.146.6 to network 0.0.0.0
 R* 0.0.0.0/0 [120/1] via 155.1.146.6, 00:00:07, GigabitEthernet1.146
 ! R3#show ip route | include ( 0.0.0.0)
 Gateway of last resort is 155.1.13.1 to network 0.0.0.0
 R* 0.0.0.0/0 [120/2] via 155.1.13.1, 00:00:27, GigabitEthernet1.13
 ! R7#show ip route | include ( 0.0.0.0)
 Gateway of last resort is 155.1.37.3 to network 0.0.0.0
 R* 0.0.0.0/0 [120/3] via 155.1.37.3, 00:00:22, GigabitEthernet1.37
 PitfallNote in the above output that R6 does not have a default route installed in the routing table. Unlike OSPF, RIP does not require that a default route actually be installed in the routing table before originating one. For this reason, route feedback of R6’s default origination will occur in this topology.
 Based on the route-map attached to the default route origination of R6, the default advertisement is only sent out VLAN 146 toward R1. When R1 receives this, it is installed in the routing table and advertised on to R3. Note that the metric of the default route can be changed using offset-list.
 R1#debug ip rip
 RIP protocol debugging is on RIP: received v2 update from 155.1.146.6 on GigabitEthernet1.146
 0.0.0.0/0 via 0.0.0.0 in 1 hops
 <output omitted> RIP: sending v2 update to 224.0.0.9 via GigabitEthernet1.13 (155.1.13.1)
 RIP: build update entries 0.0.0.0/0 via 0.0.0.0, metric 2, tag 0
 R3 now receives the update in from R1 with a metric of 2, and forwards the announcement to R7 with a metric of 3.
 R3#debug ip rip
 RIP protocol debugging is on RIP: received v2 update from 155.1.13.1 on GigabitEthernet1.13
 0.0.0.0/0 via 0.0.0.0 in 2 hops
 <output omitted> RIP: sending v2 update to 224.0.0.9 via GigabitEthernet1.37 (155.1.37.3)
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RIP: build update entries 0.0.0.0/0 via 0.0.0.0, metric 3, tag 0
 <output omitted>
 R7 receives the default route from R3 with a metric of 3 and installs it. Normally, R7 would continue to advertise this route on to R6, but in the above example the default route is filtered out from this advertisement with a prefix-list applied in conjunction with distribute-list.
 R7#debug ip rip
 RIP protocol debugging is on
 RIP: received v2 update from 155.1.37.3 on GigabitEthernet1.37 0.0.0.0/0 via 0.0.0.0 in 3 hops
 <output omitted> RIP: sending v2 update to 224.0.0.9 via GigabitEthernet1.67 (155.1.67.7)
 RIP: build update entries
 150.1.2.2/32 via 0.0.0.0, metric 4, tag 0
 150.1.3.3/32 via 0.0.0.0, metric 2, tag 0
 150.1.5.5/32 via 0.0.0.0, metric 3, tag 0
 150.1.7.7/32 via 0.0.0.0, metric 1, tag 0
 150.1.8.8/32 via 0.0.0.0, metric 4, tag 0
 150.1.9.9/32 via 0.0.0.0, metric 2, tag 0
 150.1.10.10/32 via 0.0.0.0, metric 5, tag 0
 155.1.0.0/24 via 0.0.0.0, metric 2, tag 0
 155.1.5.0/24 via 0.0.0.0, metric 3, tag 0
 155.1.7.0/24 via 0.0.0.0, metric 1, tag 0
 155.1.8.0/24 via 0.0.0.0, metric 4, tag 0
 155.1.9.0/24 via 0.0.0.0, metric 2, tag 0
 155.1.10.0/24 via 0.0.0.0, metric 5, tag 0
 155.1.13.0/24 via 0.0.0.0, metric 2, tag 0
 155.1.37.0/24 via 0.0.0.0, metric 1, tag 0
 155.1.45.0/24 via 0.0.0.0, metric 3, tag 0
 155.1.58.0/24 via 0.0.0.0, metric 3, tag 0
 155.1.79.0/24 via 0.0.0.0, metric 1, tag 0
 155.1.108.0/24 via 0.0.0.0, metric 4, tag 0
 Because R6 does not receive the default route from R7, there is no route feedback. Now let’s look at what happens in the topology when there is no filter configured on R7.
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R7#configure terminal
 Enter configuration commands, one per line. End with CNTL/Z. R7(config)#router rip
 R7(config-router)#no distribute-list prefix NO_DEFAULT out GigabitEthernet1.67
 R6 originates the default route to R1 with a metric of 1.
 R6#debug ip rip
 RIP protocol debugging is on RIP: sending v2 update to 224.0.0.9 via GigabitEthernet1.146 (155.1.146.6)
 RIP: build update entries 0.0.0.0/0 via 0.0.0.0, metric 1, tag 0
 The route is sent from R1, to R3, to R7, and then advertised back to R6. Because R6 does not actually have the default route installed in the routing table, it accepts R7's advertisement as valid.
 RIP: received v2 update from 155.1.67.7 on GigabitEthernet1.67 0.0.0.0/0 via 0.0.0.0 in 4 hops
 R6 now sends a triggered update to R1 with the default route, because the metric has changed to a value of 5. R1 sends the route to R3 and then again R7, which creates a routing loop.
 RIP: sending v2 update to 224.0.0.9 via GigabitEthernet1.146
 (155.1.146.6)
 RIP: build update entries 0.0.0.0/0 via 0.0.0.0, metric 5, tag 0
 The result of this problem can also be viewed in the rest of the topology through the debug ip routing output.
 R1#debug ip routing
 RT: rip's 0.0.0.0/0 (via 155.1.146.6) metric changed from distance/metric [120/13] to [120/1]
 RT: updating rip 150.1.2.2/32 (0x0) :
 via 155.1.13.3 Gi1.13 0 1048578
 To fix this problem, we must ensure that R6 does not install a default route via R7. One way to fix this, as shown above, is to filter the default route from being sent
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from R7 to R6. Another solution is to filter the default route inbound on R6 as is received from R7. Yet another solution is to actually configure a static default route on R6, either to Null0 or to another interface, so the RIP route could not be installed in the routing table when received from R7. The simplest solution, although it does not meet the task requirements, is to have R6 advertise the default route out all interfaces. If R6 sends the default route directly to R7, R7 cannot send it back to R6 because of split-horizon, and the loop is avoided.
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CCIE Routing & Switching v5 Workbook - CCIE R&S v5 Advanced Technology Labs - RIP
 RIPv2 Conditional Default Routing
 A Note On Section Initial Configuration Files : You must load the initial configuration files for the section, named Basic RIP Routing , which can be found in CCIE R&S v5 Topology Diagrams & Initial Configurations. Note that R4’s connection to VLAN 146 and the Ethernet Link between R2 and R3 are disabled. Reference the Advanced Technology Labs With Addressing Diagram to complete this task.
 Task
 Configure R4 to originate a default route into the RIP domain, as long as it has a route to R9's Loopback0 prefix.
 Configuration
 R4:
 ip prefix-list ROUTE_TO_R9_LOOP seq 5 permit 150.1.9.9/32
 !
 route-map TRACK_ROUTE_TO_R9_LOOP permit 10
 match ip address prefix-list ROUTE_TO_R9_LOOP
 !
 router rip
 default-information originate route-map TRACK_ROUTE_TO_R9_LOOP
 Verification
 http://labs.ine.com/workbook/view/rs-v5-workbook/task/ccie-r-s-v5-topology-diagrams-initial-configurations-MTk3Ng==
 http://labs.ine.com/workbook/view/rs-v5-workbook/task/ccie-r-s-v5-topology-diagrams-initial-configurations-MTk3Ng==
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As long as R4 has a route to the network 150.1.9.9/32 installed in the routing table, it will advertise a default route.
 R4#show ip route 150.1.9.9 255.255.255.255
 Routing entry for 150.1.9.9/32
 Known via "rip", distance 120, metric 4
 Redistributing via rip
 Last update from 155.1.45.5 on GigabitEthernet1.45, 00:00:19 ago
 Routing Descriptor Blocks: * 155.1.45.5, from 155.1.45.5, 00:00:19 ago, via GigabitEthernet1.45
 Route metric is 4, traffic share count is 1
 ! R5#sh ip route | include (0.0.0.0)
 Gateway of last resort is 155.1.45.4 to network 0.0.0.0
 R* 0.0.0.0/0 [120/1] via 155.1.45.4, 00:00:14, GigabitEthernet1.45
 If R4 no longer has a route to 155.1.9.9/32, the default route is no longer advertised.
 R9#configure terminal
 Enter configuration commands, one per line. End with CNTL/Z. R9(config)#interface Loopback0
 R9(config-if)#shutdown
 %LINEPROTO-5-UPDOWN: Line protocol on Interface Loopback0, changed state to down
 %LINK-5-CHANGED: Interface Loopback0, changed state to administratively down
 ! R4#show ip route 150.1.9.9 255.255.255.255
 % Subnet not in table
 ! R5#show ip route | include ( 0.0.0.0)
 R5#
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CCIE Routing & Switching v5 Workbook - CCIE R&S v5 Advanced Technology Labs - RIP
 RIPv2 Reliable Conditional Default Routing
 A Note On Section Initial Configuration Files : You must load the initial configuration files for the section, named Basic RIP Routing , which can be found in CCIE R&S v5 Topology Diagrams & Initial Configurations. Note that R4’s connection to VLAN 146 and the Ethernet Link between R2 and R3 are disabled. Reference the Advanced Technology Labs With Addressing Diagram to complete this task.
 Task
 Configure R1 to originate a default route.Configure IP SLA on R1 to track ICMP reachability to R7's IPv4 address on VLAN 7.
 ICMP Echo-Request should be sent each 5 seconds.
 Configure IP SLA tracking on R1 so that if an ICMP Echo-Reply is not received from VLAN 7, R1 withdraws its default route advertisement.
 Configuration
 R1:
 ip sla 1
 frequency 5
 icmp-echo 155.1.7.7
 !
 ip sla schedule 1 start-time now life forever
 !
 track 1 ip sla 1
 !
 ip route 169.254.0.1 255.255.255.255 Null0 track 1
 http://labs.ine.com/workbook/view/rs-v5-workbook/task/ccie-r-s-v5-topology-diagrams-initial-configurations-MTk3Ng==
 http://labs.ine.com/workbook/view/rs-v5-workbook/task/ccie-r-s-v5-topology-diagrams-initial-configurations-MTk3Ng==
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!
 ip prefix-list DUMMY_ROUTE_TRACKED_VIA_SLA seq 5 permit 169.254.0.1/32
 !
 route-map RELIABLY_TRACK_LINK_TO_VLAN7 permit 10
 match ip address prefix-list DUMMY_ROUTE_TRACKED_VIA_SLA
 !
 router rip
 default-information originate route-map RELIABLY_TRACK_LINK_TO_VLAN7
 Verification
 With this example, an IP SLA instance is introduced into conditional default origination. The SLA instance checks reachability to VLAN7 via ICMP every 5 seconds, with a timeout of 5 seconds (the default value). The SLA instance is then called from an enhanced object, which is called from a static route. This link local route of 169.254.0.1/32 could be any arbitrary dummy prefix. The dummy prefix is then called from a route-map, which is tied to the default route origination. Therefore, if R1 loses ICMP reachability to VLAN 7, the default route is withdrawn. As long as R1 has ICMP connectivity with R7's IPv4 address from VLAN 7, R1 injects the default route in the RIP domain.
 R3#show ip route | in ( 0.0.0.0)
 Gateway of last resort is 155.1.13.1 to network 0.0.0.0
 R* 0.0.0.0/0 [120/1] via 155.1.13.1, 00:00:11, GigabitEthernet1.13
 Simulate an indirect link failure so that R1 no longer has reachability to R7's IPv4 address on VLAN 7, which will cause the IP SLA on R1 to timeout, and finally for default route to be withdrawn and no longer advertised.
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R1#debug track state
 track state debugging enabled
 ! R1#debug ip routing
 IP routing debugging is on
 ! R1#debug ip rip
 RIP protocol debugging is on
 ! R7#configure terminal
 R7(config)#interface GigabitEthernet1.37
 R7(config-subif)#shutdown
 R7(config-subif)#interface gigabitEthernet 1.67
 R7(config-subif)#shutdown
 The following log message on R1 confirms that R1 lost ICMP connectivity with R7; the object tracking state is now DOWN.
 R1#
 %TRACK-6-STATE: 1 ip sla 1 state Up -> Down
 This will cause R1 to generate a flash update, poisoning the default route with the infinite metric of 16.
 R1#
 RIP: sending v2 flash update to 224.0.0.9 via Loopback0 (150.1.1.1)
 RIP: build flash update entries
 0.0.0.0/0 via 0.0.0.0, metric 16, tag 0
 RIP: Update contains 1 routes
 RIP: Update queued RIP: sending v2 flash update to 224.0.0.9 via GigabitEthernet1.13 (155.1.13.1)
 RIP: build flash update entries
 0.0.0.0/0 via 0.0.0.0, metric 16, tag 0
 RIP: Update contains 1 routes
 RIP: Update queued RIP: sending v2 flash update to 224.0.0.9 via GigabitEthernet1.146 (155.1.146.1)
 RIP: build flash update entries
 0.0.0.0/0 via 0.0.0.0, metric 16, tag 0
 RIP: Update contains 1 routes
 RIP: Update queued RIP: sending v2 flash update to 224.0.0.9 via Tunnel0 (155.1.0.1)
 RIP: build flash update entries
 0.0.0.0/0 via 0.0.0.0, metric 16, tag 0
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RIP: Update contains 1 routes
 RIP: Update queued
 RIP: Update sent via Loopback0
 RIP: Update sent via GigabitEthernet1.13
 RIP: Update sent via GigabitEthernet1.146
 RIP: Update sent via Tunnel0
 This also causes R1 to withdraw the dummy route from the routing table.
 R1#
 RT: del 169.254.0.1 via 0.0.0.0, static metric [1/0]
 RT: delete subnet route to 169.254.0.1/32
 All routers will remove the default route from the routing table, so R3 no longer has the default route in the routing table.
 R3#show ip route | in (0.0.0.0)
 R3#
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CCIE Routing & Switching v5 Workbook - CCIE R&S v5 Advanced Technology Labs - RIP
 RIPv2 Unicast Updates
 A Note On Section Initial Configuration Files : You must load the initial configuration files for the section, named Basic RIP Routing , which can be found in CCIE R&S v5 Topology Diagrams & Initial Configurations. Note that R4’s connection to VLAN 146 and the Ethernet Link between R2 and R3 are disabled. Reference the Advanced Technology Labs With Addressing Diagram to complete this task.
 Task
 Configure R5 and R8 so that RIPv2 updates sent over VLAN 58 use unicasts instead of multicasts.
 Configuration
 R5:
 router rip
 passive-interface GigabitEthernet1.58
 neighbor 155.1.58.8
 R8:
 router rip
 passive-interface GigabitEthernet1.58
 neighbor 155.1.58.5
 Verification
 Like EIGRP and OSPF, the neighbor statement in RIP is used to send updates out
 http://labs.ine.com/workbook/view/rs-v5-workbook/task/ccie-r-s-v5-topology-diagrams-initial-configurations-MTk3Ng==
 http://labs.ine.com/workbook/view/rs-v5-workbook/task/ccie-r-s-v5-topology-diagrams-initial-configurations-MTk3Ng==
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the interface as unicast. Unlike other protocols, however, the neighbor statement does not automatically suppress the sending of the broadcast or multicast update. The additional passive-interface command is required to accomplish this.
 R5#debug ip rip
 RIP protocol debugging is on
 RIP: sending v2 update to 155.1.58.8 via GigabitEthernet1.58 (155.1.58.5)
 RIP: build update entries
 0.0.0.0/0 via 0.0.0.0, metric 2, tag 0
 150.1.1.1/32 via 0.0.0.0, metric 2, tag 0
 150.1.2.2/32 via 0.0.0.0, metric 2, tag 0
 150.1.3.3/32 via 0.0.0.0, metric 2, tag 0
 150.1.4.4/32 via 0.0.0.0, metric 2, tag 0
 150.1.5.5/32 via 0.0.0.0, metric 1, tag 0
 150.1.6.6/32 via 0.0.0.0, metric 3, tag 0
 150.1.7.7/32 via 0.0.0.0, metric 3, tag 0
 150.1.9.9/32 via 0.0.0.0, metric 4, tag 0
 155.1.0.0/24 via 0.0.0.0, metric 1, tag 0
 155.1.5.0/24 via 0.0.0.0, metric 1, tag 0
 155.1.7.0/24 via 0.0.0.0, metric 3, tag 0
 155.1.9.0/24 via 0.0.0.0, metric 4, tag 0
 155.1.13.0/24 via 0.0.0.0, metric 2, tag 0
 155.1.37.0/24 via 0.0.0.0, metric 2, tag 0
 155.1.45.0/24 via 0.0.0.0, metric 1, tag 0
 155.1.67.0/24 via 0.0.0.0, metric 3, tag 0
 155.1.79.0/24 via 0.0.0.0, metric 3, tag 0
 155.1.146.0/24 via 0.0.0.0, metric 2, tag 0
 ! R8#debug ip packet detail
 IP packet debugging is on (detailed)
 IP: s=155.1.58.8 (local), d=155.1.58.5 (GigabitEthernet1.58), len 132, local feature
 UDP src=520, dst=520, feature skipped, Logical MN local(14), rtype 0, forus FALSE, sendself FALSE, mtu 0, fwdchk FALSE
 IP: s=155.1.58.8 (local), d=155.1.58.5 (GigabitEthernet1.58), len 132, sending UDP src=520, dst=520
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 RIPv2 Broadcast Updates
 A Note On Section Initial Configuration Files : You must load the initial configuration files for the section, named Basic RIP Routing , which can be found in CCIE R&S v5 Topology Diagrams & Initial Configurations. Note that R4’s connection to VLAN 146 and the Ethernet Link between R2 and R3 are disabled. Reference the Advanced Technology Labs With Addressing Diagram to complete this task.
 Task
 Configure R1 and R6 so that RIPv2 updates sent over VLAN 146 use broadcasts instead of multicasts.
 Configuration
 R1:
 interface GigabitEthernet1.146
 ip rip v2-broadcast
 R6:
 interface GigabitEthernet1.146
 ip rip v2-broadcast
 Verification
 http://labs.ine.com/workbook/view/rs-v5-workbook/task/ccie-r-s-v5-topology-diagrams-initial-configurations-MTk3Ng==
 http://labs.ine.com/workbook/view/rs-v5-workbook/task/ccie-r-s-v5-topology-diagrams-initial-configurations-MTk3Ng==
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Normally, RIPv2 updates are sent as multicast. The interface-level command ip rip v2-broadcast reverts back to using the all host broadcast address of
 255.255.255.255 for updates.
 R1#debug ip rip
 RIP protocol debugging is on
 RIP: sending v2 update to 255.255.255.255 via GigabitEthernet1.146 (155.1.146.1)
 RIP: build update entries
 0.0.0.0/0 via 0.0.0.0, metric 1, tag 0
 150.1.1.1/32 via 0.0.0.0, metric 1, tag 0
 150.1.2.2/32 via 0.0.0.0, metric 3, tag 0
 150.1.3.3/32 via 0.0.0.0, metric 2, tag 0
 150.1.4.4/32 via 0.0.0.0, metric 3, tag 0
 150.1.5.5/32 via 0.0.0.0, metric 2, tag 0
 150.1.8.8/32 via 0.0.0.0, metric 3, tag 0
 150.1.10.10/32 via 0.0.0.0, metric 4, tag 0
 155.1.0.0/24 via 0.0.0.0, metric 1, tag 0
 155.1.5.0/24 via 0.0.0.0, metric 2, tag 0
 155.1.8.0/24 via 0.0.0.0, metric 3, tag 0
 155.1.10.0/24 via 0.0.0.0, metric 4, tag 0
 155.1.13.0/24 via 0.0.0.0, metric 1, tag 0
 155.1.37.0/24 via 0.0.0.0, metric 2, tag 0
 155.1.45.0/24 via 0.0.0.0, metric 2, tag 0
 155.1.58.0/24 via 0.0.0.0, metric 2, tag 0
 155.1.108.0/24 via 0.0.0.0, metric 3, tag 0
 ! R1#debug ip packet detail
 IP packet debugging is on (detailed)
 IP: s=155.1.146.1 (local), d=255.255.255.255 (GigabitEthernet1.146), len 312, local feature
 UDP src=520, dst=520, feature skipped, Logical MN local(14), rtype 0, forus FALSE, sendself FALSE, mtu 0, fwdchk FALSE
 s=155.1.146.1 (local), d=255.255.255.255 (GigabitEthernet1.146), len 312, sending broad/multicast
 UDP src=520, dst=520
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 RIPv2 Source Validation
 A Note On Section Initial Configuration Files : You must load the initial configuration files for the section, named Basic RIP Routing , which can be found in CCIE R&S v5 Topology Diagrams & Initial Configurations. Note that R4’s connection to VLAN 146 and the Ethernet Link between R2 and R3 are disabled. Reference the Advanced Technology Labs With Addressing Diagram to complete this task.
 Task
 Configure R9 to use its Loopback0 address on its VLAN 79 Ethernet link.Ensure that RIPv2 updates sent across the Ethernet link can be installed in the routing tables of both R7 and R9.
 Configuration
 R7:
 router rip
 no validate-update-source
 R9:
 interface GigabitEthernet1.79
 ip unnumbered Loopback0
 Verification
 http://labs.ine.com/workbook/view/rs-v5-workbook/task/ccie-r-s-v5-topology-diagrams-initial-configurations-MTk3Ng==
 http://labs.ine.com/workbook/view/rs-v5-workbook/task/ccie-r-s-v5-topology-diagrams-initial-configurations-MTk3Ng==
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Verify that before IP unnumbered is configured on R9, RIP routes are correctly installed in both the R7 and R9 routing tables, and there is IPv4 connectivity.
 R7#show ip route 155.1.9.0
 Routing entry for 155.1.9.0/24
 Known via "rip", distance 120, metric 1
 Redistributing via rip
 Last update from 155.1.79.9 on GigabitEthernet1.79, 00:00:09 ago
 Routing Descriptor Blocks: * 155.1.79.9, from 155.1.79.9, 00:00:09 ago, via GigabitEthernet1.79
 Route metric is 1, traffic share count is 1
 ! R7#ping 155.1.9.9
 Type escape sequence to abort.
 Sending 5, 100-byte ICMP Echos to 155.1.9.9, timeout is 2 seconds: !!!!!
 Success rate is 100 percent (5/5), round-trip min/avg/max = 1/1/4 ms
 ! R9#show ip route 155.1.7.0
 Routing entry for 155.1.7.0/24
 Known via "rip", distance 120, metric 1
 Redistributing via rip
 Last update from 155.1.79.7 on GigabitEthernet1.79, 00:00:09 ago
 Routing Descriptor Blocks: * 155.1.79.7, from 155.1.79.7, 00:00:09 ago, via GigabitEthernet1.79
 Route metric is 1, traffic share count is 1
 ! R9#ping 155.1.7.7
 Type escape sequence to abort.
 Sending 5, 100-byte ICMP Echos to 155.1.7.7, timeout is 2 seconds: !!!!!
 Success rate is 100 percent (5/5), round-trip min/avg/max = 2/4/13 ms
 After applying the IP unnumbered configuration on R9, because R9 will be sending RIP updates out on VLAN 79 Ethernet segment with a IPv4 address not in the same subnet as R7's IPv4 address, R7 will ignore these updates, and all RIP routes learned from R9 will slowly be removed from the routing table based on the flush timer.
 R9#configure terminal
 Enter configuration commands, one per line. End with CNTL/Z. R9(config)#interface GigabitEthernet1.79
 R9(config-subif)#ip unnumbered Loopback0
 ! R7#debug condition interface gigabitEthernet1.79
 Condition 1 set
 ! R7#debug ip rip
 RIP protocol debugging is on
 Because RIP debugging has been enabled on R7, the following log messages will
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be displayed, basically saying that R7 ignores the RIP updates received from R9.
 RIP: ignored v2 update from bad source 150.1.9.9 on GigabitEthernet1.79
 RIP: sending v2 update to 224.0.0.9 via GigabitEthernet1.79 (155.1.79.7)
 RIP: build update entries
 150.1.1.1/32 via 0.0.0.0, metric 3, tag 0
 150.1.2.2/32 via 0.0.0.0, metric 4, tag 0
 150.1.3.3/32 via 0.0.0.0, metric 2, tag 0
 150.1.4.4/32 via 0.0.0.0, metric 4, tag 0
 150.1.5.5/32 via 0.0.0.0, metric 3, tag 0
 150.1.6.6/32 via 0.0.0.0, metric 2, tag 0
 150.1.7.7/32 via 0.0.0.0, metric 1, tag 0
 150.1.8.8/32 via 0.0.0.0, metric 4, tag 0
 150.1.10.10/32 via 0.0.0.0, metric 5, tag 0
 155.1.0.0/24 via 0.0.0.0, metric 2, tag 0
 155.1.5.0/24 via 0.0.0.0, metric 3, tag 0
 155.1.7.0/24 via 0.0.0.0, metric 1, tag 0
 155.1.8.0/24 via 0.0.0.0, metric 4, tag 0
 155.1.10.0/24 via 0.0.0.0, metric 5, tag 0
 155.1.13.0/24 via 0.0.0.0, metric 2, tag 0
 155.1.37.0/24 via 0.0.0.0, metric 1, tag 0
 155.1.45.0/24 via 0.0.0.0, metric 3, tag 0
 155.1.58.0/24 via 0.0.0.0, metric 3, tag 0
 155.1.67.0/24 via 0.0.0.0, metric 1, tag 0
 155.1.108.0/24 via 0.0.0.0, metric 4, tag 0
 155.1.146.0/24 via 0.0.0.0, metric 2, tag 0
 Note that timers for RIP routes received from R9 are no longer refreshed based on the update interval.
 R7#show ip route rip | i 1.9.
 R 150.1.9.9 [120/1] via 155.1.79.9, 00:02:33
 , GigabitEthernet1.79 R 155.1.9.0/24 [120/1] via 155.1.79.9, 00:02:33
 , GigabitEthernet1.79
 ! R7#show ip rip database 150.1.9.9 255.255.255.255
 150.1.9.9/32 [1] via 155.1.79.9, 00:02:51
 , GigabitEthernet1.79
 ! R7#show ip rip database 155.1.9.0 255.255.255.0
 155.1.9.0/24 [1] via 155.1.79.9, 00:02:55
 , GigabitEthernet1.79
 Note that R9 does not have the same problem for RIP updates received from R7; it
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accepts the RIP routes. This is because when IP unnumbered is used for an interface, the routing protocol no longer performs the check to determine whether the update was received from an IPv4 address within the directly connected subnet.
 R9#debug condition interface gigabitEthernet1.79
 Condition 1 set
 ! R9#debug ip rip
 RIP protocol debugging is on
 ! RIP: received v2 update from 155.1.79.7 on GigabitEthernet1.79
 150.1.1.1/32 via 0.0.0.0 in 3 hops
 150.1.2.2/32 via 0.0.0.0 in 4 hops
 150.1.3.3/32 via 0.0.0.0 in 2 hops
 150.1.4.4/32 via 0.0.0.0 in 4 hops
 150.1.5.5/32 via 0.0.0.0 in 3 hops
 150.1.6.6/32 via 0.0.0.0 in 2 hops
 150.1.7.7/32 via 0.0.0.0 in 1 hops
 150.1.8.8/32 via 0.0.0.0 in 4 hops
 150.1.10.10/32 via 0.0.0.0 in 5 hops
 155.1.0.0/24 via 0.0.0.0 in 2 hops
 155.1.5.0/24 via 0.0.0.0 in 3 hops
 155.1.7.0/24 via 0.0.0.0 in 1 hops
 155.1.8.0/24 via 0.0.0.0 in 4 hops
 155.1.10.0/24 via 0.0.0.0 in 5 hops
 155.1.13.0/24 via 0.0.0.0 in 2 hops
 155.1.37.0/24 via 0.0.0.0 in 1 hops
 155.1.45.0/24 via 0.0.0.0 in 3 hops
 155.1.58.0/24 via 0.0.0.0 in 3 hops
 155.1.67.0/24 via 0.0.0.0 in 1 hops
 155.1.108.0/24 via 0.0.0.0 in 4 hops
 155.1.146.0/24 via 0.0.0.0 in 2 hops
 RIP: sending v2 update to 224.0.0.9 via GigabitEthernet1.79 (150.1.9.9)
 RIP: build update entries
 150.1.9.9/32 via 0.0.0.0, metric 1, tag 0
 155.1.9.0/24 via 0.0.0.0, metric 1, tag 0
 ! R9#show ip route rip | b Gateway
 Gateway of last resort is not set
 150.1.0.0/32 is subnetted, 10 subnets
 R 150.1.1.1 [120/3] via 155.1.79.7, 00:00:11, GigabitEthernet1.79
 R 150.1.2.2 [120/4] via 155.1.79.7, 00:00:11, GigabitEthernet1.79
 R 150.1.3.3 [120/2] via 155.1.79.7, 00:00:11, GigabitEthernet1.79
 R 150.1.4.4 [120/4] via 155.1.79.7, 00:00:11, GigabitEthernet1.79
 R 150.1.5.5 [120/3] via 155.1.79.7, 00:00:11, GigabitEthernet1.79
 R 150.1.6.6 [120/2] via 155.1.79.7, 00:00:11, GigabitEthernet1.79
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R 150.1.7.7 [120/1] via 155.1.79.7, 00:00:11, GigabitEthernet1.79
 R 150.1.8.8 [120/4] via 155.1.79.7, 00:00:11, GigabitEthernet1.79
 R 150.1.10.10 [120/5] via 155.1.79.7, 00:00:11, GigabitEthernet1.79
 155.1.0.0/16 is variably subnetted, 14 subnets, 2 masks
 R 155.1.0.0/24 [120/2] via 155.1.79.7, 00:00:11, GigabitEthernet1.79
 R 155.1.5.0/24 [120/3] via 155.1.79.7, 00:00:11, GigabitEthernet1.79
 R 155.1.7.0/24 [120/1] via 155.1.79.7, 00:00:11, GigabitEthernet1.79
 R 155.1.8.0/24 [120/4] via 155.1.79.7, 00:00:11, GigabitEthernet1.79
 R 155.1.10.0/24 [120/5] via 155.1.79.7, 00:00:11, GigabitEthernet1.79
 R 155.1.13.0/24 [120/2] via 155.1.79.7, 00:00:11, GigabitEthernet1.79
 R 155.1.37.0/24 [120/1] via 155.1.79.7, 00:00:11, GigabitEthernet1.79
 R 155.1.45.0/24 [120/3] via 155.1.79.7, 00:00:11, GigabitEthernet1.79
 R 155.1.58.0/24 [120/3] via 155.1.79.7, 00:00:11, GigabitEthernet1.79
 R 155.1.67.0/24 [120/1] via 155.1.79.7, 00:00:11, GigabitEthernet1.79
 R 155.1.108.0/24 [120/4] via 155.1.79.7, 00:00:11, GigabitEthernet1.79
 R 155.1.146.0/24 [120/2] via 155.1.79.7, 00:00:11, GigabitEthernet1.79
 So the problem is unidirectional, and it can be fixed on R7 by configuring it to no longer perform the check against the source IPv4 address of the update. This is globally configured under the RIP process with the command no validate-update-
 source .
 R7#configure terminal
 Enter configuration commands, one per line. End with CNTL/Z. R7(config)#router rip
 R7(config-router)#no validate-update-source
 ! R7#show ip route rip | i 1.9.
 R 150.1.9.9 [120/1] via 150.1.9.9, 00:00:06
 R 155.1.9.0/24 [120/1] via 150.1.9.9, 00:00:06
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CCIE Routing & Switching v5 Workbook - CCIE R&S v5 Advanced Technology Labs - EIGRP
 EIGRP Network Statement
 A Note On Section Initial Configuration Files : You must load the initial configuration files for the section, named Initial EIGRP , which can be found in CCIE R&S v5 Topology Diagrams & Initial Configurations. Note that R4’s link to VLAN 146 and the link between R2 and R3 are disabled. Reference the Advanced Technology Labs With Addressing Diagram to complete this task.
 Task
 Configure EIGRP AS 100 on all devices in the topology.Enable EIGRP on all interfaces in the 150.1.0.0/16 and 155.1.0.0/16 networks on all devices.Any new interfaces added should not automatically have EIGRP enabled on them, regardless of their IPv4 addresses.For verification, all devices should have full IPv4 reachability throughout the network.
 Configuration
 R1:
 router eigrp 100
 network 150.1.1.1 0.0.0.0
 network 155.1.0.1 0.0.0.0
 network 155.1.146.1 0.0.0.0
 network 155.1.13.1 0.0.0.0
 R2:
 router eigrp 100
 network 150.1.2.2 0.0.0.0
 network 155.1.0.2 0.0.0.0
 http://labs.ine.com/workbook/view/rs-v5-workbook/task/ccie-r-s-v5-topology-diagrams-initial-configurations-MTk3Ng==
 http://labs.ine.com/workbook/view/rs-v5-workbook/task/ccie-r-s-v5-topology-diagrams-initial-configurations-MTk3Ng==
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R3:
 router eigrp 100
 network 150.1.3.3 0.0.0.0
 network 155.1.0.3 0.0.0.0
 network 155.1.13.3 0.0.0.0
 network 155.1.37.3 0.0.0.0
 R4:
 router eigrp 100
 network 150.1.4.4 0.0.0.0
 network 155.1.0.4 0.0.0.0
 network 155.1.45.4 0.0.0.0
 R5:
 interface Tunnel0
 no ip split-horizon eigrp 100
 !
 router eigrp 100
 network 150.1.5.5 0.0.0.0
 network 155.1.0.5 0.0.0.0
 network 155.1.5.5 0.0.0.0
 network 155.1.45.5 0.0.0.0
 network 155.1.58.5 0.0.0.0
 R6:
 router eigrp 100
 network 150.1.6.6 0.0.0.0
 network 155.1.67.6 0.0.0.0
 network 155.1.146.6 0.0.0.0
 R7:
 router eigrp 100
 network 150.1.7.7 0.0.0.0
 network 155.1.7.7 0.0.0.0
 network 155.1.37.7 0.0.0.0
 network 155.1.67.7 0.0.0.0
 network 155.1.79.7 0.0.0.0
 R8:
 router eigrp 100
 network 150.1.8.8 0.0.0.0
 network 155.1.8.8 0.0.0.0
 network 155.1.58.8 0.0.0.0
 network 155.1.108.8 0.0.0.0
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R9:
 router eigrp 100
 network 150.1.9.9 0.0.0.0
 network 155.1.9.9 0.0.0.0
 network 155.1.79.9 0.0.0.0
 R10:
 router eigrp 100
 network 150.1.10.10 0.0.0.0
 network 155.1.10.10 0.0.0.0
 network 155.1.108.10 0.0.0.0
 Verification
 The network statement in EIGRP, like in OSPF, does not control which networks are being advertised, but instead controls which interfaces are running the EIGRP process. By using a wildcard address of 0.0.0.0 in the EIGRP network statement, only the interface with that particular IPv4 address will have the EIGRP process enabled. By using all zeros in the wildcard mask, there is no question as to which interfaces are running the process, and new interfaces added to the device will not automatically be running the EIGRP process.
 When the network statement is configured, your first verification should always be to check the neighbor adjacencies with the show ip eigrp neighbors command. A “Q Cnt” (queue count) of zero means that there are no updates waiting to be sent or ackonwledged, thus the network has converged:
 R1#show ip eigrp neighbors
 EIGRP-IPv4 Neighbors for AS(100)
 H Address Interface Hold Uptime SRTT RTO Q
 Seq (sec) (ms) Cnt
 Num 2 155.1.146.6 Gi1.146 11 00:45:40 2 100 0
 17 1 155.1.0.5 Tu0 14 00:45:47 88 1398 0
 33 0 155.1.13.3 Gi1.13 13 00:46:07 1 100 0
 31
 ! R2#show ip eigrp neighbors
 EIGRP-IPv4 Neighbors for AS(100)
 H Address Interface Hold Uptime SRTT RTO Q
 Seq (sec) (ms) Cnt
 Num 0 155.1.0.5 Tu0 14 00:45:47 141 1398 0
 30
 ! R3#show ip eigrp neighbors
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EIGRP-IPv4 Neighbors for AS(100)
 H Address Interface Hold Uptime SRTT RTO Q
 Seq (sec) (ms) Cnt
 Num 2 155.1.37.7 Gi1.37 11 00:45:27 1 100 0
 18 1 155.1.0.5 Tu0 14 00:45:47 93 1398 0
 32 0 155.1.13.1 Gi1.13 11 00:46:07 169 1014 0
 35
 ! R4#show ip eigrp neighbors
 EIGRP-IPv4 Neighbors for AS(100)
 H Address Interface Hold Uptime SRTT RTO Q
 Seq (sec) (ms) Cnt
 Num 1 155.1.45.5 Gi1.45 12 00:45:47 1 100 0
 27 0 155.1.0.5 Tu0 14 00:45:47 140 1398 0
 31
 ! R5#show ip eigrp neighbors
 EIGRP-IPv4 Neighbors for AS(100)
 H Address Interface Hold Uptime SRTT RTO Q
 Seq (sec) (ms) Cnt
 Num 5 155.1.58.8 Gi1.58 14 00:45:17 1 100 0
 7 4 155.1.0.1 Tu0 14 00:45:47 5 1362 0
 34 3 155.1.0.3 Tu0 13 00:45:47 5 1362 0
 33 2 155.1.45.4 Gi1.45 13 00:45:47 2 100 0
 18 1 155.1.0.4 Tu0 14 00:45:47 5 1362 0
 20 0 155.1.0.2 Tu0 11 00:45:47 1 1362 0
 8
 ! R6#show ip eigrp neighbors
 EIGRP-IPv4 Neighbors for AS(100)
 H Address Interface Hold Uptime SRTT RTO Q
 Seq (sec) (ms) Cnt
 Num 1 155.1.67.7 Gi1.67 10 00:45:27 1 100 0
 19 0 155.1.146.1 Gi1.146 12 00:45:40 1 100 0
 36
 ! R7#show ip eigrp neighbors
 EIGRP-IPv4 Neighbors for AS(100)
 H Address Interface Hold Uptime SRTT RTO Q
 Seq (sec) (ms) Cnt
 Num 2 155.1.79.9 Gi1.79 14 00:45:06 4 100 0
 5 1 155.1.67.6 Gi1.67 11 00:45:27 1 100 0
 16 0 155.1.37.3 Gi1.37 13 00:45:27 3 100 0
 32
 ! R8#show ip eigrp neighbors
 EIGRP-IPv4 Neighbors for AS(100)
 H Address Interface Hold Uptime SRTT RTO Q
 Seq (sec) (ms) Cnt
 Num 1 155.1.108.10 Gi1.108 12 00:44:49 2 100 0
 3
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0 155.1.58.5 Gi1.58 11 00:45:17 1 100 0
 29
 ! R9#show ip eigrp neighbors
 EIGRP-IPv4 Neighbors for AS(100)
 H Address Interface Hold Uptime SRTT RTO Q
 Seq (sec) (ms) Cnt
 Num 0 155.1.79.7 Gi1.79 13 00:45:06 1 100 0
 17
 ! R10#show ip eigrp neighbors
 EIGRP-IPv4 Neighbors for AS(100)
 H Address Interface Hold Uptime SRTT RTO Q
 Seq (sec) (ms) Cnt
 Num 0 155.1.108.8 Gi1.108 10 00:44:49 4 100 0
 8
 Additionally, note that there is an implicit design problem that must be solved in this topology that relates to split-horizon. Because R2’s only connection to the rest of the EIGRP network is through the DMVPN network, all advertisements that R5 receives in the DMVPN Tunnel interface cannot be sent back out to R2. This is similar to the RIP split-horizon problem previously introduced, but EIGRP split-horizon is enabled on all interfaces, regardless of what the interface type is. To resolve this issue, R5 must disable split-horizon for this EIGRP process by using the command no ip
 split-horizon eigrp 100 under the Tunnel interface. The end result of this configuration is that R2 should be learning about all EIGRP destinations through the DMVPN Tunnel:
 R2#show ip route eigrp
 Codes: L - local, C - connected, S - static, R - RIP, M - mobile, B - BGP
 D - EIGRP, EX - EIGRP external, O - OSPF, IA - OSPF inter area
 N1 - OSPF NSSA external type 1, N2 - OSPF NSSA external type 2
 E1 - OSPF external type 1, E2 - OSPF external type 2
 i - IS-IS, su - IS-IS summary, L1 - IS-IS level-1, L2 - IS-IS level-2
 ia - IS-IS inter area, * - candidate default, U - per-user static route
 o - ODR, P - periodic downloaded static route, H - NHRP, l - LISP
 a - application route
 + - replicated route, % - next hop override
 Gateway of last resort is not set
 150.1.0.0/32 is subnetted, 10 subnets
 D 150.1.1.1 [90/27264000] via 155.1.0.5, 00:43:55, Tunnel0
 D 150.1.3.3 [90/27264000] via 155.1.0.5, 00:43:55, Tunnel0
 D 150.1.4.4 [90/27008256] via 155.1.0.5, 00:51:43, Tunnel0
 D 150.1.5.5 [90/27008000] via 155.1.0.5, 00:51:45, Tunnel0
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D 150.1.6.6 [90/27264256] via 155.1.0.5, 00:43:55, Tunnel0
 D 150.1.7.7 [90/27264256] via 155.1.0.5, 00:43:55, Tunnel0
 D 150.1.8.8 [90/27008256] via 155.1.0.5, 00:51:13, Tunnel0
 D 150.1.9.9 [90/27264512] via 155.1.0.5, 00:43:55, Tunnel0
 D 150.1.10.10 [90/27008512] via 155.1.0.5, 00:50:45, Tunnel0
 155.1.0.0/16 is variably subnetted, 15 subnets, 2 masks
 D 155.1.5.0/24 [90/26880256] via 155.1.0.5, 00:51:45, Tunnel0
 D 155.1.7.0/24 [90/27136512] via 155.1.0.5, 00:43:55, Tunnel0
 D 155.1.8.0/24 [90/26880512] via 155.1.0.5, 00:51:13, Tunnel0
 D 155.1.9.0/24 [90/27136768] via 155.1.0.5, 00:43:55, Tunnel0
 D 155.1.10.0/24 [90/26880768] via 155.1.0.5, 00:50:45, Tunnel0
 D 155.1.13.0/24 [90/27136256] via 155.1.0.5, 00:43:55, Tunnel0
 D 155.1.37.0/24 [90/27136256] via 155.1.0.5, 00:43:55, Tunnel0
 D 155.1.45.0/24 [90/26880256] via 155.1.0.5, 00:51:45, Tunnel0
 D 155.1.58.0/24 [90/26880256] via 155.1.0.5, 00:51:45, Tunnel0
 D 155.1.67.0/24 [90/27136512] via 155.1.0.5, 00:43:55, Tunnel0
 D 155.1.79.0/24 [90/27136512] via 155.1.0.5, 00:43:55, Tunnel0
 D 155.1.108.0/24 [90/26880512] via 155.1.0.5, 00:51:13, Tunnel0
 D 155.1.146.0/24 [90/27136256] via 155.1.0.5, 00:43:55, Tunnel0
 IPv4 reachability in the network could be verified manually by pinging the various routes in the routing table, or by using a simple TCL shell script, as seen below:
 R2#tclsh
 R2(tcl)#foreach ADDRESS {
 +>(tcl)#150.1.1.1
 +>(tcl)#155.1.0.1
 +>(tcl)#155.1.13.1
 +>(tcl)#155.1.146.1
 +>(tcl)#150.1.2.2
 +>(tcl)#155.1.0.2
 +>(tcl)#150.1.3.3
 +>(tcl)#155.1.0.3
 +>(tcl)#155.1.13.3
 +>(tcl)#155.1.37.3
 +>(tcl)#150.1.4.4
 +>(tcl)#155.1.0.4
 +>(tcl)#155.1.45.4
 +>(tcl)#150.1.5.5
 +>(tcl)#155.1.0.5
 +>(tcl)#155.1.5.5
 +>(tcl)#155.1.45.5
 +>(tcl)#155.1.58.5
 +>(tcl)#150.1.6.6
 +>(tcl)#155.1.67.6
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+>(tcl)#155.1.146.6
 +>(tcl)#150.1.7.7
 +>(tcl)#155.1.7.7
 +>(tcl)#155.1.37.7
 +>(tcl)#155.1.67.7
 +>(tcl)#155.1.79.7
 +>(tcl)#150.1.8.8
 +>(tcl)#155.1.8.8
 +>(tcl)#155.1.58.8
 +>(tcl)#155.1.108.8
 +>(tcl)#150.1.9.9
 +>(tcl)#155.1.9.9
 +>(tcl)#155.1.79.9
 +>(tcl)#150.1.10.10
 +>(tcl)#155.1.10.10
 +>(tcl)#155.1.108.10
 +>(tcl)#} { ping $ADDRESS }
 Type escape sequence to abort.
 Sending 5, 100-byte ICMP Echos to 150.1.1.1, timeout is 2 seconds: !!!!!
 Success rate is 100 percent (5/5), round-trip min/avg/max = 2/3/4 ms
 Type escape sequence to abort.
 Sending 5, 100-byte ICMP Echos to 155.1.0.1, timeout is 2 seconds: !!!!!
 Success rate is 100 percent (5/5), round-trip min/avg/max = 2/3/6 ms
 Type escape sequence to abort.
 Sending 5, 100-byte ICMP Echos to 155.1.13.1, timeout is 2 seconds: !!!!!
 Success rate is 100 percent (5/5), round-trip min/avg/max = 2/2/5 ms
 Type escape sequence to abort.
 Sending 5, 100-byte ICMP Echos to 155.1.146.1, timeout is 2 seconds: !!!!!
 Success rate is 100 percent (5/5), round-trip min/avg/max = 2/2/4 ms
 Type escape sequence to abort.
 Sending 5, 100-byte ICMP Echos to 150.1.2.2, timeout is 2 seconds: !!!!!
 Success rate is 100 percent (5/5), round-trip min/avg/max = 1/1/4 ms
 Type escape sequence to abort.
 Sending 5, 100-byte ICMP Echos to 155.1.0.2, timeout is 2 seconds: !!!!!
 Success rate is 100 percent (5/5), round-trip min/avg/max = 1/2/10 ms
 Type escape sequence to abort.
 Sending 5, 100-byte ICMP Echos to 150.1.3.3, timeout is 2 seconds: !!!!!
 Success rate is 100 percent (5/5), round-trip min/avg/max = 2/2/3 ms
 Type escape sequence to abort.
 Sending 5, 100-byte ICMP Echos to 155.1.0.3, timeout is 2 seconds: !!!!!
 Success rate is 100 percent (5/5), round-trip min/avg/max = 1/1/3 ms
 Type escape sequence to abort.
 Sending 5, 100-byte ICMP Echos to 155.1.13.3, timeout is 2 seconds: !!!!!
 Success rate is 100 percent (5/5), round-trip min/avg/max = 2/2/3 ms
 Type escape sequence to abort.
 Sending 5, 100-byte ICMP Echos to 155.1.37.3, timeout is 2 seconds: !!!!!
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Success rate is 100 percent (5/5), round-trip min/avg/max = 1/2/4 ms
 Type escape sequence to abort.
 Sending 5, 100-byte ICMP Echos to 150.1.4.4, timeout is 2 seconds: !!!!!
 Success rate is 100 percent (5/5), round-trip min/avg/max = 2/3/5 ms
 Type escape sequence to abort.
 Sending 5, 100-byte ICMP Echos to 155.1.0.4, timeout is 2 seconds: !!!!!
 Success rate is 100 percent (5/5), round-trip min/avg/max = 1/2/4 ms
 Type escape sequence to abort.
 Sending 5, 100-byte ICMP Echos to 155.1.45.4, timeout is 2 seconds: !!!!!
 Success rate is 100 percent (5/5), round-trip min/avg/max = 1/3/6 ms
 Type escape sequence to abort.
 Sending 5, 100-byte ICMP Echos to 150.1.5.5, timeout is 2 seconds: !!!!!
 Success rate is 100 percent (5/5), round-trip min/avg/max = 1/2/5 ms
 Type escape sequence to abort.
 Sending 5, 100-byte ICMP Echos to 155.1.0.5, timeout is 2 seconds: !!!!!
 Success rate is 100 percent (5/5), round-trip min/avg/max = 1/2/4 ms
 Type escape sequence to abort.
 Sending 5, 100-byte ICMP Echos to 155.1.5.5, timeout is 2 seconds: !!!!!
 Success rate is 100 percent (5/5), round-trip min/avg/max = 1/2/4 ms
 Type escape sequence to abort.
 Sending 5, 100-byte ICMP Echos to 155.1.45.5, timeout is 2 seconds: !!!!!
 Success rate is 100 percent (5/5), round-trip min/avg/max = 1/2/3 ms
 Type escape sequence to abort.
 Sending 5, 100-byte ICMP Echos to 155.1.58.5, timeout is 2 seconds: !!!!!
 Success rate is 100 percent (5/5), round-trip min/avg/max = 1/2/4 ms
 Type escape sequence to abort.
 Sending 5, 100-byte ICMP Echos to 150.1.6.6, timeout is 2 seconds: !!!!!
 Success rate is 100 percent (5/5), round-trip min/avg/max = 1/2/3 ms
 Type escape sequence to abort.
 Sending 5, 100-byte ICMP Echos to 155.1.67.6, timeout is 2 seconds: !!!!!
 Success rate is 100 percent (5/5), round-trip min/avg/max = 2/2/3 ms
 Type escape sequence to abort.
 Sending 5, 100-byte ICMP Echos to 155.1.146.6, timeout is 2 seconds: !!!!!
 Success rate is 100 percent (5/5), round-trip min/avg/max = 2/2/3 ms
 Type escape sequence to abort.
 Sending 5, 100-byte ICMP Echos to 150.1.7.7, timeout is 2 seconds: !!!!!
 Success rate is 100 percent (5/5), round-trip min/avg/max = 2/2/4 ms
 Type escape sequence to abort.
 Sending 5, 100-byte ICMP Echos to 155.1.7.7, timeout is 2 seconds: !!!!!
 Success rate is 100 percent (5/5), round-trip min/avg/max = 1/2/4 ms
 Type escape sequence to abort.
 Sending 5, 100-byte ICMP Echos to 155.1.37.7, timeout is 2 seconds: !!!!!
 Success rate is 100 percent (5/5), round-trip min/avg/max = 2/2/4 ms
 Type escape sequence to abort.
 Sending 5, 100-byte ICMP Echos to 155.1.67.7, timeout is 2 seconds: !!!!!
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Success rate is 100 percent (5/5), round-trip min/avg/max = 2/3/5 ms
 Type escape sequence to abort.
 Sending 5, 100-byte ICMP Echos to 155.1.79.7, timeout is 2 seconds: !!!!!
 Success rate is 100 percent (5/5), round-trip min/avg/max = 2/3/6 ms
 Type escape sequence to abort.
 Sending 5, 100-byte ICMP Echos to 150.1.8.8, timeout is 2 seconds: !!!!!
 Success rate is 100 percent (5/5), round-trip min/avg/max = 2/4/9 ms
 Type escape sequence to abort.
 Sending 5, 100-byte ICMP Echos to 155.1.8.8, timeout is 2 seconds: !!!!!
 Success rate is 100 percent (5/5), round-trip min/avg/max = 2/3/4 ms
 Type escape sequence to abort.
 Sending 5, 100-byte ICMP Echos to 155.1.58.8, timeout is 2 seconds: !!!!!
 Success rate is 100 percent (5/5), round-trip min/avg/max = 2/3/6 ms
 Type escape sequence to abort.
 Sending 5, 100-byte ICMP Echos to 155.1.108.8, timeout is 2 seconds: !!!!!
 Success rate is 100 percent (5/5), round-trip min/avg/max = 2/3/6 ms
 Type escape sequence to abort.
 Sending 5, 100-byte ICMP Echos to 150.1.9.9, timeout is 2 seconds: !!!!!
 Success rate is 100 percent (5/5), round-trip min/avg/max = 2/2/4 ms
 Type escape sequence to abort.
 Sending 5, 100-byte ICMP Echos to 155.1.9.9, timeout is 2 seconds: !!!!!
 Success rate is 100 percent (5/5), round-trip min/avg/max = 2/2/4 ms
 Type escape sequence to abort.
 Sending 5, 100-byte ICMP Echos to 155.1.79.9, timeout is 2 seconds: !!!!!
 Success rate is 100 percent (5/5), round-trip min/avg/max = 3/3/4 ms
 Type escape sequence to abort.
 Sending 5, 100-byte ICMP Echos to 150.1.10.10, timeout is 2 seconds: !!!!!
 Success rate is 100 percent (5/5), round-trip min/avg/max = 3/3/4 ms
 Type escape sequence to abort.
 Sending 5, 100-byte ICMP Echos to 155.1.10.10, timeout is 2 seconds: !!!!!
 Success rate is 100 percent (5/5), round-trip min/avg/max = 2/3/5 ms
 Type escape sequence to abort.
 Sending 5, 100-byte ICMP Echos to 155.1.108.10, timeout is 2 seconds: !!!!!
 Success rate is 100 percent (5/5), round-trip min/avg/max = 2/3/5 ms R2(tcl)#tclquit
 R2#
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CCIE Routing & Switching v5 Workbook - CCIE R&S v5 Advanced Technology Labs - EIGRP
 EIGRP Auto-Summary
 A Note On Section Initial Configuration Files : You must load the initial configuration files for the section, named Initial EIGRP , which can be found in CCIE R&S v5 Topology Diagrams & Initial Configurations. Note that R4’s link to VLAN 146 and the link between R2 and R3 are disabled. Reference the Advanced Technology Labs With Addressing Diagram to complete this task.
 Task
 Configure EIGRP AS 100 on all devices in the topology.Enable EIGRP on all links in the 150.1.0.0/16 and 155.1.0.0/16 networks.Enable Auto-Summary under the EIGRP process on all devices in the topology.Disable EIGRP split-horizon on R5's tunnel interface connecting to the DMVPN network.Test IPv4 reachability throughout the network, and note any connectivity problems.
 Configuration
 http://labs.ine.com/workbook/view/rs-v5-workbook/task/ccie-r-s-v5-topology-diagrams-initial-configurations-MTk3Ng==
 http://labs.ine.com/workbook/view/rs-v5-workbook/task/ccie-r-s-v5-topology-diagrams-initial-configurations-MTk3Ng==
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R1 – R10:
 router eigrp 100
 auto-summary
 network 150.1.0.0 0.0.255.255
 network 155.1.0.0 0.0.255.255
 R5:
 interface Tunnel0
 no ip split-horizon eigrp 100
 Verification
 As of IOS release 15.0, EIGRP auto-summary now defaults to disabled. With EIGRP auto-summary enabled, VLSM is supported, but only for subnets that are within the same major network boundary. As network advertisements pass between major network boundaries, they are automatically summarized to their classful mask. The result of this behavior is that EIGRP cannot support discontiguous major networks, as seen in the reachability problems in this task.
 Note that in the routing table output of devices in this topology, two automatic summaries are generated, one for the 150.1.0.0/16 network and one for the 155.1.0.0/16 network. Although all of the routers are advertising the classful summary of their Loopback subnet 150.1.0.0/16 to all of their neighbors, each router also installs a local EIGRP summary route to Null0. The end result is that they cannot learn about each other's summaries to 150.1.0.0/16, and reachability is not obtained between these networks:
 R2#show ip route eigrp
 Codes: L - local, C - connected, S - static, R - RIP, M - mobile, B - BGP
 D - EIGRP, EX - EIGRP external, O - OSPF, IA - OSPF inter area
 N1 - OSPF NSSA external type 1, N2 - OSPF NSSA external type 2
 E1 - OSPF external type 1, E2 - OSPF external type 2
 i - IS-IS, su - IS-IS summary, L1 - IS-IS level-1, L2 - IS-IS level-2
 ia - IS-IS inter area, * - candidate default, U - per-user static route
 o - ODR, P - periodic downloaded static route, H - NHRP, l - LISP
 a - application route
 + - replicated route, % - next hop override
 Gateway of last resort is not set
 150.1.0.0/16 is variably subnetted, 2 subnets, 2 masks
 D 150.1.0.0/16 is a summary, 00:00:28, Null0
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155.1.0.0/16 is variably subnetted, 16 subnets, 3 masks
 D 155.1.0.0/16 is a summary, 00:00:28, Null0
 D 155.1.5.0/24 [90/26880256] via 155.1.0.5, 00:00:28, Tunnel0
 D 155.1.7.0/24 [90/27136512] via 155.1.0.5, 00:00:09, Tunnel0
 D 155.1.8.0/24 [90/26880512] via 155.1.0.5, 00:00:26, Tunnel0
 D 155.1.9.0/24 [90/27136768] via 155.1.0.5, 00:00:09, Tunnel0
 D 155.1.10.0/24 [90/26880768] via 155.1.0.5, 00:00:26, Tunnel0
 D 155.1.13.0/24 [90/27136256] via 155.1.0.5, 00:00:09, Tunnel0
 D 155.1.37.0/24 [90/27136256] via 155.1.0.5, 00:00:09, Tunnel0
 D 155.1.45.0/24 [90/26880256] via 155.1.0.5, 00:00:28, Tunnel0
 D 155.1.58.0/24 [90/26880256] via 155.1.0.5, 00:00:28, Tunnel0
 D 155.1.67.0/24 [90/27136512] via 155.1.0.5, 00:00:09, Tunnel0
 D 155.1.79.0/24 [90/27136512] via 155.1.0.5, 00:00:09, Tunnel0
 D 155.1.108.0/24 [90/26880512] via 155.1.0.5, 00:00:26, Tunnel0
 D 155.1.146.0/24 [90/27136256] via 155.1.0.5, 00:00:09, Tunnel0
 If one of the router's Loopback advertisements was removed, the Null0 summary route would be removed, and they would be able to learn the /16 auto-summary generated by their peers. For example, take the following output when R10's Loopback0 is disabled:
 R10#show ip route 150.1.0.0
 Routing entry for 150.1.0.0/16, 2 known subnets
 Attached (1 connections)
 Variably subnetted with 2 masks
 Redistributing via eigrp 100 D 150.1.0.0/16 is a summary, 00:07:07, Null0
 C 150.1.10.10/32 is directly connected, Loopback0
 ! R10#configure terminal
 Enter configuration commands, one per line. End with CNTL/Z. R10(config)#interface Loopback0
 R10(config-if)#shutdown
 %SYS-5-CONFIG_I: Configured from console by console
 %LINEPROTO-5-UPDOWN: Line protocol on Interface Loopback0, changed state to down
 %LINK-5-CHANGED: Interface Loopback0, changed state to administratively down
 ! R10#show ip route 150.1.0.0
 Routing entry for 150.1.0.0/16
 Known via "eigrp 100"
 , distance 90, metric 130816, type internal
 Redistributing via eigrp 100
 Last update from 155.1.108.8 on GigabitEthernet1.108, 00:00:08 ago
 Routing Descriptor Blocks: * 155.1.108.8
 , from 155.1.108.8, 00:00:08 ago, via GigabitEthernet1.108
 Route metric is 130816, traffic share count is 1
 Total delay is 5010 microseconds, minimum bandwidth is 1000000 Kbit
 Reliability 255/255, minimum MTU 1500 bytes
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Loading 1/255, Hops 1
 In this case, R10 can learn the summary 150.1.0.0/16 from R8, but only because it does not have a locally installed Null0 route that matches the summary as well. From a reachability standpoint, R10 should now be able to reach R8's Loopback0, but none further than that, because R8 will null route any other packets matching 150.1.0.0/16:
 R10#ping 150.1.8.8
 Type escape sequence to abort.
 Sending 5, 100-byte ICMP Echos to 150.1.8.8, timeout is 2 seconds: !!!!!
 Success rate is 100 percent (5/5), round-trip min/avg/max = 1/1/5 ms
 ! R10#debug ip icmp
 ICMP packet debugging is on
 ! R10#ping 150.1.5.5
 Type escape sequence to abort.
 Sending 5, 100-byte ICMP Echos to 150.1.5.5, timeout is 2 seconds: U.U.U
 Success rate is 0 percent (0/5) ICMP: dst (155.1.108.10) host unreachable rcv from 155.1.108.8
 ICMP: dst (155.1.108.10) host unreachable rcv from 155.1.108.8
 ICMP: dst (155.1.108.10) host unreachable rcv from 155.1.108.8
 Although there is little practical application to having EIGRP auto-summary enabled, it is important to understand how its behaviour can negatively affect a routing design. For example, if a router's configuration from a 15.x IOS version were to be rolled back to an IOS release of 12.4T or earlier, the default EIGRP auto-summary behavior would be re-enabled and potentially have a negative impact on reachability throughout the network.
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CCIE Routing & Switching v5 Workbook - CCIE R&S v5 Advanced Technology Labs - EIGRP
 EIGRP Multi-AF Mode
 A Note On Section Initial Configuration Files : You must load the initial configuration files for the section, named Initial EIGRP , which can be found in CCIE R&S v5 Topology Diagrams & Initial Configurations. Note that R4’s link to VLAN 146 and the link between R2 and R3 are disabled. Reference the Advanced Technology Labs With Addressing Diagram to complete this task.
 Task
 Configure an EIGRP processed named MULTI-AF on all devices in the topology.Configure the IPv4 unicast address-family to use EIGRP Autonomous System 100.Enable EIGRP on all links in the 150.1.0.0/16 and 155.1.0.0/16 networks.Disable EIGRP split-horizon on R5's tunnel interface connecting to the DMVPN network.When complete, all devices should have full IPv4 reachability throughout the network.
 Configuration
 R1 - R4, R6 - R10:
 router eigrp MULTI-AF
 !
 address-family ipv4 unicast autonomous-system 100
 !
 topology base
 exit-af-topology
 network 150.1.0.0
 network 155.1.0.0
 exit-address-family
 R5:
 http://labs.ine.com/workbook/view/rs-v5-workbook/task/ccie-r-s-v5-topology-diagrams-initial-configurations-MTk3Ng==
 http://labs.ine.com/workbook/view/rs-v5-workbook/task/ccie-r-s-v5-topology-diagrams-initial-configurations-MTk3Ng==
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router eigrp MULTI-AF
 !
 address-family ipv4 unicast autonomous-system 100
 !
 af-interface Tunnel0
 no split-horizon
 exit-af-interface
 !
 topology base
 exit-af-topology
 network 150.1.0.0
 network 155.1.0.0
 exit-address-family
 Verification
 EIGRP Multi-AF Mode, also known as EIGRP Named Mode, is an enhancement to the EIGRP syntax format introduced in IOS release 15.0. In EIGRP Classic Mode, now also referred to as EIGRP Autonomous System Mode, syntax was fragmented between the global process and the interface level. Furthermore, syntax at the interface level did not follow a strict hierarchy in its command structure. With EIGRP Multi-AF mode, all configuration is now consolidated to the global process.
 In EIGRP Named Mode, the name of the EIGRP process is any locally significant string. The address-family configuration specifies which particular AF EIGRP is configured in, such as IPv4, the sub-address-family identifier (SAFI), such as unicast, the routing table, such as global or VRF, and the autonomous system. Furthermore, any commands that were previously issued at the interface level, such as no ip split-horizon eigrp , are now configured under the af-interface mode, with the specific interface denoted:
 R1(config)#router eigrp MULTI-AF
 R1(config-router)# address-family ipv4 unicast autonomous-system 100
 R1(config-router-af)# af-interface GigabitEthernet1.146
 R1(config-router-af-interface)#?
 Address Family Interfaces configuration commands:
 add-paths Advertise add paths
 authentication authentication subcommands
 bandwidth-percent Set percentage of bandwidth percentage limit
 bfd Enable Bidirectional Forwarding Detection
 dampening-change Percent interface metric must change to cause update
 dampening-interval Time in seconds to check interface metrics
 default Set a command to its defaults
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exit-af-interface Exit from Address Family Interface configuration mode
 hello-interval Configures hello interval
 hold-time Configures hold time
 next-hop-self Configures EIGRP next-hop-self
 no Negate a command or set its defaults
 passive-interface Suppress address updates on an interface
 shutdown Disable Address-Family on interface
 split-horizon Perform split horizon
 summary-address Perform address summarization
 Attributes that are global to the EIGRP process are either configured under the SAFI itself or under the topology base , assuming that Multi-Topology Routing (MTR) is not being used:
 R1(config)#router eigrp MULTI-AF
 R1(config-router)# address-family ipv4 unicast autonomous-system 100
 R1(config-router-af)#?
 Address Family configuration commands:
 af-interface Enter Address Family interface configuration
 default Set a command to its defaults
 eigrp EIGRP Address Family specific commands
 exit-address-family Exit Address Family configuration mode
 help Description of the interactive help system
 maximum-prefix Maximum number of prefixes acceptable in aggregate
 metric Modify metrics and parameters for address advertisement
 neighbor Specify an IPv4 neighbor router
 network Enable routing on an IP network
 no Negate a command or set its defaults
 nsf Non-stop forwarding
 remote-neighbors Specify IPv4 service remote neighbors
 shutdown Shutdown address family
 timers Adjust peering based timers
 topology Topology configuration mode
 ! R1(config-router-af)#topology base
 R1(config-router-af-topology)#?
 Address Family Topology configuration commands:
 auto-summary Enable automatic network number summarization
 default Set a command to its defaults
 default-information Control distribution of default information
 default-metric Set metric of redistributed routes
 distance Define an administrative distance
 distribute-list Filter entries in eigrp updates
 eigrp EIGRP specific commands
 exit-af-topology Exit from Address Family Topology configuration mode
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fast-reroute Configure Fast-Reroute
 maximum-paths Forward packets over multiple paths
 metric Modify metrics and parameters for advertisement
 no Negate a command or set its defaults
 offset-list Add or subtract offset from EIGRP metrics
 redistribute Redistribute IPv4 routes from another routing protocol
 snmp Modify snmp parameters
 summary-metric Specify summary to apply metric/filtering
 timers Adjust topology specific timers
 traffic-share How to compute traffic share over alternate paths
 variance Control load balancing variance
 In addition to the syntax parser change, EIGRP Wide Metric scaling is automatically enabled when EIGRP runs in Named Mode. This can be seen from the delay value now being measured in picoseconds in the EIGRP topology, as well as the RIB scaling factor seen below:
 R1#show eigrp address-family ipv4 100 topology 150.1.2.2/32
 EIGRP-IPv4 VR(MULTI-AF) Topology Entry for AS(100)/ID(150.1.1.1) for 150.1.2.2/32
 State is Passive, Query origin flag is 1, 1 Successor(s), FD is 10485841920, RIB is 81920640
 Descriptor Blocks:
 155.1.0.5 (Tunnel0), from 155.1.0.5, Send flag is 0x0 Composite metric is (10485841920/7209041920)
 , route is Internal
 Vector metric:
 Minimum bandwidth is 100 Kbit Total delay is 60001250000 picoseconds
 Reliability is 255/255
 Load is 1/255
 Minimum MTU is 1400
 Hop count is 2
 Originating router is 150.1.2.2
 155.1.13.3 (GigabitEthernet1.13), from 155.1.13.3, Send flag is 0x0
 Composite metric is (10486497280/10485841920)
 , route is Internal
 Vector metric:
 Minimum bandwidth is 100 Kbit Total delay is 60011250000 picoseconds
 Reliability is 255/255
 Load is 1/255
 Minimum MTU is 1400
 Hop count is 3
 Originating router is 150.1.2.2
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CCIE Routing & Switching v5 Workbook - CCIE R&S v5 Advanced Technology Labs - EIGRP
 EIGRP MD5 & SHA-256 Authentication
 A Note On Section Initial Configuration Files : You must load the initial configuration files for the section, named Initial EIGRP , which can be found in CCIE R&S v5 Topology Diagrams & Initial Configurations. Note that R4’s link to VLAN 146 and the link between R2 and R3 are disabled. Reference the Advanced Technology Labs With Addressing Diagram to complete this task.
 Task
 Configure an EIGRP process named MULTI-AF on R1 - R5.Configure EIGRP in Classic Mode on R6 - R10.Use Autonomous System 100 on all devices.Enable EIGRP on all links in the 150.1.0.0/16 and 155.1.0.0/16 networks.Disable EIGRP split-horizon on R5's tunnel interface connecting to the DMVPN network.Configure EIGRP authentication on R6 - R10 as follows:
 Create a key-chain named MD5_KEYS.Use the key-id 1 and the key-string MD5_PASS.Apply the key-chain for MD5 authentication on all links with EIGRP adjacencies.
 Configure EIGRP authentication on R1 - R5 as follows: Create an identical key-chain named MD5_KEYS on R1, R3, and R5.Apply the key-chain for MD5 authentication toward their neighbors running EIGRP Classic Mode.R1 - R5 should use the SHA-256 password SHA_KEY on their DMVPN tunnel interfaces.R4 and R5 should use the SHA-256 password SHA_DEFAULT on their VLAN 45 connection, as well as any new interfaces added to the EIGRP
 http://labs.ine.com/workbook/view/rs-v5-workbook/task/ccie-r-s-v5-topology-diagrams-initial-configurations-MTk3Ng==
 http://labs.ine.com/workbook/view/rs-v5-workbook/task/ccie-r-s-v5-topology-diagrams-initial-configurations-MTk3Ng==
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process in the future.When complete, all devices should have full IPv4 reachability throughout the network.
 Configuration
 R1:
 key chain MD5_KEYS
 key 1
 key-string MD5_PASS
 !
 router eigrp MULTI-AF
 !
 address-family ipv4 unicast autonomous-system 100
 !
 af-interface Tunnel0
 authentication mode hmac-sha-256 SHA_KEY
 exit-af-interface
 !
 af-interface GigabitEthernet1.146
 authentication mode md5
 authentication key-chain MD5_KEYS
 exit-af-interface
 !
 topology base
 exit-af-topology
 network 150.1.0.0
 network 155.1.0.0
 exit-address-family
 R2:
 router eigrp MULTI-AF
 !
 address-family ipv4 unicast autonomous-system 100
 !
 af-interface Tunnel0
 authentication mode hmac-sha-256 SHA_KEY
 exit-af-interface
 !
 topology base
 exit-af-topology
 network 150.1.0.0
 network 155.1.0.0
 exit-address-family
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R3:
 key chain MD5_KEYS
 key 1
 key-string MD5_PASS
 !
 router eigrp MULTI-AF
 !
 address-family ipv4 unicast autonomous-system 100
 !
 af-interface Tunnel0
 authentication mode hmac-sha-256 SHA_KEY
 exit-af-interface
 !
 af-interface GigabitEthernet1.37
 authentication mode md5
 authentication key-chain MD5_KEYS
 exit-af-interface
 !
 topology base
 exit-af-topology
 network 150.1.0.0
 network 155.1.0.0
 exit-address-family
 R4:
 router eigrp MULTI-AF
 !
 address-family ipv4 unicast autonomous-system 100
 !
 af-interface default
 authentication mode hmac-sha-256 SHA_DEFAULT
 exit-af-interface
 !
 af-interface Tunnel0
 authentication mode hmac-sha-256 SHA_KEY
 exit-af-interface
 !
 topology base
 exit-af-topology
 network 150.1.0.0
 network 155.1.0.0
 exit-address-family
 R5:
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key chain MD5_KEYS
 key 1
 key-string MD5_PASS
 !
 router eigrp MULTI-AF
 !
 address-family ipv4 unicast autonomous-system 100
 !
 af-interface default
 authentication mode hmac-sha-256 SHA_DEFAULT
 exit-af-interface
 !
 af-interface Tunnel0
 authentication mode hmac-sha-256 SHA_KEY
 no split-horizon
 exit-af-interface
 !
 af-interface GigabitEthernet1.58
 authentication mode md5
 authentication key-chain MD5_KEYS
 exit-af-interface
 !
 topology base
 exit-af-topology
 network 150.1.0.0
 network 155.1.0.0
 exit-address-family
 R6:
 key chain MD5_KEYS
 key 1
 key-string MD5_PASS
 !
 interface GigabitEthernet1.67
 ip authentication mode eigrp 100 md5
 ip authentication key-chain eigrp 100 MD5_KEYS
 !
 interface GigabitEthernet1.146
 ip authentication mode eigrp 100 md5
 ip authentication key-chain eigrp 100 MD5_KEYS
 !
 router eigrp 100
 network 150.1.0.0 0.0.255.255
 network 155.1.0.0 0.0.255.255
 R7:
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key chain MD5_KEYS
 key 1
 key-string MD5_PASS
 !
 interface GigabitEthernet1.37
 ip authentication mode eigrp 100 md5
 ip authentication key-chain eigrp 100 MD5_KEYS
 !
 interface GigabitEthernet1.67
 ip authentication mode eigrp 100 md5
 ip authentication key-chain eigrp 100 MD5_KEYS
 !
 interface GigabitEthernet1.79
 ip authentication mode eigrp 100 md5
 ip authentication key-chain eigrp 100 MD5_KEYS
 !
 router eigrp 100
 network 150.1.0.0 0.0.255.255
 network 155.1.0.0 0.0.255.255
 R8:
 key chain MD5_KEYS
 key 1
 key-string MD5_PASS
 !
 interface GigabitEthernet1.58
 ip authentication mode eigrp 100 md5
 ip authentication key-chain eigrp 100 MD5_KEYS
 !
 interface GigabitEthernet1.108
 ip authentication mode eigrp 100 md5
 ip authentication key-chain eigrp 100 MD5_KEYS
 !
 router eigrp 100
 network 150.1.0.0 0.0.255.255
 network 155.1.0.0 0.0.255.255
 R9:
 key chain MD5_KEYS
 key 1
 key-string MD5_PASS
 !
 interface GigabitEthernet1.79
 ip authentication mode eigrp 100 md5
 ip authentication key-chain eigrp 100 MD5_KEYS
 !
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router eigrp 100
 network 150.1.0.0 0.0.255.255
 network 155.1.0.0 0.0.255.255
 R10:
 key chain MD5_KEYS
 key 1
 key-string MD5_PASS
 !
 interface GigabitEthernet1.108
 ip authentication mode eigrp 100 md5
 ip authentication key-chain eigrp 100 MD5_KEYS
 !
 router eigrp 100
 network 150.1.0.0 0.0.255.255
 network 155.1.0.0 0.0.255.255
 Verification
 EIGRP supports MD5 authentication in Classic (Autonomous System) Mode, and both MD5 and SHA-256 in Multi-AF (Named) Mode. For MD5 authentication in both Classic and Named modes, the key chain is defined globally. The key chain can contain multiple keys, but only the lowest active key number will be exchanged in EIGRP packets. Note that the key ID must match for authentication to occur, because this number is exchanged in the hello packets. In Classic Mode, the authentication is applied at the link level, whereas in Named Mode it is applied at the af-interface mode under the SAFI. In either case, the authentication can be verified as seen below:
 R6#show ip eigrp interface detail GigabitEthernet1.146
 EIGRP-IPv4 Interfaces for AS(100)
 Xmit Queue PeerQ Mean Pacing Time Multicast Pending
 Interface Peers Un/Reliable Un/Reliable SRTT Un/Reliable Flow Timer Routes
 Gi1.146 1 0/0 0/0 1 0/0 50 0
 Hello-interval is 5, Hold-time is 15
 Split-horizon is enabled
 Next xmit serial <none>
 Packetized sent/expedited: 3/0
 Hello's sent/expedited: 535/2
 Un/reliable mcasts: 0/4 Un/reliable ucasts: 4/1
 Mcast exceptions: 0 CR packets: 0 ACKs suppressed: 0
 Retransmissions sent: 0 Out-of-sequence rcvd: 1
 Topology-ids on interface - 0

Page 379
                        

Authentication mode is md5, key-chain is "MD5_KEYS"
 ! R1#show eigrp address-family ipv4 100 interfaces detail GigabitEthernet1.146
 EIGRP-IPv4 VR(MULTI-AF) Address-Family Interfaces for AS(100)
 Xmit Queue PeerQ Mean Pacing Time Multicast Pending
 Interface Peers Un/Reliable Un/Reliable SRTT Un/Reliable Flow Timer Routes
 Gi1.146 1 0/0 0/0 1 0/0 50 0
 Hello-interval is 5, Hold-time is 15
 Split-horizon is enabled
 Next xmit serial <none>
 Packetized sent/expedited: 4/1
 Hello's sent/expedited: 526/2
 Un/reliable mcasts: 0/4 Un/reliable ucasts: 5/2
 Mcast exceptions: 0 CR packets: 0 ACKs suppressed: 0
 Retransmissions sent: 1 Out-of-sequence rcvd: 0
 Topology-ids on interface - 0 Authentication mode is md5, key-chain is "MD5_KEYS"
 ! R6#debug eigrp packet
 (UPDATE, REQUEST, QUERY, REPLY, HELLO, UNKNOWN, PROBE, ACK, STUB, SIAQUERY, SIAREPLY)
 EIGRP Packet debugging is on
 EIGRP: Sending HELLO on Gi1.146 - paklen 60
 AS 100, Flags 0x0:(NULL), Seq 0/0 interfaceQ 0/0 iidbQ un/rely 0/0
 EIGRP: received packet with MD5 authentication, key id = 1
 EIGRP: Received HELLO on Gi1.146 - paklen 60 nbr 155.1.146.1
 AS 100, Flags 0x0:(NULL), Seq 0/0 interfaceQ 0/0 iidbQ un/rely 0/0 peerQ un/rely 0/0
 If authentication were failing, the debug output would indicate this:
 R6#configure terminal
 Enter configuration commands, one per line. End with CNTL/Z. R6(config)#interface GigabitEthernet1.146
 R6(config-subif)#no ip authentication mode eigrp 100 md5
 R6(config-subif)#do debug eigrp packet
 (UPDATE, REQUEST, QUERY, REPLY, HELLO, UNKNOWN, PROBE, ACK, STUB, SIAQUERY, SIAREPLY)
 EIGRP Packet debugging is on
 EIGRP: Gi1.146: ignored packet from 155.1.146.1, opcode = 5 (authentication off)
 EIGRP: Dropping peer, invalid authentication
 EIGRP: Sending HELLO on Gi1.146 - paklen 20
 AS 100, Flags 0x0:(NULL), Seq 0/0 interfaceQ 0/0 iidbQ un/rely 0/0
 %DUAL-5-NBRCHANGE: EIGRP-IPv4 100: Neighbor 155.1.146.1 (GigabitEthernet1.146) is down: Auth failure
 Likewise, a missing or invalid key would be indicated in this debug output:
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R6(config-subif)#ip authentication mode eigrp 100 md5
 %DUAL-5-NBRCHANGE: EIGRP-IPv4 100: Neighbor 155.1.146.1 (GigabitEthernet1.146) is up
 : new adjacency R6(config-subif)#no ip authentication key-chain eigrp 100 MD5_KEYS
 %DUAL-5-NBRCHANGE: EIGRP-IPv4 100: Neighbor 155.1.146.1 (GigabitEthernet1.146) is down
 : keychain changed R6(config-subif)#do debug eigrp packet
 (UPDATE, REQUEST, QUERY, REPLY, HELLO, UNKNOWN, PROBE, ACK, STUB, SIAQUERY, SIAREPLY)
 EIGRP Packet debugging is on EIGRP: Gi1.146: ignored packet from 155.1.146.1, opcode = 5
 (invalid authentication or key-chain missing)
 EIGRP: Sending TIDLIST on GigabitEthernet1.146 - 1 items
 EIGRP: Sending HELLO on Gi1.146 - paklen 30
 AS 100, Flags 0x0:(NULL), Seq 0/0 interfaceQ 0/0 iidbQ un/rely 0/0
 In Named Mode, SHA-256 authentication can be configured at the af-interface
 mode. The current implementation does not support key-chains or key IDs, which means it supports neither multiple keys nor automatic key rotation. Another useful feature of the new EIGRP Named Mode is that options can be configured at the
 af-interface default , which applies to all links at the same time. Within the scope of authentication, this can be used to configure a default key for all interfaces, or a default fallback key for interfaces that do not have a specific key applied:
 R5#debug eigrp packet
 (UPDATE, REQUEST, QUERY, REPLY, HELLO, UNKNOWN, PROBE, ACK, STUB, SIAQUERY, SIAREPLY)
 EIGRP Packet debugging is on
 R5# EIGRP: received packet with HMAC-SHA-256 authentication
 EIGRP: Received HELLO on Tu0 - paklen 76 nbr 155.1.0.4
 AS 100, Flags 0x0:(NULL), Seq 0/0 interfaceQ 0/0 iidbQ un/rely 0/0 peerQ un/rely 0/0
 EIGRP: received packet with HMAC-SHA-256 authentication
 EIGRP: Received HELLO on Gi1.45 - paklen 76 nbr 155.1.45.4
 AS 100, Flags 0x0:(NULL), Seq 0/0 interfaceQ 0/0 iidbQ un/rely 0/0 peerQ un/rely 0/0
 EIGRP: Sending HELLO on Gi1.58 - paklen 60
 AS 100, Flags 0x0:(NULL), Seq 0/0 interfaceQ 0/0 iidbQ un/rely 0/0 EIGRP:
 received packet with MD5 authentication, key id = 1
 EIGRP: Received HELLO on Gi1.58 - paklen 60 nbr 155.1.58.8
 AS 100, Flags 0x0:(NULL), Seq 0/0 interfaceQ 0/0 iidbQ un/rely 0/0 peerQ un/rely 0/0
 PitfallLike RIP, a white space in the key-string can cause authentication failure:
 R6#configure terminal
 Enter configuration commands, one per line. End with CNTL/Z. R6(config)#key chain MD5_KEYS
 R6(config-keychain)#key 1
 R6(config-keychain-key)# key-string CISCO ?
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LINE <cr>
 ! R6#show key chain
 Key-chain MD5_KEYS: key 1 -- text "CISCO "
 accept lifetime (always valid) - (always valid) [valid now]
 send lifetime (always valid) - (always valid) [valid now]
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 EIGRP Key Chain Rotation
 A Note On Section Initial Configuration Files : You must load the initial configuration files for the section, named Initial EIGRP , which can be found in CCIE R&S v5 Topology Diagrams & Initial Configurations. Note that R4’s link to VLAN 146 and the link between R2 and R3 are disabled. Reference the Advanced Technology Labs With Addressing Diagram to complete this task.
 Task
 Configure EIGRP in Classic Mode on R1 - R4 using AS 100.Configure an EIGRP process named MULTI-AF on R5 using AS 100.Enable EIGRP on the DMVPN tunnel between these devices.Set the clock on R5 to the current time, and configure it as an NTP master.Configure R1 - R4 to get NTP time from R5.Authenticate the EIGRP adjacencies on the DMVPN network between R1, R2, R3, R4, and R5 with a key-chain named KEY_ROTATION as follows:
 Create key ID 10 with the password CISCO10.Create key ID 20 with the password CISCO20.Key ID 10 should be used from 00:00:00 Jan 1 1993 until 00:05:00 Jan 1 2030, and should be accepted for 10 minutes past this time.Key ID 20 should be sent starting at 00:00:00 Jan 1 2030, and should be accepted any time after this time.
 Modify R5's clock to 23:59:00 Dec 31 2029.Remove and re-apply R1 - R4's NTP server configuration toward R5.If your configuration is successful, R1 - R4 should update their clocks through NTP and roll over to the new authentication key without a loss of EIGRP adjacencies.
 http://labs.ine.com/workbook/view/rs-v5-workbook/task/ccie-r-s-v5-topology-diagrams-initial-configurations-MTk3Ng==
 http://labs.ine.com/workbook/view/rs-v5-workbook/task/ccie-r-s-v5-topology-diagrams-initial-configurations-MTk3Ng==
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Configuration
 R1 - R4:
 router eigrp 100
 network 155.1.0.0 0.0.0.255
 !
 ntp server 155.1.0.5
 !
 key chain KEY_ROTATION
 key 10
 key-string CISCO10
 accept-lifetime 00:00:00 Jan 1 1993 00:15:00 Jan 1 2030
 send-lifetime 00:00:00 Jan 1 1993 00:05:00 Jan 1 2030
 key 20
 key-string CISCO20
 accept-lifetime 00:00:00 Jan 1 2030 infinite
 send-lifetime 00:00:00 Jan 1 2030 infinite
 !
 interface Tunnel0
 ip authentication mode eigrp 100 md5
 ip authentication key-chain eigrp 100 KEY_ROTATION
 R5:
 ntp master 1
 !
 key chain KEY_ROTATION
 key 10
 key-string CISCO10
 accept-lifetime 00:00:00 Jan 1 1993 00:15:00 Jan 1 2030
 send-lifetime 00:00:00 Jan 1 1993 00:05:00 Jan 1 2030
 key 20
 key-string CISCO20
 accept-lifetime 00:00:00 Jan 1 2030 infinite
 send-lifetime 00:00:00 Jan 1 2030 infinite
 !
 router eigrp MULTI-AF
 !
 address-family ipv4 unicast autonomous-system 100
 !
 af-interface Tunnel0
 authentication mode md5
 authentication key-chain KEY_ROTATION
 exit-af-interface
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!
 topology base
 exit-af-topology
 network 155.1.0.0 0.0.0.255
 exit-address-family
 Verification
 PitfallWhenever time-based authentication is configured, ensure that all devices agree on the same time. This can be manually configured with the clock set
 command or through NTP. Also, the additional overlap of sending/receiving keys ensures that a drift away from the accurate time will not cause routing adjacencies to be lost. NTP time synchronization can be verified as seen below:
 R5#show ntp status
 Clock is synchronized, stratum 1, reference is .LOCL.
 nominal freq is 250.0000 Hz, actual freq is 250.0000 Hz, precision is 2**10
 ntp uptime is 15500 (1/100 of seconds), resolution is 4000
 reference time is D70AEA86.AC083300 (03:20:38.672 UTC Wed Apr 30 2014)
 clock offset is 0.0000 msec, root delay is 0.00 msec
 root dispersion is 2.34 msec, peer dispersion is 1.20 msec
 loopfilter state is 'CTRL' (Normal Controlled Loop), drift is 0.000000000 s/s
 system poll interval is 16, last update was 12 sec ago.
 ! R1#show ntp status
 Clock is synchronized, stratum 2, reference is 155.1.0.5
 nominal freq is 250.0000 Hz, actual freq is 250.0000 Hz, precision is 2**10
 ntp uptime is 12900 (1/100 of seconds), resolution is 4000
 reference time is D70AEA13.45A1CB80 (03:18:43.272 UTC Wed Apr 30 2014)
 clock offset is -34.5000 msec, root delay is 2.00 msec
 root dispersion is 7916.29 msec, peer dispersion is 65.34 msec
 loopfilter state is 'CTRL' (Normal Controlled Loop), drift is 0.000000000 s/s
 system poll interval is 64, last update was 127 sec ago.
 With EIGRP MD5 authentication, only the lowest active key number is sent for authentication. Current active keys can be verified as follows:
 R1#show clock
 03:27:06.485 UTC Wed Apr 30 2014
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! R1#show key chain
 Key-chain KEY_ROTATION: key 10
 -- text "CISCO10" accept lifetime (00:00:00 UTC Jan 1 1993) - (00:15:00 UTC Jan 1 2030)
 [valid now]
 send lifetime (00:00:00 UTC Jan 1 1993) - (00:05:00 UTC Jan 1 2030) [valid now]
 key 20 -- text "CISCO20"
 accept lifetime (00:00:00 UTC Jan 1 2030) - (infinite)
 send lifetime (00:00:00 UTC Jan 1 2030) - (infinite)
 ! R1#debug eigrp packet hello
 (HELLO)
 EIGRP Packet debugging is on EIGRP: received packet with MD5 authentication, key id = 10
 EIGRP: Received HELLO on Tu0 - paklen 60 nbr 155.1.0.5
 AS 100, Flags 0x0:(NULL), Seq 0/0 interfaceQ 0/0 iidbQ un/rely 0/0 peerQ un/rely 0/0
 EIGRP: Sending HELLO on Tu0 - paklen 60
 AS 100, Flags 0x0:(NULL), Seq 0/0 interfaceQ 0/0 iidbQ un/rely 0/0
 Next, R5 is updated with the new time:
 R5#show clock
 03:29:38.112 UTC Wed Apr 30 2014
 ! R5#clock set 23:59:00 Dec 31 2029
 %SYS-6-CLOCKUPDATE: System clock has been updated
 from 03:29:53 UTC Wed Apr 30 2014 to 23:59:00 UTC Mon Dec 31 2029, configured from console
 ! R5#show clock
 23:59:16.834 UTC Mon Dec 31 2029
 ! R5#show key chain
 Key-chain KEY_ROTATION: key 10
 -- text "CISCO10" accept lifetime (00:00:00 UTC Jan 1 1993) - (00:15:00 UTC Jan 1 2030)
 [valid now]
 send lifetime (00:00:00 UTC Jan 1 1993) - (00:05:00 UTC Jan 1 2030) [valid now]
 key 20 -- text "CISCO20"
 accept lifetime (00:00:00 UTC Jan 1 2030) - (infinite)
 send lifetime (00:00:00 UTC Jan 1 2030) - (infinite)
 To update the rest of the devices' time, remove and re-apply their NTP configuration:
 R1#show clock
 03:31:36.741 UTC Wed Apr 30 2014
 ! R1#configure terminal
 Enter configuration commands, one per line. End with CNTL/Z. R1(config)#no ntp server 155.1.0.5
 R1(config)#ntp server 155.1.0.5
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! R1#show clock
 00:01:31.407 UTC Tue Jan 1 2030
 Prior to the configured rotation time, R5 should still be receiving key ID 10:
 R5#debug eigrp packet hello
 (HELLO)
 EIGRP Packet debugging is on
 R5#
 EIGRP: Sending HELLO on Tu0 - paklen 60
 AS 100, Flags 0x0:(NULL), Seq 0/0 interfaceQ 0/0 iidbQ un/rely 0/0
 EIGRP: received packet with MD5 authentication, key id = 10
 EIGRP: Received HELLO on Tu0 - paklen 60 nbr 155.1.0.3
 AS 100, Flags 0x0:(NULL), Seq 0/0 interfaceQ 0/0 iidbQ un/rely 0/0 peerQ un/rely 0/0
 EIGRP: received packet with MD5 authentication, key id = 10
 EIGRP: Received HELLO on Tu0 - paklen 60 nbr 155.1.0.4
 AS 100, Flags 0x0:(NULL), Seq 0/0 interfaceQ 0/0 iidbQ un/rely 0/0 peerQ un/rely 0/0
 EIGRP: received packet with MD5 authentication, key id = 10
 EIGRP: Received HELLO on Tu0 - paklen 60 nbr 155.1.0.1
 AS 100, Flags 0x0:(NULL), Seq 0/0 interfaceQ 0/0 iidbQ un/rely 0/0 peerQ un/rely 0/0
 EIGRP: received packet with MD5 authentication, key id = 10
 EIGRP: Received HELLO on Tu0 - paklen 60 nbr 155.1.0.2
 AS 100, Flags 0x0:(NULL), Seq 0/0 interfaceQ 0/0 iidbQ un/rely 0/0 peerQ un/rely 0/0
 At the time of rotation, all devices should invalidate the sending of key 10, but they should still accept it as validdue to the configured ovelapping period:
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R1#show clock
 00:05:02.114 UTC Tue Jan 1 2030
 ! R1#show key chain
 Key-chain KEY_ROTATION: key 10
 -- text "CISCO10" accept lifetime (00:00:00 UTC Jan 1 1993) - (00:15:00 UTC Jan 1 2030)
 [valid now]
 send lifetime (00:00:00 UTC Jan 1 1993) - (00:05:00 UTC Jan 1 2030) key 20
 -- text "CISCO20" accept lifetime (00:00:00 UTC Jan 1 2030) - (infinite) [valid now]
 send lifetime (00:00:00 UTC Jan 1 2030) - (infinite) [valid now]
 ! R1#show ip eigrp neighbor
 EIGRP-IPv4 Neighbors for AS(100) H Address Interface Hold Uptime
 SRTT RTO Q Seq
 (sec) (ms) Cnt Num
 0 155.1.0.5 Tu0 10 00:17:24
 23 2097 0 5
 Note that the uptime of the EIGRP neighbors indicates that an adjacency flap has not occurred. R5 should now be receiving EIGRP packets with key ID 20:
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R5#debug eigrp packet hello
 (HELLO)
 EIGRP Packet debugging is on
 ! EIGRP: received packet with MD5 authentication, key id = 10
 EIGRP: Received HELLO on Tu0 - paklen 60 nbr 155.1.0.2
 AS 100, Flags 0x0:(NULL), Seq 0/0 interfaceQ 0/0 iidbQ un/rely 0/0 peerQ un/rely 0/0
 EIGRP: Sending HELLO on Tu0 - paklen 60
 AS 100, Flags 0x0:(NULL), Seq 0/0 interfaceQ 0/0 iidbQ un/rely 0/0
 EIGRP: received packet with MD5 authentication, key id = 20
 EIGRP: Received HELLO on Tu0 - paklen 60 nbr 155.1.0.1
 AS 100, Flags 0x0:(NULL), Seq 0/0 interfaceQ 0/0 iidbQ un/rely 0/0 peerQ un/rely 0/0
 EIGRP: received packet with MD5 authentication, key id = 20
 EIGRP: Received HELLO on Tu0 - paklen 60 nbr 155.1.0.4
 AS 100, Flags 0x0:(NULL), Seq 0/0 interfaceQ 0/0 iidbQ un/rely 0/0 peerQ un/rely 0/0
 EIGRP: received packet with MD5 authentication, key id = 20
 EIGRP: Received HELLO on Tu0 - paklen 60 nbr 155.1.0.3
 AS 100, Flags 0x0:(NULL), Seq 0/0 interfaceQ 0/0 iidbQ un/rely 0/0 peerQ un/rely 0/0
 EIGRP: received packet with MD5 authentication, key id = 20
 EIGRP: Received HELLO on Tu0 - paklen 60 nbr 155.1.0.2
 A short time later, key ID 10 stops being accepted, and rotation is complete:
 R5#show key chain
 Key-chain KEY_ROTATION:
 key 10 -- text "CISCO10"
 accept lifetime (00:00:00 UTC Jan 1 1993) - (00:15:00 UTC Jan 1 2030)
 send lifetime (00:00:00 UTC Jan 1 1993) - (00:05:00 UTC Jan 1 2030) key 20
 -- text "CISCO20" accept lifetime (00:00:00 UTC Jan 1 2030) - (infinite) [valid now]
 send lifetime (00:00:00 UTC Jan 1 2030) - (infinite) [valid now]
 ! R5#show eigrp address-family ipv4 100 neighbors
 EIGRP-IPv4 VR(MULTI-AF) Address-Family Neighbors for AS(100)
 H Address Interface Hold Uptime
 SRTT RTO Q Seq
 (sec) (ms) Cnt Num
 3 155.1.0.3 Tu0 12 00:29:13
 9 1398 0 2 2 155.1.0.2 Tu0 12 00:29:13
 10 1398 0 2 1 155.1.0.1 Tu0 11 00:29:13
 12 1398 0 2
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0 155.1.0.4 Tu0 13 00:29:13
 1280 5000 0 2
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 EIGRP Unicast Updates
 A Note On Section Initial Configuration Files : You must load the initial configuration files for the section, named Initial EIGRP , which can be found in CCIE R&S v5 Topology Diagrams & Initial Configurations. Note that R4’s link to VLAN 146 and the link between R2 and R3 are disabled. Reference the Advanced Technology Labs With Addressing Diagram to complete this task.
 Task
 Configure EIGRP in Classic Mode on R1 - R4 using AS 100.Configure an EIGRP process named MULTI-AF on R5 using AS 100.Enable EIGRP on the DMVPN tunnel between these devices.Configure R4 and R5 so that they exchange EIGRP packets only as unicasts with each other on the DMVPN network.
 Configuration
 R1 - R3:
 router eigrp 100
 network 155.1.0.0 0.0.0.255
 R4:
 router eigrp 100
 network 155.1.0.0 0.0.0.255
 neighbor 155.1.0.5 Tunnel0
 R5:
 router eigrp MULTI-AF
 !
 address-family ipv4 unicast autonomous-system 100
 http://labs.ine.com/workbook/view/rs-v5-workbook/task/ccie-r-s-v5-topology-diagrams-initial-configurations-MTk3Ng==
 http://labs.ine.com/workbook/view/rs-v5-workbook/task/ccie-r-s-v5-topology-diagrams-initial-configurations-MTk3Ng==
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!
 topology base
 exit-af-topology
 neighbor 155.1.0.4 Tunnel0
 network 155.1.0.0 0.0.0.255
 exit-address-family
 Verification
 By default, EIGRP hello packets are sent to the multicast address 224.0.0.10, whereas topology synchronization between two neighbors is unicast. Like RIP, the
 neighbor statement under the EIGRP process is used to send hello packets as unicasts. However, unlike RIP, the passive-interface command is not needed to suppress the sending of the multicast hellos. This means that if the neighbor
 statement is configured on one end of the adjacency, it is required to be configured on the other end as well.
 Below we see that R5 has established EIGRP adjacency with R1 - R4:
 R5#show eigrp address-family ipv4 100 neighbors
 EIGRP-IPv4 VR(MULTI-AF) Address-Family Neighbors for AS(100)
 H Address Interface Hold Uptime SRTT RTO Q Seq
 (sec) (ms) Cnt Num 3 155.1.0.2
 Tu0 12 00:00:07 7 1398 0 3 2 155.1.0.4
 Tu0 12 00:00:07 8 1398 0 3 1 155.1.0.1
 Tu0 11 00:00:07 2 1398 0 3 0 155.1.0.3
 Tu0 11 00:00:07 11 1398 0 3
 After the neighbor statement is configured on R5, all adjacencies are dropped, because all multicast hellos are dropped. When R4 configures the neighbor statement as well, their adjacency is re-established:
 R5#configure terminal
 Enter configuration commands, one per line. End with CNTL/Z. R5(config)#router eigrp MULTI-AF
 R5(config-router)# address-family ipv4 unicast autonomous-system 100
 R5(config-router-af)#neighbor 155.1.0.4 tunnel0
 %DUAL-5-NBRCHANGE: EIGRP-IPv4 100: Neighbor 155.1.0.2 (Tunnel0) is down: Static peer configured
 %DUAL-5-NBRCHANGE: EIGRP-IPv4 100: Neighbor 155.1.0.4 (Tunnel0) is down: Static peer configured
 %DUAL-5-NBRCHANGE: EIGRP-IPv4 100: Neighbor 155.1.0.1 (Tunnel0) is down: Static peer configured
 %DUAL-5-NBRCHANGE: EIGRP-IPv4 100: Neighbor 155.1.0.3 (Tunnel0) is down: Static peer configured
 ! R4#configure terminal
 Enter configuration commands, one per line. End with CNTL/Z.
 R4(config)#router eigrp 100
 R4(config-router)#neighbor 155.1.0.5 tunnel0
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%DUAL-5-NBRCHANGE: EIGRP-IPv4 100: Neighbor 155.1.0.5 (Tunnel0) is up: new adjacency
 Because R5 is configured for unicast exchange on the DMVPN tunnel, adjacencies to all other spokes besides R4 are rejected. Basically EIGRP cannot be enabled for both unicast and multicast over the same interface, thus in this case all received EIGRP multicas HELLO packets are ignored:
 R5#show eigrp address-family ipv4 100 neighbors
 EIGRP-IPv4 VR(MULTI-AF) Address-Family Neighbors for AS(100)
 H Address Interface Hold Uptime SRTT RTO Q Seq
 (sec) (ms) Cnt Num 0 155.1.0.4
 Tu0 12 00:00:11 8 1398 0 5
 ! R5#debug eigrp packet
 (UPDATE, REQUEST, QUERY, REPLY, HELLO, UNKNOWN, PROBE, ACK, STUB, SIAQUERY, SIAREPLY)
 EIGRP Packet debugging is on
 R5# EIGRP: Received HELLO on Tu0 - paklen 20 nbr 155.1.0.4
 AS 100, Flags 0x0:(NULL), Seq 0/0 interfaceQ 0/0 iidbQ un/rely 0/0 peerQ un/rely 0/0
 EIGRP: Received HELLO on Tu0 - paklen 20 nbr 155.1.0.3
 AS 100, Flags 0x0:(NULL), Seq 0/0 interfaceQ 0/0 EIGRP: Ignore multicast Hello Tu0 155.1.0.3
 EIGRP: Received HELLO on Tu0 - paklen 20 nbr 155.1.0.1
 AS 100, Flags 0x0:(NULL), Seq 0/0 interfaceQ 0/0 EIGRP: Ignore multicast Hello Tu0 155.1.0.1
 EIGRP: Sending HELLO on Tu0 - paklen 20 nbr 155.1.0.4
 AS 100, Flags 0x0:(NULL), Seq 0/0 interfaceQ 0/0 iidbQ un/rely 0/0
 EIGRP: Received HELLO on Tu0 - paklen 20 nbr 155.1.0.2
 AS 100, Flags 0x0:(NULL), Seq 0/0 interfaceQ 0/0 EIGRP: Ignore multicast Hello Tu0 155.1.0.2
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 EIGRP Summarization
 A Note On Section Initial Configuration Files : You must load the initial configuration files for the section, named Initial EIGRP , which can be found in CCIE R&S v5 Topology Diagrams & Initial Configurations. Note that R4’s link to VLAN 146 and the link between R2 and R3 are disabled. Reference the Advanced Technology Labs With Addressing Diagram to complete this task.
 Task
 Configure EIGRP in Classic Mode on R1 - R5 using AS 100.Configure an EIGRP process named MULTI-AF on R6 - R10 using AS 100.Enable EIGRP on all links in the 150.1.0.0/16 network.Enable EIGRP on all links in the 155.1.0.0/16 network.Disable Split-Horizon on R5's link to the DMVPN network.Configure the following interfaces on R4, and redistribute them into EIGRP:
 Loopback40 - 4.0.0.4/24Loopback41 - 4.0.1.4/24Loopback42 - 4.0.2.4/24Loopback43 - 4.0.3.4/24
 Configure the following interfaces on R6, and redistribute them into EIGRP: Loopback60 - 6.0.0.6/24Loopback61 - 6.0.1.6/24Loopback62 - 6.0.2.6/24Loopback63 - 6.0.3.6/24
 Configure R4 and R6 to advertise a single summary of these new Loopbacks into EIGRP.
 http://labs.ine.com/workbook/view/rs-v5-workbook/task/ccie-r-s-v5-topology-diagrams-initial-configurations-MTk3Ng==
 http://labs.ine.com/workbook/view/rs-v5-workbook/task/ccie-r-s-v5-topology-diagrams-initial-configurations-MTk3Ng==
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Configuration
 R1-R5:
 router eigrp 100
 network 150.1.0.0 0.0.255.255
 network 155.1.0.0 0.0.255.255
 R5:
 interface Tunnel0
 no ip split-horizon eigrp 100
 R6-R10:
 router eigrp MULTI-AF
 !
 address-family ipv4 unicast autonomous-system 100
 !
 topology base
 exit-af-topology
 network 150.1.0.0
 network 155.1.0.0
 R4:
 interface loopback 40
 ip address 4.0.0.4 255.255.255.0
 !
 interface loopback 41
 ip address 4.0.1.4 255.255.255.0
 !
 interface loopback 42
 ip address 4.0.2.4 255.255.255.0
 !
 interface loopback 43
 ip address 4.0.3.4 255.255.255.0
 !
 ip prefix-list CONNECTED_TO_EIGRP seq 5 permit 4.0.0.0/24
 ip prefix-list CONNECTED_TO_EIGRP seq 10 permit 4.0.1.0/24
 ip prefix-list CONNECTED_TO_EIGRP seq 15 permit 4.0.2.0/24
 ip prefix-list CONNECTED_TO_EIGRP seq 20 permit 4.0.3.0/24
 !
 route-map CONNECTED_TO_EIGRP permit 10
 match ip address prefix-list CONNECTED_TO_EIGRP
 !
 router eigrp 100
 redistribute connected route-map CONNECTED_TO_EIGRP
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!
 interface Tunnel0
 ip summary-address eigrp 100 4.0.0.0 255.255.252.0
 !
 interface GigabitEthernet1.45
 ip summary-address eigrp 100 4.0.0.0 255.255.252.0
 R6:
 interface Loopback 60
 ip address 6.0.0.6 255.255.255.0
 !
 interface Loopback 61
 ip address 6.0.1.6 255.255.255.0
 !
 interface Loopback 62
 ip address 6.0.2.6 255.255.255.0
 !
 interface Loopback 63
 ip address 6.0.3.6 255.255.255.0
 !
 ip prefix-list CONNECTED_TO_EIGRP seq 5 permit 6.0.0.0/24
 ip prefix-list CONNECTED_TO_EIGRP seq 10 permit 6.0.1.0/24
 ip prefix-list CONNECTED_TO_EIGRP seq 15 permit 6.0.2.0/24
 ip prefix-list CONNECTED_TO_EIGRP seq 20 permit 6.0.3.0/24
 !
 route-map CONNECTED_TO_EIGRP permit 10
 match ip address prefix-list CONNECTED_TO_EIGRP
 !
 router eigrp MULTI-AF
 !
 address-family ipv4 unicast autonomous-system 100
 !
 af-interface GigabitEthernet1.67
 summary-address 6.0.0.0 255.255.252.0
 exit-af-interface
 !
 af-interface GigabitEthernet1.146
 summary-address 6.0.0.0 255.255.252.0
 exit-af-interface
 !
 topology base
 redistribute connected route-map CONNECTED_TO_EIGRP
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exit-af-topology
 Verification
 Like RIP, EIGRP supports summarization at the interface level anywhere throughout the topology, but it does not have the limitation of being unable to summarize beyond the classful boundary. When a summary is configured in EIGRP, all subnets that make up the summary are suppressed from being advertised out the link. From a design perspective, this feature can be used to both reduce the size of the routing table and limit the scope of EIGRP query messages.
 In the below output, we can see that R5 learns the about the EIGRP summary 4.0.0.0/22 through the Ethernet segment, and the EIGRP summary 6.0.0.0/22 through the DMVPN cloud. Based on longest match routing, we can say that R5 will route traffic destined for any subnet of the 4.0.0.0/22 aggregate out the Ethernet segment and out the DMVPN cloud for any subnet of the 6.0.0.0/22 aggregate.
 R5#show ip route | include 4.0
 4.0.0.0/22 is subnetted, 1 subnets
 D 4.0.0.0 [90/130816] via 155.1.45.4, 00:23:14, GigabitEthernet1.45
 ! R5#traceroute 4.0.0.4 numeric
 Type escape sequence to abort.
 Tracing the route to 4.0.0.4
 VRF info: (vrf in name/id, vrf out name/id) 1 155.1.45.4 45 msec * 3 msec
 ! R5#show ip route | include 6.0
 6.0.0.0/8 is variably subnetted, 5 subnets, 2 masks
 D 6.0.0.0/22 [90/25856544] via 155.1.0.3, 00:07:02, Tunnel0
 ! R5#traceroute 6.0.0.6 num
 Type escape sequence to abort.
 Tracing the route to 4.0.0.4
 VRF info: (vrf in name/id, vrf out name/id) 1 155.1.0.1 5 msec 8 msec 4 msec
 2 155.1.146.6 12 msec * 6 msec
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 EIGRP Summarization with Default Routing
 A Note On Section Initial Configuration Files : You must load the initial configuration files for the section, named Initial EIGRP , which can be found in CCIE R&S v5 Topology Diagrams & Initial Configurations. Note that R4’s link to VLAN 146 and the link between R2 and R3 are disabled. Reference the Advanced Technology Labs With Addressing Diagram to complete this task.
 Task
 Configure EIGRP in Classic Mode on R1 - R5 using AS 100. Enable EIGRP only over the DMVPN cloud.Disable Split-Horizon on R5's link to the DMVPN network.
 Configure an EIGRP process named MULTI-AF on R6, R7 and R9 using AS 200. Enable EIGRP on all links in the 155.1.0.0/16 network.
 Configure the following interfaces on R4, and redistribute them into EIGRP: Loopback40 - 4.0.0.4/24Loopback41 - 4.0.1.4/24Loopback42 - 4.0.2.4/24Loopback43 - 4.0.3.4/24
 Configure the following interfaces on R6, and redistribute them into EIGRP: Loopback60 - 6.0.0.6/24Loopback61 - 6.0.1.6/24Loopback62 - 6.0.2.6/24Loopback63 - 6.0.3.6/24
 Configure summarization on R4 and R6 to advertise a default route into EIGRP instead of the redistributed Loopbacks.
 http://labs.ine.com/workbook/view/rs-v5-workbook/task/ccie-r-s-v5-topology-diagrams-initial-configurations-MTk3Ng==
 http://labs.ine.com/workbook/view/rs-v5-workbook/task/ccie-r-s-v5-topology-diagrams-initial-configurations-MTk3Ng==
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Configuration
 R1-R5:
 router eigrp 100
 network 155.1.0.0 0.0.0.255
 R5:
 interface Tunnel0
 no ip split-horizon eigrp 100
 R6, R7, R9:
 router eigrp MULTI-AF
 !
 address-family ipv4 unicast autonomous-system 200
 !
 topology base
 exit-af-topology
 network 155.1.0.0
 R4:
 interface loopback 40
 ip address 4.0.0.4 255.255.255.0
 !
 interface loopback 41
 ip address 4.0.1.4 255.255.255.0
 !
 interface loopback 42
 ip address 4.0.2.4 255.255.255.0
 !
 interface loopback 43
 ip address 4.0.3.4 255.255.255.0
 !
 ip prefix-list CONNECTED_TO_EIGRP seq 5 permit 4.0.0.0/24
 ip prefix-list CONNECTED_TO_EIGRP seq 10 permit 4.0.1.0/24
 ip prefix-list CONNECTED_TO_EIGRP seq 15 permit 4.0.2.0/24
 ip prefix-list CONNECTED_TO_EIGRP seq 20 permit 4.0.3.0/24
 !
 route-map CONNECTED_TO_EIGRP permit 10
 match ip address prefix-list CONNECTED_TO_EIGRP
 !
 router eigrp 100
 redistribute connected route-map CONNECTED_TO_EIGRP
 !
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interface Tunnel0
 ip summary-address eigrp 100 0.0.0.0 0.0.0.0
 R6:
 interface Loopback 60
 ip address 6.0.0.6 255.255.255.0
 !
 interface Loopback 61
 ip address 6.0.1.6 255.255.255.0
 !
 interface Loopback 62
 ip address 6.0.2.6 255.255.255.0
 !
 interface Loopback 63
 ip address 6.0.3.6 255.255.255.0
 !
 ip prefix-list CONNECTED_TO_EIGRP seq 5 permit 6.0.0.0/24
 ip prefix-list CONNECTED_TO_EIGRP seq 10 permit 6.0.1.0/24
 ip prefix-list CONNECTED_TO_EIGRP seq 15 permit 6.0.2.0/24
 ip prefix-list CONNECTED_TO_EIGRP seq 20 permit 6.0.3.0/24
 !
 route-map CONNECTED_TO_EIGRP permit 10
 match ip address prefix-list CONNECTED_TO_EIGRP
 !
 router eigrp MULTI-AF
 !
 address-family ipv4 unicast autonomous-system 200
 !
 af-interface GigabitEthernet1.67
 summary-address 0.0.0.0 0.0.0.0
 exit-af-interface
 !
 topology base
 redistribute connected route-map CONNECTED_TO_EIGRP
 exit-af-topology
 Verification
 Summarization can also be used to originate a default route in EIGRP. The disadvantage of this configuration, however, is that all subnets previously advertised out an interface will be suppressed, because all IPv4 networks are a subnet of the
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aggregate 0.0.0.0/0:
 R9#show ip route eigrp | b Gateway
 Gateway of last resort is 155.1.79.7 to network 0.0.0.0
 D* 0.0.0.0/0 [90/16000] via 155.1.79.7, 00:00:50, GigabitEthernet1.79
 155.1.0.0/16 is variably subnetted, 8 subnets, 2 masks
 D 155.1.7.0/24 [90/15360] via 155.1.79.7, 00:00:57, GigabitEthernet1.79
 D 155.1.37.0/24 [90/15360] via 155.1.79.7, 00:00:57, GigabitEthernet1.79
 D 155.1.67.0/24 [90/15360] via 155.1.79.7, 00:00:57, GigabitEthernet1.79
 D 155.1.146.0/24 [90/20480] via 155.1.79.7, 00:00:57, GigabitEthernet1.79
 ! R9#show ip route 6.0.0.6
 % Network not in table
 ! R9#traceroute 6.0.0.6
 Type escape sequence to abort.
 Tracing the route to 6.0.0.6
 VRF info: (vrf in name/id, vrf out name/id)
 1 155.1.79.7 4 msec 1 msec 1 msec 2 155.1.67.6 3 msec * 2 msec
 ! R1#show ip route eigrp | b Gateway
 Gateway of last resort is 155.1.0.5 to network 0.0.0.0
 D* 0.0.0.0/0 [90/27264000] via 155.1.0.5, 00:03:44, Tunnel0
 ! R1#show ip route 4.0.0.4
 % Network not in table
 ! R1#traceroute 4.0.0.4
 Type escape sequence to abort.
 Tracing the route to 4.0.0.4
 VRF info: (vrf in name/id, vrf out name/id)
 1 155.1.0.5 4 msec 1 msec 1 msec 2 155.1.0.4 3 msec * 9 msec
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CCIE Routing & Switching v5 Workbook - CCIE R&S v5 Advanced Technology Labs - EIGRP
 EIGRP Summarization with Leak Map
 A Note On Section Initial Configuration Files : You must load the initial configuration files for the section, named Initial EIGRP , which can be found in CCIE R&S v5 Topology Diagrams & Initial Configurations. Note that R4’s link to VLAN 146 and the link between R2 and R3 are disabled. Reference the Advanced Technology Labs With Addressing Diagram to complete this task.
 Task
 Configure EIGRP in Classic Mode on R4 and R5 using AS 100. Enable EIGRP only over both the DMVPN cloud and Ethernet segment.
 Configure an EIGRP process named MULTI-AF on R1, R3, R6 and R7 using AS 200.
 Enable EIGRP on all links in the 155.1.0.0/16 network.Configure the following interfaces on R4, and redistribute them into EIGRP:
 Loopback40 - 4.0.0.4/24Loopback41 - 4.0.1.4/24
 Configure the following interfaces on R6, and redistribute them into EIGRP: Loopback60 - 6.0.0.6/24Loopback61 - 6.0.1.6/24
 Configure summarization on R4 and R6 to advertise a default route into EIGRP instead of the redistributed Loopbacks.Configure a leak-map on R4 so that traffic going to R4’s Loopback40 prefix is routed out the DMVPN cloud.
 If this link is down, traffic should still be rerouted out the Ethernet link between between these devices.
 Configure a leak-map on R6 so that traffic from R1 going to R6’s Loopback60 prefix is routed out the Ethernet link between R1 and R3.
 http://labs.ine.com/workbook/view/rs-v5-workbook/task/ccie-r-s-v5-topology-diagrams-initial-configurations-MTk3Ng==
 http://labs.ine.com/workbook/view/rs-v5-workbook/task/ccie-r-s-v5-topology-diagrams-initial-configurations-MTk3Ng==
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If this link is down, traffic should still be rerouted out the Ethernet link between R1 and R6.
 Configuration
 R4, R5:
 router eigrp 100
 network 155.1.0.0 0.0.0.255
 network 155.1.45.0 0.0.0.255
 R1, R3, R6, R7:
 router eigrp MULTI-AF
 !
 address-family ipv4 unicast autonomous-system 200
 !
 topology base
 exit-af-topology
 network 155.1.0.0
 R4:
 interface loopback 40
 ip address 4.0.0.4 255.255.255.0
 !
 interface loopback 41
 ip address 4.0.1.4 255.255.255.0
 !
 ip prefix-list CONNECTED_TO_EIGRP seq 5 permit 4.0.0.0/24
 ip prefix-list CONNECTED_TO_EIGRP seq 10 permit 4.0.1.0/24
 !
 route-map CONNECTED_TO_EIGRP permit 10
 match ip address prefix-list CONNECTED_TO_EIGRP
 !
 ip prefix-list LOOPBACK40 seq 5 permit 4.0.0.0/24
 !
 route-map LEAK_LOOPBACK40 permit 10
 match ip address prefix-list LOOPBACK40
 !
 router eigrp 100
 redistribute connected route-map CONNECTED_TO_EIGRP
 !
 interface Tunnel0
 ip summary-address eigrp 100 0.0.0.0 0.0.0.0 leak-map LEAK_LOOPBACK40
 !
 interface GigabitEthernet1.45
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ip summary-address eigrp 100 0.0.0.0 0.0.0.0
 R6:
 interface Loopback 60
 ip address 6.0.0.6 255.255.255.0
 !
 interface Loopback 61
 ip address 6.0.1.6 255.255.255.0
 !
 ip prefix-list CONNECTED_TO_EIGRP seq 5 permit 6.0.0.0/24
 ip prefix-list CONNECTED_TO_EIGRP seq 10 permit 6.0.1.0/24
 !
 route-map CONNECTED_TO_EIGRP permit 10
 match ip address prefix-list CONNECTED_TO_EIGRP
 !
 ip prefix-list LOOPBACK60 seq 5 permit 6.0.0.0/24
 !
 route-map LEAK_LOOPBACK60 permit 10
 match ip address prefix-list LOOPBACK60
 !
 router eigrp MULTI-AF
 !
 address-family ipv4 unicast autonomous-system 200
 !
 af-interface GigabitEthernet1.67
 summary-address 0.0.0.0 0.0.0.0 leak-map LEAK_LOOPBACK60
 exit-af-interface
 !
 af-interface GigabitEthernet1.146
 summary-address 0.0.0.0 0.0.0.0
 exit-af-interface
 !
 topology base
 redistribute connected route-map CONNECTED_TO_EIGRP
 exit-af-topology
 Verification
 The EIGRP leak-map feature of the summary-address allows the advertisement of specific subnets encompassed by the interface-level summary, similar to the
 unsuppress-map feature of BGP aggregation. Routes matched in the leak-map route-

Page 404
                        

map will be advertised in addition to the summary. If the route-map matches all routes, all subnets of the aggregate will be advertised in addition to the aggregate. This is useful in cases where you want to originate a default route with the interface summary-address, but you don’t want to stop the advertisement of specific subnets.
 In this particular design, the leak-map is used to enforce longest match routing traffic engineering. Because R5 has a longer match for the prefix 4.0.0.0/24 via the DMVPN cloud, traffic for this prefix will never get routed over VLAN 45 unless the Ethernet link is down. Verify that traffic destined to Loopback40 is routed out the DMVPN cloud, while traffic destined for Loopback41 is routed out the Ethernet link:
 R5#show ip route eigrp | b Gateway
 Gateway of last resort is 155.1.45.4 to network 0.0.0.0
 D* 0.0.0.0/0 [90/3072] via 155.1.45.4, 00:00:12, GigabitEthernet1.45
 4.0.0.0/24 is subnetted, 1 subnets
 D EX 4.0.0.0 [170/25984000] via 155.1.0.4, 00:00:12, Tunnel0
 ! R5#traceroute 4.0.0.4
 Type escape sequence to abort.
 Tracing the route to 4.0.0.4
 VRF info: (vrf in name/id, vrf out name/id) 1 155.1.0.4 2 msec * 4 msec
 ! R5#traceroute 4.0.1.4
 Type escape sequence to abort.
 Tracing the route to 4.0.1.4
 VRF info: (vrf in name/id, vrf out name/id) 1 155.1.45.4 4 msec * 3 msec
 Verify that leak-map is configured only on the DMVPN cloud, thus there is a single entry in the EIGRP topology on R5:
 R5#show ip eigrp topology 4.0.0.0 255.255.255.0
 EIGRP-IPv4 Topology Entry for AS(100)/ID(150.1.5.5) for 4.0.0.0/24
 State is Passive, Query origin flag is 1, 1 Successor(s), FD is 130816
 Descriptor Blocks: 155.1.0.4 (Tunnel0), from 155.1.0.4, Send flag is 0x0
 Composite metric is (25984000/128256), route is External
 Vector metric:
 Minimum bandwidth is 100 Kbit
 Total delay is 15000 microseconds
 Reliability is 255/255
 Load is 1/255
 Minimum MTU is 1400
 Hop count is 1
 Originating router is 150.1.4.4
 External data:
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AS number of route is 0
 External protocol is Connected, external metric is 0
 Administrator tag is 0 (0x00000000)
 Disable R5's DMVPN interface to R4 and verify that all traffic is now routed over the Ethernet link, based on the default route entry:
 R5#configure terminal
 Enter configuration commands, one per line. End with CNTL/Z. R5(config)#interface Tunnel0
 R5(config-if)#shutdown
 ! R5#traceroute 4.0.0.4
 Type escape sequence to abort.
 Tracing the route to 4.0.0.4
 VRF info: (vrf in name/id, vrf out name/id) 1 155.1.45.4 3 msec * 2 msec
 ! R5#traceroute 4.0.1.4
 Type escape sequence to abort.
 Tracing the route to 4.0.1.4
 VRF info: (vrf in name/id, vrf out name/id) 1 155.1.45.4 3 msec * 2 msec
 Because R1 has a longer match for the prefix 6.0.0.0/24 via its Ethernet link to R3, traffic for this prefix will never get routed over VLAN 146 unless the Ethernet link to R3 is down. Verify that traffic destined to Loopback60 is routed out VLAN 13, while traffic destined for Loopback61 is routed out VLAN 146:
 R1#show ip route eigrp | b Gateway
 Gateway of last resort is 155.1.146.6 to network 0.0.0.0
 D* 0.0.0.0/0 [90/10880] via 155.1.146.6, 00:14:27, GigabitEthernet1.146
 6.0.0.0/24 is subnetted, 1 subnets
 D EX 6.0.0.0 [170/21120] via 155.1.13.3, 00:14:27, GigabitEthernet1.13
 155.1.0.0/16 is variably subnetted, 10 subnets, 2 masks
 D 155.1.7.0/24 [90/20480] via 155.1.13.3, 00:14:28, GigabitEthernet1.13
 D 155.1.37.0/24 [90/15360] via 155.1.13.3, 00:14:28, GigabitEthernet1.13
 D 155.1.67.0/24 [90/20480] via 155.1.13.3, 00:14:28, GigabitEthernet1.13
 D 155.1.79.0/24 [90/20480] via 155.1.13.3, 00:14:28, GigabitEthernet1.13
 ! R1#traceroute 6.0.0.6
 Type escape sequence to abort.
 Tracing the route to 6.0.0.6
 VRF info: (vrf in name/id, vrf out name/id) 1 155.1.13.3 3 msec 2 msec 0 msec
 2 155.1.37.7 1 msec 1 msec 1 msec
 3 155.1.67.6 3 msec * 4 msec
 ! R1#traceroute 6.0.1.6
 Type escape sequence to abort.
 Tracing the route to 6.0.1.6
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VRF info: (vrf in name/id, vrf out name/id) 1 155.1.146.6 4 msec * 1 msec
 Verify that leak-map is configured only on VLAN 67, thus there is a single entry in the EIGRP topology on R1:
 R1#show eigrp address-family ipv4 topology 6.0.0.0 255.255.255.0
 EIGRP-IPv4 VR(MULTI-AF) Topology Entry for AS(200)/ID(150.1.1.1) for 6.0.0.0/24
 State is Passive, Query origin flag is 1, 1 Successor(s), FD is 2703360, RIB is 21120
 Descriptor Blocks: 155.1.13.3 (GigabitEthernet1.13), from 155.1.13.3, Send flag is 0x0
 Composite metric is (2703360/2048000), route is External
 Vector metric:
 Minimum bandwidth is 1000000 Kbit
 Total delay is 31250000 picoseconds
 Reliability is 255/255
 Load is 1/255
 Minimum MTU is 1500
 Hop count is 3
 Originating router is 150.1.6.6
 External data:
 AS number of route is 0
 External protocol is Connected, external metric is 0
 Administrator tag is 0 (0x00000000)
 Disable R1's VLAN 13 interface to R3 and verify that all traffic is now routed over VLAN 146, based on the default route entry:
 R1#configure terminal
 Enter configuration commands, one per line. End with CNTL/Z. R1(config)#interface GigabitEthernet1.13
 R1(config-subif)#shutdown
 ! R1#traceroute 6.0.0.6
 Type escape sequence to abort.
 Tracing the route to 6.0.0.6
 VRF info: (vrf in name/id, vrf out name/id) 1 155.1.146.6 5 msec * 2 msec
 ! R1#traceroute 6.0.1.6
 Type escape sequence to abort.
 Tracing the route to 6.0.1.6
 VRF info: (vrf in name/id, vrf out name/id) 1 155.1.146.6 11 msec * 3 msec
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CCIE Routing & Switching v5 Workbook - CCIE R&S v5 Advanced Technology Labs - EIGRP
 EIGRP Floating Summarization
 A Note On Section Initial Configuration Files : You must load the initial configuration files for the section, named Initial EIGRP , which can be found in CCIE R&S v5 Topology Diagrams & Initial Configurations. Note that R4’s link to VLAN 146 and the link between R2 and R3 are disabled. Reference the Advanced Technology Labs With Addressing Diagram to complete this task.
 Task
 Configure EIGRP in Classic Mode on R4, R5, and R8 using AS 100. Enable EIGRP only over VLAN 45 and VLAN 58 Ethernet segments.
 Configure Loopback1 on R4 and R5 with IPv4 addresses of 160.1.Y.Y/24 , where Yis the router number.
 Advertise these prefixes into EIGRP.Configure summarization on R4 to advertise a default route into EIGRP.Configure R5 to summarize Loopback1 prefixes of R4 and R5 out to R8; this route should not overlap any additional networks.Configure an equal longest match static route on R5 so that R8 has reachability to both Loopback1 prefixes of R4 and R5.
 Configuration
 R4:
 interface Loopback1
 ip address 160.1.4.4 255.255.255.0
 !
 router eigrp 100
 network 155.1.45.0 0.0.0.255
 network 160.1.4.0 0.0.0.255
 !
 http://labs.ine.com/workbook/view/rs-v5-workbook/task/ccie-r-s-v5-topology-diagrams-initial-configurations-MTk3Ng==
 http://labs.ine.com/workbook/view/rs-v5-workbook/task/ccie-r-s-v5-topology-diagrams-initial-configurations-MTk3Ng==
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interface GigabitEthernet1.45
 ip summary-address eigrp 100 0.0.0.0 0.0.0.0
 R5:
 interface Loopback1
 ip address 160.1.5.5 255.255.255.0
 !
 router eigrp 100
 network 155.1.45.0 0.0.0.255
 network 155.1.58.0 0.0.0.255
 network 160.1.5.0 0.0.0.255
 !
 interface GigabitEthernet1.58
 ip summary-address eigrp 100 160.1.4.0 255.255.254.0
 !
 ip route 160.1.4.0 255.255.255.0 155.1.45.4
 R8:
 router eigrp 100
 network 155.1.58.0 0.0.0.255
 Verification
 When summaries are created in EIGRP, OSPF, and BGP, the router automatically installs a route to Null0 to match the summary. This is used to prevent the router from forwarding traffic for destinations inside the summary that it does not have a longer match for. However, in certain designs this can be an undesirable behavior. To resolve this, EIGRP sets its interface-level summaries to have an administrative distance of 5 by default. This means that any other route with a distance of 1–4 will take precedence over the summary.
 In this particular case, before summarization and static routing is configured on R5, R8 has the subnet route 160.1.5.0/24 and a default route to reach 160.1.4.0/24. This is because R4 is generating a default route and suppressing its subnet advertisements.
 R8#show ip route 160.1.4.4
 % Subnet not in table
 ! R8#show ip route 160.1.5.5
 Routing entry for 160.1.5.0/24
 Known via "eigrp 100", distance 90, metric 130816, type internal
 Redistributing via eigrp 100
 Last update from 155.1.58.5 on GigabitEthernet1.58, 00:00:12 ago
 Routing Descriptor Blocks: * 155.1.58.5, from 155.1.58.5, 00:00:12 ago, via GigabitEthernet1.58
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Route metric is 130816, traffic share count is 1
 Total delay is 5010 microseconds, minimum bandwidth is 1000000 Kbit
 Reliability 255/255, minimum MTU 1500 bytes
 Loading 1/255, Hops 1
 ! R8#show ip cef 160.1.4.4
 0.0.0.0/0
 nexthop 155.1.58.5 GigabitEthernet1.58
 ! R8#traceroute 160.1.4.4
 Type escape sequence to abort.
 Tracing the route to 160.1.4.4
 VRF info: (vrf in name/id, vrf out name/id)
 1 155.1.58.5 139 msec 3 msec 5 msec 2 155.1.45.4 5 msec * 3 msec
 Likewise, R5 only has a default route to 160.1.4.4, whereas 160.1.5.5 is directly connected.
 R5#show ip route 160.1.4.4
 % Subnet not in table
 ! R5#show ip route 160.1.5.5
 Routing entry for 160.1.5.5/32
 Known via "connected", distance 0, metric 0 (connected)
 Routing Descriptor Blocks: * directly connected, via Loopback1
 Route metric is 0, traffic share count is 1
 ! R5#show ip cef 160.1.4.4
 0.0.0.0/0
 nexthop 155.1.45.4 GigabitEthernet1.45
 ! R5#traceroute 160.1.4.4
 Type escape sequence to abort.
 Tracing the route to 160.1.4.4
 VRF info: (vrf in name/id, vrf out name/id) 1 155.1.45.4 8 msec * 2 msec
 When R5 advertises the summary 160.1.4.0/23, R8 loses its more specific route to 160.1.5.0/24 but gains a longer match for 160.1.4.0/24.
 R5#configure terminal
 Enter configuration commands, one per line. End with CNTL/Z. R5(config)# interface GigabitEthernet1.58
 R5(config-if)#ip summary-address eigrp 100 160.1.4.0 255.255.254.0
 ! R8#show ip route 160.1.4.4
 Routing entry for 160.1.4.0/23
 Known via "eigrp 100", distance 90, metric 130816, type internal
 Redistributing via eigrp 100
 Last update from 155.1.58.5 on GigabitEthernet1.58, 00:00:43 ago
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Routing Descriptor Blocks: * 155.1.58.5, from 155.1.58.5, 00:00:43 ago, via GigabitEthernet1.58
 Route metric is 130816, traffic share count is 1
 Total delay is 5010 microseconds, minimum bandwidth is 1000000 Kbit
 Reliability 255/255, minimum MTU 1500 bytes
 Loading 1/255, Hops 1
 ! R8#show ip route 160.1.5.5
 Routing entry for 160.1.4.0/23
 Known via "eigrp 100", distance 90, metric 130816, type internal
 Redistributing via eigrp 100
 Last update from 155.1.58.5 on GigabitEthernet1.58, 00:00:56 ago
 Routing Descriptor Blocks: * 155.1.58.5, from 155.1.58.5, 00:00:56 ago, via GigabitEthernet1.58
 Route metric is 130816, traffic share count is 1
 Total delay is 5010 microseconds, minimum bandwidth is 1000000 Kbit
 Reliability 255/255, minimum MTU 1500 bytes
 Loading 1/255, Hops 1
 Because R5 previously only had a default route to reach 160.1.4.0/24, the longer match is now the summary to Null0, while the longer match for 160.1.5.0/24 remains the connected interface:
 R5#show ip route 160.1.4.4
 Routing entry for 160.1.4.0/23
 Known via "eigrp 100", distance 5, metric 128256, type internal
 Redistributing via eigrp 100
 Routing Descriptor Blocks: * directly connected, via Null0
 Route metric is 128256, traffic share count is 1
 Total delay is 5000 microseconds, minimum bandwidth is 8000000 Kbit
 Reliability 255/255, minimum MTU 1514 bytes
 Loading 1/255, Hops 0
 ! R5#show ip route 160.1.5.5
 Routing entry for 160.1.5.5/32
 Known via "connected", distance 0, metric 0 (connected)
 Routing Descriptor Blocks: * directly connected, via Loopback1
 Route metric is 0, traffic share count is 1
 This implies that R5 can forward traffic for 160.1.5.0/24, but traffic for 160.1.4.0/24 will be Null routed (dropped):
 R8#traceroute 160.1.5.5
 Type escape sequence to abort.
 Tracing the route to 160.1.5.5
 VRF info: (vrf in name/id, vrf out name/id) 1 155.1.58.5 13 msec * 2 msec
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! R8#traceroute 160.1.4.4
 Type escape sequence to abort.
 Tracing the route to 160.1.4.4
 VRF info: (vrf in name/id, vrf out name/id)
 1 155.1.58.5 6 msec 10 msec 1 msec 2 155.1.58.5 !H * !H
 To resolve this, a static route with a lower administrative distance than the summary is installed in the routing table of R5, which tells R5 to forward traffic that matches the summary toward R4:
 R5#configure terminal
 Enter configuration commands, one per line. End with CNTL/Z.
 R5(config)#ip route 160.1.4.0 255.255.255.0 155.1.45.4
 ! R5#show ip route 160.1.4.4
 Routing entry for 160.1.4.0/24
 Known via "static", distance 1, metric 0
 Routing Descriptor Blocks: * 155.1.45.4
 Route metric is 0, traffic share count is 1
 ! R8#traceroute 160.1.4.4
 Type escape sequence to abort.
 Tracing the route to 160.1.4.4
 VRF info: (vrf in name/id, vrf out name/id)
 1 155.1.58.5 14 msec 2 msec 3 msec 2 155.1.45.4 14 msec * 6 msec
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CCIE Routing & Switching v5 Workbook - CCIE R&S v5 Advanced Technology Labs - EIGRP
 EIGRP Poisoned Floating Summarization
 A Note On Section Initial Configuration Files : You must load the initial configuration files for the section, named Initial EIGRP , which can be found in CCIE R&S v5 Topology Diagrams & Initial Configurations. Note that R4’s link to VLAN 146 and the link between R2 and R3 are disabled. Reference the Advanced Technology Labs With Addressing Diagram to complete this task.
 Task
 Configure EIGRP in Classic Mode on R4, R5, and R8 using AS 100. Enable EIGRP only over VLAN 45 and VLAN 58 Ethernet segments.
 Configure Loopback1 on R4 and R5 with IPv4 addresses of 160.1.Y.Y/24, where Y is the router number.
 Advertise these prefixes into EIGRP.Configure summarization on R4 to advertise a default route into EIGRP.Configure R5 to summarize Loopback1 prefixes of R4 and R5 out to R8; this route should not overlap any additional networks.
 Modify the administrative distance of the summary that R5 is generating to R8 so that a route to Null0 is not installed.
 Configuration
 R4:
 interface Loopback1
 ip address 160.1.4.4 255.255.255.0
 !
 router eigrp 100
 network 155.1.45.0 0.0.0.255
 network 160.1.4.0 0.0.0.255
 !
 http://labs.ine.com/workbook/view/rs-v5-workbook/task/ccie-r-s-v5-topology-diagrams-initial-configurations-MTk3Ng==
 http://labs.ine.com/workbook/view/rs-v5-workbook/task/ccie-r-s-v5-topology-diagrams-initial-configurations-MTk3Ng==
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interface GigabitEthernet1.45
 ip summary-address eigrp 100 0.0.0.0 0.0.0.0
 R5:
 interface Loopback1
 ip address 160.1.5.5 255.255.255.0
 !
 router eigrp 100
 network 155.1.45.0 0.0.0.255
 network 155.1.58.0 0.0.0.255
 network 160.1.5.0 0.0.0.255
 summary-metric 160.1.4.0/23 distance 255
 !
 interface GigabitEthernet1.58
 ip summary-address eigrp 100 160.1.4.0 255.255.254.0
 R8:
 router eigrp 100
 network 155.1.58.0 0.0.0.255
 Verification
 Routes with an administrative distance of 255 are not candidates to be installed in the routing table. By poisoning the interface-level summary on R5 with a distance of 255, the route to Null0 cannot be installed locally in the routing table, but the summary itself can be advertised out the interface. In previous IOS codes (before 15.x), the distance was configured along with the interface-level summary; in newer IOS codes it is globally configured at the process level using the command summary-
 metric <prefix> distance <value> . From a design perspective, this configuration is for cases in which you want the router to forward traffic for destinations inside the summary that it does not have a longer match for. In previous IOS codes (before 15.x), the router performing the summarization would still advertise the summary in its EIGRP updates, even though AD of 255 was configured which prohibited the router to install it in the routing table. In newer IOS codes, the summary is no longer advertised if poisoned with AD of 255, but it is active because all routes comprised within the summary are no longer advertised out on the interface the summary is configured on.
 Note the routing table of R8, before summary is configured on R5; R8 has a specific route for R5's Loopback1 and matches the default route for reaching R4's Loopback1.
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R8#show ip route eigrp | b Gateway
 Gateway of last resort is 155.1.58.5 to network 0.0.0.0
 D* 0.0.0.0/0 [90/3328] via 155.1.58.5, 00:19:31, GigabitEthernet1.58
 155.1.0.0/16 is variably subnetted, 7 subnets, 2 masks
 D 155.1.45.0/24 [90/3072] via 155.1.58.5, 00:19:31, GigabitEthernet1.58
 160.1.0.0/24 is subnetted, 1 subnets
 D 160.1.5.0 [90/130816] via 155.1.58.5, 00:00:32, GigabitEthernet1.58
 ! R8#traceroute 160.1.5.5
 Type escape sequence to abort.
 Tracing the route to 160.1.5.5
 VRF info: (vrf in name/id, vrf out name/id) 1 155.1.58.5 26 msec * 2 msec
 ! R8#traceroute 160.1.4.4
 Type escape sequence to abort.
 Tracing the route to 160.1.4.4
 VRF info: (vrf in name/id, vrf out name/id)
 1 155.1.58.5 20 msec 59 msec 2 msec 2 155.1.45.4 28 msec * 3 msec
 When the summary is configured on R5, it will install the Null0 route, which prevents both R5 and R8 from reaching R4's Loopback1.
 R5#configure terminal
 Enter configuration commands, one per line. End with CNTL/Z. R5(config)#interface GigabitEthernet1.58
 R5(config-subif)#ip summary-address eigrp 100 160.1.4.0 255.255.254.0
 ! R8#show ip route eigrp | b Gateway
 Gateway of last resort is 155.1.58.5 to network 0.0.0.0
 D* 0.0.0.0/0 [90/3328] via 155.1.58.5, 00:23:16, GigabitEthernet1.58
 155.1.0.0/16 is variably subnetted, 7 subnets, 2 masks
 D 155.1.45.0/24 [90/3072] via 155.1.58.5, 00:23:16, GigabitEthernet1.58
 160.1.0.0/23 is subnetted, 1 subnets
 D 160.1.4.0 [90/130816] via 155.1.58.5, 00:00:22, GigabitEthernet1.58
 ! R5#show ip route eigrp | b Gateway
 Gateway of last resort is 155.1.45.4 to network 0.0.0.0
 D* 0.0.0.0/0 [90/3072] via 155.1.45.4, 00:23:37, GigabitEthernet1.45
 160.1.0.0/16 is variably subnetted, 3 subnets, 3 masks
 D 160.1.4.0/23 is a summary, 00:00:42, Null0
 ! R5#traceroute 160.1.4.4 ttl 1 2
 Type escape sequence to abort.
 Tracing the route to 160.1.4.4
 VRF info: (vrf in name/id, vrf out name/id)
 1 * * * 2 * * *
 ! R8#traceroute 160.1.4.4
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Type escape sequence to abort.
 Tracing the route to 160.1.4.4
 VRF info: (vrf in name/id, vrf out name/id)
 1 155.1.58.5 13 msec 2 msec 2 msec 2 155.1.58.5 !H * !H
 When the AD of 255 is configured for the summary on R5, this removes the Null0 route and suppresses advertisements for Loopback1 prefixes, and R8 will match the default route for both Loopback1 prefixes.
 R5#configure terminal
 Enter configuration commands, one per line. End with CNTL/Z. R5(config)#router eigrp 100
 R5(config-router)#summary-metric 160.1.4.0/23 distance 255
 ! R5#show ip route eigrp | b Gateway
 Gateway of last resort is 155.1.45.4 to network 0.0.0.0
 D* 0.0.0.0/0 [90/3072] via 155.1.45.4, 00:27:26, GigabitEthernet1.45
 ! R8#show ip route eigrp | b Gateway
 Gateway of last resort is 155.1.58.5 to network 0.0.0.0
 D* 0.0.0.0/0 [90/3328] via 155.1.58.5, 00:27:39, GigabitEthernet1.58
 155.1.0.0/16 is variably subnetted, 7 subnets, 2 masks
 D 155.1.45.0/24 [90/3072] via 155.1.58.5, 00:27:39, GigabitEthernet1.58
 ! R5#traceroute 160.1.4.4
 Type escape sequence to abort.
 Tracing the route to 160.1.4.4
 VRF info: (vrf in name/id, vrf out name/id) 1 155.1.45.4 3 msec * 4 msec
 ! R8#traceroute 160.1.4.4
 Type escape sequence to abort.
 Tracing the route to 160.1.4.4
 VRF info: (vrf in name/id, vrf out name/id)
 1 155.1.58.5 26 msec 4 msec 2 msec 2 155.1.45.4 4 msec * 5 msec
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CCIE Routing & Switching v5 Workbook - CCIE R&S v5 Advanced Technology Labs - EIGRP
 EIGRP Metric Weights
 You must load the initial configuration files for the section, Initial EIGRP, which can be found in CCIE R&S v5 Topology Diagrams & Initial Configurations. Note that R4’s link to VLAN 146 and the link between R2 and R3 are disabled. Reference the Advanced Technology Labs With Addressing Diagram to complete this task.
 Task
 Configure EIGRP in Classic Mode between R5 and R8 using AS 100, and advertise their Loopback0 prefixes.Configure an EIGRP process named MULTI-AF between R7 and R9 using AS 200, and advertise their Loopback0 prefixes.Configure all EIGRP routers so that only delay is used in the composite metric calculation.
 Configuration
 R5, R8:
 router eigrp 100
 network 155.1.58.0 0.0.0.255
 network 150.1.0.0 0.0.255.255
 metric weights 0 0 0 1 0 0
 R7, R9:
 router eigrp MULTI-AF
 !
 address-family ipv4 unicast autonomous-system 200
 !
 topology base
 exit-af-topology
 http://labs.ine.com/workbook/view/rs-v5-workbook/task/ccie-r-s-v5-topology-diagrams-initial-configurations-MTk3Ng==
 http://labs.ine.com/workbook/view/rs-v5-workbook/task/ccie-r-s-v5-topology-diagrams-initial-configurations-MTk3Ng==
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network 155.1.79.0 0.0.0.255
 network 150.1.0.0 0.0.255.255
 metric weights 0 0 0 1 0 0 0
 exit-address-family
 Verification
 By default, EIGRP uses only bandwidth and delay to calculate its composite metric, as K1=K3=1 and K2=K4=K5=K6=0. Load, reliability, and extended attributes can also be used, or the ratio at which bandwidth and delay are used can be changed, by modifying the metric weights . Specifically, the calculation is as follows for Classic EIGRP, which uses a 32-bit metric:
 Metric = 256*[(K1*Scaled Bw) + (K2*Scaled Bw)/(256 - Load) + (K3*Scaled Delay)]*[K5/(Reliability + K4)]
 The calculation is as follows for EIGRP Named mode, which uses a 64-bit metric:
 Metric = [(K1*Minimum Throughput + (K2*Minimum Throughput/(256-Load) + (K3*Total Latency) + (K6*Extended Attributes)]* [K5/(K4 + Reliability)]
 If K5 equals zero, the second half of the equation is ignored in both cases. "Scaled Bw" equals 107/(Minimum Bw/Kbps) and "Scaled Delay" equals (Delay/10) in microseconds. "Minimum Throughput" equals (107 * 65535)/(Minimum Bw/Kbps), "Total Latency" equals (Delay * 65536)/10 in microseconds for links below 1 GigabitEthernet and (107 * 65536/10)/Bw in microseconds for links above 1 GigabitEthernet. The weighting of the metrics can be seen from the show ip
 protocols command:
 R8#show ip protocols | section eigrp
 Routing Protocol is "eigrp 100"
 Outgoing update filter list for all interfaces is not set
 Incoming update filter list for all interfaces is not set
 Default networks flagged in outgoing updates
 Default networks accepted from incoming updates
 EIGRP-IPv4 Protocol for AS(100) Metric weight K1=0, K2=0, K3=1, K4=0, K5=0
 NSF-aware route hold timer is 240
 EIGRP NSF disabled
 NSF signal timer is 20s
 NSF converge timer is 120s
 Router-ID: 150.1.8.8
 Topology : 0 (base)
 Active Timer: 3 min
 Distance: internal 90 external 170
 Maximum path: 4
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Maximum hopcount 100
 Maximum metric variance 1
 ! R9#show ip protocols | section eigrp
 Routing Protocol is "eigrp 200"
 Outgoing update filter list for all interfaces is not set
 Incoming update filter list for all interfaces is not set
 Default networks flagged in outgoing updates
 Default networks accepted from incoming updates
 EIGRP-IPv4 VR(MULTI-AF) Address-Family Protocol for AS(200)
 Metric weight K1=0, K2=0, K3=1, K4=0, K5=0 K6=0
 Metric rib-scale 128
 Metric version 64bit
 NSF-aware route hold timer is 240
 EIGRP NSF disabled
 NSF signal timer is 20s
 NSF converge timer is 120s
 Router-ID: 150.1.9.9
 Topology : 0 (base)
 Active Timer: 3 min
 Distance: internal 90 external 170
 Maximum path: 4
 Maximum hopcount 100
 Maximum metric variance 1
 Total Prefix Count: 3
 Total Redist Count: 0
 The commands show ip eigrp topology and show eigrp address-family ipv4 topology
 show the individual vector metrics that are used in the composite calculation.
 R8#show ip eigrp topology 150.1.8.8 255.255.255.255
 EIGRP-IPv4 Topology Entry for AS(100)/ID(150.1.8.8) for 150.1.8.8/32
 State is Passive, Query origin flag is 1, 1 Successor(s), FD is 128000
 Descriptor Blocks:
 0.0.0.0 (Loopback0), from Connected, Send flag is 0x0
 Composite metric is (128000/0), route is Internal
 Vector metric: Minimum bandwidth is 8000000 Kbit
 Total delay is 5000 microseconds
 Reliability is 255/255
 Load is 1/255
 Minimum MTU is 1514
 Hop count is 0
 Originating router is 150.1.8.8
 ! R9#show eigrp address-family ipv4 topology 150.1.9.9 255.255.255.255
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EIGRP-IPv4 VR(MULTI-AF) Topology Entry for AS(200)/ID(150.1.9.9) for 150.1.9.9/32
 State is Passive, Query origin flag is 1, 1 Successor(s), FD is 81920
 Descriptor Blocks:
 0.0.0.0 (Loopback0), from Connected, Send flag is 0x0 Composite metric is (81920/0), route is Internal
 Vector metric: Minimum bandwidth is 8000000 Kbit
 Total delay is 1250000 picoseconds
 Reliability is 255/255
 Load is 1/255
 Minimum MTU is 1514
 Hop count is 0
 Originating router is 150.1.9.9
 For the connected Loopback0 prefix of R8, the total delay is 5000 microseconds, which means Scaled Delay is 500 microseconds and scaled by 256 equals the total composite metric of 128.000. For the connected Loopback0 of R9, Bw is 8000000Kbps, which means Total Latency is [107*65536/10]/8000000=81.920 and equals the composite metric. This indicates that only delay is weighted in the calculation.
 PitfallThe metric weights must match for EIGRP adjacency to form:
 R8#configure terminal
 Enter configuration commands, one per line. End with CNTL/Z. R8(config)#router eigrp 100
 R8(config-router)#metric weights 0 1 1 1 1 1
 ! %DUAL-5-NBRCHANGE: EIGRP-IPv4 100: Neighbor 155.1.58.5 (GigabitEthernet1.58) is down: K-value mismatch
 %DUAL-5-NBRCHANGE: EIGRP-IPv4 100: Neighbor 155.1.58.5 (GigabitEthernet1.58) is down: K-value mismatch
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CCIE Routing & Switching v5 Workbook - CCIE R&S v5 Advanced Technology Labs - EIGRP
 EIGRP Traffic Engineering with Metric
 A Note On Section Initial Configuration Files : You must load the initial configuration files for the section, named Basic EIGRP Routing, which can be found in CCIE R&S v5 Topology Diagrams & Initial Configurations. Reference the Advanced Technology Labs With Addressing Diagram to complete this task.
 Task
 Configure a metric manipulation on R7 so that traffic from R9 to R6's Loopback0 prefix transits the link between R3 and R7.
 Configuration
 R7:
 interface GigabitEthernet1.67
 delay 100000
 Verification
 Before any metric manipulation, R9’s traffic to R6 is sent to R7, then directly to R6:
 R9#traceroute 150.1.6.6
 Type escape sequence to abort.
 Tracing the route to 150.1.6.6
 VRF info: (vrf in name/id, vrf out name/id)
 1 155.1.79.7 3 msec 1 msec 1 msec 2 155.1.67.6 2 msec * 5 msec
 ! R7#show ip route 150.1.6.6
 Routing entry for 150.1.6.6/32
 Known via "eigrp 100", distance 90, metric 130816, type internal
 http://labs.ine.com/workbook/view/rs-v5-workbook/task/ccie-r-s-v5-topology-diagrams-initial-configurations-MTk3Ng==
 http://labs.ine.com/workbook/view/rs-v5-workbook/task/ccie-r-s-v5-topology-diagrams-initial-configurations-MTk3Ng==
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Redistributing via eigrp 100
 Last update from 155.1.67.6 on GigabitEthernet1.67, 00:01:54 ago
 Routing Descriptor Blocks: * 155.1.67.6, from 155.1.67.6, 00:01:54 ago, via GigabitEthernet1.67
 Route metric is 130816, traffic share count is 1
 Total delay is 5010 microseconds, minimum bandwidth is 1000000 Kbit
 Reliability 255/255, minimum MTU 1500 bytes
 Loading 1/255, Hops 1
 Also note that R7 does not know the alternate route through R3 for R6's Loopback0:
 R7#show ip eigrp topology 150.1.6.6 255.255.255.255
 EIGRP-IPv4 Topology Entry for AS(100)/ID(150.1.7.7) for 150.1.6.6/32
 State is Passive, Query origin flag is 1, 1 Successor(s), FD is 130816
 Descriptor Blocks: 155.1.67.6 (GigabitEthernet1.67), from 155.1.67.6, Send flag is 0x0
 Composite metric is (130816/128256), route is Internal
 Vector metric:
 Minimum bandwidth is 1000000 Kbit
 Total delay is 5010 microseconds
 Reliability is 255/255
 Load is 1/255
 Minimum MTU is 1500
 Hop count is 1
 Originating router is 150.1.6.6
 For R3 to advertise the alternate path to R7, R3 must see a better composite metric through R1 than it does through R7. This can be accomplished by altering the advertised distance of the route from R7 to R3 by changing the delay:
 R7#configure terminal
 Enter configuration commands, one per line. End with CNTL/Z. R7(config)#interface GigabitEthernet1.67
 R7(config-if)#delay 100000
 It may be required to clear EIGRP neighbors for DUAL to be recalculated. R7 now chooses R3’s route as the successor, because of better metric:
 R7#show ip eigrp topology 150.1.6.6 255.255.255.255
 EIGRP-IPv4 Topology Entry for AS(100)/ID(150.1.7.7) for 150.1.6.6/32
 State is Passive, Query origin flag is 1, 1 Successor(s), FD is 131328
 Descriptor Blocks: 155.1.37.3 (GigabitEthernet1.37), from 155.1.37.3, Send flag is 0x0
 Composite metric is (131328/131072)
 , route is Internal
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Vector metric:
 Minimum bandwidth is 1000000 Kbit
 Total delay is 5030 microseconds
 Reliability is 255/255
 Load is 1/255
 Minimum MTU is 1500
 Hop count is 3
 Originating router is 150.1.6.6
 155.1.67.6 (GigabitEthernet1.67), from 155.1.67.6, Send flag is 0x0
 Composite metric is (25730560/128256), route is Internal
 Vector metric:
 Minimum bandwidth is 1000000 Kbit
 Total delay is 1005000 microseconds
 Reliability is 255/255
 Load is 1/255
 Minimum MTU is 1500
 Hop count is 1
 Originating router is 150.1.6.6
 R7 now routes through R3 to reach 150.1.6.6, which is reflected in both the routing table output of R7 and the traceroute output of R9:
 R7#show ip route 150.1.6.6
 Routing entry for 150.1.6.6/32
 Known via "eigrp 100", distance 90, metric 131328, type internal
 Redistributing via eigrp 100
 Last update from 155.1.37.3 on GigabitEthernet1.37, 00:02:56 ago
 Routing Descriptor Blocks: * 155.1.37.3, from 155.1.37.3, 00:02:56 ago, via GigabitEthernet1.37
 Route metric is 131328, traffic share count is 1
 Total delay is 5030 microseconds, minimum bandwidth is 1000000 Kbit
 Reliability 255/255, minimum MTU 1500 bytes
 Loading 1/255, Hops 3
 ! R9#traceroute 150.1.6.6
 Type escape sequence to abort.
 Tracing the route to 150.1.6.6
 VRF info: (vrf in name/id, vrf out name/id)
 1 155.1.79.7 3 msec 1 msec 1 msec 2 155.1.37.3 1 msec 1 msec 1 msec
 3 155.1.13.1 15 msec 10 msec 7 msec
 4 155.1.146.6 47 msec * 67 msec
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CCIE Routing & Switching v5 Workbook - CCIE R&S v5 Advanced Technology Labs - EIGRP
 EIGRP Unequal Cost Load Balancing
 A Note On Section Initial Configuration Files : You must load the initial configuration files for the section, named Initial EIGRP , which can be found in CCIE R&S v5 Topology Diagrams & Initial Configurations. Note that R4’s link to VLAN 146 and the link between R2 and R3 are disabled. Reference the Advanced Technology Labs With Addressing Diagram to complete this task.
 Task
 Configure EIGRP in Classic Mode on all routers using AS 100, and advertise their Loopback0 prefixes.
 Ensure that only delay is used in the composite metric calculation.Configure unequal cost load balancing so that traffic from R6 going to VLAN 9 is load balanced between R1 and R7.
 Traffic share should be configured so that the link to R7 is used five times as much as the link to R1.Modify delay on R6 as required.
 Configuration
 R1 - R10:
 router eigrp 100
 network 155.1.0.0 0.0.255.255
 network 150.1.0.0 0.0.255.255
 metric weights 0 0 0 1 0 0
 R6:
 interface GigabitEthernet1.67
 delay 25
 http://labs.ine.com/workbook/view/rs-v5-workbook/task/ccie-r-s-v5-topology-diagrams-initial-configurations-MTk3Ng==
 http://labs.ine.com/workbook/view/rs-v5-workbook/task/ccie-r-s-v5-topology-diagrams-initial-configurations-MTk3Ng==
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!
 interface GigabitEthernet1.146
 delay 131
 !
 router eigrp 100
 variance 5
 Verification
 The metric weights command is configured on all routers in EIGRP AS 100 so that only delay is weighted, used for metric calculation. Therefore, based on the interface delay values from R6 outbound toward VLAN 9, we can calculate how traffic will be routed. Recall that the delay value used in the composite calculation is tens of microseconds scaled by 256. To start, without any configuration changes on delta values, the path from R6 to R9 has the following delays:
 R6#show interface GigabitEthernet1.67 | include DLY
 MTU 1500 bytes, BW 1000000 Kbit, DLY 10 usec
 ,
 ! R7#show interface GigabitEthernet1.79 | include DLY
 MTU 1500 bytes, BW 1000000 Kbit, DLY 10 usec
 ,
 ! R9#show interface GigabitEthernet1.9 | include DLY
 MTU 1500 bytes, BW 1000000 Kbit, DLY 10 usec
 ,
 The path from R6 -> R7 -> R9 therefore has a total delay of 30 microseconds. 3 tens of microseconds scaled by 256 gives us a composite metric of 768. This path is then compared to the one R6 -> R1 -> R3 -> R7 -> R9 with the following delays:
 R6#show interface GigabitEthernet1.146 | include DLY
 MTU 1500 bytes, BW 1000000 Kbit/sec, DLY 10 usec
 ,
 ! R1#show interface GigabitEthernet1.13 | include DLY
 MTU 1500 bytes, BW 1000000 Kbit/sec, DLY 10 usec
 ,
 ! R3#show interface GigabitEthernet1.37 | include DLY
 MTU 1500 bytes, BW 1000000 Kbit/sec, DLY 10 usec
 ,
 ! R7#show interface GigabitEthernet1.79 | include DLY
 MTU 1500 bytes, BW 1000000 Kbit, DLY 10 usec
 ,
 ! R9#show interface GigabitEthernet1.9 | include DLY
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MTU 1500 bytes, BW 1000000 Kbit, DLY 10 usec
 ,
 This path has a total delay of 50 microseconds. 5 tens of microseconds scaled by 256 gives us a composite metric of 1280. Because 768 is lower than 1280, the Successor is the route from R6 to R7. This can be verified from the EIGRP topology of R6:
 R6#show ip eigrp topology 155.1.9.0 255.255.255.0
 EIGRP-IPv4 Topology Entry for AS(100)/ID(150.1.6.6) for 155.1.9.0/24
 State is Passive, Query origin flag is 1, 1 Successor(s), FD is 768
 Descriptor Blocks: 155.1.67.7 (GigabitEthernet1.67), from 155.1.67.7, Send flag is 0x0
 Composite metric is (768/512)
 , route is Internal
 Vector metric:
 Minimum bandwidth is 1000000 Kbit Total delay is 30 microseconds
 Reliability is 255/255
 Load is 1/255
 Minimum MTU is 1500
 Hop count is 2
 Originating router is 150.1.9.9
 To consider the route from R6 to R1 for load balancing, the route first must pass the Feasibility Condition. Again the Feasibility Condition states that if the Advertised Distance of an alternate path is lower than the Feasible Distance of the Successor, the route is a loop-free path and can be considered for load balancing. In other words, if R1’s metric to reach R9 is lower than R6’s metric to reach R9, R6 can assume that the path through R1 is a loop-free path. The Advertised Distance that R1 would be sending to R6 is based on these interfaces in the transit path:
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R1#show interface GigabitEthernet1.13 | include DLY
 MTU 1500 bytes, BW 1000000 Kbit/sec, DLY 10 usec
 ,
 ! R3#show interface GigabitEthernet1.37 | include DLY
 MTU 1500 bytes, BW 1000000 Kbit/sec, DLY 10 usec
 ,
 ! R7#show interface GigabitEthernet1.79 | include DLY
 MTU 1500 bytes, BW 1000000 Kbit, DLY 10 usec
 ,
 ! R9#show interface GigabitEthernet1.9 | include DLY
 MTU 1500 bytes, BW 1000000 Kbit, DLY 10 usec
 ,
 The total delay of this path is 40 microseconds, or 4 tens of microseconds. Scaled by 256, R1 would be advertising 1024. Because R3's Feasible Distance of 1024 is equal to R6’s Feasible Distance, this path cannot be considered a Feasible Successor. Verify that R1 performs equal cost load-balancing for VLAN 9 prefix, as the paths through R3 and R6 have the same metric.
 R1#show ip eigrp topology 155.1.9.0/24
 EIGRP-IPv4 Topology Entry for AS(100)/ID(150.1.1.1) for 155.1.9.0/24
 State is Passive, Query origin flag is 1, 2 Successor(s), FD is 1024
 Descriptor Blocks: 155.1.13.3 (GigabitEthernet1.13), from 155.1.13.3, Send flag is 0x0
 Composite metric is (1024/768)
 , route is Internal
 Vector metric:
 Minimum bandwidth is 1000000 Kbit
 Total delay is 40 microseconds
 Reliability is 255/255
 Load is 1/255
 Minimum MTU is 1500
 Hop count is 3
 Originating router is 150.1.9.9
 155.1.146.6 (GigabitEthernet1.146), from 155.1.146.6, Send flag is 0x0
 Composite metric is (1024/768)
 , route is Internal
 Vector metric:
 Minimum bandwidth is 1000000 Kbit
 Total delay is 40 microseconds
 Reliability is 255/255
 Load is 1/255
 Minimum MTU is 1500
 Hop count is 3
 Originating router is 150.1.9.9
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155.1.0.5 (Tunnel0), from 155.1.0.5, Send flag is 0x0
 Composite metric is (1281280/1280), route is Internal
 Vector metric:
 Minimum bandwidth is 100 Kbit
 Total delay is 50050 microseconds
 Reliability is 255/255
 Load is 1/255
 Minimum MTU is 1400
 Hop count is 5
 Originating router is 150.1.9.9
 ! R1#show ip route 155.1.9.0
 Routing entry for 155.1.9.0/24 Known via "eigrp 100", distance 90, metric 1024
 , type internal
 Redistributing via eigrp 100
 Last update from 155.1.146.6 on GigabitEthernet1.146, 00:20:17 ago
 Routing Descriptor Blocks: 155.1.146.6, from 155.1.146.6, 00:20:17 ago, via GigabitEthernet1.146
 Route metric is 1024, traffic share count is 1
 Total delay is 40 microseconds, minimum bandwidth is 1000000 Kbit
 Reliability 255/255, minimum MTU 1500 bytes
 Loading 1/255, Hops 3 * 155.1.13.3, from 155.1.13.3, 00:20:17 ago, via GigabitEthernet1.13
 Route metric is 1024, traffic share count is 1
 Total delay is 40 microseconds, minimum bandwidth is 1000000 Kbit
 Reliability 255/255, minimum MTU 1500 bytes
 Loading 1/255, Hops 3
 Because the minimum configurable delay value is 10 microseconds, which is already the default for all Ethernet links, and based on task requirements, we need to modify R6's delay values on its VLAN 67 and VLAN 146 interfaces, so that metric through R1 is five times bigger than metric through R7.
 5 * [Delay(Gi1.9) + Delay(Gi1.79) + Delay(Gi1.67)] = [Delay(Gi1.9) + Delay(Gi1.79) + Delay(Gi1.37) + Delay(Gi1.13) + Delay(Gi1.146)].
 5 * [10 + 10 +Delay(Gi1.67)] = [10 + 10 + 10 + 10 + Delay(Gi1.146)]].
 If, for example, we configure delay on R6's VLAN 67 interface to be 250, in simple math we need to configure a delay value of 1310 on R6's VLAN 146 interface. This also means that configuring a variance of 5 will be enough so that both routes for VLAN 9 are installed in the routing table of R6 with the requested load-distribution.
 R6#show ip eigrp topology 155.1.9.0/24
 EIGRP-IPv4 Topology Entry for AS(100)/ID(150.1.6.6) for 155.1.9.0/24
 State is Passive, Query origin flag is 1, 2 Successor(s), FD is 1280
 Descriptor Blocks: 155.1.67.7 (GigabitEthernet1.67), from 155.1.67.7, Send flag is 0x0
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Composite metric is (6912/512)
 , route is Internal
 Vector metric:
 Minimum bandwidth is 1000000 Kbit
 Total delay is 270 microseconds
 Reliability is 255/255
 Load is 1/255
 Minimum MTU is 1500
 Hop count is 2
 Originating router is 150.1.9.9
 155.1.146.1 (GigabitEthernet1.146), from 155.1.146.1, Send flag is 0x0
 Composite metric is (34560/1024)
 , route is Internal
 Vector metric:
 Minimum bandwidth is 1000000 Kbit
 Total delay is 1350 microseconds
 Reliability is 255/255
 Load is 1/255
 Minimum MTU is 1500
 Hop count is 4
 Originating router is 150.1.9.9
 ! R6#show ip route 155.1.9.0
 Routing entry for 155.1.9.0/24
 Known via "eigrp 100", distance 90, metric 6912, type internal
 Redistributing via eigrp 100
 Last update from 155.1.146.1 on GigabitEthernet1.146, 00:01:40 ago
 Routing Descriptor Blocks: 155.1.146.1, from 155.1.146.1, 00:01:40 ago, via GigabitEthernet1.146
 Route metric is 34560, traffic share count is 1
 Total delay is 1350 microseconds, minimum bandwidth is 1000000 Kbit
 Reliability 255/255, minimum MTU 1500 bytes
 Loading 1/255, Hops 4 * 155.1.67.7, from 155.1.67.7, 00:01:40 ago, via GigabitEthernet1.67
 Route metric is 6912, traffic share count is 5
 Total delay is 270 microseconds, minimum bandwidth is 1000000 Kbit
 Reliability 255/255, minimum MTU 1500 bytes
 Loading 1/255, Hops 2
 Verify the configured delay and variance values.
 R6# show ip protocols | section eigrp
 Routing Protocol is "eigrp 100"
 Outgoing update filter list for all interfaces is not set
 Incoming update filter list for all interfaces is not set
 Default networks flagged in outgoing updates
 Default networks accepted from incoming updates
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EIGRP-IPv4 Protocol for AS(100)
 Metric weight K1=0, K2=0, K3=1, K4=0, K5=0
 NSF-aware route hold timer is 240
 EIGRP NSF disabled
 NSF signal timer is 20s
 NSF converge timer is 120s
 Router-ID: 150.1.6.6
 Topology : 0 (base)
 Active Timer: 3 min
 Distance: internal 90 external 170
 Maximum path: 4
 Maximum hopcount 100 Maximum metric variance 5
 ! R6#show interfaces gigabitEthernet1.67 | i DLY
 MTU 1500 bytes, BW 1000000 Kbit/sec, DLY 250 usec,
 ! R6#show interfaces gigabitEthernet1.146 | i DLY
 MTU 1500 bytes, BW 1000000 Kbit/sec, DLY 1310 usec,
 As CEF cannot be disabled on CSR 1000V, so per-packet load balancing is not configurable. To verify that traffic is load balanced as requested, configure ACL matching on traffic toward VLAN 9 on the devices in transit path and generate packets to various hosts in VLAN 9. For example, ping all hosts from 155.1.9.1 to 155.1.9.12 with a single packet. First configure and apply ACL's on R7 and R1.
 R7#configure terminal
 Enter configuration commands, one per line. End with CNTL/Z.
 R7(config)#ip access-list extended EIGRP
 R7(config-ext-nacl)#permit icmp any 155.1.9.0 0.0.0.255
 R7(config-ext-nacl)#permit ip any any
 R7(config-ext-nacl)#interface GigabitEthernet1.67
 R7(config-subif)#ip access-group EIGRP in
 R1#configure terminal
 Enter configuration commands, one per line. End with CNTL/Z.
 R1(config)#ip access-list extended EIGRP
 R1(config-ext-nacl)#permit icmp any 155.1.9.0 0.0.0.255
 R1(config-ext-nacl)#permit ip any any
 R1(config-ext-nacl)#interface GigabitEthernet1.146
 R1(config-subif)#ip access-group EIGRP in
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Now generate ICMP packets for the first 12 hosts in VLAN 9 and verify the ACL counters.
 R6#show ip cef 155.1.9.0/24 internal
 155.1.9.0/24, epoch 2, RIB[I], refcount 6, per-destination sharing
 sources: RIB
 feature space:
 IPRM: 0x00028000
 Broker: linked, distributed at 4th priority
 ifnums: GigabitEthernet1.67(10): 155.1.67.7
 GigabitEthernet1.146(11): 155.1.146.1
 path 7F6115C869E8, path list 7F6115DA89B0, share 1/1, type attached nexthop, for IPv4
 nexthop 155.1.146.1 GigabitEthernet1.146, adjacency IP adj out of GigabitEthernet1.146, addr 155.1.146.1 7F6115EDA420
 path 7F6115C87A68, path list 7F6115DA89B0, share 5/5, type attached nexthop, for IPv4
 nexthop 155.1.67.7 GigabitEthernet1.67, adjacency IP adj out of GigabitEthernet1.67, addr 155.1.67.7 7F6115EAECF8
 output chain:
 loadinfo 7F610E19CE30, per-session, 2 choices, flags 0003, 5 locks
 flags: Per-session, for-rx-IPv4 12 hash buckets
 < 0 > IP adj out of GigabitEthernet1.146, addr 155.1.146.1 7F6115EDA420
 < 1 > IP adj out of GigabitEthernet1.67, addr 155.1.67.7 7F6115EAECF8
 < 2 > IP adj out of GigabitEthernet1.146, addr 155.1.146.1 7F6115EDA420
 < 3 > IP adj out of GigabitEthernet1.67, addr 155.1.67.7 7F6115EAECF8
 < 4 > IP adj out of GigabitEthernet1.67, addr 155.1.67.7 7F6115EAECF8
 < 5 > IP adj out of GigabitEthernet1.67, addr 155.1.67.7 7F6115EAECF8
 < 6 > IP adj out of GigabitEthernet1.67, addr 155.1.67.7 7F6115EAECF8
 < 7 > IP adj out of GigabitEthernet1.67, addr 155.1.67.7 7F6115EAECF8
 < 8 > IP adj out of GigabitEthernet1.67, addr 155.1.67.7 7F6115EAECF8
 < 9 > IP adj out of GigabitEthernet1.67, addr 155.1.67.7 7F6115EAECF8
 <10 > IP adj out of GigabitEthernet1.67, addr 155.1.67.7 7F6115EAECF8
 <11 > IP adj out of GigabitEthernet1.67, addr 155.1.67.7 7F6115EAECF8
 Subblocks:
 None
 ! R7#show ip access-lists
 Extended IP access list EIGRP 10 permit icmp any 155.1.9.0 0.0.0.255 (10 matches)
 20 permit ip any any (21 matches)
 ! R1#show ip access-lists
 Extended IP access list EIGRP 10 permit icmp any 155.1.9.0 0.0.0.255 (2 matches)
 20 permit ip any any (44 matches)
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CCIE Routing & Switching v5 Workbook - CCIE R&S v5 Advanced Technology Labs - EIGRP
 EIGRP Convergence Timers
 A Note On Section Initial Configuration Files : You must load the initial configuration files for the section, named Basic EIGRP Routing, which can be found in CCIE R&S v5 Topology Diagrams & Initial Configurations. Reference the Advanced Technology Labs With Addressing Diagram to complete this task.
 Task
 Configure R1 through R6 so that EIGRP hellos are sent every one second. These devices should inform their neighbors to declare them down if subsequent hellos are not received within three seconds.
 Configure R7 through R10 so that EIGRP hellos are sent every ten seconds. These devices should inform their neighbors to declare them down if subsequent hellos are not received within thirty seconds.
 Configure AS 100 so that lost routes are considered Stuck In Active if a query response has not been heard within one minute.
 Configuration
 R1:
 interface GigabitEthernet1.146
 ip hello-interval eigrp 100 1
 ip hold-time eigrp 100 3
 !
 interface Tunnel0
 ip hello-interval eigrp 100 1
 ip hold-time eigrp 100 3
 !
 interface GigabitEthernet1.13
 ip hello-interval eigrp 100 1
 http://labs.ine.com/workbook/view/rs-v5-workbook/task/ccie-r-s-v5-topology-diagrams-initial-configurations-MTk3Ng==
 http://labs.ine.com/workbook/view/rs-v5-workbook/task/ccie-r-s-v5-topology-diagrams-initial-configurations-MTk3Ng==
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ip hold-time eigrp 100 3
 !
 router eigrp 100
 timers active-time 1
 R2:
 interface Tunnel0
 ip hello-interval eigrp 100 1
 ip hold-time eigrp 100 3
 !
 interface GigabitEthernet1.23
 ip hello-interval eigrp 100 1
 ip hold-time eigrp 100 3
 !
 router eigrp 100
 timers active-time 1
 R3:
 interface GigabitEthernet1.37
 ip hello-interval eigrp 100 1
 ip hold-time eigrp 100 3
 !
 interface Tunnel0
 ip hello-interval eigrp 100 1
 ip hold-time eigrp 100 3
 !
 interface GigabitEthernet1.13
 ip hello-interval eigrp 100 1
 ip hold-time eigrp 100 3
 !
 interface GigabitEthernet1.23
 ip hello-interval eigrp 100 1
 ip hold-time eigrp 100 3
 !
 router eigrp 100
 timers active-time 1
 R4:
 interface GigabitEthernet1.146
 ip hello-interval eigrp 100 1
 ip hold-time eigrp 100 3
 !
 interface Tunnel0
 ip hello-interval eigrp 100 1
 ip hold-time eigrp 100 3
 !
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interface GigabitEthernet1.45
 ip hello-interval eigrp 100 1
 ip hold-time eigrp 100 3
 !
 router eigrp 100
 timers active-time 1
 R5:
 interface GigabitEthernet1.58
 ip hello-interval eigrp 100 1
 ip hold-time eigrp 100 3
 !
 interface Tunnel0
 ip hello-interval eigrp 100 1
 ip hold-time eigrp 100 3
 !
 interface GigabitEthernet1.45
 ip hello-interval eigrp 100 1
 ip hold-time eigrp 100 3
 R6:
 interface GigabitEthernet1.67
 ip hello-interval eigrp 100 1
 ip hold-time eigrp 100 3
 !
 interface GigabitEthernet1.146
 ip hello-interval eigrp 100 1
 ip hold-time eigrp 100 3
 !
 router eigrp 100
 timers active-time 1
 R7:
 interface GigabitEthernet1.37
 ip hello-interval eigrp 100 10
 ip hold-time eigrp 100 30
 !
 interface GigabitEthernet1.67
 ip hello-interval eigrp 100 10
 ip hold-time eigrp 100 30
 !
 interface GigabitEthernet1.79
 ip hello-interval eigrp 100 10
 ip hold-time eigrp 100 30
 !
 router eigrp 100
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timers active-time 1
 R8:
 interface GigabitEthernet1.58
 ip hello-interval eigrp 100 10
 ip hold-time eigrp 100 30
 !
 interface GigabitEthernet1.108
 ip hello-interval eigrp 100 10
 ip hold-time eigrp 100 30
 !
 router eigrp 100
 timers active-time 1
 R9:
 interface GigabitEthernet1.79
 ip hello-interval eigrp 100 10
 ip hold-time eigrp 100 30
 !
 router eigrp 100
 timers active-time 1
 R10:
 interface GigabitEthernet1.108
 ip hello-interval eigrp 100 10
 ip hold-time eigrp 100 30
 !
 router eigrp 100
 timers active-time 1
 Verification
 Unlike OSPF, EIGRP hello and hold-time intervals do not need to match to form adjacencies. Just like OSPF for example, the locally configured Hello interval defines the local rate interval for sending EIGRP hello packets but the value is not transmited in EIGRP Hello packets. Unlike OSPF for example, the locally configured Hold-Time interval defines for how long the remote router will wait for a EIGRP packet before resetting the adjacency, thus the value is transmited in EIGRP Hello packets.
 In this case, R3 has its hello and dead intervals configured as 1 and 3, whereas R7 has them configured as 10 and 30. This means that R3 will be expecting a hello to
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come in from R7 within 30 seconds, and R7 will be expecting a hello to come in from R3 within 3 seconds. In most designs, the hello and dead intervals will be set identically on both ends of the link, but as we can see from this example, it is not technically required:
 R3#show ip eigrp neighbors
 EIGRP-IPv4 Neighbors for AS(100)
 H Address Interface Hold Uptime SRTT RTO Q Seq
 (sec) (ms) Cnt Num
 3 155.1.0.5 Tu0 2
 01:24:51 33 1398 0 28 2 155.1.37.7 Gi1.37 2
 01:24:54 1 100 0 78 1 155.1.23.2 Gi1.23 2
 01:25:14 1 100 0 22 0 155.1.13.1 Gi1.13 23
 01:25:14 1 100 0 29
 ! R7#show ip eigrp neighbors
 EIGRP-IPv4 Neighbors for AS(100)
 H Address Interface Hold Uptime SRTT RTO Q Seq
 (sec) (ms) Cnt Num
 2 155.1.79.9 Gi1.79 28
 01:25:11 1 100 0 20 1 155.1.67.6 Gi1.67 2
 01:25:21 12 150 0 54 0 155.1.37.3 Gi1.37 2
 01:25:21 1 100 0 62
 The timers active-time command controls how long an EIGRP router will wait for a reply to a query message before considering the route Stuck In Active (SIA) and declaring the neighbor from which a reply was not received as down. The query and reply process is used to discover alternate paths to a route for which the successor is lost. In the case below, R10 loses the successor for 155.1.10.0/24 when its VLAN 10 interface is disabled. This causes it to send an EIGRP query message out to its neighbor, R8:
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R9#debug eigrp packets terse
 (UPDATE, REQUEST, QUERY, REPLY, UNKNOWN, PROBE, ACK, STUB, SIAQUERY, SIAREPLY)
 EIGRP Packet debugging is on
 ! R10#debug eigrp packets terse
 (UPDATE, REQUEST, QUERY, REPLY, UNKNOWN, PROBE, ACK, STUB, SIAQUERY, SIAREPLY)
 EIGRP Packet debugging is on
 ! R10#configure terminal
 Enter configuration commands, one per line. End with CNTL/Z. R10(config)#interface gigabitEthernet1.10
 R10(config-subif)#shutdown
 ! EIGRP: Enqueueing QUERY on Gi1.108 - paklen 0 tid 0 iidbQ un/rely 0/1 serno 26-26
 EIGRP: Sending QUERY on Gi1.108 - paklen 44 tid 0
 AS 100, Flags 0x0:(NULL), Seq 4/0 interfaceQ 0/0 iidbQ un/rely 0/0 serno 26-26
 R8 acknowledges the reception of the query with an ACK to R10, and the query continues to be forwarded:
 R10:
 EIGRP: Received ACK on Gi1.108 - paklen 0 nbr 155.1.108.8
 AS 100, Flags 0x0:(NULL), Seq 0/4 interfaceQ 0/0 iidbQ un/rely 0/0 peerQ un/rely 0/1
 EIGRP: GigabitEthernet1.108 multicast flow blocking cleared
 Within one second, the query reaches the far end of the network at R9. R9 then acknowledges to R7 that it received the query:
 R9:
 EIGRP: Received QUERY on Gi1.79 - paklen 44 nbr 155.1.79.7
 AS 100, Flags 0x0:(NULL), Seq 80/0 interfaceQ 0/0 iidbQ un/rely 0/0 peerQ un/rely 0/0
 EIGRP: Enqueueing ACK on Gi1.79 - paklen 0 nbr 155.1.79.7 tid 0
 Ack seq 80 iidbQ un/rely 0/0 peerQ un/rely 1/0
 EIGRP: Sending ACK on Gi1.79 - paklen 0 nbr 155.1.79.7 tid 0
 AS 100, Flags 0x0:(NULL), Seq 0/80 interfaceQ 0/0 iidbQ un/rely 0/0 peerQ un/rely 1/0
 Because R9 does not have any other neighbors to send the query to, and it does not have an alternate route to 155.1.10.0/24, it replies to R7 telling it that it does not
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have another path. R7 then acknowledges the query reply to R9 and sends its own replies back to its other neighbors:
 R9:
 EIGRP: Enqueueing REPLY on Gi1.79 - paklen 0 nbr 155.1.79.7 tid 0 iidbQ un/rely 0/1 peerQ un/rely 0/0 serno 120-120
 EIGRP: Requeued unicast on GigabitEthernet1.79
 EIGRP: Sending REPLY on Gi1.79 - paklen 44 nbr 155.1.79.7 tid 0
 AS 100, Flags 0x0:(NULL), Seq 24/80 interfaceQ 0/0 iidbQ un/rely 0/0 peerQ un/rely 0/1 serno 120-120
 EIGRP: Received ACK on Gi1.79 - paklen 0 nbr 155.1.79.7
 AS 100, Flags 0x0:(NULL), Seq 0/24 interfaceQ 0/0 iidbQ un/rely 0/0 peerQ un/rely 0/1
 Within two seconds, the entire query process is completed on R10 with the reply coming back from R8. Amazingly, the query and replies are received even before the link up/down message is generated, indicating the immensely fast convergence capability of EIGRP. If a reply had not come back from R8, R10 would wait for the
 timers active-time to expire. If this timer had expired, the route would have been considered SIA, and the neighbor relationship to R8 would have been reset:
 R10:
 EIGRP: Received REPLY on Gi1.108 - paklen 44 nbr 155.1.108.8
 AS 100, Flags 0x0:(NULL), Seq 10/4 interfaceQ 0/0 iidbQ un/rely 0/0 peerQ un/rely 0/0
 EIGRP: Enqueueing ACK on Gi1.108 - paklen 0 nbr 155.1.108.8 tid 0
 Ack seq 10 iidbQ un/rely 0/0 peerQ un/rely 1/0
 EIGRP: Sending ACK on Gi1.108 - paklen 0 nbr 155.1.108.8 tid 0
 AS 100, Flags 0x0:(NULL), Seq 0/10 interfaceQ 0/0 iidbQ un/rely 0/0 peerQ un/rely 1/0
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CCIE Routing & Switching v5 Workbook - CCIE R&S v5 Advanced Technology Labs - EIGRP
 EIGRP Stub Routing
 A Note On Section Initial Configuration Files : You must load the initial configuration files for the section, named Basic EIGRP Routing, which can be found in CCIE R&S v5 Topology Diagrams & Initial Configurations. Reference the Advanced Technology Labs With Addressing Diagram to complete this task.
 Task
 Configure the EIGRP stub feature so that R8 does not receive EIGRP query messages.Ensure that all devices in AS 100 still have IPv4 reachability to VLAN 8.
 Configuration
 R8:
 router eigrp 100
 eigrp stub connected
 Verification
 The EIGRP stub feature is used to limit the scope of EIGRP query messages and to further limit which routes a neighbor advertises.
 R5#show ip eigrp neighbors detail gigabitEthernet1.58
 EIGRP-IPv4 Neighbors for AS(100)
 H Address Interface Hold Uptime SRTT RTO Q Seq
 (sec) (ms) Cnt Num
 2 155.1.58.8 Gi1.58 13 00:00:20 11 100 0 17
 Version 15.0/2.0, Retrans: 0, Retries: 0, Prefixes: 3
 http://labs.ine.com/workbook/view/rs-v5-workbook/task/ccie-r-s-v5-topology-diagrams-initial-configurations-MTk3Ng==
 http://labs.ine.com/workbook/view/rs-v5-workbook/task/ccie-r-s-v5-topology-diagrams-initial-configurations-MTk3Ng==
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Topology-ids from peer - 0 Stub Peer Advertising (CONNECTED ) Routes
 Suppressing queries
 Max Nbrs: 0, Current Nbrs: 0
 In this case, R8 is configured to only advertise its connected routes to other EIGRP neighbors, so learned EIGRP routes are not advertised. This implies that R10 will not have reachability to any destinations behind R8, and destinations behind R8 will not have reachability to R10. This is one limitation of EIGRP stub, that the router cannot be a transit device, and therefore it no longer advertises learned EIGRP routes; it can advertise connected, summary, static, or redistributed routes.
 R10#show ip route eigrp | b Gateway
 Gateway of last resort is not set
 150.1.0.0/32 is subnetted, 2 subnets
 D 150.1.8.8 [90/130816] via 155.1.108.8, 00:03:22, GigabitEthernet1.108
 155.1.0.0/16 is variably subnetted, 6 subnets, 2 masks
 D 155.1.8.0/24 [90/3072] via 155.1.108.8, 00:03:22, GigabitEthernet1.108
 D 155.1.58.0/24 [90/3072] via 155.1.108.8, 00:03:22, GigabitEthernet1.108
 ! R5#show ip route 155.1.108.0
 Routing entry for 155.1.108.0/24
 Known via "eigrp 100", distance 90, metric 3072, type internal
 Redistributing via eigrp 100
 Last update from 155.1.58.8 on GigabitEthernet1.58, 00:03:56 ago
 Routing Descriptor Blocks: * 155.1.58.8, from 155.1.58.8, 00:03:56 ago, via GigabitEthernet1.58
 Route metric is 3072, traffic share count is 1
 Total delay is 20 microseconds, minimum bandwidth is 1000000 Kbit
 Reliability 255/255, minimum MTU 1500 bytes
 Loading 1/255, Hops 1
 ! R5#show ip route 155.1.10.0
 % Subnet not in table
 Output from the debug eigrp packet terse shows the progression of a QUERY messages in the network and its REPLY. First, R9 disables its VLAN 9 interface, withdrawing 155.1.9.0/24 and generating a QUERY.
 R9#debug eigrp packets terse
 (UPDATE, REQUEST, QUERY, REPLY, UNKNOWN, PROBE, ACK, STUB, SIAQUERY, SIAREPLY)
 EIGRP Packet debugging is on
 ! R9#configure terminal
 Enter configuration commands, one per line. End with CNTL/Z. R9(config)#interface GigabitEthernet1.9
 R9(config-if)#shutdown
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!
 EIGRP: Enqueueing QUERY on Gi1.79 - paklen 0 tid 0 iidbQ un/rely 0/1 serno 136-136
 EIGRP: Sending QUERY on Gi1.79 - paklen 44 tid 0
 AS 100, Flags 0x0:(NULL), Seq 32/0 interfaceQ 0/0 iidbQ un/rely 0/0 serno 136-136
 R5 receives the QUERY from R1, R2, R3, and R4.
 R5#debug eigrp packets terse
 (UPDATE, REQUEST, QUERY, REPLY, UNKNOWN, PROBE, ACK, STUB, SIAQUERY, SIAREPLY)
 EIGRP Packet debugging is on
 ! EIGRP: Received QUERY on Tu0 - paklen 44 nbr 155.1.0.3
 AS 100, Flags 0x0:(NULL), Seq 120/0 interfaceQ 0/0 iidbQ un/rely 0/0 peerQ un/rely 0/0
 EIGRP: Enqueueing ACK on Tu0 - paklen 0 nbr 155.1.0.3 tid 0
 Ack seq 120 iidbQ un/rely 0/0 peerQ un/rely 1/0
 EIGRP: Sending ACK on Tu0 - paklen 0 nbr 155.1.0.3 tid 0
 AS 100, Flags 0x0:(NULL), Seq 0/120 interfaceQ 0/0 iidbQ un/rely 0/0 peerQ un/rely 1/0
 ! EIGRP: Received QUERY on Tu0 - paklen 44 nbr 155.1.0.1
 AS 100, Flags 0x0:(NULL), Seq 80/0 interfaceQ 0/0 iidbQ un/rely 0/0 peerQ un/rely 0/0
 EIGRP: Enqueueing ACK on Tu0 - paklen 0 nbr 155.1.0.1 tid 0
 Ack seq 80 iidbQ un/rely 0/0 peerQ un/rely 1/0
 ! EIGRP: Received QUERY on Tu0 - paklen 44 nbr 155.1.0.2
 AS 100, Flags 0x0:(NULL), Seq 56/0 interfaceQ 0/0 iidbQ un/rely 0/0 peerQ un/rely 0/0
 EIGRP: Enqueueing ACK on Tu0 - paklen 0 nbr 155.1.0.2 tid 0
 Ack seq 56 iidbQ un/rely 0/0 peerQ un/rely 1/0
 ! EIGRP: Received QUERY on Tu0 - paklen 44 nbr 155.1.0.4
 AS 100, Flags 0x0:(NULL), Seq 67/0 interfaceQ 0/0 iidbQ un/rely 0/0 peerQ un/rely 0/0
 EIGRP: Enqueueing ACK on Tu0 - paklen 0 nbr 155.1.0.4 tid 0
 Ack seq 67 iidbQ un/rely 0/0 peerQ un/rely 1/0
 Normally, the QUERY is forwarded on to all neighbors of R5 except the stub neighbor, R8. Based on the order and speed R5 received QUERY messages from its neighbors, it will send some QUERY messages or just REPLY messages to its neighbors.
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R5:
 EIGRP: Enqueueing QUERY on Tu0 - paklen 44 nbr 155.1.0.2 tid 0 iidbQ un/rely 0/0 peerQ un/rely 1/1 serno 88-88
 EIGRP: Sending QUERY on Tu0 - paklen 44 tid 0
 AS 100, Flags 0x2:(CR), Seq 87/0 interfaceQ 0/0 iidbQ un/rely 0/0 serno 88-88
 ! EIGRP: Enqueueing QUERY on Gi1.45 - paklen 0 tid 0 iidbQ un/rely 0/1 serno 88-88
 EIGRP: Sending QUERY on Gi1.45 - paklen 44 tid 0
 AS 100, Flags 0x0:(NULL), Seq 90/0 interfaceQ 0/0 iidbQ un/rely 0/0 serno 88-88

Page 442
                        

CCIE Routing & Switching v5 Workbook - CCIE R&S v5 Advanced Technology Labs - EIGRP
 EIGRP Stub Routing with Leak Map
 A Note On Section Initial Configuration Files : You must load the initial configuration files for the section, named Basic EIGRP Routing, which can be found in CCIE R&S v5 Topology Diagrams & Initial Configurations. Reference the Advanced Technology Labs With Addressing Diagram to complete this task.
 Task
 Configure the EIGRP stub feature so that R5 does not receive EIGRP query messages.R5 should continue to advertise all EIGRP learned routes, with the exception of R8’s Loopback0 prefix.
 Configuration
 R5:
 ip prefix-list R8_LOOPBACK0 seq 5 permit 150.1.8.8/32
 !
 route-map STUB_LEAK_MAP deny 10
 match ip address prefix-list R8_LOOPBACK0
 !
 route-map STUB_LEAK_MAP permit 20
 !
 router eigrp 100
 eigrp stub connected leak-map STUB_LEAK_MAP
 Verification
 http://labs.ine.com/workbook/view/rs-v5-workbook/task/ccie-r-s-v5-topology-diagrams-initial-configurations-MTk3Ng==
 http://labs.ine.com/workbook/view/rs-v5-workbook/task/ccie-r-s-v5-topology-diagrams-initial-configurations-MTk3Ng==
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The leak-map feature of EIGRP stub, like the leak-map for EIGRP summarization, allows the advertisement of routes that would normally be suppressed. When R5 is configured with only the eigrp stub command, it cannot be used as transit. This can be seen in the routing table views of all routers, for example R8 and R3:
 R8#show ip route eigrp | b Gateway
 Gateway of last resort is not set
 150.1.0.0/32 is subnetted, 3 subnets
 D 150.1.5.5 [90/130816] via 155.1.58.5, 00:00:18, GigabitEthernet1.58
 D 150.1.10.10 [90/130816] via 155.1.108.10, 00:01:44, GigabitEthernet1.108
 155.1.0.0/16 is variably subnetted, 10 subnets, 2 masks
 D 155.1.0.0/24 [90/25856256] via 155.1.58.5, 00:00:18, GigabitEthernet1.58
 D 155.1.5.0/24 [90/3072] via 155.1.58.5, 00:00:18, GigabitEthernet1.58
 D 155.1.10.0/24 [90/3072] via 155.1.108.10, 00:01:44, GigabitEthernet1.108
 D 155.1.45.0/24 [90/3072] via 155.1.58.5, 00:00:18, GigabitEthernet1.58
 ! R3#show ip route eigrp | b Gateway
 Gateway of last resort is not set
 150.1.0.0/32 is subnetted, 8 subnets
 D 150.1.1.1 [90/130816] via 155.1.13.1, 00:01:44, GigabitEthernet1.13
 D 150.1.2.2 [90/130816] via 155.1.23.2, 00:01:44, GigabitEthernet1.23
 D 150.1.4.4 [90/131072] via 155.1.13.1, 00:01:44, GigabitEthernet1.13
 D 150.1.5.5 [90/131328] via 155.1.13.1, 00:01:39, GigabitEthernet1.13
 D 150.1.6.6 [90/131072] via 155.1.37.7, 00:01:44, GigabitEthernet1.37
 [90/131072] via 155.1.13.1, 00:01:44, GigabitEthernet1.13
 D 150.1.7.7 [90/130816] via 155.1.37.7, 00:01:44, GigabitEthernet1.37
 D 150.1.9.9 [90/131072] via 155.1.37.7, 00:01:44, GigabitEthernet1.37
 155.1.0.0/16 is variably subnetted, 16 subnets, 2 masks
 D 155.1.5.0/24 [90/3584] via 155.1.13.1, 00:01:39, GigabitEthernet1.13
 D 155.1.7.0/24 [90/3072] via 155.1.37.7, 00:01:44, GigabitEthernet1.37
 D 155.1.9.0/24 [90/3328] via 155.1.37.7, 00:01:44, GigabitEthernet1.37
 D 155.1.45.0/24 [90/3328] via 155.1.13.1, 00:01:39, GigabitEthernet1.13
 D 155.1.58.0/24 [90/3584] via 155.1.13.1, 00:01:39, GigabitEthernet1.13
 D 155.1.67.0/24 [90/3072] via 155.1.37.7, 00:01:44, GigabitEthernet1.37
 D 155.1.79.0/24 [90/3072] via 155.1.37.7, 00:01:44, GigabitEthernet1.37
 D 155.1.146.0/24
 [90/3072] via 155.1.13.1, 00:01:44, GigabitEthernet1.13
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In this design, R5 is configured to leak all dynamically learned EIGRP routes, with the exception of R8’s Loopback0. If a failure in the network occurs, however, R5 will still not receive EIGRP QUERY messages. It will receive updates about network changes and send its own queries:
 R5#configure terminal
 Enter configuration commands, one per line. End with CNTL/Z. R5(config)#router eigrp 100
 R5(config-router)#eigrp stub connected leak-map STUB_LEAK_MAP
 ! R8#show ip eigrp neighbors detail gigabitEthernet1.58
 EIGRP-IPv4 Neighbors for AS(100)
 H Address Interface Hold Uptime SRTT RTO Q Seq
 (sec) (ms) Cnt Num
 0 155.1.58.5 Gi1.58 12 00:01:21 3 100 0 183
 Version 15.0/2.0, Retrans: 0, Retries: 0, Prefixes: 19
 Topology-ids from peer - 0 Stub Peer Advertising (CONNECTED LEAKMAP ) Routes
 Suppressing queries
 Max Nbrs: 0, Current Nbrs: 0
 ! R3#show ip eigrp neighbors detail tunnel0
 EIGRP-IPv4 Neighbors for AS(100)
 H Address Interface Hold Uptime SRTT RTO Q Seq
 (sec) (ms) Cnt Num
 3 155.1.0.5 Tu0 11 00:01:34 51 1398 0 182
 Version 15.0/2.0, Retrans: 0, Retries: 0, Prefixes: 21
 Topology-ids from peer - 0 Stub Peer Advertising (CONNECTED LEAKMAP ) Routes
 Suppressing queries
 Max Nbrs: 0, Current Nbrs: 0
 ! R8#show ip route eigrp | b Gateway
 Gateway of last resort is not set
 150.1.0.0/32 is subnetted, 10 subnets
 D 150.1.1.1 [90/131328] via 155.1.58.5, 00:02:18, GigabitEthernet1.58
 D 150.1.2.2 [90/131840] via 155.1.58.5, 00:02:18, GigabitEthernet1.58
 D 150.1.3.3 [90/131584] via 155.1.58.5, 00:02:18, GigabitEthernet1.58
 D 150.1.4.4 [90/131072] via 155.1.58.5, 00:02:18, GigabitEthernet1.58
 D 150.1.5.5 [90/130816] via 155.1.58.5, 00:02:22, GigabitEthernet1.58
 D 150.1.6.6 [90/131328] via 155.1.58.5, 00:02:18, GigabitEthernet1.58
 D 150.1.7.7 [90/131584] via 155.1.58.5, 00:02:18, GigabitEthernet1.58
 D 150.1.9.9 [90/131840] via 155.1.58.5, 00:02:18, GigabitEthernet1.58
 D 150.1.10.10
 [90/130816] via 155.1.108.10, 00:06:03, GigabitEthernet1.108
 155.1.0.0/16 is variably subnetted, 18 subnets, 2 masks
 D 155.1.0.0/24
 [90/25856256] via 155.1.58.5, 00:02:22, GigabitEthernet1.58
 D 155.1.5.0/24 [90/3072] via 155.1.58.5, 00:02:22, GigabitEthernet1.58
 D 155.1.7.0/24 [90/3840] via 155.1.58.5, 00:02:18, GigabitEthernet1.58
 D 155.1.9.0/24 [90/4096] via 155.1.58.5, 00:02:18, GigabitEthernet1.58
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D 155.1.10.0/24
 [90/3072] via 155.1.108.10, 00:06:03, GigabitEthernet1.108
 D 155.1.13.0/24 [90/3584] via 155.1.58.5, 00:02:18, GigabitEthernet1.58
 D 155.1.23.0/24 [90/3840] via 155.1.58.5, 00:02:18, GigabitEthernet1.58
 D 155.1.37.0/24 [90/3840] via 155.1.58.5, 00:02:18, GigabitEthernet1.58
 D 155.1.45.0/24 [90/3072] via 155.1.58.5, 00:02:22, GigabitEthernet1.58
 D 155.1.67.0/24 [90/3584] via 155.1.58.5, 00:02:18, GigabitEthernet1.58
 D 155.1.79.0/24 [90/3840] via 155.1.58.5, 00:02:18, GigabitEthernet1.58
 D 155.1.146.0/24
 [90/3328] via 155.1.58.5, 00:02:18, GigabitEthernet1.58
 ! R3#show ip route 150.1.8.8
 % Subnet not in table
 ! R3#show ip route 150.1.10.10
 Routing entry for 150.1.10.10/32
 Known via "eigrp 100", distance 90, metric 131840, type internal
 Redistributing via eigrp 100
 Last update from 155.1.13.1 on GigabitEthernet1.13, 00:03:01 ago
 Routing Descriptor Blocks: * 155.1.13.1, from 155.1.13.1, 00:03:01 ago, via GigabitEthernet1.13
 Route metric is 131840, traffic share count is 1
 Total delay is 5050 microseconds, minimum bandwidth is 1000000 Kbit
 Reliability 255/255, minimum MTU 1500 bytes
 Loading 1/255, Hops 5
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CCIE Routing & Switching v5 Workbook - CCIE R&S v5 Advanced Technology Labs - EIGRP
 EIGRP Filtering with Passive Interface
 A Note On Section Initial Configuration Files : You must load the initial configuration files for the section, named Basic EIGRP Routing, which can be found in CCIE R&S v5 Topology Diagrams & Initial Configurations. Reference the Advanced Technology Labs With Addressing Diagram to complete this task.
 Task
 Configure the passive-interface feature on R5, R8, and R10 so that EIGRP Hello packets are not sent out the LAN segments without routers attached.Configure the passive-interface default feature on R7 and R9 so that EIGRP Hello packets are not sent out the LAN segments without routers attached.Ensure that full IPv4 reachability is maintained after this change is made.
 Configuration
 R5:
 router eigrp 100
 passive-interface GigabitEthernet1.5
 R7:
 router eigrp 100
 passive-interface default
 no passive-interface GigabitEthernet1.67
 no passive-interface GigabitEthernet1.79
 no passive-interface GigabitEthernet1.37
 R8:
 router eigrp 100
 passive-interface GigabitEthernet1.8
 http://labs.ine.com/workbook/view/rs-v5-workbook/task/ccie-r-s-v5-topology-diagrams-initial-configurations-MTk3Ng==
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R9:
 router eigrp 100
 passive-interface default
 no passive-interface GigabitEthernet1.79
 R10:
 router eigrp 100
 passive-interface GigabitEthernet1.10
 Verification
 The passive-interface command in EIGRP, like in RIPv2, stops the sending of updates out an interface. Unlike RIPv2, however, passive-interface in EIGRP will prevent forming of an adjacency on the interface because it stops sending EIGRP Hello packets as well, and hence the learning of any updates on the link. The
 passive-interface default command can be used to make all interfaces passive, and then interfaces can have the passive feature selectively disabled with the no
 passive-interface command:
 R5# show ip protocols | begin eigrp
 Routing Protocol is "eigrp 100"
 Outgoing update filter list for all interfaces is not set
 Incoming update filter list for all interfaces is not set
 Default networks flagged in outgoing updates
 Default networks accepted from incoming updates
 EIGRP-IPv4 Protocol for AS(100)
 Metric weight K1=1, K2=0, K3=1, K4=0, K5=0
 NSF-aware route hold timer is 240
 EIGRP NSF disabled
 NSF signal timer is 20s
 NSF converge timer is 120s
 Router-ID: 150.1.5.5
 Topology : 0 (base)
 Active Timer: 3 min
 Distance: internal 90 external 170
 Maximum path: 4
 Maximum hopcount 100
 Maximum metric variance 1
 Automatic Summarization: disabled
 Maximum path: 4
 Routing for Networks:
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150.1.0.0
 155.1.0.0 Passive Interface(s):
 GigabitEthernet1.5
 Routing Information Sources:
 Gateway Distance Last Update
 155.1.0.2 90 00:01:39
 155.1.0.3 90 00:01:39
 155.1.0.1 90 00:01:39
 155.1.0.4 90 00:01:39
 155.1.58.8 90 00:01:39
 155.1.45.4 90 00:01:39
 Distance: internal 90 external 170
 ! R7#show ip protocols | begin eigrp
 Routing Protocol is "eigrp 100"
 Outgoing update filter list for all interfaces is not set
 Incoming update filter list for all interfaces is not set
 Default networks flagged in outgoing updates
 Default networks accepted from incoming updates
 EIGRP-IPv4 Protocol for AS(100)
 Metric weight K1=1, K2=0, K3=1, K4=0, K5=0
 NSF-aware route hold timer is 240
 EIGRP NSF disabled
 NSF signal timer is 20s
 NSF converge timer is 120s
 Router-ID: 150.1.7.7
 Topology : 0 (base)
 Active Timer: 3 min
 Distance: internal 90 external 170
 Maximum path: 4
 Maximum hopcount 100
 Maximum metric variance 1
 Automatic Summarization: disabled
 Maximum path: 4
 Routing for Networks:
 150.1.0.0
 155.1.0.0 Passive Interface(s):
 GigabitEthernet1.7
 Loopback0
 Routing Information Sources:
 Gateway Distance Last Update
 155.1.37.3 90 00:02:01
 155.1.79.9 90 00:02:01
 155.1.67.6 90 00:02:01
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Distance: internal 90 external 170
 Also note that the output of show ip eigrp interfaces displays only non-passive interfaces. For example, based on the configuration, Loopback0 of R5 is non-passive, while Loopback0 of R7 is passive:
 R5#show ip eigrp interfaces
 EIGRP-IPv4 Interfaces for AS(100)
 Xmit Queue PeerQ Mean Pacing Time Multicast Pending
 Interface Peers Un/Reliable Un/Reliable SRTT Un/Reliable Flow Timer Routes
 Lo0 0 0/0 0/0 0 0/0 0 0
 Gi1.45 1 0/0 0/0 5 0/0 50 0
 Gi1.58 1 0/0 0/0 2 0/0 50 0
 Tu0 4 0/0 0/0 33 6/227 156 0
 ! R7#show ip eigrp interfaces
 EIGRP-IPv4 Interfaces for AS(100)
 Xmit Queue PeerQ Mean Pacing Time Multicast Pending
 Interface Peers Un/Reliable Un/Reliable SRTT Un/Reliable Flow Timer Routes
 Gi1.67 1 0/0 0/0 2 0/0 50 0
 Gi1.79 1 0/0 0/0 1 0/0 50 0
 Gi1.37 1 0/0 0/0 3 0/0 50 0
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CCIE Routing & Switching v5 Workbook - CCIE R&S v5 Advanced Technology Labs - EIGRP
 EIGRP Filtering with Prefix-Lists
 A Note On Section Initial Configuration Files : You must load the initial configuration files for the section, named Basic EIGRP Routing, which can be found in CCIE R&S v5 Topology Diagrams & Initial Configurations. Reference the Advanced Technology Labs With Addressing Diagram to complete this task.
 Task
 Configure a prefix-list on R4 so that it does not advertise its Loopback0 prefix out VLAN 45.
 Use the most efficient list to accomplish this that will not deny any other networks than Loopback0.
 Configure prefix-list filtering on R1 so that it does not install any updates received from R4 on the VLAN 146 segment.
 Allow all routes to be received from all other EIGRP neighbors.
 Configuration
 R1:
 ip prefix-list NOT_FROM_R4 seq 5 deny 155.1.146.4/32
 ip prefix-list NOT_FROM_R4 seq 10 permit 0.0.0.0/0 le 32
 !
 ip prefix-list PERMIT_ALL seq 5 permit 0.0.0.0/0 le 32
 !
 router eigrp 100
 distribute-list prefix PERMIT_ALL gateway NOT_FROM_R4 in
 R4:
 ip prefix-list LOOPBACK0_SUBNET seq 5 deny 150.1.4.4/32
 http://labs.ine.com/workbook/view/rs-v5-workbook/task/ccie-r-s-v5-topology-diagrams-initial-configurations-MTk3Ng==
 http://labs.ine.com/workbook/view/rs-v5-workbook/task/ccie-r-s-v5-topology-diagrams-initial-configurations-MTk3Ng==
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ip prefix-list LOOPBACK0_SUBNET seq 10 permit 0.0.0.0/0 le 32
 !
 router eigrp 100
 distribute-list prefix LOOPBACK0_SUBNET out GigabitEthernet1.45
 Verification
 Before filtering is implemented, verify that R4 advertises its Loopback0 prefix out on VLAN 45 and R1 accepts EIGRP updates from R4.
 R5#show ip route 150.1.4.4
 Routing entry for 150.1.4.4/32
 Known via "eigrp 100", distance 90, metric 130816, type internal
 Redistributing via eigrp 100
 Last update from 155.1.45.4 on GigabitEthernet1.45, 01:43:09 ago
 Routing Descriptor Blocks: * 155.1.45.4, from 155.1.45.4, 01:43:09 ago, via GigabitEthernet1.45
 Route metric is 130816, traffic share count is 1
 Total delay is 5010 microseconds, minimum bandwidth is 1000000 Kbit
 Reliability 255/255, minimum MTU 1500 bytes
 Loading 1/255, Hops 1
 ! R1#show ip route 150.1.4.4
 Routing entry for 150.1.4.4/32
 Known via "eigrp 100", distance 90, metric 130816, type internal
 Redistributing via eigrp 100
 Last update from 155.1.146.4 on GigabitEthernet1.146, 01:43:23 ago
 Routing Descriptor Blocks: * 155.1.146.4, from 155.1.146.4, 01:43:23 ago, via GigabitEthernet1.146
 Route metric is 130816, traffic share count is 1
 Total delay is 5010 microseconds, minimum bandwidth is 1000000 Kbit
 Reliability 255/255, minimum MTU 1500 bytes
 Loading 1/255, Hops 1
 After filtering is implemented, verify that R4 no longer advertises its Loopback0 prefix out on VLAN 45 and R1 rejects all EIGRP updates from R4.
 R5#show ip route 150.1.4.4
 Routing entry for 150.1.4.4/32
 Known via "eigrp 100", distance 90, metric 25984000, type internal
 Redistributing via eigrp 100
 Last update from 155.1.0.4 on Tunnel0, 00:00:05 ago
 Routing Descriptor Blocks: * 155.1.0.4, from 155.1.0.4, 00:00:05 ago, via Tunnel0
 Route metric is 25984000, traffic share count is 1
 Total delay is 15000 microseconds, minimum bandwidth is 100 Kbit
 Reliability 255/255, minimum MTU 1400 bytes
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Loading 1/255, Hops 1
 ! R5#show ip eigrp topology 150.1.4.4/32
 EIGRP-IPv4 Topology Entry for AS(100)/ID(150.1.5.5) for 150.1.4.4/32
 State is Passive, Query origin flag is 1, 1 Successor(s), FD is 130816
 Descriptor Blocks: 155.1.0.4 (Tunnel0), from 155.1.0.4, Send flag is 0x0
 Composite metric is (25984000/128256), route is Internal
 Vector metric:
 Minimum bandwidth is 100 Kbit
 Total delay is 15000 microseconds
 Reliability is 255/255
 Load is 1/255
 Minimum MTU is 1400
 Hop count is 1
 Originating router is 150.1.4.4 155.1.0.3 (Tunnel0), from 155.1.0.3, Send flag is 0x0
 Composite metric is (25984768/131328), route is Internal
 Vector metric:
 Minimum bandwidth is 100 Kbit
 Total delay is 15030 microseconds
 Reliability is 255/255
 Load is 1/255
 Minimum MTU is 1400
 Hop count is 4
 Originating router is 150.1.4.4 155.1.0.1 (Tunnel0), from 155.1.0.1, Send flag is 0x0
 Composite metric is (25985024/131584), route is Internal
 Vector metric:
 Minimum bandwidth is 100 Kbit
 Total delay is 15040 microseconds
 Reliability is 255/255
 Load is 1/255
 Minimum MTU is 1400
 Hop count is 5
 Originating router is 150.1.4.4 155.1.0.2 (Tunnel0), from 155.1.0.2, Send flag is 0x0
 Composite metric is (25985024/131584), route is Internal
 Vector metric:
 Minimum bandwidth is 100 Kbit
 Total delay is 15040 microseconds
 Reliability is 255/255
 Load is 1/255
 Minimum MTU is 1400
 Hop count is 5
 Originating router is 150.1.4.4
 ! R1#show ip eigrp topology | i via 155.1.146.
 via 155.1.146.6
 (3328/3072), GigabitEthernet1.146 via 155.1.146.6
 (131072/130816), GigabitEthernet1.146 via 155.1.146.6
 (3328/3072), GigabitEthernet1.146
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via 155.1.146.6
 (3072/2816), GigabitEthernet1.146 via 155.1.146.6
 (3584/3328), GigabitEthernet1.146 via 155.1.146.6
 (130816/128256), GigabitEthernet1.146 via 155.1.146.6
 (131328/131072), GigabitEthernet1.146
 ! R1#show ip route eigrp | i 155.1.146.
 D 150.1.6.6 [90/130816] via 155.1.146.6
 , 01:47:21, GigabitEthernet1.146 D 150.1.7.7 [90/131072] via 155.1.146.6
 , 00:10:03, GigabitEthernet1.146 D 150.1.9.9 [90/131328] via 155.1.146.6
 , 00:02:13, GigabitEthernet1.146 [90/3328] via 155.1.146.6
 , 00:10:03, GigabitEthernet1.146 [90/3584] via 155.1.146.6
 , 00:02:13, GigabitEthernet1.146 [90/3072] via 155.1.146.6
 , 00:10:05, GigabitEthernet1.146 [90/3328] via 155.1.146.6
 , 00:10:03, GigabitEthernet1.146
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CCIE Routing & Switching v5 Workbook - CCIE R&S v5 Advanced Technology Labs - EIGRP
 EIGRP Filtering with Standard Access-Lists
 A Note On Section Initial Configuration Files : You must load the initial configuration files for the section, named Basic EIGRP Routing, which can be found in CCIE R&S v5 Topology Diagrams & Initial Configurations. Reference the Advanced Technology Labs With Addressing Diagram to complete this task.
 Task
 Configure a one-line standard access-list on R9 to filter out all routes coming from R7 that have an odd number in the third octet.
 Configuration
 R9:
 access-list 1 permit 0.0.0.0 255.255.254.255
 !
 router eigrp 100
 distribute-list 1 in GigabitEthernet1.79
 Verification
 Verify EIGRP topology and routing table on R9 before filtering is implemented.
 R9#show ip eigrp topology 150.1.1.1/32
 EIGRP-IPv4 Topology Entry for AS(100)/ID(150.1.9.9) for 150.1.1.1/32
 State is Passive, Query origin flag is 1, 1 Successor(s), FD is 131328
 Descriptor Blocks: 155.1.79.7 (GigabitEthernet1.79), from 155.1.79.7, Send flag is 0x0
 Composite metric is (131328/131072), route is Internal
 Vector metric:
 http://labs.ine.com/workbook/view/rs-v5-workbook/task/ccie-r-s-v5-topology-diagrams-initial-configurations-MTk3Ng==
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Minimum bandwidth is 1000000 Kbit
 Total delay is 5030 microseconds
 Reliability is 255/255
 Load is 1/255
 Minimum MTU is 1500
 Hop count is 3
 Originating router is 150.1.1.1
 ! R9#show ip route eigrp | b Gateway
 Gateway of last resort is not set
 150.1.0.0/32 is subnetted, 10 subnets
 D 150.1.1.1 [90/131328] via 155.1.79.7, 00:00:35, GigabitEthernet1.79
 D 150.1.2.2 [90/131328] via 155.1.79.7, 00:15:11, GigabitEthernet1.79
 D 150.1.3.3 [90/131072] via 155.1.79.7, 00:15:11, GigabitEthernet1.79
 D 150.1.4.4 [90/131328] via 155.1.79.7, 00:00:34, GigabitEthernet1.79
 D 150.1.5.5 [90/131584] via 155.1.79.7, 00:00:34, GigabitEthernet1.79
 D 150.1.6.6 [90/131072] via 155.1.79.7, 00:15:09, GigabitEthernet1.79
 D 150.1.7.7 [90/130816] via 155.1.79.7, 00:15:11, GigabitEthernet1.79
 D 150.1.8.8 [90/131840] via 155.1.79.7, 00:00:34, GigabitEthernet1.79
 D 150.1.10.10 [90/132096] via 155.1.79.7, 00:00:34, GigabitEthernet1.79
 155.1.0.0/16 is variably subnetted, 17 subnets, 2 masks
 D 155.1.0.0/24
 [90/26880512] via 155.1.79.7, 00:15:11, GigabitEthernet1.79
 D 155.1.5.0/24 [90/3840] via 155.1.79.7, 00:00:34, GigabitEthernet1.79
 D 155.1.7.0/24 [90/3072] via 155.1.79.7, 00:15:11, GigabitEthernet1.79
 D 155.1.8.0/24 [90/4096] via 155.1.79.7, 00:00:34, GigabitEthernet1.79
 D 155.1.10.0/24 [90/4352] via 155.1.79.7, 00:00:34, GigabitEthernet1.79
 D 155.1.13.0/24 [90/3328] via 155.1.79.7, 00:15:11, GigabitEthernet1.79
 D 155.1.23.0/24 [90/3328] via 155.1.79.7, 00:15:11, GigabitEthernet1.79
 D 155.1.37.0/24 [90/3072] via 155.1.79.7, 00:15:11, GigabitEthernet1.79
 D 155.1.45.0/24 [90/3584] via 155.1.79.7, 00:00:34, GigabitEthernet1.79
 D 155.1.58.0/24 [90/3840] via 155.1.79.7, 00:00:34, GigabitEthernet1.79
 D 155.1.67.0/24 [90/3072] via 155.1.79.7, 00:15:11, GigabitEthernet1.79
 D 155.1.108.0/24 [90/4096] via 155.1.79.7, 00:00:34, GigabitEthernet1.79
 D 155.1.146.0/24 [90/3328] via 155.1.79.7, 00:15:09, GigabitEthernet1.79
 Verify EIGRP topology and routing table on R9 after filtering is implemented.
 R9#show ip eigrp topology 150.1.1.1/32
 EIGRP-IPv4 Topology Entry for AS(100)/ID(150.1.9.9) %Entry 150.1.1.1/32 not in topology table
 ! R9#show ip route eigrp | b Gateway
 Gateway of last resort is not set

Page 456
                        

150.1.0.0/32 is subnetted, 6 subnets
 D 150.1.2.2 [90/131328] via 155.1.79.7, 00:00:43, GigabitEthernet1.79
 D 150.1.4.4 [90/131328] via 155.1.79.7, 00:00:43, GigabitEthernet1.79
 D 150.1.6.6 [90/131072] via 155.1.79.7, 00:00:43, GigabitEthernet1.79
 D 150.1.8.8 [90/131840] via 155.1.79.7, 00:00:43, GigabitEthernet1.79
 D 150.1.10.10 [90/132096] via 155.1.79.7, 00:00:43, GigabitEthernet1.79
 155.1.0.0/16 is variably subnetted, 10 subnets, 2 masks
 D 155.1.0.0/24
 [90/26880512] via 155.1.79.7, 00:00:43, GigabitEthernet1.79
 D 155.1.8.0/24 [90/4096] via 155.1.79.7, 00:00:43, GigabitEthernet1.79
 D 155.1.10.0/24 [90/4352] via 155.1.79.7, 00:00:43, GigabitEthernet1.79
 D 155.1.58.0/24 [90/3840] via 155.1.79.7, 00:00:43, GigabitEthernet1.79
 D 155.1.108.0/24 [90/4096] via 155.1.79.7, 00:00:43, GigabitEthernet1.79
 D 155.1.146.0/24 [90/3328] via 155.1.79.7, 00:00:43, GigabitEthernet1.79
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 EIGRP Filtering with Extended Access-Lists
 A Note On Section Initial Configuration Files : You must load the initial configuration files for the section, named Basic EIGRP Routing, which can be found in CCIE R&S v5 Topology Diagrams & Initial Configurations. Reference the Advanced Technology Labs With Addressing Diagram to complete this task.
 Task
 Disable R5’s Ethernet link to R4.Configure an extended access-list filter on R5 to achieve the following:
 Traffic destined to Loopback0 prefixes of R4 and R6 is sent to R2.Traffic destined to Loopback0 prefixes of R1 and R2 is sent to R3.Traffic destined to Loopback0 prefixes of R7 and R9 is sent to R1.
 This filter should not affect any other updates on this segment.
 Configuration
 R5:
 interface GigabitEthernet1.45
 shutdown
 !
 access-list 100 deny ip host 155.1.0.1 host 150.1.4.4
 access-list 100 deny ip host 155.1.0.3 host 150.1.4.4
 access-list 100 deny ip host 155.1.0.4 host 150.1.4.4
 access-list 100 deny ip host 155.1.0.1 host 150.1.6.6
 access-list 100 deny ip host 155.1.0.3 host 150.1.6.6
 access-list 100 deny ip host 155.1.0.4 host 150.1.6.6
 access-list 100 deny ip host 155.1.0.1 host 150.1.1.1
 access-list 100 deny ip host 155.1.0.2 host 150.1.1.1
 access-list 100 deny ip host 155.1.0.4 host 150.1.1.1
 http://labs.ine.com/workbook/view/rs-v5-workbook/task/ccie-r-s-v5-topology-diagrams-initial-configurations-MTk3Ng==
 http://labs.ine.com/workbook/view/rs-v5-workbook/task/ccie-r-s-v5-topology-diagrams-initial-configurations-MTk3Ng==
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access-list 100 deny ip host 155.1.0.1 host 150.1.2.2
 access-list 100 deny ip host 155.1.0.2 host 150.1.2.2
 access-list 100 deny ip host 155.1.0.4 host 150.1.2.2
 access-list 100 deny ip host 155.1.0.2 host 150.1.7.7
 access-list 100 deny ip host 155.1.0.3 host 150.1.7.7
 access-list 100 deny ip host 155.1.0.4 host 150.1.7.7
 access-list 100 deny ip host 155.1.0.2 host 150.1.9.9
 access-list 100 deny ip host 155.1.0.3 host 150.1.9.9
 access-list 100 deny ip host 155.1.0.4 host 150.1.9.9
 access-list 100 permit ip any any
 !
 router eigrp 100
 distribute-list 100 in Tunnel0
 Verification
 Like RIP, extended access-lists when called as a distribute-list in IGP have a different meaning than in redistribution or in BGP. With BGP and redistribution, the “source” field in the ACL represents the network address, and the “destination” field represents the subnet mask. In IGP distribute-list application, the “source” field in the ACL matches the update source of the route, and the “destination” field represents the network address. This implementation allows us to control which networks we are receiving, but more importantly who we are receiving them from. With VLAN 45 interface disabled and before the filter is applied, R5 routes as follows:
 R5#show ip route eigrp | i 150.1.
 150.1.0.0/32 is subnetted, 10 subnets
 D 150.1.1.1 [90/25984000] via 155.1.0.1, 00:00:13, Tunnel0
 D 150.1.2.2 [90/25984000] via 155.1.0.2, 00:00:13, Tunnel0
 D 150.1.3.3 [90/25984000] via 155.1.0.3, 00:00:13, Tunnel0
 D 150.1.4.4 [90/25984000] via 155.1.0.4, 00:00:13, Tunnel0
 D 150.1.6.6 [90/25984256] via 155.1.0.4, 00:00:13, Tunnel0
 D 150.1.7.7 [90/25984256] via 155.1.0.3, 00:00:13, Tunnel0
 D 150.1.8.8 [90/130816] via 155.1.58.8, 00:30:05, GigabitEthernet1.58
 D 150.1.9.9 [90/25984512] via 155.1.0.3, 00:00:13, Tunnel0
 D 150.1.10.10 [90/131072] via 155.1.58.8, 00:30:05, GigabitEthernet1.58
 ! R5#traceroute 150.1.4.4
 Type escape sequence to abort.
 Tracing the route to 150.1.4.4
 VRF info: (vrf in name/id, vrf out name/id) 1 155.1.0.4 4 msec * 3 msec
 ! R5#traceroute 150.1.6.6
 Type escape sequence to abort.
 Tracing the route to 150.1.6.6
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VRF info: (vrf in name/id, vrf out name/id) 1 155.1.0.1 4 msec
 155.1.0.4 2 msec
 155.1.0.1 1 msec
 2 155.1.146.6 3 msec * 7 msec
 ! R5#traceroute 150.1.1.1
 Type escape sequence to abort.
 Tracing the route to 150.1.1.1
 VRF info: (vrf in name/id, vrf out name/id) 1 155.1.0.1 3 msec * 2 msec
 ! R5#traceroute 150.1.2.2
 Type escape sequence to abort.
 Tracing the route to 150.1.2.2
 VRF info: (vrf in name/id, vrf out name/id) 1 155.1.0.2 3 msec * 3 msec
 ! R5#traceroute 150.1.7.7
 Type escape sequence to abort.
 Tracing the route to 150.1.7.7
 VRF info: (vrf in name/id, vrf out name/id) 1 155.1.0.3 4 msec 1 msec 1 msec
 2 155.1.37.7 6 msec * 2 msec
 ! R5#traceroute 150.1.9.9
 Type escape sequence to abort.
 Tracing the route to 150.1.9.9
 VRF info: (vrf in name/id, vrf out name/id) 1 155.1.0.3 3 msec 1 msec 0 msec
 2 155.1.37.7 2 msec 1 msec 1 msec
 3 155.1.79.9 2 msec * 4 msec
 Verify the EIGRP topology entries for one of the Loopbacks; for example, R6's:
 R5#show ip eigrp topology 150.1.6.6/32
 EIGRP-IPv4 Topology Entry for AS(100)/ID(150.1.5.5) for 150.1.6.6/32
 State is Passive, Query origin flag is 1, 2 Successor(s), FD is 25984256
 Descriptor Blocks: 155.1.0.1 (Tunnel0), from 155.1.0.1, Send flag is 0x0
 Composite metric is (25984256/130816)
 , route is Internal
 Vector metric:
 Minimum bandwidth is 100 Kbit
 Total delay is 15010 microseconds
 Reliability is 255/255
 Load is 2/255
 Minimum MTU is 1400
 Hop count is 2
 Originating router is 150.1.6.6 155.1.0.4 (Tunnel0), from 155.1.0.4, Send flag is 0x0
 Composite metric is (25984256/130816)
 , route is Internal
 Vector metric:
 Minimum bandwidth is 100 Kbit
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Total delay is 15010 microseconds
 Reliability is 255/255
 Load is 2/255
 Minimum MTU is 1400
 Hop count is 2
 Originating router is 150.1.6.6 155.1.0.3 (Tunnel0), from 155.1.0.3, Send flag is 0x0
 Composite metric is (25984512/131072), route is Internal
 Vector metric:
 Minimum bandwidth is 100 Kbit
 Total delay is 15020 microseconds
 Reliability is 255/255
 Load is 2/255
 Minimum MTU is 1400
 Hop count is 3
 Originating router is 150.1.6.6 155.1.0.2 (Tunnel0), from 155.1.0.2, Send flag is 0x0
 Composite metric is (25984768/131328), route is Internal
 Vector metric:
 Minimum bandwidth is 100 Kbit
 Total delay is 15030 microseconds
 Reliability is 255/255
 Load is 2/255
 Minimum MTU is 1400
 Hop count is 4
 Originating router is 150.1.6.6
 After distribute-list is implemented, R5 has only one possible way to route to these destinations, as requested by the task.
 R5#show ip route eigrp | i 150.1.
 150.1.0.0/32 is subnetted, 10 subnets
 D 150.1.1.1 [90/25984256] via 155.1.0.3, 00:00:04, Tunnel0
 D 150.1.2.2 [90/25984256] via 155.1.0.3, 00:00:04, Tunnel0
 D 150.1.3.3 [90/25984000] via 155.1.0.3, 00:00:04, Tunnel0
 D 150.1.4.4 [90/25984768] via 155.1.0.2, 00:00:04, Tunnel0
 D 150.1.6.6 [90/25984768] via 155.1.0.2, 00:00:04, Tunnel0
 D 150.1.7.7 [90/25984512] via 155.1.0.1, 00:00:04, Tunnel0
 D 150.1.8.8 [90/130816] via 155.1.58.8, 00:01:25, GigabitEthernet1.58
 D 150.1.9.9 [90/25984768] via 155.1.0.1, 00:00:04, Tunnel0
 D 150.1.10.10 [90/131072] via 155.1.58.8, 00:01:25, GigabitEthernet1.58
 ! R5#traceroute 150.1.4.4
 Type escape sequence to abort.
 Tracing the route to 150.1.4.4
 VRF info: (vrf in name/id, vrf out name/id) 1 155.1.0.2 4 msec 1 msec 1 msec
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2 155.1.23.3 1 msec 6 msec 1 msec
 3 155.1.13.1 2 msec 1 msec 1 msec
 4 155.1.146.4 3 msec * 6 msec
 ! R5#traceroute 150.1.6.6
 Type escape sequence to abort.
 Tracing the route to 150.1.6.6
 VRF info: (vrf in name/id, vrf out name/id) 1 155.1.0.2 3 msec 1 msec 0 msec
 2 155.1.23.3 1 msec 1 msec 1 msec
 3 155.1.13.1 1 msec 1 msec 1 msec
 4 155.1.146.6 2 msec * 4 msec
 ! R5#traceroute 150.1.1.1
 Type escape sequence to abort.
 Tracing the route to 150.1.1.1
 VRF info: (vrf in name/id, vrf out name/id) 1 155.1.0.3 3 msec 1 msec 1 msec
 2 155.1.13.1 2 msec * 3 msec
 ! R5#traceroute 150.1.2.2
 Type escape sequence to abort.
 Tracing the route to 150.1.2.2
 VRF info: (vrf in name/id, vrf out name/id) 1 155.1.0.3 4 msec 1 msec 2 msec
 2 155.1.23.2 2 msec * 3 msec
 ! R5#traceroute 150.1.7.7
 Type escape sequence to abort.
 Tracing the route to 150.1.7.7
 VRF info: (vrf in name/id, vrf out name/id) 1 155.1.0.1 3 msec 1 msec 1 msec
 2 155.1.13.3 1 msec 2 msec 1 msec
 3 155.1.37.7 2 msec * 3 msec
 ! R5#traceroute 150.1.9.9
 Type escape sequence to abort.
 Tracing the route to 150.1.9.9
 VRF info: (vrf in name/id, vrf out name/id) 1 155.1.0.1 3 msec 2 msec 1 msec
 2 155.1.146.6 11 msec 2 msec 3 msec
 3 155.1.67.7 2 msec 4 msec 1 msec
 4 155.1.79.9 4 msec * 4 msec
 Verify the EIGRP topology entries for R6's Loopback0 after filtering; there is a single entry now.
 R5#show ip eigrp topology 150.1.6.6/32
 EIGRP-IPv4 Topology Entry for AS(100)/ID(150.1.5.5) for 150.1.6.6/32
 State is Passive, Query origin flag is 1, 1 Successor(s), FD is 25984768
 Descriptor Blocks: 155.1.0.2 (Tunnel0), from 155.1.0.2, Send flag is 0x0
 Composite metric is (25984768/131328)
 , route is Internal
 Vector metric:
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Minimum bandwidth is 100 Kbit
 Total delay is 15030 microseconds
 Reliability is 255/255
 Load is 1/255
 Minimum MTU is 1400
 Hop count is 4
 Originating router is 150.1.6.6
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 EIGRP Filtering with Offset Lists
 A Note On Section Initial Configuration Files : You must load the initial configuration files for the section, named Basic EIGRP Routing, which can be found in CCIE R&S v5 Topology Diagrams & Initial Configurations. Reference the Advanced Technology Labs With Addressing Diagram to complete this task.
 Task
 Configure an offset-list on R7 so traffic destined for R3’s Loopback0 prefix is sent to R6.If the Ethernet link to R6 is down, traffic should be rerouted directly to R3.
 Configuration
 R7:
 access-list 1 permit host 150.1.3.3
 !
 router eigrp 100
 offset-list 1 in 2000 GigabitEthernet1.37
 Verification
 Like in RIP, the offset-list feature in EIGRP is used to modify the metric on a per-route basis or a per-interface basis. Before any metric modifications, we can see that R7 is routing directly to R3 to reach 150.1.3.3/32. There are no additional entries in the EIGRP topology table of R7 for this prefix because R6 also routes through R7 to reach it:
 http://labs.ine.com/workbook/view/rs-v5-workbook/task/ccie-r-s-v5-topology-diagrams-initial-configurations-MTk3Ng==
 http://labs.ine.com/workbook/view/rs-v5-workbook/task/ccie-r-s-v5-topology-diagrams-initial-configurations-MTk3Ng==
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R7#show ip route 150.1.3.3
 Routing entry for 150.1.3.3/32
 Known via "eigrp 100", distance 90, metric 130816, type internal
 Redistributing via eigrp 100
 Last update from 155.1.37.3 on GigabitEthernet1.37, 01:05:42 ago
 Routing Descriptor Blocks: * 155.1.37.3, from 155.1.37.3, 01:05:42 ago, via GigabitEthernet1.37
 Route metric is 130816, traffic share count is 1
 Total delay is 5010 microseconds, minimum bandwidth is 1000000 Kbit
 Reliability 255/255, minimum MTU 1500 bytes
 Loading 1/255, Hops 1
 ! R7#show ip eigrp topology 150.1.3.3/32
 EIGRP-IPv4 Topology Entry for AS(100)/ID(150.1.7.7) for 150.1.3.3/32
 State is Passive, Query origin flag is 1, 1 Successor(s), FD is 130816
 Descriptor Blocks: 155.1.37.3 (GigabitEthernet1.37), from 155.1.37.3, Send flag is 0x0
 Composite metric is (130816/128256)
 , route is Internal
 Vector metric:
 Minimum bandwidth is 1000000 Kbit
 Total delay is 5010 microseconds
 Reliability is 255/255
 Load is 1/255
 Minimum MTU is 1500
 Hop count is 1
 Originating router is 150.1.3.3
 ! R7#traceroute 150.1.3.3
 Type escape sequence to abort.
 Tracing the route to 150.1.3.3
 VRF info: (vrf in name/id, vrf out name/id) 1 155.1.37.3 2 msec * 2 msec
 ! R6#show ip route 150.1.3.3
 Routing entry for 150.1.3.3/32
 Known via "eigrp 100", distance 90, metric 131072, type internal
 Redistributing via eigrp 100
 Last update from 155.1.146.1 on GigabitEthernet1.146, 00:51:42 ago
 Routing Descriptor Blocks: 155.1.146.1, from 155.1.146.1, 00:51:42 ago, via GigabitEthernet1.146
 Route metric is 131072, traffic share count is 1
 Total delay is 5020 microseconds, minimum bandwidth is 1000000 Kbit
 Reliability 255/255, minimum MTU 1500 bytes
 Loading 1/255, Hops 2 * 155.1.67.7, from 155.1.67.7, 00:51:42 ago, via GigabitEthernet1.67
 Route metric is 131072, traffic share count is 1
 Total delay is 5020 microseconds, minimum bandwidth is 1000000 Kbit
 Reliability 255/255, minimum MTU 1500 bytes
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Loading 1/255, Hops 2
 For R7 to route through R6 to reach this destination, the metric must be offset sufficiently so that R6 computes a lower composite metric through R1 than R7. Note that the offset value configured in EIGRP is added to the delay component of EIGRP metric. Also, because an access-list is used to match just 150.1.3.3/32, no other prefixes are affected by this traffic engineering:
 R7#configure terminal
 Enter configuration commands, one per line. End with CNTL/Z. R7(config)#router eigrp 100
 R7(config-router)#offset-list 1 in 2000 GigabitEthernet1.37
 ! R7#show ip route 150.1.3.3
 Routing entry for 150.1.3.3/32
 Known via "eigrp 100", distance 90, metric 131328, type internal
 Redistributing via eigrp 100
 Last update from 155.1.67.6 on GigabitEthernet1.67, 00:00:15 ago
 Routing Descriptor Blocks: * 155.1.67.6, from 155.1.67.6, 00:00:15 ago, via GigabitEthernet1.67
 Route metric is 131328, traffic share count is 1
 Total delay is 5030 microseconds, minimum bandwidth is 1000000 Kbit
 Reliability 255/255, minimum MTU 1500 bytes
 Loading 1/255, Hops 3
 ! R7#show ip eigrp topology 150.1.3.3/32
 EIGRP-IPv4 Topology Entry for AS(100)/ID(150.1.7.7) for 150.1.3.3/32
 State is Passive, Query origin flag is 1, 1 Successor(s), FD is 131328
 Descriptor Blocks: 155.1.67.6 (GigabitEthernet1.67), from 155.1.67.6, Send flag is 0x0
 Composite metric is (131328/131072)
 , route is Internal
 Vector metric:
 Minimum bandwidth is 1000000 Kbit
 Total delay is 5030 microseconds
 Reliability is 255/255
 Load is 1/255
 Minimum MTU is 1500
 Hop count is 3
 Originating router is 150.1.3.3
 155.1.37.3 (GigabitEthernet1.37), from 155.1.37.3, Send flag is 0x0
 Composite metric is (132816/130256), route is Internal
 Vector metric:
 Minimum bandwidth is 1000000 Kbit
 Total delay is 5088 microseconds
 Reliability is 255/255
 Load is 1/255
 Minimum MTU is 1500
 Hop count is 1
 Originating router is 150.1.3.3
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! R7#traceroute 150.1.3.3
 Type escape sequence to abort.
 Tracing the route to 150.1.3.3
 VRF info: (vrf in name/id, vrf out name/id) 1 155.1.67.6 27 msec 5 msec 6 msec
 2 155.1.146.1 4 msec 3 msec 13 msec
 3 155.1.13.3 1 msec * 2 msec
 ! R6#show ip eigrp topology 150.1.3.3/32
 EIGRP-IPv4 Topology Entry for AS(100)/ID(150.1.6.6) for 150.1.3.3/32
 State is Passive, Query origin flag is 1, 1 Successor(s), FD is 131072
 Descriptor Blocks: 155.1.146.1 (GigabitEthernet1.146), from 155.1.146.1, Send flag is 0x0
 Composite metric is (131072/130816)
 , route is Internal
 Vector metric:
 Minimum bandwidth is 1000000 Kbit
 Total delay is 5020 microseconds
 Reliability is 255/255
 Load is 1/255
 Minimum MTU is 1500
 Hop count is 2
 Originating router is 150.1.3.3
 Because the route through R3 is still installed in the topology table of R7, it will be used as a backup route if the path through R6 is lost:
 R7#configure terminal
 Enter configuration commands, one per line. End with CNTL/Z. R7(config)#interface GigabitEthernet1.67
 R7(config-if)#shutdown
 ! %DUAL-5-NBRCHANGE: EIGRP-IPv4 100: Neighbor 155.1.67.6 (GigabitEthernet1.67) is down: interface down
 ! R7#show ip eigrp topology 150.1.3.3/32
 EIGRP-IPv4 Topology Entry for AS(100)/ID(150.1.7.7) for 150.1.3.3/32
 State is Passive, Query origin flag is 1, 1 Successor(s), FD is 131328
 Descriptor Blocks: 155.1.37.3 (GigabitEthernet1.37), from 155.1.37.3, Send flag is 0x0
 Composite metric is (132816/130256)
 , route is Internal
 Vector metric:
 Minimum bandwidth is 1000000 Kbit
 Total delay is 5088 microseconds
 Reliability is 255/255
 Load is 1/255
 Minimum MTU is 1500
 Hop count is 1
 Originating router is 150.1.3.3
 ! R7#show ip route 150.1.3.3
 Routing entry for 150.1.3.3/32
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Known via "eigrp 100", distance 90, metric 132816, type internal
 Redistributing via eigrp 100
 Last update from 155.1.37.3 on GigabitEthernet1.37, 00:00:24 ago
 Routing Descriptor Blocks: * 155.1.37.3, from 155.1.37.3, 00:00:24 ago, via GigabitEthernet1.37
 Route metric is 132816, traffic share count is 1
 Total delay is 5088 microseconds, minimum bandwidth is 1000000 Kbit
 Reliability 255/255, minimum MTU 1500 bytes
 Loading 1/255, Hops 1
 ! R7#traceroute 150.1.3.3
 Type escape sequence to abort.
 Tracing the route to 150.1.3.3
 VRF info: (vrf in name/id, vrf out name/id) 1 155.1.37.3 3 msec * 2 msec
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 EIGRP Filtering with Administrative Distance
 A Note On Section Initial Configuration Files : You must load the initial configuration files for the section, named Basic EIGRP Routing, which can be found in CCIE R&S v5 Topology Diagrams & Initial Configurations. Reference the Advanced Technology Labs With Addressing Diagram to complete this task.
 Task
 Configure administrative distance filtering on R6 so that it does not install the route to R4’s Loopback0 prefix.
 Configuration
 R6:
 access-list 4 permit host 150.1.4.4
 !
 router eigrp 100
 distance 255 0.0.0.0 255.255.255.255 4
 Verification
 Like with IGP protocols, administrative distance can be set on a per-prefix basis in EIGRP. In this example, the source address of the route/update is ignored by matching an address of 0.0.0.0 with the wildcard 255.255.255.255, whereas access-list 4 matches the route for which to change the distance. Because the AD value of 255 is “infinite,” the route in question cannot be installed in the routing table or the EIGRP topology. Verify that route is present before applying the configuration:
 http://labs.ine.com/workbook/view/rs-v5-workbook/task/ccie-r-s-v5-topology-diagrams-initial-configurations-MTk3Ng==
 http://labs.ine.com/workbook/view/rs-v5-workbook/task/ccie-r-s-v5-topology-diagrams-initial-configurations-MTk3Ng==
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R6#show ip route 150.1.4.4
 Routing entry for 150.1.4.4/32
 Known via "eigrp 100", distance 90, metric 130816, type internal
 Redistributing via eigrp 100
 Last update from 155.1.146.4 on GigabitEthernet1.146, 01:05:39 ago
 Routing Descriptor Blocks: * 155.1.146.4, from 155.1.146.4, 01:05:39 ago, via GigabitEthernet1.146
 Route metric is 130816, traffic share count is 1
 Total delay is 5010 microseconds, minimum bandwidth is 1000000 Kbit
 Reliability 255/255, minimum MTU 1500 bytes
 Loading 1/255, Hops 1
 ! R6#show ip eigrp topology 150.1.4.4/32
 EIGRP-IPv4 Topology Entry for AS(100)/ID(150.1.6.6) for 150.1.4.4/32
 State is Passive, Query origin flag is 1, 1 Successor(s), FD is 130816
 Descriptor Blocks: 155.1.146.4 (GigabitEthernet1.146), from 155.1.146.4, Send flag is 0x0
 Composite metric is (130816/128256)
 , route is Internal
 Vector metric:
 Minimum bandwidth is 1000000 Kbit
 Total delay is 5010 microseconds
 Reliability is 255/255
 Load is 1/255
 Minimum MTU is 1500
 Hop count is 1
 Originating router is 150.1.4.4
 ! R6#traceroute 150.1.4.4
 Type escape sequence to abort.
 Tracing the route to 150.1.4.4
 VRF info: (vrf in name/id, vrf out name/id) 1 155.1.146.4 6 msec * 6 msec
 Apply the configuration and verify that prefix is no longer installed in routing table and EIGRP topology:
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R6#configure terminal
 Enter configuration commands, one per line. End with CNTL/Z.
 R6(config)#access-list 4 permit host 150.1.4.4
 R6(config)#router eigrp 100
 R6(config-router)# distance 255 0.0.0.0 255.255.255.255 4
 ! R6#show ip route 150.1.4.4
 % Subnet not in table
 ! R6#show ip eigrp topology 150.1.4.4/32
 EIGRP-IPv4 Topology Entry for AS(100)/ID(150.1.6.6) %Entry 150.1.4.4/32 not in topology table
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 EIGRP Filtering with Per Neighbor AD
 A Note On Section Initial Configuration Files : You must load the initial configuration files for the section, named Basic EIGRP Routing, which can be found in CCIE R&S v5 Topology Diagrams & Initial Configurations. Reference the Advanced Technology Labs With Addressing Diagram to complete this task.
 Task
 Configure administrative distance filtering on R3 so that traffic destined for R7’s Loopback0 prefix is sent to R1.
 ensure R3 never uses the direct path via R7.
 Configuration
 R3:
 access-list 7 permit host 150.1.7.7
 !
 router eigrp 100
 distance 255 155.1.37.7 0.0.0.0 7
 PitfallThe administrative distance for EIGRP internal routes can be changed on a per-prefix basis, but external EIGRP routes cannot.
 Verification
 Before any distance modifications, R3 routes directly to R7 to reach 150.1.7.7/32.
 http://labs.ine.com/workbook/view/rs-v5-workbook/task/ccie-r-s-v5-topology-diagrams-initial-configurations-MTk3Ng==
 http://labs.ine.com/workbook/view/rs-v5-workbook/task/ccie-r-s-v5-topology-diagrams-initial-configurations-MTk3Ng==
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Based on the routing table and EIGRP topology table, we can see that the Feasible Distance is 130816, and the neighbor the route is learned from is 155.1.37.7:
 R3#show ip route 150.1.7.7
 Routing entry for 150.1.7.7/32
 Known via "eigrp 100", distance 90, metric 130816, type internal
 Redistributing via eigrp 100
 Last update from 155.1.37.7 on GigabitEthernet1.37, 00:19:51 ago
 Routing Descriptor Blocks: * 155.1.37.7, from 155.1.37.7, 00:19:51 ago, via GigabitEthernet1.37
 Route metric is 130816, traffic share count is 1
 Total delay is 5010 microseconds, minimum bandwidth is 1000000 Kbit
 Reliability 255/255, minimum MTU 1500 bytes
 Loading 1/255, Hops 1
 ! R3#show ip eigrp topology 150.1.7.7/32
 EIGRP-IPv4 Topology Entry for AS(100)/ID(150.1.3.3) for 150.1.7.7/32
 State is Passive, Query origin flag is 1, 1 Successor(s), FD is 130816
 Descriptor Blocks: 155.1.37.7 (GigabitEthernet1.37), from 155.1.37.7, Send flag is 0x0
 Composite metric is (130816/128256)
 , route is Internal
 Vector metric:
 Minimum bandwidth is 1000000 Kbit
 Total delay is 5010 microseconds
 Reliability is 255/255
 Load is 1/255
 Minimum MTU is 1500
 Hop count is 1
 Originating router is 150.1.7.7
 155.1.0.5 (Tunnel0), from 155.1.0.5, Send flag is 0x0
 Composite metric is (27008768/131328), route is Internal
 Vector metric:
 Minimum bandwidth is 100 Kbit
 Total delay is 55030 microseconds
 Reliability is 255/255
 Load is 1/255
 Minimum MTU is 1400
 Hop count is 4
 Originating router is 150.1.7.7
 ! R3#traceroute 150.1.7.7
 Type escape sequence to abort.
 Tracing the route to 150.1.7.7
 VRF info: (vrf in name/id, vrf out name/id) 1 155.1.37.7 4 msec * 3 msec
 As we saw in the previous example, administrative distance can be changed on a
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per-prefix basis. Based on matching who the route is learned from, the distance can also be changed on a per-prefix per-neighbor basis. Although the composite metric is higher through R1 than it was originally through R7, the route through R7 cannot be installed in the topology table because it has an infinite administrative distance. This implies that R3 must route through R1 or R5 to reach the destination:
 R3#configure terminal
 Enter configuration commands, one per line. End with CNTL/Z.
 R3(config)#access-list 7 permit host 150.1.7.7
 R3(config)#router eigrp 100
 R3(config-router)#distance 255 155.1.37.7 0.0.0.0 7
 ! R3#show ip route 150.1.7.7
 Routing entry for 150.1.7.7/32
 Known via "eigrp 100", distance 90, metric 131328, type internal
 Redistributing via eigrp 100
 Last update from 155.1.13.1 on GigabitEthernet1.13, 00:00:09 ago
 Routing Descriptor Blocks: * 155.1.13.1, from 155.1.13.1, 00:00:09 ago, via GigabitEthernet1.13
 Route metric is 131328, traffic share count is 1
 Total delay is 5030 microseconds, minimum bandwidth is 1000000 Kbit
 Reliability 255/255, minimum MTU 1500 bytes
 Loading 1/255, Hops 3
 ! R3#show ip eigrp topology 150.1.7.7/32
 EIGRP-IPv4 Topology Entry for AS(100)/ID(150.1.3.3) for 150.1.7.7/32
 State is Passive, Query origin flag is 1, 1 Successor(s), FD is 131328
 Descriptor Blocks: 155.1.13.1 (GigabitEthernet1.13), from 155.1.13.1, Send flag is 0x0
 Composite metric is (131328/131072)
 , route is Internal
 Vector metric:
 Minimum bandwidth is 1000000 Kbit
 Total delay is 5030 microseconds
 Reliability is 255/255
 Load is 1/255
 Minimum MTU is 1500
 Hop count is 3
 Originating router is 150.1.7.7 155.1.0.5 (Tunnel0), from 155.1.0.5, Send flag is 0x0
 Composite metric is (27008768/131328), route is Internal
 Vector metric:
 Minimum bandwidth is 100 Kbit
 Total delay is 55030 microseconds
 Reliability is 255/255
 Load is 1/255
 Minimum MTU is 1400
 Hop count is 4
 Originating router is 150.1.7.7
 ! R3#traceroute 150.1.7.7
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Type escape sequence to abort.
 Tracing the route to 150.1.7.7
 VRF info: (vrf in name/id, vrf out name/id) 1 155.1.13.1 5 msec 2 msec 1 msec
 2 155.1.146.6 1 msec 2 msec 1 msec
 3 155.1.67.7 2 msec * 3 msec

Page 475
                        

CCIE Routing & Switching v5 Workbook - CCIE R&S v5 Advanced Technology Labs - EIGRP
 EIGRP Filtering with Route Maps
 A Note On Section Initial Configuration Files : You must load the initial configuration files for the section, named Basic EIGRP Routing, which can be found in CCIE R&S v5 Topology Diagrams & Initial Configurations. Reference the Advanced Technology Labs With Addressing Diagram to complete this task.
 Task
 Configure R4 as follows: Loopback1 as 160.1.4.4/32 and redistribute it into EIGRP with the tag value of 4.Loopback2 as 170.1.4.4/32 and redistribute it into EIGRP.
 Configure a route-map filter on R2 that matches this tag value and denies the route from being installed in the routing table.Configure a route-map filter on R3 that denies EIGRP routes with a metric in the range of 120.000–140.000 from entering the routing table.These filters should not affect any other networks advertised by R4 or learned by R2 and R3.
 Configuration
 R2:
 route-map FILTER_ON_TAGS deny 10
 match tag 4
 !
 route-map FILTER_ON_TAGS permit 20
 !
 router eigrp 100
 distribute-list route-map FILTER_ON_TAGS in
 http://labs.ine.com/workbook/view/rs-v5-workbook/task/ccie-r-s-v5-topology-diagrams-initial-configurations-MTk3Ng==
 http://labs.ine.com/workbook/view/rs-v5-workbook/task/ccie-r-s-v5-topology-diagrams-initial-configurations-MTk3Ng==
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R3:
 route-map FILTER_ON_METRIC_RANGE deny 10
 match metric 130000 +- 10000
 !
 route-map FILTER_ON_METRIC_RANGE permit 20
 !
 router eigrp 100
 distribute-list route-map FILTER_ON_METRIC_RANGE in
 R4:
 interface Loopback1
 ip address 160.1.4.4 255.255.255.255
 !
 interface Loopback2
 ip address 170.1.4.4 255.255.255.255
 !
 ip prefix-list LOOPBACK1 seq 5 permit 160.1.4.4/32
 ip prefix-list LOOPBACK2 seq 5 permit 170.1.4.4/32
 !
 route-map CONNECTED_TO_EIGRP permit 10
 match ip address prefix-list LOOPBACK1
 set tag 4
 !
 route-map CONNECTED_TO_EIGRP permit 20
 match ip address prefix-list LOOPBACK2
 !
 router eigrp 100
 redistribute connected metric 100000 100 255 1 1500 route-map CONNECTED_TO_EIGRP
 Verification
 Unlike BGP, filtering with route-maps in IGP is usually limited to redistribution filtering only. However, EIGRP supports route-map filtering as a distribute-list with matches on metric and tag values. Route tags are set at the time of redistribution and can be used like BGP community values to group prefixes together without having to match on the actual route in a prefix-list or access-list. In this example, we can see that R2 and R4 see the prefix 160.1.4.4/32 with a tag of 4 in the topology table. R2 installs this in the EIGRP topology and routing table until the distribute-list is applied, which denies prefixes with that tag value.
 R4#show ip eigrp topology 160.1.4.4/32
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EIGRP-IPv4 Topology Entry for AS(100)/ID(150.1.4.4) for 160.1.4.4/32
 State is Passive, Query origin flag is 1, 1 Successor(s), FD is 51200
 Descriptor Blocks: 0.0.0.0, from Rconnected, Send flag is 0x0
 Composite metric is (51200/0), route is External
 Vector metric:
 Minimum bandwidth is 100000 Kbit
 Total delay is 1000 microseconds
 Reliability is 255/255
 Load is 1/255
 Minimum MTU is 1500
 Hop count is 0
 Originating router is 150.1.4.4
 External data:
 AS number of route is 0
 External protocol is Connected, external metric is 0 Administrator tag is 4 (0x00000004)
 ! R2#show ip eigrp topology 160.1.4.4/32
 EIGRP-IPv4 Topology Entry for AS(100)/ID(150.1.2.2) for 160.1.4.4/32
 State is Passive, Query origin flag is 1, 1 Successor(s), FD is 51968
 Descriptor Blocks: 155.1.23.3 (GigabitEthernet1.23), from 155.1.23.3, Send flag is 0x0
 Composite metric is (51968/51712)
 , route is External
 Vector metric:
 Minimum bandwidth is 100000 Kbit
 Total delay is 1030 microseconds
 Reliability is 255/255
 Load is 1/255
 Minimum MTU is 1500
 Hop count is 3
 Originating router is 150.1.4.4
 External data:
 AS number of route is 0
 External protocol is Connected, external metric is 0 Administrator tag is 4 (0x00000004)
 155.1.0.5 (Tunnel0), from 155.1.0.5, Send flag is 0x0
 Composite metric is (26905856/51456), route is External
 Vector metric:
 Minimum bandwidth is 100 Kbit
 Total delay is 51010 microseconds
 Reliability is 255/255
 Load is 1/255
 Minimum MTU is 1400
 Hop count is 2
 Originating router is 150.1.4.4
 External data:
 AS number of route is 0
 External protocol is Connected, external metric is 0 Administrator tag is 4 (0x00000004)
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! R2#show ip route 160.1.4.4
 Routing entry for 160.1.4.4/32
 Known via "eigrp 100", distance 170, metric 51968
 Tag 4, type external
 Redistributing via eigrp 100
 Last update from 155.1.23.3 on GigabitEthernet1.23, 00:01:22 ago
 Routing Descriptor Blocks: * 155.1.23.3, from 155.1.23.3, 00:01:22 ago, via GigabitEthernet1.23
 Route metric is 51968, traffic share count is 1
 Total delay is 1030 microseconds, minimum bandwidth is 100000 Kbit
 Reliability 255/255, minimum MTU 1500 bytes
 Loading 1/255, Hops 3 Route tag 4
 Verify that the tag value of 4 is not applied for Loopback2.
 R2#show ip route 170.1.4.4
 Routing entry for 170.1.4.4/32
 Known via "eigrp 100", distance 170, metric 51968, type external
 Redistributing via eigrp 100
 Last update from 155.1.23.3 on GigabitEthernet1.23, 00:03:05 ago
 Routing Descriptor Blocks: * 155.1.23.3, from 155.1.23.3, 00:03:05 ago, via GigabitEthernet1.23
 Route metric is 51968, traffic share count is 1
 Total delay is 1030 microseconds, minimum bandwidth is 100000 Kbit
 Reliability 255/255, minimum MTU 1500 bytes
 Loading 1/255, Hops 3
 After applying the filtering on R2, Loopback1 prefix will be removed from both the EIGRP topology and routing table, but Loopback2 will be allowed.
 R2#configure terminal
 Enter configuration commands, one per line. End with CNTL/Z. R2(config)#route-map FILTER_ON_TAGS deny 10
 R2(config-route-map)# match tag 4
 R2(config-route-map)#route-map FILTER_ON_TAGS permit 20
 R2(config-route-map)#router eigrp 100
 R2(config-router)# distribute-list route-map FILTER_ON_TAGS in
 ! R2#show ip route 160.1.4.4
 % Network not in table
 ! R2#show ip eigrp topology 160.1.4.4/32
 EIGRP-IPv4 Topology Entry for AS(100)/ID(150.1.2.2) %Entry 160.1.4.4/32 not in topology table
 ! R2#show ip route 170.1.4.4
 Routing entry for 170.1.4.4/32
 Known via "eigrp 100", distance 170, metric 51968, type external
 Redistributing via eigrp 100
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Last update from 155.1.23.3 on GigabitEthernet1.23, 00:05:37 ago
 Routing Descriptor Blocks: * 155.1.23.3, from 155.1.23.3, 00:05:37 ago, via GigabitEthernet1.23
 Route metric is 51968, traffic share count is 1
 Total delay is 1030 microseconds, minimum bandwidth is 100000 Kbit
 Reliability 255/255, minimum MTU 1500 bytes
 Loading 1/255, Hops 3
 As a filter for metrics, the route-map can match on an absolute metric value, such as with the match metric 10 command, or on a range of metrics. In this case, metrics in the range of 120.000 to 140.000 are filtered out based on matching the value 130.000, plus or minus 10.000. Verify the routing table of R3 before applying the filter.
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R3#show ip route eigrp | b Gateway
 Gateway of last resort is not set
 150.1.0.0/32 is subnetted, 10 subnets D 150.1.1.1 [90/130816]
 via 155.1.13.1, 00:40:50, GigabitEthernet1.13 D 150.1.2.2 [90/130816]
 via 155.1.23.2, 00:40:50, GigabitEthernet1.23 D 150.1.4.4 [90/131072]
 via 155.1.13.1, 00:40:50, GigabitEthernet1.13 D 150.1.5.5 [90/131328]
 via 155.1.13.1, 00:40:50, GigabitEthernet1.13 D 150.1.6.6 [90/131072]
 via 155.1.37.7, 00:40:50, GigabitEthernet1.37 [90/131072]
 via 155.1.13.1, 00:40:50, GigabitEthernet1.13 D 150.1.7.7 [90/130816]
 via 155.1.37.7, 00:40:50, GigabitEthernet1.37 D 150.1.8.8 [90/131584]
 via 155.1.13.1, 00:40:50, GigabitEthernet1.13 D 150.1.9.9 [90/131072]
 via 155.1.37.7, 00:40:50, GigabitEthernet1.37 D 150.1.10.10 [90/131840]
 via 155.1.13.1, 00:40:50, GigabitEthernet1.13
 155.1.0.0/16 is variably subnetted, 19 subnets, 2 masks
 D 155.1.5.0/24 [90/3584] via 155.1.13.1, 00:40:50, GigabitEthernet1.13
 D 155.1.7.0/24 [90/3072] via 155.1.37.7, 00:40:50, GigabitEthernet1.37
 D 155.1.8.0/24 [90/3840] via 155.1.13.1, 00:40:50, GigabitEthernet1.13
 D 155.1.9.0/24 [90/3328] via 155.1.37.7, 00:40:50, GigabitEthernet1.37
 D 155.1.10.0/24 [90/4096] via 155.1.13.1, 00:40:50, GigabitEthernet1.13
 D 155.1.45.0/24 [90/3328] via 155.1.13.1, 00:40:50, GigabitEthernet1.13
 D 155.1.58.0/24 [90/3584] via 155.1.13.1, 00:40:50, GigabitEthernet1.13
 D 155.1.67.0/24 [90/3072] via 155.1.37.7, 00:40:50, GigabitEthernet1.37
 D 155.1.79.0/24 [90/3072] via 155.1.37.7, 00:40:50, GigabitEthernet1.37
 D 155.1.108.0/24 [90/3840] via 155.1.13.1, 00:40:50, GigabitEthernet1.13
 D 155.1.146.0/24 [90/3072] via 155.1.13.1, 00:40:50, GigabitEthernet1.13
 160.1.0.0/32 is subnetted, 1 subnets
 D EX 160.1.4.4 [170/51712] via 155.1.13.1, 00:04:26, GigabitEthernet1.13
 170.1.0.0/32 is subnetted, 1 subnets
 D EX 170.1.4.4 [170/51712] via 155.1.13.1, 00:09:18, GigabitEthernet1.13
 Look in the EIGRP topology table for R1's Loopback0 prefix; for example, before filtering is applied, the path via VLAN 13 is the successor.
 R3#show ip eigrp topology 150.1.1.1/32
 EIGRP-IPv4 Topology Entry for AS(100)/ID(150.1.3.3) for 150.1.1.1/32
 State is Passive, Query origin flag is 1, 1 Successor(s), FD is 130816
 Descriptor Blocks: 155.1.13.1 (GigabitEthernet1.13), from 155.1.13.1, Send flag is 0x0
 Composite metric is (130816/128256)
 , route is Internal
 Vector metric:
 Minimum bandwidth is 1000000 Kbit
 Total delay is 5010 microseconds
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Reliability is 255/255
 Load is 1/255
 Minimum MTU is 1500
 Hop count is 1
 Originating router is 150.1.1.1 155.1.0.5 (Tunnel0), from 155.1.0.5, Send flag is 0x0
 Composite metric is (27008512/131072), route is Internal
 Vector metric:
 Minimum bandwidth is 100 Kbit
 Total delay is 55020 microseconds
 Reliability is 255/255
 Load is 1/255
 Minimum MTU is 1400
 Hop count is 3
 Originating router is 150.1.1.1
 ! R3#traceroute 150.1.1.1
 Type escape sequence to abort.
 Tracing the route to 150.1.1.1
 VRF info: (vrf in name/id, vrf out name/id) 1 155.1.13.1 3 msec * 2 msec
 We can see from the output below that the highlighted prefixes are no longer installed in the routing table via the same path after the filter is applied; an alternate path with the metric not within the filtering intervals is used instead.
 R3#configure terminal
 Enter configuration commands, one per line. End with CNTL/Z.
 R3(config)# route-map FILTER_ON_METRIC_RANGE deny 10
 R3(config-route-map)# match metric 130000 +- 10000
 R3(config-route-map)#route-map FILTER_ON_METRIC_RANGE permit 20
 R3(config-route-map)#router eigrp 100
 R3(config-router)# distribute-list route-map FILTER_ON_METRIC_RANGE in
 ! R3#show ip route eigrp | b Gateway
 Gateway of last resort is not set
 150.1.0.0/32 is subnetted, 10 subnets D 150.1.1.1 [90/27008512]
 via 155.1.0.5, 00:01:45, Tunnel0 D 150.1.2.2 [90/25984768]
 via 155.1.13.1, 00:01:45, GigabitEthernet1.13 D 150.1.4.4 [90/27008256]
 via 155.1.0.5, 00:01:46, Tunnel0 D 150.1.5.5 [90/27008000]
 via 155.1.0.5, 00:01:46, Tunnel0 D 150.1.6.6 [90/27008512]
 via 155.1.0.5, 00:01:45, Tunnel0 D 150.1.7.7 [90/27008768]
 via 155.1.0.5, 00:01:45, Tunnel0 D 150.1.8.8 [90/27008256]
 via 155.1.0.5, 00:01:46, Tunnel0 D 150.1.9.9 [90/27009024]
 via 155.1.0.5, 00:01:45, Tunnel0 D 150.1.10.10 [90/27008512]
 via 155.1.0.5, 00:01:46, Tunnel0
 155.1.0.0/16 is variably subnetted, 19 subnets, 2 masks
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D 155.1.5.0/24 [90/3584] via 155.1.13.1, 00:43:46, GigabitEthernet1.13
 D 155.1.7.0/24 [90/3072] via 155.1.37.7, 00:43:46, GigabitEthernet1.37
 D 155.1.8.0/24 [90/3840] via 155.1.13.1, 00:43:46, GigabitEthernet1.13
 D 155.1.9.0/24 [90/3328] via 155.1.37.7, 00:43:46, GigabitEthernet1.37
 D 155.1.10.0/24 [90/4096] via 155.1.13.1, 00:43:46, GigabitEthernet1.13
 D 155.1.45.0/24 [90/3328] via 155.1.13.1, 00:43:46, GigabitEthernet1.13
 D 155.1.58.0/24 [90/3584] via 155.1.13.1, 00:43:46, GigabitEthernet1.13
 D 155.1.67.0/24 [90/3072] via 155.1.37.7, 00:43:46, GigabitEthernet1.37
 D 155.1.79.0/24 [90/3072] via 155.1.37.7, 00:43:46, GigabitEthernet1.37
 D 155.1.108.0/24 [90/3840] via 155.1.13.1, 00:43:46, GigabitEthernet1.13
 D 155.1.146.0/24 [90/3072] via 155.1.13.1, 00:43:46, GigabitEthernet1.13
 160.1.0.0/32 is subnetted, 1 subnets
 D EX 160.1.4.4 [170/51712] via 155.1.13.1, 00:07:22, GigabitEthernet1.13
 170.1.0.0/32 is subnetted, 1 subnets
 D EX 170.1.4.4 [170/51712] via 155.1.13.1, 00:12:14, GigabitEthernet1.13
 Look in the EIGRP topology table for R1's Loopback0 prefix; for example, the path via VLAN 13 is no longer present.
 R3#show ip eigrp topology 150.1.1.1/32
 EIGRP-IPv4 Topology Entry for AS(100)/ID(150.1.3.3) for 150.1.1.1/32
 State is Passive, Query origin flag is 1, 1 Successor(s), FD is 27008512
 Descriptor Blocks: 155.1.0.5 (Tunnel0), from 155.1.0.5, Send flag is 0x0
 Composite metric is (27008512/131072)
 , route is Internal
 Vector metric:
 Minimum bandwidth is 100 Kbit
 Total delay is 55020 microseconds
 Reliability is 255/255
 Load is 1/255
 Minimum MTU is 1400
 Hop count is 3
 Originating router is 150.1.1.1
 155.1.23.2 (GigabitEthernet1.23), from 155.1.23.2, Send flag is 0x0
 Composite metric is (27008768/27008512), route is Internal
 Vector metric:
 Minimum bandwidth is 100 Kbit
 Total delay is 55030 microseconds
 Reliability is 255/255
 Load is 1/255
 Minimum MTU is 1400
 Hop count is 4
 Originating router is 150.1.1.1
 ! R3#traceroute 150.1.1.1
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Type escape sequence to abort.
 Tracing the route to 150.1.1.1
 VRF info: (vrf in name/id, vrf out name/id) 1 155.1.0.5 2 msec 1 msec 1 msec
 2 155.1.45.4 10 msec 2 msec 1 msec
 3 155.1.146.1 3 msec * 3 msec
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 EIGRP Bandwidth Pacing
 A Note On Section Initial Configuration Files : You must load the initial configuration files for the section, named Basic EIGRP Routing, which can be found in CCIE R&S v5 Topology Diagrams & Initial Configurations. Reference the Advanced Technology Labs With Addressing Diagram to complete this task.
 Task
 Configure R5 so that EIGRP cannot use more than 200Kbps of bandwidth on its DMVPN connection, assuming that the link speed is 2Mbps.
 Configuration
 R5:
 interface Tunnel0
 bandwidth 2000
 ip bandwidth-percent eigrp 100 10
 Verification
 By default EIGRP can use up to maximum 50% of the administrative bandwidth of the interface. The absolut value can be changed by modifying the bandwidth on the interface or by changing the percentage level with interface-level command
 ip bandwidth-percent eigrp <AS_NR> <percentage> . Verify the SRTT and Pacing timers for the tunnel interface before bandwidth usage is changed:
 R5#show ip eigrp interfaces
 EIGRP-IPv4 Interfaces for AS(100)
 Xmit Queue PeerQ Mean Pacing Time Multicast Pending
 http://labs.ine.com/workbook/view/rs-v5-workbook/task/ccie-r-s-v5-topology-diagrams-initial-configurations-MTk3Ng==
 http://labs.ine.com/workbook/view/rs-v5-workbook/task/ccie-r-s-v5-topology-diagrams-initial-configurations-MTk3Ng==
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Interface Peers Un/Reliable Un/Reliable SRTT Un/Reliable Flow Timer Routes
 Lo0 0 0/0 0/0 0 0/0 0 0
 Gi1.5 0 0/0 0/0 0 0/0 0 0
 Gi1.45 1 0/0 0/0 2 0/0 50 0
 Gi1.58 1 0/0 0/0 6 0/0 50 0
 Tu0 4 0/0 0/0 30 6/227 60 0
 Verify the SRTT and Pacing timers for the tunnel interface after bandwidth usage is changed:
 R5#show ip eigrp interfaces
 EIGRP-IPv4 Interfaces for AS(100)
 Xmit Queue PeerQ Mean Pacing Time Multicast Pending
 Interface Peers Un/Reliable Un/Reliable SRTT Un/Reliable Flow Timer Routes
 Lo0 0 0/0 0/0 0 0/0 0 0
 Gi1.5 0 0/0 0/0 0 0/0 0 0
 Gi1.45 1 0/0 0/0 2 0/0 50 0
 Gi1.58 1 0/0 0/0 5 0/0 50 0
 Tu0 4 0/0 0/0 24 0/56 120 0
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 EIGRP Default Metric
 You must load the initial configuration files for the section, Basic EIGRP Routing , which can be found in CCIE R&S v5 Topology Diagrams & Initial Configurations. Reference the Advanced Technology Labs With Addressing Diagram to complete this task.
 Task
 Configure Loopback1 interface on R2 with IPv4 address 160.1.2.2/32.Configure a static route on R3 for R2's Loopback1 prefix via the directly connected Ethernet link.
 Advertise this prefix into EIGRP as external routes using a default metric of 100Mbps, 100 microseconds of delay, maximum reliability, minimum load, and an MTU of 1500 bytes.
 Configuration
 R2:
 interface Loopback1
 ip address 160.1.2.2 255.255.255.255
 R3:
 ip route 160.1.2.2 255.255.255.255 155.1.23.2
 !
 router eigrp 100
 redistribute static
 default-metric 100000 10 255 1 1500
 http://labs.ine.com/workbook/view/rs-v5-workbook/task/ccie-r-s-v5-topology-diagrams-initial-configurations-MTk3Ng==
 http://labs.ine.com/workbook/view/rs-v5-workbook/task/ccie-r-s-v5-topology-diagrams-initial-configurations-MTk3Ng==
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Verification
 When redistributing static and connected prefixes into EIGRP or between EIGRP processes, metrics are automatically derived from the source prefix. For all other redistribution, the metric must be manually set on the redistribute statement, under a route-map, or from the default metric. The default metric affects all redistributed prefixes for which a specific metric has not been configured. For example, just perform redistribution on R3 without specifying the default-metric; note the metric values on R3 and R1.
 R3#show ip eigrp topology 160.1.2.2/32
 EIGRP-IPv4 Topology Entry for AS(100)/ID(150.1.3.3) for 160.1.2.2/32
 State is Passive, Query origin flag is 1, 1 Successor(s), FD is 2816
 Descriptor Blocks: 155.1.23.2, from Rstatic, Send flag is 0x0
 Composite metric is (2816/0)
 , route is External
 Vector metric: Minimum bandwidth is 1000000 Kbit
 Total delay is 10 microseconds
 Reliability is 255/255
 Load is 1/255
 Minimum MTU is 1500
 Hop count is 0
 Originating router is 150.1.3.3
 External data:
 AS number of route is 0
 External protocol is Static, external metric is 0
 Administrator tag is 0 (0x00000000)
 ! R1#show ip eigrp topology 160.1.2.2/32
 EIGRP-IPv4 Topology Entry for AS(100)/ID(150.1.1.1) for 160.1.2.2/32
 State is Passive, Query origin flag is 1, 1 Successor(s), FD is 3072
 Descriptor Blocks: 155.1.13.3 (GigabitEthernet1.13), from 155.1.13.3, Send flag is 0x0
 Composite metric is (3072/2816), route is External
 Vector metric:
 Minimum bandwidth is 1000000 Kbit
 Total delay is 20 microseconds
 Reliability is 255/255
 Load is 1/255
 Minimum MTU is 1500
 Hop count is 1
 Originating router is 150.1.3.3
 External data:
 AS number of route is 0
 External protocol is Static, external metric is 0
 Administrator tag is 0 (0x00000000)
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155.1.0.5 (Tunnel0), from 155.1.0.5, Send flag is 0x0
 Composite metric is (26881024/3584), route is External
 Vector metric:
 Minimum bandwidth is 100 Kbit
 Total delay is 50040 microseconds
 Reliability is 255/255
 Load is 1/255
 Minimum MTU is 1400
 Hop count is 4
 Originating router is 150.1.3.3
 External data:
 AS number of route is 0
 External protocol is Static, external metric is 0
 Administrator tag is 0 (0x00000000)
 ! R1#show ip route 160.1.2.2
 Routing entry for 160.1.2.2/32 Known via "eigrp 100", distance 170, metric 3072
 , type external
 Redistributing via eigrp 100
 Last update from 155.1.13.3 on GigabitEthernet1.13, 00:06:06 ago
 Routing Descriptor Blocks: * 155.1.13.3, from 155.1.13.3, 00:06:06 ago, via GigabitEthernet1.13
 Route metric is 3072, traffic share count is 1
 Total delay is 20 microseconds, minimum bandwidth is 1000000 Kbit
 Reliability 255/255, minimum MTU 1500 bytes
 Loading 1/255, Hops 1
 Configure the default metric on EIGRP process and note the changes in composite metric on R3 and metric value on R1.
 R3#configure terminal
 Enter configuration commands, one per line. End with CNTL/Z. R3(config)#router eigrp 100
 R3(config-router)#default-metric 100000 10 255 1 1500
 ! R3#show ip eigrp topology 160.1.2.2/32
 EIGRP-IPv4 Topology Entry for AS(100)/ID(150.1.3.3) for 160.1.2.2/32
 State is Passive, Query origin flag is 1, 1 Successor(s), FD is 2816
 Descriptor Blocks:
 155.1.23.2, from Rstatic, Send flag is 0x0
 Composite metric is (28160/0), route is External
 Vector metric: Minimum bandwidth is 100000 Kbit
 Total delay is 100 microseconds
 Reliability is 255/255
 Load is 1/255
 Minimum MTU is 1500
 Hop count is 0
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Originating router is 150.1.3.3
 External data:
 AS number of route is 0
 External protocol is Static, external metric is 0
 Administrator tag is 0 (0x00000000)
 ! R1#show ip route 160.1.2.2
 Routing entry for 160.1.2.2/32 Known via "eigrp 100", distance 170, metric 28416
 , type external
 Redistributing via eigrp 100
 Last update from 155.1.13.3 on GigabitEthernet1.13, 00:00:32 ago
 Routing Descriptor Blocks: * 155.1.13.3, from 155.1.13.3, 00:00:32 ago, via GigabitEthernet1.13
 Route metric is 28416, traffic share count is 1
 Total delay is 110 microseconds, minimum bandwidth is 100000 Kbit
 Reliability 255/255, minimum MTU 1500 bytes
 Loading 1/255, Hops 1
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CCIE Routing & Switching v5 Workbook - CCIE R&S v5 Advanced Technology Labs - EIGRP
 EIGRP Neighbor Logging
 A Note On Section Initial Configuration Files : You must load the initial configuration files for the section, named Basic EIGRP Routing, which can be found in CCIE R&S v5 Topology Diagrams & Initial Configurations. Reference the Advanced Technology Labs With Addressing Diagram to complete this task.
 Task
 Configure R9 so that it does not log EIGRP neighbor adjacency events.EIGRP warning logs should not be generated more often than every 20 seconds.
 Configuration
 R9:
 router eigrp 100
 no eigrp log-neighbor-changes
 eigrp log-neighbor-warnings 20
 Verification
 Manually reset the EIGRP neighborship between R7 and R9, note that R9 no longer logs any messages when neighbors are DOWN or adjacency is back up, but R7 does as this is the default setting:
 http://labs.ine.com/workbook/view/rs-v5-workbook/task/ccie-r-s-v5-topology-diagrams-initial-configurations-MTk3Ng==
 http://labs.ine.com/workbook/view/rs-v5-workbook/task/ccie-r-s-v5-topology-diagrams-initial-configurations-MTk3Ng==
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R7#clear ip eigrp neighbors gigabitEthernet1.79
 ! %DUAL-5-NBRCHANGE: EIGRP-IPv4 100: Neighbor 155.1.79.9 (GigabitEthernet1.79) is down: manually cleared
 %DUAL-5-NBRCHANGE: EIGRP-IPv4 100: Neighbor 155.1.79.9 (GigabitEthernet1.79) is up: new adjacency

Page 492
                        

CCIE Routing & Switching v5 Workbook - CCIE R&S v5 Advanced Technology Labs - EIGRP
 EIGRP Router-ID
 A Note On Section Initial Configuration Files : You must load the initial configuration files for the section, named Basic EIGRP Routing, which can be found in CCIE R&S v5 Topology Diagrams & Initial Configurations. Reference the Advanced Technology Labs With Addressing Diagram to complete this task.
 Task
 Configure Loopback1 on R2 with IPv4 address of 160.1.2.2/32 and redistribute it into EIGRP.Modify the EIGRP Router ID on R8 so that external EIGRP routes generated by R2 are ignored.
 Configuration
 R2:
 interface Loopback1
 ip address 160.1.2.2 255.255.255.255
 !
 router eigrp 100
 redistribute connected
 R8:
 router eigrp 100
 eigrp router-id 150.1.2.2
 Verification
 http://labs.ine.com/workbook/view/rs-v5-workbook/task/ccie-r-s-v5-topology-diagrams-initial-configurations-MTk3Ng==
 http://labs.ine.com/workbook/view/rs-v5-workbook/task/ccie-r-s-v5-topology-diagrams-initial-configurations-MTk3Ng==
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EIGRP uses the router-id field in external routes as a loop prevention mechanism. The router that originates the external route inserts its EIGRP router-id into the update. If an update is received back in with a router-id in this field matching the local router-id, the update is dropped. Verify that R2's Loopback2 is accepted by R8 before changing the router ID on R8:
 R8#show ip eigrp topology 160.1.2.2/32
 EIGRP-IPv4 Topology Entry for AS(100)/ID(150.1.8.8) for 160.1.2.2/32
 State is Passive, Query origin flag is 1, 1 Successor(s), FD is 131840
 Descriptor Blocks: 155.1.58.5 (GigabitEthernet1.58), from 155.1.58.5, Send flag is 0x0
 Composite metric is (131840/131584), route is External
 Vector metric:
 Minimum bandwidth is 1000000 Kbit
 Total delay is 5050 microseconds
 Reliability is 255/255
 Load is 1/255
 Minimum MTU is 1500
 Hop count is 5 Originating router is 150.1.2.2
 External data:
 AS number of route is 0
 External protocol is Connected, external metric is 0
 Administrator tag is 0 (0x00000000)
 ! R8#show ip route 160.1.2.2
 Routing entry for 160.1.2.2/32
 Known via "eigrp 100", distance 170, metric 131840, type external
 Redistributing via eigrp 100
 Last update from 155.1.58.5 on GigabitEthernet1.58, 00:01:03 ago
 Routing Descriptor Blocks: * 155.1.58.5, from 155.1.58.5, 00:01:03 ago, via GigabitEthernet1.58
 Route metric is 131840, traffic share count is 1
 Total delay is 5050 microseconds, minimum bandwidth is 1000000 Kbit
 Reliability 255/255, minimum MTU 1500 bytes
 Loading 1/255, Hops 5
 The EIGRP router ID can be visualized from the topology table:
 R2#show ip eigrp topology 100.100.100.100/32
 EIGRP-IPv4 Topology Entry for AS(100)/ID(150.1.2.2)
 %Entry 100.100.100.100/32 not in topology table
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Modify R8's EIGRP router ID value to match on R2's EIGRP router ID and verify that R8 no longer accepts the update about R2's Loopback1:
 R8#configure terminal
 Enter configuration commands, one per line. End with CNTL/Z. R8(config)#router eigrp 100
 R8(config-router)# eigrp router-id 150.1.2.2
 ! R8#show ip eigrp topology 160.1.2.2/32
 EIGRP-IPv4 Topology Entry for AS(100)/ID(150.1.2.2) %Entry 160.1.2.2/32 not in topology table
 ! R8#show ip route 160.1.2.2
 % Network not in table
 There are several methods for identifying this problem, one would be to enable debug eigrp fsm on the router rejecting the update, or from the EIGRP event logs:
 R8#show ip eigrp events | b Ignored
 22 16:17:57.341 Ignored route, dup routerid int: 150.1.2.2
 23 16:17:57.341 Poison squashed: 155.1.8.0/24 reverse
 24 16:17:57.341 Ignored route, dup routerid int: 150.1.2.2
 25 16:17:57.341 Poison squashed: 150.1.8.8/32 reverse
 26 16:17:57.341 Ignored route, dup routerid int: 150.1.2.2
 27 16:17:57.297 Change queue emptied, entries: 18
 28 16:17:57.297 Ignored route, metric: 160.1.2.2/32 metric(131840)
 29 16:17:57.294 Ignored route, neighbor info: 155.1.58.5 GigabitEthernet1.58
 30 16:17:57.294 Ignored route, dup routerid ext: 150.1.2.2
 31 16:17:57.294 Ignored route, dup routerid int: 150.1.2.2
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CCIE Routing & Switching v5 Workbook - CCIE R&S v5 Advanced Technology Labs - EIGRP
 EIGRP Maximum Hops
 A Note On Section Initial Configuration Files : You must load the initial configuration files for the section, named Basic EIGRP Routing, which can be found in CCIE R&S v5 Topology Diagrams & Initial Configurations. Reference the Advanced Technology Labs With Addressing Diagram to complete this task.
 Task
 Configure all devices in EIGRP AS 100 so that routes with a hop count of greater than 5 are considered invalid.
 Configuration
 R1 – R10:
 router eigrp 100
 metric maximum-hops 5
 Verification
 Based on the logical network topology and considering all links are active, traffic from R9 to R10 will follow the Ethernet path and use the DMVPN path as seconday (feasible successor). For this reason, EIGRP prefixes advertised by R9 and R10 will have a hop-count of 6:
 R9#show ip eigrp topology 150.1.10.10/32
 EIGRP-IPv4 Topology Entry for AS(100)/ID(150.1.9.9) for 150.1.10.10/32
 State is Passive, Query origin flag is 1, 1 Successor(s), FD is 132096
 Descriptor Blocks: 155.1.79.7 (GigabitEthernet1.79), from 155.1.79.7, Send flag is 0x0
 http://labs.ine.com/workbook/view/rs-v5-workbook/task/ccie-r-s-v5-topology-diagrams-initial-configurations-MTk3Ng==
 http://labs.ine.com/workbook/view/rs-v5-workbook/task/ccie-r-s-v5-topology-diagrams-initial-configurations-MTk3Ng==
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Composite metric is (132096/131840), route is Internal
 Vector metric:
 Minimum bandwidth is 1000000 Kbit
 Total delay is 5060 microseconds
 Reliability is 255/255
 Load is 1/255
 Minimum MTU is 1500 Hop count is 6
 Originating router is 150.1.10.10
 ! R9#show ip route 150.1.10.10
 Routing entry for 150.1.10.10/32
 Known via "eigrp 100", distance 90, metric 132096, type internal
 Redistributing via eigrp 100
 Last update from 155.1.79.7 on GigabitEthernet1.79, 14:30:53 ago
 Routing Descriptor Blocks: * 155.1.79.7, from 155.1.79.7, 14:30:53 ago, via GigabitEthernet1.79
 Route metric is 132096, traffic share count is 1
 Total delay is 5060 microseconds, minimum bandwidth is 1000000 Kbit
 Reliability 255/255, minimum MTU 1500 bytes Loading 1/255, Hops 6
 ! R9#traceroute 150.1.10.10
 Type escape sequence to abort.
 Tracing the route to 150.1.10.10
 VRF info: (vrf in name/id, vrf out name/id) 1
 155.1.79.7 3 msec 1 msec 1 msec 2
 155.1.67.6 2 msec 2 msec 2 msec 3
 155.1.146.4 4 msec 3 msec 3 msec 4
 155.1.45.5 3 msec 3 msec 3 msec 5
 155.1.58.8 6 msec 5 msec 10 msec 6
 155.1.108.10 7 msec * 8 msec
 Although EIGRP does not use hop-count to compute its metric like RIP, it still enforces a maximum diameter for the EIGRP autonomous-system, by default allowing for a maximum hop-count of 100:
 R9#show ip protocols | section eigrp
 Routing Protocol is "eigrp 100"
 Outgoing update filter list for all interfaces is not set
 Incoming update filter list for all interfaces is not set
 Default networks flagged in outgoing updates
 Default networks accepted from incoming updates
 EIGRP-IPv4 Protocol for AS(100)
 Metric weight K1=1, K2=0, K3=1, K4=0, K5=0
 NSF-aware route hold timer is 240
 EIGRP NSF disabled
 NSF signal timer is 20s
 NSF converge timer is 120s
 Router-ID: 150.1.9.9
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Topology : 0 (base)
 Active Timer: 3 min
 Distance: internal 90 external 170
 Maximum path: 4 Maximum hopcount 100
 Maximum metric variance 1
 By modifying the maximim hop-count to 5, the end result will be that EIGRP updates of R9 will be rejected by R10 and vice-versa due to exceeding the configured hop-count, thus IPv4 connectivity between R9 and R10 will be lost:
 R9#show ip route 150.1.10.10
 % Subnet not in table
 ! R9#show ip eigrp topology 150.1.10.10/32
 EIGRP-IPv4 Topology Entry for AS(100)/ID(150.1.9.9) %Entry 150.1.10.10/32 not in topology table
 Verify that EIGRP maximum hop-count was successfully modified and that R10's prefixes are rejected by R9 for this reason:
 R9#show ip protocols | section eigrp
 Routing Protocol is "eigrp 100"
 Outgoing update filter list for all interfaces is not set
 Incoming update filter list for all interfaces is not set
 Default networks flagged in outgoing updates
 Default networks accepted from incoming updates
 EIGRP-IPv4 Protocol for AS(100)
 Metric weight K1=1, K2=0, K3=1, K4=0, K5=0
 NSF-aware route hold timer is 240
 EIGRP NSF disabled
 NSF signal timer is 20s
 NSF converge timer is 120s
 Router-ID: 150.1.9.9
 Topology : 0 (base)
 Active Timer: 3 min
 Distance: internal 90 external 170
 Maximum path: 4 Maximum hopcount 5
 Maximum metric variance 1
 ! R9#show ip eigrp events
 Event information for AS 100:
 1 07:02:37.960 NDB delete: 155.1.10.0/24 1
 2 07:02:37.960 Poison squashed: 155.1.10.0/24 rt net gone
 3 07:02:37.960 RDB delete: 155.1.10.0/24 155.1.79.7
 4 07:02:37.960 Find FS: 155.1.10.0/24 metric(Infinity)
 5 07:02:37.960 Free reply status: 155.1.10.0/24
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6 07:02:37.960 Clr handle num/bits: 0 0x0
 7 07:02:37.960 Clr handle dest/cnt: 155.1.10.0/24 0
 8 07:02:37.960 Rcv reply met/succ met: metric(Infinity) metric(Infinity)
 9 07:02:37.960 Rcv reply dest/nh: 155.1.10.0/24 155.1.79.7
 10 07:02:37.960 Ignored route, hopcount: 155.1.10.0 5
 11 07:02:37.960 NDB delete: 150.1.10.10/32 1
 12 07:02:37.960 Poison squashed: 150.1.10.10/32 rt net gone
 13 07:02:37.960 RDB delete: 150.1.10.10/32 155.1.79.7
 14 07:02:37.960 Find FS: 150.1.10.10/32 metric(Infinity)
 15 07:02:37.960 Free reply status: 150.1.10.10/32
 16 07:02:37.959 Clr handle num/bits: 0 0x0
 17 07:02:37.959 Clr handle dest/cnt: 150.1.10.10/32 0
 18 07:02:37.959 Rcv reply met/succ met: metric(Infinity) metric(Infinity)
 19 07:02:37.959 Rcv reply dest/nh: 150.1.10.10/32 155.1.79.7
 20 07:02:37.959 Ignored route, hopcount: 150.1.10.10 5
 21 07:02:37.951 Metric set: 155.1.10.0/24 metric(Infinity)
 22 07:02:37.951 Active net/peers: 155.1.10.0/24 1
 23 07:02:37.951 FC not sat Dmin/met: metric(Infinity) metric(26881280)
 24 07:02:37.951 Find FS: 155.1.10.0/24 metric(26881280)
 25 07:02:37.951 Rcv update met/succmet: metric(Infinity) metric(Infinity)
 26 07:02:37.951 Rcv update dest/nh: 155.1.10.0/24 155.1.79.7
 Verify that other routers in the topology are not affected, for example R7, because receivd EIGRP updates comply with the configured maximum hop-count:
 R7#show ip route 150.1.10.10
 Routing entry for 150.1.10.10/32
 Known via "eigrp 100", distance 90, metric 131840, type internal
 Redistributing via eigrp 100
 Last update from 155.1.67.6 on GigabitEthernet1.67, 00:00:53 ago
 Routing Descriptor Blocks: * 155.1.67.6, from 155.1.67.6, 00:00:53 ago, via GigabitEthernet1.67
 Route metric is 131840, traffic share count is 1
 Total delay is 5050 microseconds, minimum bandwidth is 1000000 Kbit
 Reliability 255/255, minimum MTU 1500 bytes Loading 1/255, Hops 5
 ! R7#show ip eigrp topology 150.1.10.10/32
 EIGRP-IPv4 Topology Entry for AS(100)/ID(150.1.7.7) for 150.1.10.10/32
 State is Passive, Query origin flag is 1, 1 Successor(s), FD is 131840
 Descriptor Blocks: 155.1.67.6 (GigabitEthernet1.67), from 155.1.67.6, Send flag is 0x0
 Composite metric is (131840/131584), route is Internal
 Vector metric:
 Minimum bandwidth is 1000000 Kbit
 Total delay is 5050 microseconds
 Reliability is 255/255
 Load is 1/255
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Minimum MTU is 1500 Hop count is 5
 Originating router is 150.1.10.10
 ! R7#traceroute 150.1.10.10
 Type escape sequence to abort.
 Tracing the route to 150.1.10.10
 VRF info: (vrf in name/id, vrf out name/id) 1
 155.1.67.6 1 msec 1 msec 1 msec 2
 155.1.146.4 32 msec 64 msec 6 msec 3
 155.1.45.5 5 msec 5 msec 4 msec 4
 155.1.58.8 154 msec 35 msec 82 msec 5
 155.1.108.10 8 msec * 8 msec
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CCIE Routing & Switching v5 Workbook - CCIE R&S v5 Advanced Technology Labs - OSPF
 OSPF over Broadcast Media
 A Note On Section Initial Configuration Files : You must load the initial configuration files for the section, named Initial OSPF , which can be found in CCIE R&S v5 Topology Diagrams & Initial Configurations.
 Task
 Configure OSPF using process ID of 1 on R6, R7 and R9 as follows: Use only interface level commands on R9.Do not use any interface level commands on R6 and R7.Use area 67 between R6 and R7, area 79 between R7 and R9.Advertise Loopback0 prefixes of R6 in area 67 and Loopback0 of R9 in area 79.
 On R6, enable OSPF only for interfaces with the exact IP addresses of 150.1.6.6 and 155.1.67.6.On R7, enable OSPF on all interfaces within the subnets 155.1.67.0/24 and 155.1.79.0/24.Ensure R7 has IP connectivity with R6's and R9's Loopback0 prefixes.
 Configuration
 R6:
 router ospf 1
 network 155.1.67.6 0.0.0.0 area 67
 network 150.1.6.6 0.0.0.0 area 67
 R7:
 router ospf 1
 network 155.1.67.0 0.0.0.255 area 67
 network 155.1.79.0 0.0.0.255 area 79
 R9:
 http://labs.ine.com/workbook/view/rs-v5-workbook/task/ccie-r-s-v5-topology-diagrams-initial-configurations-MTk3Ng==
 http://labs.ine.com/workbook/view/rs-v5-workbook/task/ccie-r-s-v5-topology-diagrams-initial-configurations-MTk3Ng==
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interface GigabitEthernet1.79
 ip ospf 1 area 79
 !
 interface Loopback0
 ip ospf 1 area 79
 Verification
 This task illustrates two different ways to enable the OSPF process. These include the legacy network statement under the OSPF process and the interface-level command ip ospf [process-id] area [area-id] . Both accomplish the same thing with one minor exception. If an interface is IP unnumbered, and there is a network
 statement that matches the IP address of the primary interface, both the primary interface and the unnumbered interface will have OSPF enabled on them in the designated area. Additionally, when enabled at the interface level, by default OSPF will inject both primary and secondary subnets of the interface in the OSPF database and advertise it to its neighbors. If you want to suppress the secondary prefixes, use the ip ospf [process-id] area [area-id] secondaries none command.
 The network statement in OSPF, just like the network statement under the EIGRP process, is not used to originate a network advertisement. Instead it simply enables the OSPF process on the interface. If multiple network statements overlap the same interface, the most specific match based on the wildcard mask wins.
 R6 enables the OSPF area 67 only on the interface with the exact IP address of 155.1.67.6 with command network 155.1.67.6 0.0.0.0 area 67 , which does not mean, however, that the network 155.1.67.6/32 itself will be advertised. Instead, OSPF will read the prefix from the interface configuration and bring the 155.1.67.0/24 subnet in the OSPF database.
 Likewise on R7, the network 155.1.67.0 0.0.0.255 area 67 command means that OSPF area 67 will be enabled on any interface within the 155.1.67.0/24 subnet. It is just a coincidence that the network command actually matches also the prefix-length/subnet-mask.
 Regardless whether the network statement or the ip ospf statement are used, the result of them can be verified with the show ip ospf interface brief command. Note that in the output below, there is no functional difference seen between R6 and R9 which had OSPF enabled differently:
 R6#show ip ospf interface brief
 Interface PID Area IP Address/Mask Cost State Nbrs F/C Lo0 1 67
 150.1.6.6/32 1 LOOP 0/0 Gi1.67 1 67
 155.1.67.6/24 1 BDR 1/1
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!
 ! R9#show ip ospf interface brief
 Interface PID Area IP Address/Mask Cost State Nbrs F/C Lo0 1 79
 150.1.9.9/32 1 LOOP 0/0 Gi1.79 1 79
 155.1.79.9/24 1 DR 1/1
 There is, however, a detailed output which identifies how was OSPF enabled for that interface, with or without the network command:
 R6#show ip ospf interface gigabitEthernet1.67
 GigabitEthernet1.67 is up, line protocol is up Internet Address 155.1.67.6/24, Area 67,
 Attached via Network Statement
 Process ID 1, Router ID 150.1.6.6, Network Type BROADCAST, Cost: 1
 Topology-MTID Cost Disabled Shutdown Topology Name
 0 1 no no Base
 Transmit Delay is 1 sec, State BDR, Priority 1
 Designated Router (ID) 150.1.7.7, Interface address 155.1.67.7
 Backup Designated router (ID) 150.1.6.6, Interface address 155.1.67.6
 Timer intervals configured, Hello 10, Dead 40, Wait 40, Retransmit 5
 oob-resync timeout 40
 Hello due in 00:00:04
 Supports Link-local Signaling (LLS)
 Cisco NSF helper support enabled
 IETF NSF helper support enabled
 Can be protected by per-prefix Loop-Free FastReroute
 Can be used for per-prefix Loop-Free FastReroute repair paths
 Index 1/1, flood queue length 0
 Next 0x0(0)/0x0(0)
 Last flood scan length is 1, maximum is 1
 Last flood scan time is 0 msec, maximum is 0 msec
 Neighbor Count is 1, Adjacent neighbor count is 1
 Adjacent with neighbor 150.1.7.7 (Designated Router)
 Suppress hello for 0 neighbor(s)
 !
 ! R9#show ip ospf interface gigabitEthernet1.79
 GigabitEthernet1.79 is up, line protocol is up Internet Address 155.1.79.9/24, Area 79,
 Attached via Interface Enable
 Process ID 1, Router ID 150.1.9.9, Network Type BROADCAST, Cost: 1
 Topology-MTID Cost Disabled Shutdown Topology Name
 0 1 no no Base
 Enabled by interface config, including secondary ip addresses
 Transmit Delay is 1 sec, State BDR, Priority 1
 Designated Router (ID) 150.1.7.7, Interface address 155.1.79.7
 Backup Designated router (ID) 150.1.9.9, Interface address 155.1.79.9
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Timer intervals configured, Hello 10, Dead 40, Wait 40, Retransmit 5
 oob-resync timeout 40
 Hello due in 00:00:07
 Supports Link-local Signaling (LLS)
 Cisco NSF helper support enabled
 IETF NSF helper support enabled
 Can be protected by per-prefix Loop-Free FastReroute
 Can be used for per-prefix Loop-Free FastReroute repair paths
 Index 1/1, flood queue length 0
 Next 0x0(0)/0x0(0)
 Last flood scan length is 1, maximum is 1
 Last flood scan time is 0 msec, maximum is 0 msec
 Neighbor Count is 1, Adjacent neighbor count is 1
 Adjacent with neighbor 150.1.7.7 (Designated Router)
 Suppress hello for 0 neighbor(s)
 Once it is verified that the interfaces are configured in the correct areas, the next verification is to check the adjacency state of the OSPF neighbors with the show ip
 ospf neighbor command. In order to form an OSPF adjacency some attributes must match between neighbors, while others must be unique. The common attributes that must match are the area number, timers, authentication, stub flags, MTU, and compatible network types. The attributes that must be unique are the interface IP addresses and the router-ids. The router-id is a 32-bit number and is chosen first based on the process-level router-id command, second based on the highest active Loopback IP interface, and last based on the highest active non-Loopback interface IP address. Because the LSA origination is based on the router-id, each router needs a unique OSPF router-id within the OSPF domain, otherwise OSPF database colissions occur and the SPF tree cannot be properly calculated. Moreover, two routers with the same router-id cannot become neighbors, for the same exact reason; basically the router is saying i can't become neighbor with myself.
 Verify that R7 is OSPF neighbor with both R6 and R9, and reached a functional neighbor state. For this case, where there are only two neighbors on the broadcast segment, a functional state means the FULL state:
 R7#show ip ospf neighbor
 Neighbor ID Pri State Dead Time Address Interface 150.1.6.6 1 FULL
 /BDR 00:00:39 155.1.67.6 GigabitEthernet1.67 150.1.9.9 1 FULL
 /BDR 00:00:38 155.1.79.9 GigabitEthernet1.79
 !
 ! R6#show ip ospf neighbor
 Neighbor ID Pri State Dead Time Address Interface 150.1.7.7 1 FULL
 /DR 00:00:33 155.1.67.7 GigabitEthernet1.67
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!
 ! R9#show ip ospf neighbor
 Neighbor ID Pri State Dead Time Address Interface 150.1.7.7 1 FULL
 /DR 00:00:34 155.1.79.7 GigabitEthernet1.79
 Although adjacencies have been established, a fundamental underlying design issue still exists in the network. At this point, only areas 67 and 79 are configured. The backbone area 0 is not configured on any links. This implies that the devices can route within their own area (Intra-Area), but not between areas (Inter-Area). This is because the Area Border Router (ABR) that connects one area to area zero is responsible for generating the Network Summary LSA (LSA 3) that describes the inter-area routes. The result of this can be seen by viewing both the OSPF database table and routing tables of the routers. Because R7 is attached to both areas, it has router LSA's from both areas, while R7 and R9 only from the areas being attached to:
 R6#show ip ospf database
 OSPF Router with ID (150.1.6.6) (Process ID 1)
 Router Link States (Area 67)
 Link ID ADV Router Age Seq# Checksum Link count
 150.1.6.6 150.1.6.6 597 0x80000002 0x003336 2
 150.1.7.7 150.1.7.7 598 0x80000002 0x006BAD 1
 Net Link States (Area 67)
 Link ID ADV Router Age Seq# Checksum
 155.1.67.7 150.1.7.7 598 0x80000001 0x00A6BD
 !
 ! R9#show ip ospf database
 OSPF Router with ID (150.1.9.9) (Process ID 1)
 Router Link States (Area 79)
 Link ID ADV Router Age Seq# Checksum Link count
 150.1.7.7 150.1.7.7 459 0x80000003 0x00728D 1
 150.1.9.9 150.1.9.9 490 0x80000001 0x0080BC 2
 Net Link States (Area 79)
 Link ID ADV Router Age Seq# Checksum
 155.1.79.7 150.1.7.7 459 0x80000001 0x0073DE
 !
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! R7#show ip ospf database
 OSPF Router with ID (150.1.7.7) (Process ID 1)
 Router Link States (Area 67)
 Link ID ADV Router Age Seq# Checksum Link count
 150.1.6.6 150.1.6.6 738 0x80000002 0x003336 2
 150.1.7.7 150.1.7.7 737 0x80000002 0x006BAD 1
 Net Link States (Area 67)
 Link ID ADV Router Age Seq# Checksum
 155.1.67.7 150.1.7.7 737 0x80000001 0x00A6BD
 Router Link States (Area 79)
 Link ID ADV Router Age Seq# Checksum Link count
 150.1.7.7 150.1.7.7 467 0x80000003 0x00728D 1
 150.1.9.9 150.1.9.9 500 0x80000001 0x0080BC 2
 Net Link States (Area 79)
 Link ID ADV Router Age Seq# Checksum
 155.1.79.7 150.1.7.7 467 0x80000001 0x0073DE
 Becuase R7 is not configured as ABR to perform LSA1 to LSA3 translation, R6 and R9 actually learn no routes through OSPF, as R7 does not advertise any prefixes in area 67 or area 79, other than the directly connected Ethernet link with R6 and R9:
 R6#show ip route ospf
 Codes: L - local, C - connected, S - static, R - RIP, M - mobile, B - BGP
 D - EIGRP, EX - EIGRP external, O - OSPF, IA - OSPF inter area
 N1 - OSPF NSSA external type 1, N2 - OSPF NSSA external type 2
 E1 - OSPF external type 1, E2 - OSPF external type 2
 i - IS-IS, su - IS-IS summary, L1 - IS-IS level-1, L2 - IS-IS level-2
 ia - IS-IS inter area, * - candidate default, U - per-user static route
 o - ODR, P - periodic downloaded static route, H - NHRP, l - LISP
 a - application route
 + - replicated route, % - next hop override
 Gateway of last resort is not set
 R6#
 !
 ! R9#show ip route ospf
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Codes: L - local, C - connected, S - static, R - RIP, M - mobile, B - BGP
 D - EIGRP, EX - EIGRP external, O - OSPF, IA - OSPF inter area
 N1 - OSPF NSSA external type 1, N2 - OSPF NSSA external type 2
 E1 - OSPF external type 1, E2 - OSPF external type 2
 i - IS-IS, su - IS-IS summary, L1 - IS-IS level-1, L2 - IS-IS level-2
 ia - IS-IS inter area, * - candidate default, U - per-user static route
 o - ODR, P - periodic downloaded static route, H - NHRP, l - LISP
 a - application route
 + - replicated route, % - next hop override
 Gateway of last resort is not set
 R9#
 !
 ! R7#show ip route ospf
 Codes: L - local, C - connected, S - static, R - RIP, M - mobile, B - BGP
 D - EIGRP, EX - EIGRP external, O - OSPF, IA - OSPF inter area
 N1 - OSPF NSSA external type 1, N2 - OSPF NSSA external type 2
 E1 - OSPF external type 1, E2 - OSPF external type 2
 i - IS-IS, su - IS-IS summary, L1 - IS-IS level-1, L2 - IS-IS level-2
 ia - IS-IS inter area, * - candidate default, U - per-user static route
 o - ODR, P - periodic downloaded static route, H - NHRP, l - LISP
 a - application route
 + - replicated route, % - next hop override
 Gateway of last resort is not set
 150.1.0.0/32 is subnetted, 3 subnets
 O 150.1.6.6 [110/2] via 155.1.67.6, 00:32:09, GigabitEthernet1.67
 O 150.1.9.9 [110/2] via 155.1.79.9, 00:27:38, GigabitEthernet1.79
 Verify that R7 has IP connectivity with R6's and R9's Loopback0 prefixes:
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R7#ping 150.1.6.6
 Type escape sequence to abort.
 Sending 5, 100-byte ICMP Echos to 150.1.6.6, timeout is 2 seconds: !!!!!
 Success rate is 100 percent (5/5), round-trip min/avg/max = 1/3/10 ms
 !
 ! R7#ping 150.1.9.9
 Type escape sequence to abort.
 Sending 5, 100-byte ICMP Echos to 150.1.9.9, timeout is 2 seconds: !!!!!
 Success rate is 100 percent (5/5), round-trip min/avg/max = 1/1/3 ms
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CCIE Routing & Switching v5 Workbook - CCIE R&S v5 Advanced Technology Labs - OSPF
 OSPF over DMVPN
 A Note On Section Initial Configuration Files : You must load the initial configuration files for the section, named Initial OSPF , which can be found in CCIE R&S v5 Topology Diagrams & Initial Configurations.
 Task
 Configure OSPF area 0 on R1, R2, R3, R4, and R5’s connection to the DMVPN network:
 Use process ID of 1.Advertise Loopback0 prefixes of R1 - R2 into area 0.Advertise Loopback0 prefixes of R3 - R4 into area Y, where Y is the router number.Use a single network command on the DMVPN hub which is R5.Use only interface level commands on the DMVPN spokes.
 Change the default OSPF network type to non-broadcast .Ensure you have IP connectivity between Loopback0 prefixes of the DMVPN routers.
 Configuration
 R1 - R2:
 interface Tunnel0
 ip ospf 1 area 0
 ip ospf network non-broadcast
 !
 interface Loopback0
 ip ospf 1 area 0
 R3:
 interface Tunnel0
 ip ospf 1 area 0
 http://labs.ine.com/workbook/view/rs-v5-workbook/task/ccie-r-s-v5-topology-diagrams-initial-configurations-MTk3Ng==
 http://labs.ine.com/workbook/view/rs-v5-workbook/task/ccie-r-s-v5-topology-diagrams-initial-configurations-MTk3Ng==
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ip ospf network non-broadcast
 !
 interface Loopback0
 ip ospf 1 area 3
 R4:
 interface Tunnel0
 ip ospf 1 area 0
 ip ospf network non-broadcast
 !
 interface Loopback0
 ip ospf 1 area 4
 R5:
 interface Tunnel0
 ip ospf network non-broadcast
 !
 router ospf 1
 network 0.0.0.0 255.255.255.255 area 0
 neighbor 155.1.0.1
 neighbor 155.1.0.2
 neighbor 155.1.0.3
 neighbor 155.1.0.4
 Verification
 In this solution, OSPF is enabled on spokes with the interface-level ip ospf
 command. The network statement could have also been used under the OSPF process, but this is used only on the hub. In order to enable OSPF on the hub on both Loopback0 and Tunnel0, a very generic network command was used, which basically enabled OSPF on all interfaces in area 0:
 R5#show ip ospf interface brief
 Interface PID Area IP Address/Mask Cost State Nbrs F/C Lo0 1 0
 150.1.5.5/32 1 LOOP 0/0 Gi1.100 1 0
 169.254.100.5/24 1 DR 0/0 Gi1.58 1 0
 155.1.58.5/24 1 DR 0/0 Gi1.45 1 0
 155.1.45.5/24 1 DR 0/0 Gi1.5 1 0
 155.1.5.5/24 1 DR 0/0 Tu0 1 0
 155.1.0.5/24 1000 DR 4/4
 Verify also on spokes that OSPF is enabled in area 0:
 R1#show ip ospf interface brief
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Interface PID Area IP Address/Mask Cost State Nbrs F/C Lo0 1 0
 150.1.1.1/32 1 LOOP 0/0 Tu0 1 0
 155.1.0.1/24 1000 BDR 1/1
 !
 ! R2#show ip ospf interface brief
 Interface PID Area IP Address/Mask Cost State Nbrs F/C Lo0 1 0
 150.1.2.2/32 1 LOOP 0/0 Tu0 1 0
 155.1.0.2/24 1000 BDR 1/1
 !
 ! R3#show ip ospf interface brief
 Interface PID Area IP Address/Mask Cost State Nbrs F/C Lo0 1 3
 150.1.3.3/32 1 LOOP 0/0 Tu0 1 0
 155.1.0.3/24 1000 BDR 1/1
 !
 ! R4#show ip ospf interface brief
 Interface PID Area IP Address/Mask Cost State Nbrs F/C Lo0 1 4
 150.1.4.4/32 1 LOOP 0/0 Tu0 1 0
 155.1.0.4/24 1000 BDR 1/1
 The default OSPF network types on the DMVPN interface (which is a mGRE interface) is Point-to-Point , as seen from the show ip ospf interface output below before changing it:
 R1#show ip ospf interface tunnel0
 Tunnel0 is up, line protocol is up
 Internet Address 155.1.0.1/24, Area 0, Attached via Interface Enable
 Process ID 1, Router ID 150.1.1.1, Network Type POINT_TO_POINT
 , Cost: 1000
 Topology-MTID Cost Disabled Shutdown Topology Name
 0 1000 no no Base
 Enabled by interface config, including secondary ip addresses
 Transmit Delay is 1 sec, State POINT_TO_POINT
 Timer intervals configured, Hello 10, Dead 40, Wait 40, Retransmit 5
 oob-resync timeout 40
 Hello due in 00:00:01
 Supports Link-local Signaling (LLS)
 Cisco NSF helper support enabled
 IETF NSF helper support enabled
 Can be protected by per-prefix Loop-Free FastReroute
 Can be used for per-prefix Loop-Free FastReroute repair paths
 Index 1/2, flood queue length 0
 Next 0x0(0)/0x0(0)
 Last flood scan length is 0, maximum is 0
 Last flood scan time is 0 msec, maximum is 0 msec
 Neighbor Count is 0, Adjacent neighbor count is 0
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Suppress hello for 0 neighbor(s)
 The Non-Broadcast network type means that there will be a DR/BDR election, and that hellos are exchanged as unicast. To unicast OSPF hellos the neighbor
 statement needs to be configured under the OSPF process of the DR. When the DROTHERs and/or BDR hear the unicast hellos from the DR, they will automatically respond back with their own unicast hellos. This implies that the neighbor statement can be configured everywhere, but is only required on the DR. As within the DMVPN cloud OSPF packets are only between hub and spokes (not between spokes), R5 needs to be the DR. When R5 is configured with the neighbor statement, the
 show ip ospf neighbor output should be checked to verify adjacency. R1, R2, R3, and R4 are the spokes for this DMVPN cloud. They will either see themselves as BDR or DROTHER because they do not see each other's OSPF Hello Packets:
 R5#show ip ospf neighbor
 Neighbor ID Pri State Dead Time Address Interface 150.1.1.1 1 FULL
 /DROTHER 00:01:30 155.1.0.1 Tunnel0 150.1.2.2 1 FULL
 /DROTHER 00:01:40 155.1.0.2 Tunnel0 150.1.3.3 1 FULL
 /DROTHER 00:01:32 155.1.0.3 Tunnel0 150.1.4.4 1 FULL
 /BDR 00:01:54 155.1.0.4 Tunnel0
 !
 ! R5#show ip ospf interface tunnel0
 Tunnel0 is up, line protocol is up
 Internet Address 155.1.0.5/24, Area 0, Attached via Interface Enable
 Process ID 1, Router ID 150.1.5.5, Network Type NON_BROADCAST
 , Cost: 1000
 Topology-MTID Cost Disabled Shutdown Topology Name
 0 1000 no no Base
 Enabled by interface config, including secondary ip addresses Transmit Delay is 1 sec, State DR
 , Priority 1 Designated Router (ID) 150.1.5.5, Interface address 155.1.0.5
 Backup Designated router (ID) 150.1.4.4, Interface address 155.1.0.4
 Timer intervals configured, Hello 30, Dead 120, Wait 120, Retransmit 5
 oob-resync timeout 120
 Hello due in 00:00:04
 Supports Link-local Signaling (LLS)
 Cisco NSF helper support enabled
 IETF NSF helper support enabled
 Can be protected by per-prefix Loop-Free FastReroute
 Can be used for per-prefix Loop-Free FastReroute repair paths
 Index 1/1, flood queue length 0
 Next 0x0(0)/0x0(0)
 Last flood scan length is 1, maximum is 5
 Last flood scan time is 1 msec, maximum is 1 msec
 Neighbor Count is 4, Adjacent neighbor count is 4
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Adjacent with neighbor 150.1.1.1
 Adjacent with neighbor 150.1.2.2
 Adjacent with neighbor 150.1.3.3
 Adjacent with neighbor 150.1.4.4 (Backup Designated Router)
 Suppress hello for 0 neighbor(s)
 !
 ! R1#show ip ospf neighbor
 Neighbor ID Pri State Dead Time Address Interface 150.1.5.5 1 FULL
 /DR 00:01:56 155.1.0.5 Tunnel0
 !
 ! R1#show ip ospf interface tunnel0
 Tunnel0 is up, line protocol is up
 Internet Address 155.1.0.1/24, Area 0, Attached via Interface Enable
 Process ID 1, Router ID 150.1.1.1, Network Type NON_BROADCAST
 , Cost: 1000
 Topology-MTID Cost Disabled Shutdown Topology Name
 0 1000 no no Base
 Enabled by interface config, including secondary ip addresses Transmit Delay is 1 sec, State BDR
 , Priority 1 Designated Router (ID) 150.1.5.5, Interface address 155.1.0.5
 Backup Designated router (ID) 150.1.1.1, Interface address 155.1.0.1
 Timer intervals configured, Hello 30, Dead 120, Wait 120, Retransmit 5
 oob-resync timeout 120
 Hello due in 00:00:08
 Supports Link-local Signaling (LLS)
 Cisco NSF helper support enabled
 IETF NSF helper support enabled
 Can be protected by per-prefix Loop-Free FastReroute
 Can be used for per-prefix Loop-Free FastReroute repair paths
 Index 1/1, flood queue length 0
 Next 0x0(0)/0x0(0)
 Last flood scan length is 1, maximum is 1
 Last flood scan time is 0 msec, maximum is 0 msec
 Neighbor Count is 1, Adjacent neighbor count is 1
 Adjacent with neighbor 150.1.5.5 (Designated Router)
 Suppress hello for 0 neighbor(s)
 When adjacency is established in area 0, Inter-Area routing advertisements can be propagated throughout the entire topology. This is because R1, R2, R3, R4, and R5 are now ABRs, and can originate the Network Summary LSA (LSA 3) describing Inter-Area routes to the other neighbors in their attached areas. From the show ip
 ospf database output on R5, the Summary Net link States (Area 0) shows ABRs that are advertising information from other areas into area 0. In this case, R3 and R4
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are advertising their Loopbacks, note that R5 does not know the area these prefixes were injected into:
 R5#show ip ospf database
 OSPF Router with ID (150.1.5.5) (Process ID 1)
 Router Link States (Area 0)
 Link ID ADV Router Age Seq# Checksum Link count
 150.1.1.1 150.1.1.1 719 0x80000007 0x0034F0 2
 150.1.2.2 150.1.2.2 174 0x80000006 0x0041DD 2
 150.1.3.3 150.1.3.3 300 0x80000007 0x005A6A 1
 150.1.4.4 150.1.4.4 1307 0x80000006 0x004878 1
 150.1.5.5 150.1.5.5 1292 0x80000006 0x003145 6
 Net Link States (Area 0)
 Link ID ADV Router Age Seq# Checksum
 155.1.0.5 150.1.5.5 1292 0x80000004 0x00755E
 Summary Net Link States (Area 0)
 Link ID ADV Router Age Seq# Checksum 150.1.3.3 150.1.3.3
 295 0x80000001 0x0028D8 150.1.4.4 150.1.4.4
 1558 0x80000001 0x0006F6
 !
 ! R5#show ip ospf database summary
 OSPF Router with ID (150.1.5.5) (Process ID 1)
 Summary Net Link States (Area 0)
 Routing Bit Set on this LSA in topology Base with MTID 0
 LS age: 340
 Options: (No TOS-capability, DC, Upward)
 LS Type: Summary Links(Network) Link State ID: 150.1.3.3 (summary Network Number)
 Advertising Router: 150.1.3.3
 LS Seq Number: 80000001
 Checksum: 0x28D8
 Length: 28 Network Mask: /32
 MTID: 0 Metric: 1
 Routing Bit Set on this LSA in topology Base with MTID 0
 LS age: 1602
 Options: (No TOS-capability, DC, Upward)
 LS Type: Summary Links(Network)
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Link State ID: 150.1.4.4 (summary Network Number)
 Advertising Router: 150.1.4.4
 LS Seq Number: 80000001
 Checksum: 0x6F6
 Length: 28 Network Mask: /32
 MTID: 0 Metric: 1
 As R3 and R4 are connected to multiple areas, both take all prefixes from area 0 LSA Type-1 and generate LSA Type-3 into areas 3 and 4, for example R3:
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R3#show ip ospf database
 OSPF Router with ID (150.1.3.3) (Process ID 1)
 Router Link States (Area 0)
 Link ID ADV Router Age Seq# Checksum Link count
 150.1.1.1 150.1.1.1 1007 0x80000007 0x0034F0 2
 150.1.2.2 150.1.2.2 463 0x80000006 0x0041DD 2
 150.1.3.3 150.1.3.3 586 0x80000007 0x005A6A 1
 150.1.4.4 150.1.4.4 1594 0x80000006 0x004878 1
 150.1.5.5 150.1.5.5 1580 0x80000006 0x003145 6
 Net Link States (Area 0)
 Link ID ADV Router Age Seq# Checksum
 155.1.0.5 150.1.5.5 1580 0x80000004 0x00755E
 Summary Net Link States (Area 0)
 Link ID ADV Router Age Seq# Checksum
 150.1.3.3 150.1.3.3 582 0x80000001 0x0028D8
 150.1.4.4 150.1.4.4 1845 0x80000001 0x0006F6
 Router Link States (Area 3)
 Link ID ADV Router Age Seq# Checksum Link count
 150.1.3.3 150.1.3.3 586 0x80000001 0x00F166 1
 Summary Net Link States (Area 3)
 Link ID ADV Router Age Seq# Checksum 150.1.1.1 150.1.3.3
 582 0x80000002 0x008493 150.1.2.2 150.1.3.3
 582 0x80000002 0x006FA6 150.1.4.4 150.1.3.3
 587 0x80000001 0x0047CB 150.1.5.5 150.1.3.3
 582 0x80000002 0x0030DF 155.1.0.0 150.1.3.3
 582 0x80000002 0x004EC7 155.1.5.0 150.1.3.3
 582 0x80000002 0x0021EE 155.1.45.0 150.1.3.3
 582 0x80000002 0x006780 155.1.58.0 150.1.3.3
 582 0x80000002 0x00D703 169.254.100.0 150.1.3.3
 582 0x80000002 0x00693B
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The result of the Inter-Area routing advertisements can be seen in the routing table via the show ip route ospf output. These new routes are denoted as O IA for OSPF Inter-Area. The next important design issue in this example is how the DR processes routing advertisements over the DMVPN cloud. There is no direct adjacency between spoke routers, because regardless of the DMVPN Phase being configured, IGP packets are not sent between spokes (although with certain configuration this can be achieved, there is no reason for doing it). If you reached this step and R5 is not the DR for the segment, an additional problem will be seen that is covered in the next section regarding the DR/BDR election process. However, for the sake of this example, let’s assume that R5 is the DR.
 The DR state on the segment means that R5 is responsible for replicating LSA information between its adjacent neighbors. For example, R3 sends R5 the LSA type-3 route 150.1.3.3/24 describing its Loopback0 prefix. When R4 or any other spoke learns this over the DMVPN cloud it comes from the DR, R5, but the next-hop value of the route is 155.1.0.3, the originator of the LSA type-3 advertisement:
 R5#show ip route ospf
 Codes: L - local, C - connected, S - static, R - RIP, M - mobile, B - BGP
 D - EIGRP, EX - EIGRP external, O - OSPF, IA - OSPF inter area
 N1 - OSPF NSSA external type 1, N2 - OSPF NSSA external type 2
 E1 - OSPF external type 1, E2 - OSPF external type 2
 i - IS-IS, su - IS-IS summary, L1 - IS-IS level-1, L2 - IS-IS level-2
 ia - IS-IS inter area, * - candidate default, U - per-user static route
 o - ODR, P - periodic downloaded static route, H - NHRP, l - LISP
 a - application route
 + - replicated route, % - next hop override
 Gateway of last resort is not set
 150.1.0.0/32 is subnetted, 5 subnets
 O 150.1.1.1 [110/1001] via 155.1.0.1, 04:12:00, Tunnel0
 O 150.1.2.2 [110/1001] via 155.1.0.2, 04:12:00, Tunnel0
 O IA 150.1.3.3 [110/1001] via 155.1.0.3
 , 02:14:55, Tunnel0
 O IA 150.1.4.4 [110/1001] via 155.1.0.4, 02:35:57, Tunnel0
 !
 ! R4#show ip route ospf
 Codes: L - local, C - connected, S - static, R - RIP, M - mobile, B - BGP
 D - EIGRP, EX - EIGRP external, O - OSPF, IA - OSPF inter area
 N1 - OSPF NSSA external type 1, N2 - OSPF NSSA external type 2
 E1 - OSPF external type 1, E2 - OSPF external type 2
 i - IS-IS, su - IS-IS summary, L1 - IS-IS level-1, L2 - IS-IS level-2
 ia - IS-IS inter area, * - candidate default, U - per-user static route
 o - ODR, P - periodic downloaded static route, H - NHRP, l - LISP
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a - application route
 + - replicated route, % - next hop override
 Gateway of last resort is not set
 150.1.0.0/32 is subnetted, 5 subnets
 O 150.1.1.1 [110/1001] via 155.1.0.1, 02:36:18, Tunnel0
 O 150.1.2.2 [110/1001] via 155.1.0.2, 02:36:18, Tunnel0
 O IA 150.1.3.3 [110/1001] via 155.1.0.3
 , 02:15:10, Tunnel0
 O 150.1.5.5 [110/1001] via 155.1.0.5, 02:36:18, Tunnel0
 155.1.0.0/16 is variably subnetted, 8 subnets, 2 masks
 O 155.1.5.0/24 [110/1001] via 155.1.0.5, 02:36:18, Tunnel0
 O 155.1.58.0/24 [110/1001] via 155.1.0.5, 02:36:18, Tunnel0
 This is because the DR passes the routes along, but it does not modify any of the routing lookup attributes. The result of this behavior is seen when route recursion is performed to the final destination. From the IP Routing section of this workbook, recall that when a routing lookup is done, the router must also perform layer 3 to layer 2 mapping for the next-hop value on the link. Let’s look at what happens when R4 tries to send traffic to 150.1.5.5. First, R4 finds the longest match to 155.1.5.5, which is 150.1.5.5/32 via the next-hop 155.1.0.5:
 R4#show ip route 150.1.5.5
 Routing entry for 150.1.5.5/32
 Known via "ospf 1", distance 110, metric 1001, type intra area
 Last update from 155.1.0.5 on Tunnel0, 02:38:47 ago
 Routing Descriptor Blocks: * 155.1.0.5, from 150.1.5.5, 02:38:47 ago, via Tunnel0
 Route metric is 1001, traffic share count is 1
 R4 then must do another recursive lookup to find out how to forward toward 155.1.0.5. This is seen via the match 155.1.0.0/24 out Tunnel0:
 R4#show ip route 155.1.0.5
 Routing entry for 155.1.0.0/24
 Known via "connected", distance 0, metric 0 (connected, via interface)
 Routing Descriptor Blocks: * directly connected, via Tunnel0
 Route metric is 0, traffic share count is 1
 Because Tunnel0 is a DMVPN tunnel interface (mGRE), R4 must now determine the NBMA address of the next-hop through NHRP, which was statically defined in
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the initial configs. In this case, as the NBMA addresses of all routers share the same VLAN, R4 will also need the ARP entry for R5's NBMA. In this case, the layer 3 routing lookup is successful, and the layer 2 resolution is successful. The result is a successful ICMP PING to the destination:
 R4#show ip nhrp 155.1.0.5
 155.1.0.5/32 via 155.1.0.5
 Tunnel0 created 06:45:13, never expire
 Type: static, Flags: used NBMA address: 169.254.100.5
 !
 ! R4#show ip arp 169.254.100.5
 Protocol Address Age (min) Hardware Addr Type Interface
 Internet 169.254.100.5 158 0050.568d.2798
 ARPA GigabitEthernet1.100
 !
 ! R4#ping 150.1.5.5
 Type escape sequence to abort.
 Sending 5, 100-byte ICMP Echos to 150.1.5.5, timeout is 2 seconds: !!!!!
 Success rate is 100 percent (5/5), round-trip min/avg/max = 2/4/12 ms
 All the above can be seen at the CEF and adjacency level, which is the data the router actually uses for forwarding:
 R4#show ip cef 150.1.5.5 internal
 150.1.5.5/32
 , epoch 2, RIB[I], refcount 6, per-destination sharing
 sources: RIB
 feature space:
 IPRM: 0x00028000
 Broker: linked, distributed at 4th priority
 ifnums: Tunnel0(21): 155.1.0.5
 path 7F77C16D9A88, path list 7F77C13440D8, share 1/1, type attached nexthop, for IPv4
 nexthop 155.1.0.5 Tunnel0, adjacency IP midchain out of Tunnel0, addr 155.1.0.5 7F77C133EB10
 output chain: IP midchain out of Tunnel0, addr 155.1.0.5 7F77C133EB10
 IP adj out of GigabitEthernet1.100, addr 169.254.100.5
 7F77C133E930
 !
 ! R4#show adjacency 169.254.100.5 detail
 Protocol Interface Address IP GigabitEthernet1.100 169.254.100.5(11)
 1755 packets, 343118 bytes
 epoch 0
 sourced in sev-epoch 477
 Encap length 18 0050568D2798
 0050568D293981000064
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0800
 L2 destination address byte offset 0
 L2 destination address byte length 6
 Link-type after encap: dot1Q
 ARP
 For spoke-to-spoke traffic, it depends on the DMVPN Phase and the OSPF network type enabled to really know how will traffic be routed finally (through the hub, or directly from spoke-to-spoke), as initially is always routed via the hub. These aspects are discussed in the DMVPN section. So spoke-to-spoke traffic will always be functional with DMVPN, which is different than with Frame-Relay case, where a full-mesh of spoke-to-spoke DLCIs was required, or alternatively a full-mesh of
 frame-relay map statements through the hub was required, in order to obtain spoke-to-spoke connectivity in the data-plane. This is due to the dynamic spoke-to-spoke provisioning behaviour of DMVPN, versus the static spoke-to-spoke DLCI provisioning of Frame-Relay.
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CCIE Routing & Switching v5 Workbook - CCIE R&S v5 Advanced Technology Labs - OSPF
 OSPF DR/BDR Election Manipulation
 A Note On Section Initial Configuration Files : You must load the initial configuration files for the section, named Initial OSPF , which can be found in CCIE R&S v5 Topology Diagrams & Initial Configurations.
 Task
 Configure OSPF in area 0 over DMVPN cloud and on VLAN 146. Use a broadcast OSPF network type.
 Advertise Loopback0 prefixes into area 0, on routers R1 - R6.Configure DMVPN routers to ensure that R5 is elected as the DR.Configure routers on VLAN 146 so that:
 R6 is preferred to become the DR on the segment.if R6 goes down, R1 takes over the DR role.R4 does not participate in the DR election process.
 Configuration
 R1 - R4:
 interface Tunnel0
 ip ospf 1 area 0
 ip ospf priority 0
 ip ospf network broadcast
 !
 interface Loopback0
 ip ospf 1 area 0
 R1:
 interface GigabitEthernet1.146
 ip ospf 1 area 0
 ip ospf priority 254
 http://labs.ine.com/workbook/view/rs-v5-workbook/task/ccie-r-s-v5-topology-diagrams-initial-configurations-MTk3Ng==
 http://labs.ine.com/workbook/view/rs-v5-workbook/task/ccie-r-s-v5-topology-diagrams-initial-configurations-MTk3Ng==

Page 521
                        

R4:
 interface GigabitEthernet1.146
 ip ospf 1 area 0
 ip ospf priority 0
 R6:
 interface GigabitEthernet1.146
 ip ospf 1 area 0
 ip ospf priority 255
 !
 interface Loopback0
 ip ospf 1 area 0
 R5:
 interface Tunnel0
 ip ospf 1 area 0
 ip ospf network broadcast
 !
 interface Loopback0
 ip ospf 1 area 0
 Verification
 The OSPF DR/BDR election is determined based on the interface-level OSPF priority value along with the router-id. The device with the highest priority is elected the DR, and the device with the second-highest priority is elected the BDR. If there is a tie in the priority value, the device with the higher router-id is elected the DR, and the device with second-highest router-id the BDR. However, in certain designs the election may become unpredictable. DR/BDR election takes place only for OSPF network types of broadcast and non-broadcast .
 This unpredictability is caused by the fact that the OSPF DR/BDR election does not support preemption like IS-IS does for its DIS election. Preemption means that if a new device comes onto the segment with a higher priority or router-id, it can take the DR/BDR status away from the current device. Because OSPF does not support this, new devices must wait for a failure of the DR or BDR before the next election occurs. Additionally, in the order in which the routers load their OSPF process will influence the election; basically a router starts sending HELLO packets on the segment, and if no other OSPF routers are detected on the segment to negotiate the DR/BDR roles within the WAIT timer, the router declares itself as the DR. The WAIT timer is not directly configurable but always equals in value with the DEADinterval.
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In the below case on the LAN segment of VLAN 146, R1, R4, and R6 compete for the DR/BDR election. Without priorities being configured, R6 will become the DR and R4 the BDR, based on the IP addresses of their Loopback0 interfaces. This is based on the fact that the default interface priority is 1, and therefore if all three routers load the OSPF process at the same time, R6 wins the election. By changing R6’s interface-level priority to 255, it is most likely to be elected the DR, and changing R4’s priority to 0, means it can never be elected the DR or BDR. R6’s
 show ip ospf neighbor and show ip ospf interface output indicate that R6 is the DR with a priority of 255, R1 is the BDR with a priority of 254, and R4 is a DROTHER because it has a priority of 0. Note also the WAIT timer value:
 R6#show ip ospf neighbor
 Neighbor ID Pri State Dead Time Address Interface
 150.1.1.1 254 FULL/BDR
 00:00:34 155.1.146.1 GigabitEthernet1.146 150.1.4.4 0 FULL/DROTHER
 00:00:35 155.1.146.4 GigabitEthernet1.146
 !
 ! R6#show ip ospf interface gigabitEthernet1.146
 GigabitEthernet1.146 is up, line protocol is up
 Internet Address 155.1.146.6/24, Area 0, Attached via Interface Enable
 Process ID 1, Router ID 150.1.6.6, Network Type BROADCAST, Cost: 1
 Topology-MTID Cost Disabled Shutdown Topology Name
 0 1 no no Base
 Enabled by interface config, including secondary ip addresses Transmit Delay is 1 sec,
 State DR, Priority 255
 Designated Router (ID) 150.1.6.6, Interface address 155.1.146.6
 Backup Designated router (ID) 150.1.1.1, Interface address 155.1.146.1
 Timer intervals configured, Hello 10, Dead 40, Wait 40
 , Retransmit 5
 oob-resync timeout 40
 Hello due in 00:00:07
 Supports Link-local Signaling (LLS)
 Cisco NSF helper support enabled
 IETF NSF helper support enabled
 Can be protected by per-prefix Loop-Free FastReroute
 Can be used for per-prefix Loop-Free FastReroute repair paths
 Index 1/1, flood queue length 0
 Next 0x0(0)/0x0(0)
 Last flood scan length is 1, maximum is 1
 Last flood scan time is 0 msec, maximum is 0 msec
 Neighbor Count is 2, Adjacent neighbor count is 2
 Adjacent with neighbor 150.1.1.1 (Backup Designated Router)
 Adjacent with neighbor 150.1.4.4
 Suppress hello for 0 neighbor(s)
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!
 ! R4#show ip ospf interface gigabitEthernet1.146 | i Priority
 Transmit Delay is 1 sec, State DROTHER, Priority 0
 !
 ! R1#show ip ospf interface gigabitEthernet1.146 | i Priority
 Transmit Delay is 1 sec, State BDR, Priority 254
 R6’s link to VLAN 146 goes down. After R1's and R4’s dead timer expires, a new DR/BDR election occurs. When R1 detects this event, it asks all other neighbors on the segment to perform a new election. Because R4’s priority is 0, it does not send a response back to R1. The result is that R1 is promoted from the BDR status to the DR, but there is no new BDR elected:
 R6#configure terminal
 Enter configuration commands, one per line. End with CNTL/Z. R6(config)#interface GigabitEthernet1.146
 R6(config-subif)#shutdown
 ! R1#debug ip ospf adj
 OSPF adjacency events debugging is on
 !
 !
 OSPF-1 ADJ Gi1.146: 150.1.6.6 address 155.1.146.6 is dead
 OSPF-1 ADJ Gi1.146: 150.1.6.6 address 155.1.146.6 is dead, state DOWN
 %OSPF-5-ADJCHG: Process 1, Nbr 150.1.6.6 on GigabitEthernet1.146 from FULL to DOWN, Neighbor Down: Dead timer expired
 OSPF-1 ADJ Gi1.146: Neighbor change event OSPF-1 ADJ Gi1.146: DR/BDR election
 OSPF-1 ADJ Gi1.146: Elect BDR 150.1.1.1
 OSPF-1 ADJ Gi1.146: Elect DR 150.1.1.1
 OSPF-1 ADJ Gi1.146: Elect BDR 0.0.0.0
 OSPF-1 ADJ Gi1.146: Elect DR 150.1.1.1
 OSPF-1 ADJ Gi1.146: DR: 150.1.1.1 (Id) BDR: none
 OSPF-1 ADJ Gi1.146: Remember old DR 150.1.6.6 (id)
 OSPF-1 ADJ Gi1.146: Neighbor change event
 OSPF-1 ADJ Gi1.146: DR/BDR election OSPF-1 ADJ Gi1.146: Elect BDR 0.0.0.0
 OSPF-1 ADJ Gi1.146: Elect DR 150.1.1.1
 OSPF-1 ADJ Gi1.146: DR: 150.1.1.1 (Id) BDR: none
 This can also be verified by the show ip ospf neighbor or show ip ospf interface
 output on R1 or R4. R1 sees R4 as a neighbor with a priority of 0, therefore it is a DROTHER:
 R1#show ip ospf neighbor
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Neighbor ID Pri State Dead Time Address Interface
 150.1.4.4 0 FULL/DROTHER
 00:00:35 155.1.146.4 GigabitEthernet1.146
 150.1.5.5 1 FULL/DR 00:01:33 155.1.0.5 Tunnel0
 R4 indicates that there is a DR on the segment with the RID 150.1.1.1, but no BDR:
 R4#show ip ospf interface gigabitEthernet1.146
 GigabitEthernet1.146 is up, line protocol is up
 Internet Address 155.1.146.4/24, Area 0, Attached via Interface Enable
 Process ID 1, Router ID 150.1.4.4, Network Type BROADCAST, Cost: 1
 Topology-MTID Cost Disabled Shutdown Topology Name
 0 1 no no Base
 Enabled by interface config, including secondary ip addresses
 Transmit Delay is 1 sec, State DROTHER, Priority 0
 Designated Router (ID) 150.1.1.1, Interface address 155.1.146.1
 No backup designated router on this network
 Timer intervals configured, Hello 10, Dead 40, Wait 40, Retransmit 5
 oob-resync timeout 40
 Hello due in 00:00:04
 Supports Link-local Signaling (LLS)
 Cisco NSF helper support enabled
 IETF NSF helper support enabled
 Can be protected by per-prefix Loop-Free FastReroute
 Can be used for per-prefix Loop-Free FastReroute repair paths
 Index 3/3, flood queue length 0
 Next 0x0(0)/0x0(0)
 Last flood scan length is 1, maximum is 1
 Last flood scan time is 0 msec, maximum is 0 msec
 Neighbor Count is 1, Adjacent neighbor count is 1
 Adjacent with neighbor 150.1.1.1 (Designated Router)
 Suppress hello for 0 neighbor(s)
 When R6’s connection to VLAN 146 comes back up, R1 learns about the neighbor and a new election occurs. However, because there is no preemption for the DR election, R6 can only be elected the BDR, even though its priority is higher than R1's:
 R6#configure terminal
 Enter configuration commands, one per line. End with CNTL/Z. R6(config)#interface GigabitEthernet1.146
 R6(config-subif)#no shutdown
 !
 !
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OSPF-1 ADJ Gi1.146: 2 Way Communication to 150.1.6.6, state 2WAY
 OSPF-1 ADJ Gi1.146: Neighbor change event OSPF-1 ADJ Gi1.146: DR/BDR election
 OSPF-1 ADJ Gi1.146: Elect BDR 150.1.6.6
 OSPF-1 ADJ Gi1.146: Elect DR 150.1.1.1
 OSPF-1 ADJ Gi1.146: DR: 150.1.1.1 (Id) BDR: 150.1.6.6 (Id)
 OSPF-1 ADJ Gi1.146: Nbr 150.1.6.6: Prepare dbase exchange
 OSPF-1 ADJ Gi1.146: Send DBD to 150.1.6.6 seq 0xE89 opt 0x52 flag 0x7 len 32
 OSPF-1 ADJ Gi1.146: Neighbor change event
 OSPF-1 ADJ Gi1.146: DR/BDR election
 OSPF-1 ADJ Gi1.146: Elect BDR 150.1.6.6
 OSPF-1 ADJ Gi1.146: Elect DR 150.1.1.1
 OSPF-1 ADJ Gi1.146: DR: 150.1.1.1 (Id) BDR: 150.1.6.6 (Id)
 OSPF-1 ADJ Gi1.146: Neighbor change event
 OSPF-1 ADJ Gi1.146: DR/BDR election
 OSPF-1 ADJ Gi1.146: Elect BDR 150.1.6.6
 OSPF-1 ADJ Gi1.146: Elect DR 150.1.1.1 OSPF-1 ADJ Gi1.146: DR: 150.1.1.1 (Id) BDR: 150.1.6.6 (Id)
 !
 ! R1#show ip ospf neighbor
 Neighbor ID Pri State Dead Time Address Interface
 150.1.4.4 0 FULL/DROTHER
 00:00:33 155.1.146.4 GigabitEthernet1.146 150.1.6.6 255 FULL/BDR
 00:00:33 155.1.146.6 GigabitEthernet1.146
 150.1.5.5 1 FULL/DR 00:01:40 155.1.0.5 Tunnel0
 !
 ! R1#show ip ospf interface gigabitEthernet1.146
 GigabitEthernet1.146 is up, line protocol is up
 Internet Address 155.1.146.1/24, Area 0, Attached via Interface Enable
 Process ID 1, Router ID 150.1.1.1, Network Type BROADCAST, Cost: 1
 Topology-MTID Cost Disabled Shutdown Topology Name
 0 1 no no Base
 Enabled by interface config, including secondary ip addresses Transmit Delay is 1 sec,
 State DR, Priority 254
 Designated Router (ID) 150.1.1.1, Interface address 155.1.146.1
 Backup Designated router (ID) 150.1.6.6, Interface address 155.1.146.6
 Timer intervals configured, Hello 10, Dead 40, Wait 40, Retransmit 5
 oob-resync timeout 40
 Hello due in 00:00:04
 Supports Link-local Signaling (LLS)
 Cisco NSF helper support enabled
 IETF NSF helper support enabled
 Can be protected by per-prefix Loop-Free FastReroute
 Can be used for per-prefix Loop-Free FastReroute repair paths
 Index 3/3, flood queue length 0
 Next 0x0(0)/0x0(0)
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Last flood scan length is 1, maximum is 2
 Last flood scan time is 0 msec, maximum is 0 msec
 Neighbor Count is 2, Adjacent neighbor count is 2
 Adjacent with neighbor 150.1.4.4
 Adjacent with neighbor 150.1.6.6 (Backup Designated Router)
 Suppress hello for 0 neighbor(s)
 For LAN segments such as VLAN 146, it technically does not matter which device is the DR or the BDR, because everyone has direct Layer 2 connectivity with each other. The only design issue of the DR/BDR placement in this case is a function of the memory and CPU resources of the DR/BDR and how many neighbors are on the segment. On the DMVPN network between R1, R2, R3, R4, and R5, R5 needs to be the DR so that proper LSA exchange takes place. This is because all OSPF routers reach the OSPF FULL state only with the DR and BDR, and remain in the TWO-WAY state with all other neighbors on the segment, thus exchange LSAs only with DR/BDR. Because OSPF packets are not functional between spokes, if one spoke becomes the DR, as only the DR floods LSA's on the segment, OSPF database will be broken and routing table incomplete. The priority of all spokes has been lowered to zero so that they cannot become DR, regardless of which routers are first configured on the segment.
 Let's leave the spoke with the default priority of one and disable R5's Tunnel0 interface. After the DEAD interval expires, all spokes will declare R5 as DOWN and start DR/BDR election. Basically all spokes will become DR's, as HELLO packets are not ecxhanged between spokes, thus there is no negotiation:
 R5#configure terminal
 Enter configuration commands, one per line. End with CNTL/Z. R5(config)#interface Tunnel0
 R5(config-if)#shutdown
 !
 ! R1#show ip ospf interface tunnel0 | i Desig|State|backup
 Transmit Delay is 1 sec, State DR, Priority 1
 Designated Router (ID) 150.1.1.1, Interface address 155.1.0.1
 No backup designated router on this network
 !
 ! R2#show ip ospf interface tunnel0 | i Desig|State|backup
 Transmit Delay is 1 sec, State DR, Priority 1
 Designated Router (ID) 150.1.2.2, Interface address 155.1.0.2
 No backup designated router on this network
 !
 ! R3#show ip ospf interface tunnel0 | i Desig|State|backup
 Transmit Delay is 1 sec, State DR, Priority 1
 Designated Router (ID) 150.1.3.3, Interface address 155.1.0.3
 No backup designated router on this network
 !
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! R4#show ip ospf interface tunnel0 | i Desig|State|backup
 Transmit Delay is 1 sec, State DR, Priority 1
 Designated Router (ID) 150.1.4.4, Interface address 155.1.0.4
 No backup designated router on this network
 The problem in this design occurs when R5 tries to come back onto the segment. As R5 receives OSPF HELLO packets from all spokes, all claiming to be DR's with the same interface priority, it will finally elect R4 as the DR based on its highest router-ID and itself as the BDR:
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R5#debug ip ospf adj
 OSPF adjacency debugging is on
 ! R5#configure terminal
 Enter configuration commands, one per line. End with CNTL/Z. R5(config)#interface Tunnel0
 R5(config-if)#no shutdown
 !
 !
 OSPF-1 ADJ Tu0: Route adjust notification: UP/UP
 OSPF-1 ADJ Tu0: Interface going Up
 OSPF-1 ADJ Tu0: Interface state change to UP, new ospf state WAIT
 OSPF-1 ADJ Tu0: 2 Way Communication to 150.1.2.2, state 2WAY
 OSPF-1 ADJ Tu0: Backup seen event before WAIT timer
 OSPF-1 ADJ Tu0: DR/BDR election
 OSPF-1 ADJ Tu0: Elect BDR 150.1.5.5
 OSPF-1 ADJ Tu0: Elect DR 150.1.2.2
 OSPF-1 ADJ Tu0: Elect BDR 150.1.5.5
 OSPF-1 ADJ Tu0: Elect DR 150.1.2.2 OSPF-1 ADJ Tu0: DR: 150.1.2.2 (Id) BDR: 150.1.5.5 (Id)
 ! OSPF-1 ADJ Tu0: 2 Way Communication to 150.1.3.3, state 2WAY
 OSPF-1 ADJ Tu0: Neighbor change event
 OSPF-1 ADJ Tu0: DR/BDR election
 OSPF-1 ADJ Tu0: Elect BDR 150.1.5.5
 OSPF-1 ADJ Tu0: Elect DR 150.1.3.3 OSPF-1 ADJ Tu0: DR: 150.1.3.3 (Id) BDR: 150.1.5.5 (Id)
 ! OSPF-1 ADJ Tu0: 2 Way Communication to 150.1.1.1, state 2WAY
 OSPF-1 ADJ Tu0: Neighbor change event
 OSPF-1 ADJ Tu0: DR/BDR election
 OSPF-1 ADJ Tu0: Elect BDR 150.1.5.5
 OSPF-1 ADJ Tu0: Elect DR 150.1.3.3 OSPF-1 ADJ Tu0: DR: 150.1.3.3 (Id) BDR: 150.1.5.5 (Id)
 ! OSPF-1 ADJ Tu0: 2 Way Communication to 150.1.4.4, state 2WAY
 OSPF-1 ADJ Tu0: Neighbor change event
 OSPF-1 ADJ Tu0: DR/BDR election
 OSPF-1 ADJ Tu0: Elect BDR 150.1.5.5
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OSPF-1 ADJ Tu0: Elect DR 150.1.4.4 OSPF-1 ADJ Tu0: DR: 150.1.4.4 (Id) BDR: 150.1.5.5 (Id)
 Verify the OSPF neighbor states over the DMVPN cloud, R4 is the DR and R5 is the BDR:
 R5#show ip ospf neighbor
 Neighbor ID Pri State Dead Time Address Interface
 150.1.1.1 1 FULL/DROTHER
 00:00:35 155.1.0.1 Tunnel0 150.1.2.2 1 FULL/DROTHER
 00:00:30 155.1.0.2 Tunnel0 150.1.3.3 1 FULL/DROTHER
 00:00:32 155.1.0.3 Tunnel0 150.1.4.4 1 FULL/DR
 00:00:34 155.1.0.4 Tunnel0
 !
 ! R1#show ip ospf neighbor tunnel0
 Neighbor ID Pri State Dead Time Address Interface
 150.1.5.5 1 FULL/BDR
 00:00:37 155.1.0.5 Tunnel0
 !
 ! R2#show ip ospf neighbor tunnel0
 Neighbor ID Pri State Dead Time Address Interface
 150.1.5.5 1 FULL/BDR
 00:00:35 155.1.0.5 Tunnel0
 !
 ! R3#show ip ospf neighbor tunnel0
 Neighbor ID Pri State Dead Time Address Interface
 150.1.5.5 1 FULL/BDR
 00:00:32 155.1.0.5 Tunnel0
 !
 ! R4#show ip ospf neighbor tunnel0
 Neighbor ID Pri State Dead Time Address Interface
 150.1.5.5 1 FULL/BDR
 00:00:30 155.1.0.5 Tunnel0
 Because of the desired function of the DR, the network design is now broken. For example, for R2 to advertise its Loopback0, the LSA Type-1 update must be sent to the DR and BDR, but only the DR can relay the LSA further to the neighbors on the segment. However, R2 does not have a OSPF relation with R4, which is the DR.
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The result is that LSA Type-1 replication in the DMVPN cloud is now incomplete, and different routers end up with different views of the topology, basically missing parts of it. Based on this inconsistency of information, SPF is not uniform, and some routers have reachability to some segments whereas others do not. The result of this can be seen in either the OSPF database or the routing tables of the devices in question. Verify that R2's Loopback0 is present in the OSPF database of the BDR (R5), and possibly in the OSPF database of the DR (R4) if the entry did not expire from when it was advertised by the old DR (R5), and is not present in the routing table of either routers:
 R5#show ip ospf database router adv-router 150.1.2.2
 OSPF Router with ID (150.1.5.5) (Process ID 1)
 Router Link States (Area 0)
 Adv Router is not-reachable in topology Base with MTID 0
 LS age: 764
 Options: (No TOS-capability, DC)
 LS Type: Router Links
 Link State ID: 150.1.2.2
 Advertising Router: 150.1.2.2
 LS Seq Number: 80000009
 Checksum: 0xF826
 Length: 48
 Number of Links: 2
 Link connected to: a Stub Network (Link ID) Network/subnet number: 150.1.2.2
 (Link Data) Network Mask: 255.255.255.255
 Number of MTID metrics: 0
 TOS 0 Metrics: 1
 Link connected to: a Transit Network
 (Link ID) Designated Router address: 155.1.0.2
 (Link Data) Router Interface address: 155.1.0.2
 Number of MTID metrics: 0
 TOS 0 Metrics: 1000
 !
 ! R5#show ip route 150.1.2.2
 % Subnet not in table
 !
 ! R4#show ip ospf database router adv-router 150.1.2.2
 OSPF Router with ID (150.1.4.4) (Process ID 1)
 Router Link States (Area 0)
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Adv Router is not-reachable in topology Base with MTID 0
 LS age: 977
 Options: (No TOS-capability, DC)
 LS Type: Router Links
 Link State ID: 150.1.2.2 Advertising Router: 150.1.2.2
 LS Seq Number: 80000009
 Checksum: 0xF826
 Length: 48
 Number of Links: 2
 Link connected to: a Stub Network (Link ID) Network/subnet number: 150.1.2.2
 (Link Data) Network Mask: 255.255.255.255
 Number of MTID metrics: 0
 TOS 0 Metrics: 1
 Link connected to: a Transit Network
 (Link ID) Designated Router address: 155.1.0.2
 (Link Data) Router Interface address: 155.1.0.2
 Number of MTID metrics: 0
 TOS 0 Metrics: 1000
 !
 ! R4#show ip route 150.1.2.2
 % Subnet not in table
 The incomplete database view of the routers is clear through the message Adv Router is not-reachable in topology Base from the above outputs. What this means is that the DR of the segment, which now is R4, did not advertise in its LSA Type-2 that R2 is a router on the segment, and this is because R2 is not OSPF neighbors with R4:
 R4#show ip ospf database network adv-router 150.1.4.4
 OSPF Router with ID (150.1.4.4) (Process ID 1)
 Net Link States (Area 0)
 Routing Bit Set on this LSA in topology Base with MTID 0
 LS age: 1366
 Options: (No TOS-capability, DC)
 LS Type: Network Links Link State ID: 155.1.0.4 (address of Designated Router)
 Advertising Router: 150.1.4.4
 LS Seq Number: 80000001
 Checksum: 0x7B3D
 Length: 32
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Network Mask: /24
 Attached Router: 150.1.4.4
 Attached Router: 150.1.5.5
 Because R5 is the oly router which has OSPF adjacency with the DR (R4), R4 and R5 will install a route for each others Loopback0 prefixes, as the OSPF database is complete for LSA Type-1 generated by these routers:
 R5#show ip route 150.1.4.4
 Routing entry for 150.1.4.4/32
 Known via "ospf 1", distance 110, metric 1001, type intra area
 Last update from 155.1.0.4 on Tunnel0, 00:28:44 ago
 Routing Descriptor Blocks: * 155.1.0.4, from 150.1.4.4, 00:28:44 ago, via Tunnel0
 Route metric is 1001, traffic share count is 1
 !
 ! R4#show ip route 150.1.5.5
 Routing entry for 150.1.5.5/32
 Known via "ospf 1", distance 110, metric 1001, type intra area
 Last update from 155.1.0.5 on Tunnel0, 00:00:05 ago
 Routing Descriptor Blocks: * 155.1.0.5, from 150.1.5.5, 00:00:05 ago, via Tunnel0
 Route metric is 1001, traffic share count is 1
 The process continues as such depending on where the OSPF topology is viewed from. Therefore, at this point in the configuration, the network design works in some cases but not all cases. To ensure that the network works in all cases, we must guarantee that R5 is always elected the DR. This is because R5 is the only neighbor that can form a direct adjacency with all other devices in the DMVPN cloud. The logic of the solution, in this particular case, is somewhat backward because of how OSPF deals with preemption. Even if R5 is configured with a priority value of 255, it cannot preempt whichever router elected itself as the DR after it went down. The only thing R5 can do is re-elect itself as the BDR. Therefore, instead of trying to prefer R5 become the DR by raising its interface priority to maximum, we must ensure that R1, R2, R3, and R4 are not elected the DR. This is accomplished by configuring the OSPF priority value as 0 at the interface level of each of these devices. Because priority 0 means they will not participate in the election, R5 is the only candidate that can be elected the DR and, additionally, no one is eligible to be elected the BDR. If R5 goes down, all routing information is lost, but when R5 comes back it is fully restored. Verification of this can be seen in the show ip ospf
 neighbor output on R5. With the remote devices configured with priority 0, R5 is elected the DR, and all other devices revert back to DROTHERs:
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R5#show ip ospf neighbor
 Neighbor ID Pri State Dead Time Address Interface
 150.1.1.1 0 FULL/DROTHER
 00:00:35 155.1.0.1 Tunnel0 150.1.2.2 0 FULL/DROTHER
 00:00:37 155.1.0.2 Tunnel0 150.1.3.3 0 FULL/DROTHER
 00:00:38 155.1.0.3 Tunnel0 150.1.4.4 0 FULL/DROTHER
 00:00:37 155.1.0.4 Tunnel0
 When the correct configuration is complete, it can also be verified by the show ip
 ospf database output. Only the DR on an OSPF segment originates the Network LSA (LSA 2). The Network LSA is used to describe all the neighbors that the DR on the segment is adjacent with to the BDR and DROTHERs on that link:
 R5#show ip ospf database network adv-router 150.1.5.5
 OSPF Router with ID (150.1.5.5) (Process ID 1)
 Net Link States (Area 0)
 Routing Bit Set on this LSA in topology Base with MTID 0
 LS age: 130
 Options: (No TOS-capability, DC)
 LS Type: Network Links
 Link State ID: 155.1.0.5 (address of Designated Router)
 Advertising Router: 150.1.5.5
 LS Seq Number: 80000001
 Checksum: 0x7B5B
 Length: 44 Network Mask: /24
 Attached Router: 150.1.5.5
 Attached Router: 150.1.1.1
 Attached Router: 150.1.2.2
 Attached Router: 150.1.3.3
 Attached Router: 150.1.4.4
 Verify the LSA Type-1 generated by any routers on the DMVPN cloud, note that for the DMVPN segment where DR/BDR election takes place, the network masks is not advertised, the network mask being advertised by the DR in LSA Type-2:
 R5#show ip ospf database router adv-router 150.1.5.5
 OSPF Router with ID (150.1.5.5) (Process ID 1)
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Router Link States (Area 0)
 LS age: 12
 Options: (No TOS-capability, DC)
 LS Type: Router Links
 Link State ID: 150.1.5.5 Advertising Router: 150.1.5.5
 LS Seq Number: 80000010
 Checksum: 0x4EB1
 Length: 48 Number of Links: 2
 Link connected to: a Stub Network (Link ID) Network/subnet number: 150.1.5.5
 (Link Data) Network Mask: 255.255.255.255
 Number of MTID metrics: 0
 TOS 0 Metrics: 1
 Link connected to: a Transit Network
 (Link ID) Designated Router address: 155.1.0.5 (Link Data) Router Interface address: 155.1.0.5
 Number of MTID metrics: 0
 TOS 0 Metrics: 1000
 Verify that now, when DR election is correct, OSPF enabled interfaces are advertised and learned, thus prefixes show up in the routing table:
 R5#show ip route ospf
 Codes: L - local, C - connected, S - static, R - RIP, M - mobile, B - BGP
 D - EIGRP, EX - EIGRP external, O - OSPF, IA - OSPF inter area
 N1 - OSPF NSSA external type 1, N2 - OSPF NSSA external type 2
 E1 - OSPF external type 1, E2 - OSPF external type 2
 i - IS-IS, su - IS-IS summary, L1 - IS-IS level-1, L2 - IS-IS level-2
 ia - IS-IS inter area, * - candidate default, U - per-user static route
 o - ODR, P - periodic downloaded static route, H - NHRP, l - LISP
 a - application route
 + - replicated route, % - next hop override
 Gateway of last resort is not set
 150.1.0.0/32 is subnetted, 5 subnets
 O 150.1.1.1 [110/1001] via 155.1.0.1, 00:05:18, Tunnel0
 O 150.1.2.2 [110/1001] via 155.1.0.2, 00:05:18, Tunnel0
 O 150.1.3.3 [110/1001] via 155.1.0.3, 00:05:18, Tunnel0
 O 150.1.4.4 [110/1001] via 155.1.0.4, 00:39:15, Tunnel0
 155.1.0.0/16 is variably subnetted, 9 subnets, 2 masks
 O 155.1.146.0/24 [110/1001] via 155.1.0.4, 00:39:15, Tunnel0
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[110/1001] via 155.1.0.1, 00:05:18, Tunnel0
 !
 ! R2#show ip route ospf
 Codes: L - local, C - connected, S - static, R - RIP, M - mobile, B - BGP
 D - EIGRP, EX - EIGRP external, O - OSPF, IA - OSPF inter area
 N1 - OSPF NSSA external type 1, N2 - OSPF NSSA external type 2
 E1 - OSPF external type 1, E2 - OSPF external type 2
 i - IS-IS, su - IS-IS summary, L1 - IS-IS level-1, L2 - IS-IS level-2
 ia - IS-IS inter area, * - candidate default, U - per-user static route
 o - ODR, P - periodic downloaded static route, H - NHRP, l - LISP
 a - application route
 + - replicated route, % - next hop override
 Gateway of last resort is not set
 150.1.0.0/32 is subnetted, 6 subnets
 O 150.1.1.1 [110/1001] via 155.1.0.1, 00:00:03, Tunnel0
 O 150.1.3.3 [110/1001] via 155.1.0.3, 00:00:03, Tunnel0
 O 150.1.4.4 [110/1001] via 155.1.0.4, 00:00:03, Tunnel0
 O 150.1.5.5 [110/1001] via 155.1.0.5, 00:00:03, Tunnel0
 O 150.1.6.6 [110/1002] via 155.1.0.4, 00:00:03, Tunnel0
 [110/1002] via 155.1.0.1, 00:00:03, Tunnel0
 155.1.0.0/16 is variably subnetted, 5 subnets, 2 masks
 O 155.1.146.0/24 [110/1001] via 155.1.0.4, 00:00:03, Tunnel0
 [110/1001] via 155.1.0.1, 00:00:03, Tunnel0
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CCIE Routing & Switching v5 Workbook - CCIE R&S v5 Advanced Technology Labs - OSPF
 OSPF Network Point-to-Point
 A Note On Section Initial Configuration Files : You must load the initial configuration files for the section, named Initial OSPF , which can be found in CCIE R&S v5 Topology Diagrams & Initial Configurations.
 Task
 Configure OSPF in area 0 between R6, R7 and R9. Use a OSPF network type of point-to-point .
 Advertise Loopback0 prefixes in area 0.
 Configuration
 R6:
 interface GigabitEthernet1.67
 ip ospf 1 area 0
 ip ospf network point-to-point
 !
 interface Loopback0
 ip ospf 1 area 0
 R7:
 interface GigabitEthernet1.67
 ip ospf 1 area 0
 ip ospf network point-to-point
 !
 interface GigabitEthernet1.79
 ip ospf 1 area 0
 ip ospf network point-to-point
 !
 interface Loopback0
 ip ospf 1 area 0
 http://labs.ine.com/workbook/view/rs-v5-workbook/task/ccie-r-s-v5-topology-diagrams-initial-configurations-MTk3Ng==
 http://labs.ine.com/workbook/view/rs-v5-workbook/task/ccie-r-s-v5-topology-diagrams-initial-configurations-MTk3Ng==
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R9:
 interface GigabitEthernet1.79
 ip ospf 1 area 0
 ip ospf network point-to-point
 !
 interface Loopback0
 ip ospf 1 area 0
 Verification
 The Default OSPF network on Ethernet interfaces is Broadcast . OSPF network point-to-point is the default option for point-to-point interfaces such as HDLC, PPP, or point-to-point GRE tunnels. It uses multicast hellos, does not use the DR/BDR election, and only supports the adjacency of exactly two neighbors on a segment. No special design considerations need be accounted for with point-to-point OSPF interfaces. The default OSPF network type can be verified by using the show ip
 ospf interface command:
 R6#show ip ospf interface gigabitEthernet1.67
 GigabitEthernet1.67 is up, line protocol is up
 Internet Address 155.1.67.6/24, Area 0, Attached via Interface Enable
 Process ID 1, Router ID 150.1.6.6, Network Type BROADCAST
 , Cost: 1
 Topology-MTID Cost Disabled Shutdown Topology Name
 0 1 no no Base
 Enabled by interface config, including secondary ip addresses
 Transmit Delay is 1 sec, State WAITING, Priority 1
 No designated router on this network
 No backup designated router on this network
 Timer intervals configured, Hello 10, Dead 40, Wait 40, Retransmit 5
 oob-resync timeout 40
 Hello due in 00:00:04
 Wait time before Designated router selection 00:00:35
 Supports Link-local Signaling (LLS)
 Cisco NSF helper support enabled
 IETF NSF helper support enabled
 Can be protected by per-prefix Loop-Free FastReroute
 Can be used for per-prefix Loop-Free FastReroute repair paths
 Index 2/2, flood queue length 0
 Next 0x0(0)/0x0(0)
 Last flood scan length is 1, maximum is 1
 Last flood scan time is 0 msec, maximum is 0 msec
 Neighbor Count is 1, Adjacent neighbor count is 0
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Suppress hello for 0 neighbor(s)
 After changing the OSPF Network type to Point-to-Point:
 R6#show ip ospf interface gigabitEthernet1.67
 GigabitEthernet1.67 is up, line protocol is up
 Internet Address 155.1.67.6/24, Area 0, Attached via Interface Enable
 Process ID 1, Router ID 150.1.6.6, Network Type POINT_TO_POINT
 , Cost: 1
 Topology-MTID Cost Disabled Shutdown Topology Name
 0 1 no no Base
 Enabled by interface config, including secondary ip addresses
 Transmit Delay is 1 sec, State POINT_TO_POINT
 Timer intervals configured, Hello 10, Dead 40, Wait 40, Retransmit 5
 oob-resync timeout 40
 Hello due in 00:00:07
 Supports Link-local Signaling (LLS)
 Cisco NSF helper support enabled
 IETF NSF helper support enabled
 Can be protected by per-prefix Loop-Free FastReroute
 Can be used for per-prefix Loop-Free FastReroute repair paths
 Index 2/2, flood queue length 0
 Next 0x0(0)/0x0(0)
 Last flood scan length is 1, maximum is 1
 Last flood scan time is 0 msec, maximum is 0 msec
 Neighbor Count is 1, Adjacent neighbor count is 1
 Adjacent with neighbor 150.1.7.7
 Suppress hello for 0 neighbor(s)
 !
 ! R6#show ip ospf interface brief
 Interface PID Area IP Address/Mask Cost State Nbrs F/C
 Lo0 1 0 150.1.6.6/32 1 LOOP 0/0 Gi1.67
 1 0 155.1.67.6/24 1 P2P
 1/1
 The null output after the slash in the State column of the show ip ospf neighbor
 output indicates that no DR or BDR is elected for network type point-to-point:
 R7#show ip ospf neighbor
 Neighbor ID Pri State Dead Time Address Interface
 150.1.6.6 0 FULL/ -
 00:00:38 155.1.67.6 GigabitEthernet1.67 150.1.9.9 0 FULL/ -
 00:00:39 155.1.79.9 GigabitEthernet1.79
 !
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! R7#show ip ospf neighbor detail
 Neighbor 150.1.6.6, interface address 155.1.67.6
 In the area 0 via interface GigabitEthernet1.67
 Neighbor priority is 0, State is FULL, 18 state changes DR is 0.0.0.0 BDR is 0.0.0.0
 Options is 0x12 in Hello (E-bit, L-bit)
 Options is 0x52 in DBD (E-bit, L-bit, O-bit)
 LLS Options is 0x1 (LR)
 Dead timer due in 00:00:38
 Neighbor is up for 00:02:02
 Index 1/1, retransmission queue length 0, number of retransmission 0
 First 0x0(0)/0x0(0) Next 0x0(0)/0x0(0)
 Last retransmission scan length is 0, maximum is 0
 Last retransmission scan time is 0 msec, maximum is 0 msec
 Neighbor 150.1.9.9, interface address 155.1.79.9
 In the area 0 via interface GigabitEthernet1.79
 Neighbor priority is 0, State is FULL, 6 state changes DR is 0.0.0.0 BDR is 0.0.0.0
 Options is 0x12 in Hello (E-bit, L-bit)
 Options is 0x52 in DBD (E-bit, L-bit, O-bit)
 LLS Options is 0x1 (LR)
 Dead timer due in 00:00:39
 Neighbor is up for 00:04:35
 Index 2/2, retransmission queue length 0, number of retransmission 2
 First 0x0(0)/0x0(0) Next 0x0(0)/0x0(0)
 Last retransmission scan length is 1, maximum is 1
 Last retransmission scan time is 0 msec, maximum is 0 msec
 The lack of DR/BDR can also be observer due to missing of Type2 LSA in the OSPF database:
 R7#show ip ospf database
 OSPF Router with ID (150.1.7.7) (Process ID 1)
 Router Link States (Area 0)
 Link ID ADV Router Age Seq# Checksum Link count
 150.1.6.6 150.1.6.6 173 0x80000006 0x002195 3
 150.1.7.7 150.1.7.7 177 0x80000005 0x00F415 5
 150.1.9.9 150.1.9.9 251 0x80000003 0x000389 3
 Note that for point-to-point OSPF network types, the Type1 LSA contains both the network segment but also information about the neighbor OSPF router, which is required for a complete database view. For example R6 LSA Type1 has information
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about its neighbor R7 on the point-to-point link:
 R6#show ip ospf database router self-originate
 OSPF Router with ID (150.1.6.6) (Process ID 1)
 Router Link States (Area 0)
 LS age: 280
 Options: (No TOS-capability, DC)
 LS Type: Router Links
 Link State ID: 150.1.6.6
 Advertising Router: 150.1.6.6
 LS Seq Number: 80000006
 Checksum: 0x2195
 Length: 60
 Number of Links: 3
 Link connected to: a Stub Network
 (Link ID) Network/subnet number: 150.1.6.6
 (Link Data) Network Mask: 255.255.255.255
 Number of MTID metrics: 0
 TOS 0 Metrics: 1
 Link connected to: another Router (point-to-point)
 (Link ID) Neighboring Router ID: 150.1.7.7
 (Link Data) Router Interface address: 155.1.67.6
 Number of MTID metrics: 0
 TOS 0 Metrics: 1
 Link connected to: a Stub Network
 (Link ID) Network/subnet number: 155.1.67.0
 (Link Data) Network Mask: 255.255.255.0
 Number of MTID metrics: 0
 TOS 0 Metrics: 1
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CCIE Routing & Switching v5 Workbook - CCIE R&S v5 Advanced Technology Labs - OSPF
 OSPF Network Point-to-Multipoint
 A Note On Section Initial Configuration Files : You must load the initial configuration files for the section, named Initial OSPF , which can be found in CCIE R&S v5 Topology Diagrams & Initial Configurations.
 Task
 Configure OSPF in area 12345 over the DMVPN cloud, between R1 - R5. Use a OSPF network type of point-to-multipoint .Advertise Loopback0 prefixes in area 12345.
 Configure OSPF in area 0 between R5 and R8.
 Configuration
 R1 - R5:
 interface Tunnel0
 ip ospf 1 area 12345
 ip ospf network point-to-multipoint
 !
 interface Loopback0
 ip ospf 1 area 12345
 R5:
 interface GigabitEthernet1.58
 ip ospf 1 area 0
 R8:
 interface GigabitEthernet1.58
 ip ospf 1 area 0
 http://labs.ine.com/workbook/view/rs-v5-workbook/task/ccie-r-s-v5-topology-diagrams-initial-configurations-MTk3Ng==
 http://labs.ine.com/workbook/view/rs-v5-workbook/task/ccie-r-s-v5-topology-diagrams-initial-configurations-MTk3Ng==
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Verification
 OSPF network type point-to-multipoint is specifically designed to solve reachability problems in partially meshed NBMA network designs. Like network type point-to-point, it sends hellos as multicasts and does not support the DR/BDR election. Unlike point-to-point, however, multiple adjacencies on a single interface are supported. When adjacency is established, the show ip ospf neighbor output indicates that there is no DR or BDR for the segment with the null output in the Statefield:
 R5#show ip ospf neighbor tunnel0
 Neighbor ID Pri State Dead Time Address Interface
 150.1.4.4 0 FULL/ -
 00:01:41 155.1.0.4 Tunnel0 150.1.3.3 0 FULL/ -
 00:01:36 155.1.0.3 Tunnel0 150.1.2.2 0 FULL/ -
 00:01:34 155.1.0.2 Tunnel0 150.1.1.1 0 FULL/ -
 00:01:56 155.1.0.1 Tunnel0
 Verify the OSPF network type used:
 R5#show ip ospf interface tunnel0
 Tunnel0 is up, line protocol is up
 Internet Address 155.1.0.5/24, Area 12345, Attached via Interface Enable
 Process ID 1, Router ID 150.1.5.5, Network Type POINT_TO_MULTIPOINT
 , Cost: 1000
 Topology-MTID Cost Disabled Shutdown Topology Name
 0 1000 no no Base
 Enabled by interface config, including secondary ip addresses
 Transmit Delay is 1 sec, State POINT_TO_MULTIPOINT
 Timer intervals configured, Hello 30, Dead 120, Wait 120, Retransmit 5
 oob-resync timeout 120
 Hello due in 00:00:14
 Supports Link-local Signaling (LLS)
 Cisco NSF helper support enabled
 IETF NSF helper support enabled
 Can be protected by per-prefix Loop-Free FastReroute
 Can be used for per-prefix Loop-Free FastReroute repair paths
 Index 1/1, flood queue length 0
 Next 0x0(0)/0x0(0)
 Last flood scan length is 1, maximum is 7
 Last flood scan time is 0 msec, maximum is 1 msec
 Neighbor Count is 4, Adjacent neighbor count is 4

Page 543
                        

Adjacent with neighbor 150.1.4.4
 Adjacent with neighbor 150.1.3.3
 Adjacent with neighbor 150.1.2.2
 Adjacent with neighbor 150.1.1.1
 Suppress hello for 0 neighbor(s)
 !
 ! R5#show ip ospf interface brief
 Interface PID Area IP Address/Mask Cost State Nbrs F/C
 Gi1.58 1 0 155.1.58.5/24 1 BDR 1/1
 Lo0 1 12345 150.1.5.5/32 1 LOOP 0/0 Tu0
 1 12345 155.1.0.5/24 1000 P2MP
 4/4
 The spokes of the network only form adjacency with R5, and not each other, because multicast OSPF packets are not sent between spokes:
 R1#show ip ospf neighbor
 Neighbor ID Pri State Dead Time Address Interface
 150.1.5.5 0 FULL/ - 00:01:33 155.1.0.5 Tunnel0
 !
 ! R2#show ip ospf neighbor
 Neighbor ID Pri State Dead Time Address Interface
 150.1.5.5 0 FULL/ - 00:01:50 155.1.0.5 Tunnel0
 !
 ! R3#show ip ospf neighbor
 Neighbor ID Pri State Dead Time Address Interface
 150.1.5.5 0 FULL/ - 00:01:42 155.1.0.5 Tunnel0
 !
 ! R4#show ip ospf neighbor
 Neighbor ID Pri State Dead Time Address Interface
 150.1.5.5 0 FULL/ - 00:01:34 155.1.0.5 Tunnel0
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The output from the show ip ospf database in area 12345 also reinforces the fact that there is no DR or BDR for the segment. Recall from the DR/BDR election section that the Network LSA (LSA 2) is used to describe the DR and its attached neighbors. Because there are no DRs for any transit links in area 12345, the Net Link States (Area 12345) section does not appear in the below output for area 12345:
 R5#show ip ospf database
 OSPF Router with ID (150.1.5.5) (Process ID 1)
 Router Link States (Area 0)
 Link ID ADV Router Age Seq# Checksum Link count
 150.1.5.5 150.1.5.5 53 0x80000002 0x00D959 1
 150.1.8.8 150.1.8.8 54 0x80000002 0x009A8A 1
 Net Link States (Area 0)
 Link ID ADV Router Age Seq# Checksum
 155.1.58.8 150.1.8.8 54 0x80000001 0x00EA7F
 Summary Net Link States (Area 0)
 Link ID ADV Router Age Seq# Checksum
 150.1.1.1 150.1.5.5 97 0x80000001 0x006CA8
 150.1.2.2 150.1.5.5 97 0x80000001 0x0057BB
 150.1.3.3 150.1.5.5 97 0x80000001 0x0042CE
 150.1.4.4 150.1.5.5 97 0x80000001 0x002DE1
 150.1.5.5 150.1.5.5 97 0x80000001 0x00E315
 155.1.0.1 150.1.5.5 97 0x80000001 0x002CE5
 155.1.0.2 150.1.5.5 97 0x80000001 0x0022EE
 155.1.0.3 150.1.5.5 97 0x80000001 0x0018F7
 155.1.0.4 150.1.5.5 97 0x80000001 0x000E01
 155.1.0.5 150.1.5.5 97 0x80000001 0x00CF2A
 Router Link States (Area 12345)
 Link ID ADV Router Age Seq# Checksum Link count
 150.1.1.1 150.1.1.1 1780 0x80000001 0x00DCA1 3
 150.1.2.2 150.1.2.2 1776 0x80000001 0x000A6C 3
 150.1.3.3 150.1.3.3 1772 0x80000001 0x003737 3
 150.1.4.4 150.1.4.4 1769 0x80000001 0x006402 3
 150.1.5.5 150.1.5.5 97 0x80000008 0x004969 6
 150.1.8.8 150.1.8.8 480 0x80000002 0x009A8A 1
 Summary Net Link States (Area 12345)
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Link ID ADV Router Age Seq# Checksum
 155.1.58.0 150.1.5.5 92 0x80000001 0x008B38
 When LSA replication is complete, the next change that should be evident is how the routing table is processed on the DMVPN segment between the neighbors. For example, take the following view of the network from R1’s perspective:
 R1#show ip route ospf
 Codes: L - local, C - connected, S - static, R - RIP, M - mobile, B - BGP
 D - EIGRP, EX - EIGRP external, O - OSPF, IA - OSPF inter area
 N1 - OSPF NSSA external type 1, N2 - OSPF NSSA external type 2
 E1 - OSPF external type 1, E2 - OSPF external type 2
 i - IS-IS, su - IS-IS summary, L1 - IS-IS level-1, L2 - IS-IS level-2
 ia - IS-IS inter area, * - candidate default, U - per-user static route
 o - ODR, P - periodic downloaded static route, H - NHRP, l - LISP
 a - application route
 + - replicated route, % - next hop override
 Gateway of last resort is not set
 150.1.0.0/32 is subnetted, 5 subnets O 150.1.2.2 [110/2001] via 155.1.0.5,
 00:08:42, Tunnel0 O 150.1.3.3 [110/2001] via 155.1.0.5,
 00:08:42, Tunnel0 O 150.1.4.4 [110/2001] via 155.1.0.5,
 00:08:32, Tunnel0 O 150.1.5.5 [110/1001] via 155.1.0.5,
 00:08:52, Tunnel0
 155.1.0.0/16 is variably subnetted, 10 subnets, 2 masks O 155.1.0.2/32 [110/2000]
 via 155.1.0.5,
 00:08:42, Tunnel0 O 155.1.0.3/32 [110/2000] via 155.1.0.5,
 00:08:42, Tunnel0 O 155.1.0.4/32 [110/2000] via 155.1.0.5,
 00:08:32, Tunnel0 O 155.1.0.5/32 [110/1000] via 155.1.0.5,
 00:08:52, Tunnel0 O IA 155.1.58.0/24 [110/1001] via 155.1.0.5,
 00:02:43, Tunnel0
 For all routes that are learned from the hub of the DMVPN network, the next-hop value has been updated to the interface IP address of the hub. With the broadcast network type, the DR does not update the next-hop. The result of this is that when route recursion is performed for traffic that must be routed between the spokes, NHRP resolution needs to be performed for the hub, not for the spoke (hub NHRP entry is statically configured on all spokes):
 R1#show ip route 150.1.2.2
 Routing entry for 150.1.2.2/32
 Known via "ospf 1", distance 110, metric 2001, type intra area
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Last update from 155.1.0.5 on Tunnel0, 00:14:11 ago
 Routing Descriptor Blocks: * 155.1.0.5, from 150.1.2.2, 00:14:11 ago, via Tunnel0
 Route metric is 2001, traffic share count is 1
 !
 ! R1#show ip route 155.1.0.5
 Routing entry for 155.1.0.5/32
 Known via "ospf 1", distance 110, metric 1000, type intra area
 Last update from 155.1.0.5 on Tunnel0, 00:14:34 ago
 Routing Descriptor Blocks: * 155.1.0.5, from 150.1.5.5, 00:14:34 ago, via Tunnel0
 Route metric is 1000, traffic share count is 1
 !
 ! R1#show ip nhrp 155.1.0.5
 155.1.0.5/32 via 155.1.0.5
 Tunnel0 created 1d01h, never expire Type: static
 , Flags: used NBMA address: 169.254.100.5
 !
 ! R1#show ip cef 150.1.2.2 internal
 150.1.2.2/32, epoch 2, RIB[I], refcount 6, per-destination sharing
 sources: RIB
 feature space:
 IPRM: 0x00028000
 Broker: linked, distributed at 4th priority
 ifnums: Tunnel0(15): 155.1.0.5
 path 7F01B9FAF1F8, path list 7F01B9F2C488, share 1/1, type attached nexthop, for IPv4
 nexthop 155.1.0.5 Tunnel0, adjacency IP midchain out of Tunnel0, addr 155.1.0.5 7F01B9F6F880
 output chain: IP midchain out of Tunnel0, addr 155.1.0.5 7F01B9F6F880
 IP adj out of GigabitEthernet1.100, addr 169.254.100.5
 7F01B9F6E200
 !
 ! R1#ping 150.1.2.2
 Type escape sequence to abort.
 Sending 5, 100-byte ICMP Echos to 150.1.2.2, timeout is 2 seconds: !!!!!
 Success rate is 100 percent (5/5), round-trip min/avg/max = 1/1/3 ms
 From views outside of the connected segment, the point-to-multipoint network is only seen as a collection of endpoints, not a transit segment itself. For example, review the following output on R8, which is in area 0:
 R8#show ip route 155.1.0.0 255.255.255.0
 % Subnet not in table
 !
 ! R8#show ip route ospf | i 155.1.0.
 155.1.0.0/16 is variably subnetted, 11 subnets, 2 masks O IA 155.1.0.1/32
 [110/1001] via 155.1.58.5, 00:02:58, GigabitEthernet1.58
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O IA 155.1.0.2/32
 [110/1001] via 155.1.58.5, 00:02:58, GigabitEthernet1.58 O IA 155.1.0.3/32
 [110/1001] via 155.1.58.5, 00:02:58, GigabitEthernet1.58 O IA 155.1.0.4/32
 [110/1001] via 155.1.58.5, 00:02:58, GigabitEthernet1.58 O IA 155.1.0.5/32
 [110/1] via 155.1.58.5, 00:02:58, GigabitEthernet1.58
 R8 does not have an exact match for the prefix 155.1.0.0/24, which is the actual subnet assignment of the DMVPN Network. Instead, it knows that there are five endpoints on the network: 155.1.0.1, 155.1.0.2, 155.1.0.3, 155.1.0.4, and 155.1.0.5. This is the normal and desirable behavior for OSPF network type point-to-multipoint, according to the RFC standard. This can also be viewed at the database level, where each router in the DMVPN cloud, in its Type1 LSA, it advertises its own IP address with a /32 mask and additionally it advertises its OSPF neighbors on the segment which is required for a complete OSPF database view:
 R1#show ip ospf database router self-originate
 OSPF Router with ID (150.1.1.1) (Process ID 1)
 Router Link States (Area 12345)
 LS age: 2019
 Options: (No TOS-capability, DC)
 LS Type: Router Links
 Link State ID: 150.1.1.1
 Advertising Router: 150.1.1.1
 LS Seq Number: 80000001
 Checksum: 0xDCA1
 Length: 60
 Number of Links: 3
 Link connected to: a Stub Network
 (Link ID) Network/subnet number: 150.1.1.1
 (Link Data) Network Mask: 255.255.255.255
 Number of MTID metrics: 0
 TOS 0 Metrics: 1
 Link connected to: another Router (point-to-point)
 (Link ID) Neighboring Router ID: 150.1.5.5
 (Link Data) Router Interface address: 155.1.0.1
 Number of MTID metrics: 0
 TOS 0 Metrics: 1000
 Link connected to: a Stub Network
 (Link ID) Network/subnet number: 155.1.0.1
 (Link Data) Network Mask: 255.255.255.255
 Number of MTID metrics: 0
 TOS 0 Metrics: 0
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!
 ! R5#show ip ospf database router self-originate
 OSPF Router with ID (150.1.5.5) (Process ID 1)
 Router Link States (Area 0)
 LS age: 355
 Options: (No TOS-capability, DC)
 LS Type: Router Links
 Link State ID: 150.1.5.5
 Advertising Router: 150.1.5.5
 LS Seq Number: 80000002
 Checksum: 0xD959
 Length: 36
 Area Border Router
 Number of Links: 1
 Link connected to: a Transit Network
 (Link ID) Designated Router address: 155.1.58.8
 (Link Data) Router Interface address: 155.1.58.5
 Number of MTID metrics: 0
 TOS 0 Metrics: 1
 Router Link States (Area 12345)
 LS age: 398
 Options: (No TOS-capability, DC)
 LS Type: Router Links
 Link State ID: 150.1.5.5
 Advertising Router: 150.1.5.5
 LS Seq Number: 80000008
 Checksum: 0x4969
 Length: 96
 Area Border Router
 Number of Links: 6
 Link connected to: a Stub Network
 (Link ID) Network/subnet number: 150.1.5.5
 (Link Data) Network Mask: 255.255.255.255
 Number of MTID metrics: 0
 TOS 0 Metrics: 1
 Link connected to: another Router (point-to-point)
 (Link ID) Neighboring Router ID: 150.1.4.4
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(Link Data) Router Interface address: 155.1.0.5
 Number of MTID metrics: 0
 TOS 0 Metrics: 1000
 Link connected to: another Router (point-to-point)
 (Link ID) Neighboring Router ID: 150.1.3.3
 (Link Data) Router Interface address: 155.1.0.5
 Number of MTID metrics: 0
 TOS 0 Metrics: 1000
 Link connected to: another Router (point-to-point)
 (Link ID) Neighboring Router ID: 150.1.2.2
 (Link Data) Router Interface address: 155.1.0.5
 Number of MTID metrics: 0
 TOS 0 Metrics: 1000
 Link connected to: another Router (point-to-point)
 (Link ID) Neighboring Router ID: 150.1.1.1
 (Link Data) Router Interface address: 155.1.0.5
 Number of MTID metrics: 0
 TOS 0 Metrics: 1000
 Link connected to: a Stub Network
 (Link ID) Network/subnet number: 155.1.0.5
 (Link Data) Network Mask: 255.255.255.255
 Number of MTID metrics: 0
 TOS 0 Metrics: 0
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CCIE Routing & Switching v5 Workbook - CCIE R&S v5 Advanced Technology Labs - OSPF
 OSPF Network Point-to-Multipoint Non-Broadcast
 A Note On Section Initial Configuration Files : You must load the initial configuration files for the section, named Initial OSPF , which can be found in CCIE R&S v5 Topology Diagrams & Initial Configurations.
 Task
 Configure OSPF in area 12345 over the DMVPN cloud, between R1 - R5. Use a OSPF network type of point-to-multipoint non-broadcast .Advertise Loopback0 prefixes in area 12345.
 Configure OSPF in area 0 between R5 and R8.
 Configuration
 R1 - R5:
 interface Tunnel0
 ip ospf 1 area 12345
 ip ospf network point-to-multipoint non-broadcast
 !
 interface Loopback0
 ip ospf 1 area 12345
 R5:
 router ospf 1
 neighbor 155.1.0.1
 neighbor 155.1.0.2
 neighbor 155.1.0.3
 neighbor 155.1.0.4
 !
 interface GigabitEthernet1.58
 ip ospf 1 area 0
 R8:
 http://labs.ine.com/workbook/view/rs-v5-workbook/task/ccie-r-s-v5-topology-diagrams-initial-configurations-MTk3Ng==
 http://labs.ine.com/workbook/view/rs-v5-workbook/task/ccie-r-s-v5-topology-diagrams-initial-configurations-MTk3Ng==
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interface GigabitEthernet1.58
 ip ospf 1 area 0
 Verification
 OSPF network type point-to-multipoint non-broadcast is essentially the same as network type point-to-multipoint, with one exception. Point-to-multipoint network type uses multicast hellos, whereas point-to-multipoint non-broadcast uses unicast hellos. Additionally, in non-broadcast mode, you can configure per-neighbor OSPF cost using command neighbor <IP_ADDRESS> cost <value> , which is helpful in hub-and-spoke topology, allowing the hub to use different costs per spoke, although all spokes are attached to the same interface from hub perspective. Both do not support the DR/BDR election, automatically update the next-hop value of routes learned on partially meshed networks to the directly connected neighbor, and advertise the network as a set of endpoints instead of a transit network. The
 show ip ospf neighbor output is identical between the two network types. In this case, we can see that the spokes are adjacent with R5, the hub, and the hub is adjacent with the spokes. The null field under State field indicates that no DR/BDR election has occurred:
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R1#show ip ospf neighbor
 Neighbor ID Pri State Dead Time Address Interface
 150.1.5.5 0 FULL/ - 00:01:53 155.1.0.5 Tunnel0
 !
 ! R2#show ip ospf neighbor
 Neighbor ID Pri State Dead Time Address Interface
 150.1.5.5 0 FULL/ - 00:01:42 155.1.0.5 Tunnel0
 !
 ! R3#show ip ospf neighbor
 Neighbor ID Pri State Dead Time Address Interface
 150.1.5.5 0 FULL/ - 00:01:58 155.1.0.5 Tunnel0
 !
 ! R4#show ip ospf neighbor
 Neighbor ID Pri State Dead Time Address Interface
 150.1.5.5 0 FULL/ - 00:01:49 155.1.0.5 Tunnel0
 !
 ! R5#show ip ospf neighbor tunnel0
 Neighbor ID Pri State Dead Time Address Interface
 150.1.4.4 0 FULL/ -
 00:01:56 155.1.0.4 Tunnel0 150.1.3.3 0 FULL/ -
 00:01:56 155.1.0.3 Tunnel0 150.1.2.2 0 FULL/ -
 00:01:56 155.1.0.2 Tunnel0 150.1.1.1 0 FULL/ -
 00:01:56 155.1.0.1 Tunnel0
 Verify the change is OSPF network-type, note that it shows up as point-to-multipoint , which can be both broadcast and non-broadcast, there is no clear differentiation in the outputs between the two:
 R5#show ip ospf interface tunnel0
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Tunnel0 is up, line protocol is up
 Internet Address 155.1.0.5/24, Area 12345, Attached via Interface Enable
 Process ID 1, Router ID 150.1.5.5, Network Type POINT_TO_MULTIPOINT
 , Cost: 1000
 Topology-MTID Cost Disabled Shutdown Topology Name
 0 1000 no no Base
 Enabled by interface config, including secondary ip addresses
 Transmit Delay is 1 sec, State POINT_TO_MULTIPOINT
 Timer intervals configured, Hello 30, Dead 120, Wait 120, Retransmit 5
 oob-resync timeout 120
 Hello due in 00:00:13
 Supports Link-local Signaling (LLS)
 Cisco NSF helper support enabled
 IETF NSF helper support enabled
 Can be protected by per-prefix Loop-Free FastReroute
 Can be used for per-prefix Loop-Free FastReroute repair paths
 Index 1/1, flood queue length 0
 Next 0x0(0)/0x0(0)
 Last flood scan length is 4, maximum is 7
 Last flood scan time is 1 msec, maximum is 1 msec
 Neighbor Count is 4, Adjacent neighbor count is 4
 Adjacent with neighbor 150.1.4.4
 Adjacent with neighbor 150.1.3.3
 Adjacent with neighbor 150.1.2.2
 Adjacent with neighbor 150.1.1.1
 Suppress hello for 0 neighbor(s)
 !
 ! R5#show ip ospf interface brief
 Interface PID Area IP Address/Mask Cost State Nbrs F/C
 Gi1.58 1 0 155.1.58.5/24 1 BDR 1/1
 Lo0 1 12345 150.1.5.5/32 1 LOOP 0/0 Tu0
 1 12345 155.1.0.5/24 1000 P2MP
 4/4
 The routing table processing is the same between both network types. For example, take R1 which has a next-hop of the hub for all OSPF learned routes:
 R1#show ip route ospf
 Codes: L - local, C - connected, S - static, R - RIP, M - mobile, B - BGP
 D - EIGRP, EX - EIGRP external, O - OSPF, IA - OSPF inter area
 N1 - OSPF NSSA external type 1, N2 - OSPF NSSA external type 2
 E1 - OSPF external type 1, E2 - OSPF external type 2
 i - IS-IS, su - IS-IS summary, L1 - IS-IS level-1, L2 - IS-IS level-2
 ia - IS-IS inter area, * - candidate default, U - per-user static route
 o - ODR, P - periodic downloaded static route, H - NHRP, l - LISP
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a - application route
 + - replicated route, % - next hop override
 Gateway of last resort is not set
 150.1.0.0/32 is subnetted, 5 subnets O 150.1.2.2 [110/2001] via 155.1.0.5,
 00:08:33, Tunnel0 O 150.1.3.3 [110/2001] via 155.1.0.5,
 00:08:33, Tunnel0 O 150.1.4.4 [110/2001] via 155.1.0.5,
 00:08:33, Tunnel0 O 150.1.5.5 [110/1001] via 155.1.0.5,
 00:08:43, Tunnel0
 155.1.0.0/16 is variably subnetted, 11 subnets, 2 masks O 155.1.0.2/32 [110/2000]
 via 155.1.0.5,
 00:08:33, Tunnel0 O 155.1.0.3/32 [110/2000] via 155.1.0.5,
 00:08:33, Tunnel0 O 155.1.0.4/32 [110/2000] via 155.1.0.5,
 00:08:33, Tunnel0 O 155.1.0.5/32 [110/1000] via 155.1.0.5,
 00:08:43, Tunnel0 O IA 155.1.58.0/24 [110/1001] via 155.1.0.5,
 00:08:43, Tunnel0
 Entries in the OSPF database and LSA contents are the same as in point-to-multipoint case, for example R1:
 R1#show ip ospf database router self-originate
 OSPF Router with ID (150.1.1.1) (Process ID 1)
 Router Link States (Area 12345)
 LS age: 793
 Options: (No TOS-capability, DC)
 LS Type: Router Links
 Link State ID: 150.1.1.1
 Advertising Router: 150.1.1.1
 LS Seq Number: 80000004
 Checksum: 0xD6A4
 Length: 60
 Number of Links: 3
 Link connected to: a Stub Network
 (Link ID) Network/subnet number: 150.1.1.1
 (Link Data) Network Mask: 255.255.255.255
 Number of MTID metrics: 0
 TOS 0 Metrics: 1
 Link connected to: another Router (point-to-point)
 (Link ID) Neighboring Router ID: 150.1.5.5
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(Link Data) Router Interface address: 155.1.0.1
 Number of MTID metrics: 0
 TOS 0 Metrics: 1000
 Link connected to: a Stub Network
 (Link ID) Network/subnet number: 155.1.0.1
 (Link Data) Network Mask: 255.255.255.255
 Number of MTID metrics: 0
 TOS 0 Metrics: 0
 Like point-to-multipoint, when neighbors outside area 12345 see this segment, it appears as a collection of endpoints, not the transit subnet itself:
 R8#show ip route 155.1.0.0 255.255.255.0
 % Subnet not in table
 !
 ! R8#show ip route ospf | i 155.1.0.
 155.1.0.0/16 is variably subnetted, 11 subnets, 2 masks O IA 155.1.0.1/32
 [110/1001] via 155.1.58.5, 00:02:58, GigabitEthernet1.58 O IA 155.1.0.2/32
 [110/1001] via 155.1.58.5, 00:02:58, GigabitEthernet1.58 O IA 155.1.0.3/32
 [110/1001] via 155.1.58.5, 00:02:58, GigabitEthernet1.58 O IA 155.1.0.4/32
 [110/1001] via 155.1.58.5, 00:02:58, GigabitEthernet1.58 O IA 155.1.0.5/32
 [110/1] via 155.1.58.5, 00:02:58, GigabitEthernet1.58
 The difference between the two types can be seen in the debug ip packet output. R5 sends multicast hellos to 224.0.0.5 out its LAN interface to R8 that uses network type broadcast. Out the DMVPN link running point-to-multipoint non-broadcast, R5 sends unicast hellos. This implies that the neighbor statement must be configured under the OSPF process, like the non-broadcast network type, to tell the router which devices to send hellos to:
 R5#debug ip ospf hello
 OSPF hello debugging is on
 !
 !
 OSPF-1 HELLO Gi1.58: Rcv hello from 150.1.8.8 area 0 155.1.58.8 OSPF-1 HELLO
 Gi1.58: Send hello to 224.0.0.5 area 0 from 155.1.58.5
 ! OSPF-1 HELLO Tu0: Send hello to 155.1.0.4 area 12345 from 155.1.0.5
 OSPF-1 HELLO Tu0: Send hello to 155.1.0.3 area 12345 from 155.1.0.5
 OSPF-1 HELLO Tu0: Send hello to 155.1.0.2 area 12345 from 155.1.0.5
 OSPF-1 HELLO Tu0: Send hello to 155.1.0.1 area 12345 from 155.1.0.5
 OSPF-1 HELLO Tu0: Rcv hello from 150.1.3.3 area 12345 155.1.0.3
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OSPF-1 HELLO Tu0: Rcv hello from 150.1.1.1 area 12345 155.1.0.1
 OSPF-1 HELLO Tu0: Rcv hello from 150.1.2.2 area 12345 155.1.0.2
 OSPF-1 HELLO Tu0: Rcv hello from 150.1.4.4 area 12345 155.1.0.4
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CCIE Routing & Switching v5 Workbook - CCIE R&S v5 Advanced Technology Labs - OSPF
 OSPF Network Loopback
 A Note On Section Initial Configuration Files : You must load the initial configuration files for the section, named Initial OSPF , which can be found in CCIE R&S v5 Topology Diagrams & Initial Configurations.
 Task
 Connfigure OSPF in area 0 between R7 and R9.Create Loopback160 on R7 and R9 with IP addressing in the format of 160.1.Y.Y/24, where Y is the router number.
 Advertise these Loopbacks into OSPF area 0.Create Loopback170 on R7 and R9 with IP addressing in the format of 170.1.Y.Y/24, where Y is the router number.
 Advertise these Loopbacks into OSPF area 0.Use a OSPF network type of point-to-point .
 Configuration
 R7:
 interface GigabitEthernet1.79
 ip ospf 1 area 0
 !
 interface Loopback160
 ip address 160.1.7.7 255.255.255.0
 ip ospf 1 area 0
 !
 interface Loopback170
 ip address 170.1.7.7 255.255.255.0
 ip ospf 1 area 0
 ip ospf network point-to-point
 http://labs.ine.com/workbook/view/rs-v5-workbook/task/ccie-r-s-v5-topology-diagrams-initial-configurations-MTk3Ng==
 http://labs.ine.com/workbook/view/rs-v5-workbook/task/ccie-r-s-v5-topology-diagrams-initial-configurations-MTk3Ng==
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R9:
 interface GigabitEthernet1.79
 ip ospf 1 area 0
 !
 interface Loopback160
 ip address 160.1.9.9 255.255.255.0
 ip ospf 1 area 0
 !
 interface Loopback170
 ip address 170.1.9.9 255.255.255.0
 ip ospf 1 area 0
 ip ospf network point-to-point
 Verification
 OSPF network type Loopback is a special case that is used for Loopback and looped-back interfaces. Similar to point-to-multipoint, an interface running network type Loopback is advertised as a stub endpoint instead of a transit subnet. The result of this network type that we see in our configuration is that when the Loopback160 interfaces of these devices are advertised into OSPF, they appear in the routing table as /32 host routes instead of the actual subnet mask of /24. Because network type for Loopback170 interfaces has been changed, these are correctly advertised with their subnet mask:
 R7#show ip route ospf
 Codes: L - local, C - connected, S - static, R - RIP, M - mobile, B - BGP
 D - EIGRP, EX - EIGRP external, O - OSPF, IA - OSPF inter area
 N1 - OSPF NSSA external type 1, N2 - OSPF NSSA external type 2
 E1 - OSPF external type 1, E2 - OSPF external type 2
 i - IS-IS, su - IS-IS summary, L1 - IS-IS level-1, L2 - IS-IS level-2
 ia - IS-IS inter area, * - candidate default, U - per-user static route
 o - ODR, P - periodic downloaded static route, H - NHRP, l - LISP
 a - application route
 + - replicated route, % - next hop override
 Gateway of last resort is not set
 160.1.0.0/16 is variably subnetted, 3 subnets, 2 masks O 160.1.9.9/32
 [110/2] via 155.1.79.9, 00:00:56, GigabitEthernet1.79
 170.1.0.0/16 is variably subnetted, 3 subnets, 2 masks O 170.1.9.0/24
 [110/2] via 155.1.79.9, 00:00:56, GigabitEthernet1.79
 !
 ! R9#show ip route ospf
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Codes: L - local, C - connected, S - static, R - RIP, M - mobile, B - BGP
 D - EIGRP, EX - EIGRP external, O - OSPF, IA - OSPF inter area
 N1 - OSPF NSSA external type 1, N2 - OSPF NSSA external type 2
 E1 - OSPF external type 1, E2 - OSPF external type 2
 i - IS-IS, su - IS-IS summary, L1 - IS-IS level-1, L2 - IS-IS level-2
 ia - IS-IS inter area, * - candidate default, U - per-user static route
 o - ODR, P - periodic downloaded static route, H - NHRP, l - LISP
 a - application route
 + - replicated route, % - next hop override
 Gateway of last resort is not set
 160.1.0.0/16 is variably subnetted, 3 subnets, 2 masks O 160.1.7.7/32
 [110/2] via 155.1.79.7, 00:01:47, GigabitEthernet1.79
 170.1.0.0/16 is variably subnetted, 3 subnets, 2 masks O 170.1.7.0/24
 [110/2] via 155.1.79.7, 00:01:47, GigabitEthernet1.79
 Verify how these Loopbacks appear in th OPSF database, for example on R7:
 R7#show ip ospf database router self-originate
 OSPF Router with ID (170.1.7.7) (Process ID 1)
 Router Link States (Area 0)
 LS age: 41
 Options: (No TOS-capability, DC)
 LS Type: Router Links
 Link State ID: 170.1.7.7
 Advertising Router: 170.1.7.7
 LS Seq Number: 80000004
 Checksum: 0xFF50
 Length: 60
 Number of Links: 3
 Link connected to: a Stub Network
 (Link ID) Network/subnet number: 160.1.7.7
 (Link Data) Network Mask: 255.255.255.255
 Number of MTID metrics: 0
 TOS 0 Metrics: 1
 Link connected to: a Stub Network
 (Link ID) Network/subnet number: 170.1.7.0
 (Link Data) Network Mask: 255.255.255.0
 Number of MTID metrics: 0
 TOS 0 Metrics: 1
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Link connected to: a Transit Network
 (Link ID) Designated Router address: 155.1.79.9
 (Link Data) Router Interface address: 155.1.79.7
 Number of MTID metrics: 0
 TOS 0 Metrics: 1
 Verify the OSPF network types for the two Loopbacks:
 R7#show ip ospf interface loopback160
 Loopback160 is up, line protocol is up
 Internet Address 160.1.7.7/24, Area 0, Attached via Interface Enable
 Process ID 1, Router ID 170.1.7.7, Network Type LOOPBACK
 , Cost: 1
 Topology-MTID Cost Disabled Shutdown Topology Name
 0 1 no no Base
 Enabled by interface config, including secondary ip addresses
 Loopback interface is treated as a stub Host
 !
 ! R7#show ip ospf interface loopback170
 Loopback170 is up, line protocol is up
 Internet Address 170.1.7.7/24, Area 0, Attached via Interface Enable
 Process ID 1, Router ID 170.1.7.7, Network Type POINT_TO_POINT
 , Cost: 1
 Topology-MTID Cost Disabled Shutdown Topology Name
 0 1 no no Base
 Enabled by interface config, including secondary ip addresses
 Transmit Delay is 1 sec, State POINT_TO_POINT
 Timer intervals configured, Hello 10, Dead 40, Wait 40, Retransmit 5
 oob-resync timeout 40
 Supports Link-local Signaling (LLS)
 Cisco NSF helper support enabled
 IETF NSF helper support enabled
 Can be protected by per-prefix Loop-Free FastReroute
 Can be used for per-prefix Loop-Free FastReroute repair paths
 Index 3/3, flood queue length 0
 Next 0x0(0)/0x0(0)
 Last flood scan length is 0, maximum is 0
 Last flood scan time is 0 msec, maximum is 0 msec
 Neighbor Count is 0, Adjacent neighbor count is 0
 Suppress hello for 0 neighbor(s)
 !
 ! R7#show ip ospf interface brief
 Interface PID Area IP Address/Mask Cost State Nbrs F/C Lo160
 1 0 160.1.7.7/24 1 LOOP
 0/0 Lo170 1 0 170.1.7.7/24 1 P2P
 0/0
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Gi1.79 1 0 155.1.79.7/24 1 BDR 1/1
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CCIE Routing & Switching v5 Workbook - CCIE R&S v5 Advanced Technology Labs - OSPF
 OSPF Path Selection with Auto-Cost
 A Note On Section Initial Configuration Files : You must load the initial configuration files for the section, named Basic OSPF Routing , which can be found in CCIE R&S v5 Topology Diagrams & Initial Configurations. Reference the Advanced Technology Labs OSPF Diagram to complete this task.
 Task
 Modify the global OSPF cost calculation of all devices so that a TenGigabit Ethernet interface has a cost of 3, and an OC-3 link has a cost of 193.
 Configuration
 R1 – R10:
 router ospf 1
 auto-cost reference-bandwidth 30000
 PitfallTechnically, OSPF auto-cost reference-bandwidth does not need to match for neighbors to form an adjacency. However, if different neighbors throughout the topology calculate SPF based on conflicting cost calculations, loops can occur. For this reason, it is always recommended to set the auto-cost value consistently throughout the entire OSPF domain.
 Verification
 OSPF automatic cost calculation is an inverse function of the bandwidth of an
 http://labs.ine.com/workbook/view/rs-v5-workbook/task/ccie-r-s-v5-topology-diagrams-initial-configurations-MTk3Ng==
 http://labs.ine.com/workbook/view/rs-v5-workbook/task/ccie-r-s-v5-topology-diagrams-initial-configurations-MTk3Ng==
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interface, meaning the higher the bandwidth value of an interface, the lower the cost value. Specifically, the formula for this calculation is:
 Interface Cost = Reference Bandwidth / Interface Bandwidth
 The issue with this calculation in current practical network designs is that the default reference bandwidth value used is 100Mbps. This means that a 100Mbps Fast Ethernet interface will have a cost of 1, and furthermore all interfaces with higher bandwidth values are also 1. The result of this is that OSPF routers in the topology cannot make an accurate path calculation when comparing an OC-48 POS interface to a Gigabit Ethernet interface, because both interfaces revert to a cost of 1. To resolve this, the reference bandwidth value is typically modified to allow these higher-bandwidth interfaces to have separate, more granular cost values. In this particular case, a Ten Gigabit Ethernet interface or an OC-192 POS interface are asked to have a cost value of 3, whereas a 155Mbps OC-3 POS/ATM interface is asked to have a cost value of 193.
 Verify the OSPF cost value for a GigabitEthernet interface and Reference Bandwidth value before configuration changes are applied:
 R1#show ip ospf interface gigabitEthernet1.13 | include Cost
 Process ID 1, Router ID 150.1.1.1, Network Type BROADCAST, Cost: 1
 Topology-MTID Cost Disabled Shutdown Topology Name
 !
 ! R1#show ip ospf | section Reference
 Reference bandwidth unit is 100 mbps
 Area BACKBONE(0)
 Number of interfaces in this area is 2 (1 loopback)
 Verify the OSPF cost value for a GigabitEthernet interface and Reference Bandwidth value after configuration changes are applied:
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R1#show ip ospf interface gigabitEthernet1.13 | include Cost
 Process ID 1, Router ID 150.1.1.1, Network Type BROADCAST, Cost: 30
 Topology-MTID Cost Disabled Shutdown Topology Name
 !
 ! R1#show ip ospf | section Reference
 Reference bandwidth unit is 30000 mbps
 Area BACKBONE(0)
 Number of interfaces in this area is 2 (1 loopback)
 For tasks like this, it is not necessary to memorize the formula for cost calculation; just to know how to derive it using various show outputs on the IOS CLI. Because the OSPF cost is derived from the bandwidth, changing the interface bandwidth
 value should change the cost:
 R1#configure terminal
 Enter configuration commands, one per line. End with CNTL/Z. R1(config)#interface GigabitEthernet1.13
 R1(config-subif)#bandwidth 10000000
 ! R1#show ip ospf interface gigabitEthernet1.13 | include Cost
 Process ID 1, Router ID 150.1.1.1, Network Type BROADCAST, Cost: 3
 Topology-MTID Cost Disabled Shutdown Topology Name
 A reference bandwidth of 30.000 results in a cost of 3 (30000 reference bw/ 10000 interface bw = 3). This calculation then stays true for 155Mbps OC-3:
 R1(config)#interface gigabitEthernet 1.13
 R1(config-subif)#bandwidth 155000
 ! R1#show ip ospf interface gigabitEthernet1.13 | include Cost
 Process ID 1, Router ID 150.1.1.1, Network Type BROADCAST, Cost: 193
 Topology-MTID Cost Disabled Shutdown Topology Name
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CCIE Routing & Switching v5 Workbook - CCIE R&S v5 Advanced Technology Labs - OSPF
 OSPF Path Selection with Cost
 A Note On Section Initial Configuration Files : You must load the initial configuration files for the section, named Basic OSPF Routing , which can be found in CCIE R&S v5 Topology Diagrams & Initial Configurations. Reference the Advanced Technology Labs OSPF Diagram to complete this task.
 Task
 Use the interface-level ip ospf cost command so that: Traffic from R10 destined to R6's Loopback0 uses the DMVPN cloud path via R1.
 Configuration
 R4:
 interface GigabitEthernet1.146
 ip ospf cost 2
 R5:
 interface GigabitEthernet1.45
 ip ospf cost 1001
 Verification
 To understand how OSPF path selection can be modified for traffic engineering purposes, it is important to understand why the current path is being selected. OSPF is sometimes described as being partially link-state and partially distance vector. This is because SPF calculations are only performed for Intra-Area routing, whereas the Area Border Routers’ (ABRs) advertised information is trusted for Inter-
 http://labs.ine.com/workbook/view/rs-v5-workbook/task/ccie-r-s-v5-topology-diagrams-initial-configurations-MTk3Ng==
 http://labs.ine.com/workbook/view/rs-v5-workbook/task/ccie-r-s-v5-topology-diagrams-initial-configurations-MTk3Ng==
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Area and External calculations.
 In this particular scenario, the goal is to modify the traffic flow so that packets coming from R10 going to the network 150.1.6.6/32 uses the DMVPN cloud through R1. By visually mapping the traffic flow, we can see that R10 has only one possible path to reach this network in the first place, VLAN 108 link in area 3 to R8. R8 likewise has only one path, the VLAN 58 link in area 3 to R5. R5 has multiple possible paths, the DMVPN link to R1, the DMVPN link to R4, and the VLAN 45 link to R4. R5 basically has one possible path via R1 and two possible paths via R4.
 Before doing any configuration changes, let's see how the current path is selected and what is the current cost towards R6's Loopback0, starting from R10:
 R10#show ip route 150.1.6.6
 Routing entry for 150.1.6.6/32 Known via "ospf 1", distance 110, metric 5, type inter area
 Last update from 155.1.108.8 on GigabitEthernet1.108, 00:25:35 ago
 Routing Descriptor Blocks: * 155.1.108.8, from 150.1.5.5, 00:25:35 ago, via GigabitEthernet1.108
 Route metric is 5, traffic share count is 1
 R10 says that the longest match to 150.1.6.6 is an OSPF Inter-Area route to 150.1.6.6/32 via the next-hop 155.1.108.8 (R8). Note that after the next-hop value, this output shows that the route is from 150.1.5.5 . This means that R5 is the ABR originating the Network Summary LSA (LSA 3) from area 0 into area 3. By viewing the detailed information about this Type-3 LSA, we can see what R5’s cost to the destination is. Specifically, the syntax for this is show ip ospf database summary
 150.1.6.6 , where 150.1.6.6 is the link-state ID (the network without the mask) for the destination:
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R10#show ip ospf database summary 150.1.6.6
 OSPF Router with ID (150.1.10.10) (Process ID 1)
 Summary Net Link States (Area 3)
 Routing Bit Set on this LSA in topology Base with MTID 0
 LS age: 1672
 Options: (No TOS-capability, DC, Upward)
 LS Type: Summary Links(Network) Link State ID: 150.1.6.6 (summary Network Number)
 Advertising Router: 150.1.5.5
 LS Seq Number: 80000004
 Checksum: 0xDC15
 Length: 28 Network Mask: /32
 MTID: 0 Metric: 3
 The output above indicates that R10 is using the ABR 150.1.5.5 as the exit point to reach 150.1.6.6/32. Note that the metric value of 3 in this output is not R10’s metric to the destination, but the ABR’s (R5’s) metric to the destination. For R10 to actually route to this destination, it must now run SPF on the advertising router 150.1.5.5 (R5’s RID).
 This is why OSPF is considered partially distance vector and partially link-state. R10 does not know the detailed information about the path selection that is occurring behind R5. R10 trusts R5’s calculation for the prefix, which is typically a distance vector behavior, and then calculates the shortest Intra-Area path to reach R5, which is a link-state behavior. The advantage of this design inherent to OSPF is that R10 does not need to run SPF on the entire OSPF topology, which immensely increases scalability. Now let’s find out how R10 routes to get to R5.
 OSPF’s Intra-Area SPF determines this by finding out who R10 is directly adjacent with, and what the cost values to these neighbors are. When this is determined, R10 further sees who its neighbors are adjacent with and what their costs are to their adjacent neighbors. The process continues over and over until R10 finds the shortest path to the ABR 150.1.5.5. This Intra-Area metric is then added to the LSA 3 metric that R5 is advertising, and results in the end-to-end metric value that is actually installed in the routing table. We can verify this by first finding out who R10 is adjacent with by viewing its Router LSA (LSA 1). Specifically, this is accomplished with the show ip ospf database router self-originate syntax:
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R10#show ip ospf database router self-originate
 OSPF Router with ID (150.1.10.10) (Process ID 1)
 Router Link States (Area 3)
 LS age: 460
 Options: (No TOS-capability, DC)
 LS Type: Router Links
 Link State ID: 150.1.10.10
 Advertising Router: 150.1.10.10
 LS Seq Number: 80000022
 Checksum: 0xC758
 Length: 60
 Number of Links: 3
 Link connected to: a Stub Network
 (Link ID) Network/subnet number: 150.1.10.10
 (Link Data) Network Mask: 255.255.255.255
 Number of MTID metrics: 0
 TOS 0 Metrics: 1
 Link connected to: a Transit Network
 (Link ID) Designated Router address: 155.1.108.10
 (Link Data) Router Interface address: 155.1.108.10
 Number of MTID metrics: 0 TOS 0 Metrics: 1
 Link connected to: a Stub Network
 (Link ID) Network/subnet number: 155.1.10.0
 (Link Data) Network Mask: 255.255.255.0
 Number of MTID metrics: 0
 TOS 0 Metrics: 1
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R10 sees that it is adjacent with the Designated Router address: 155.1.108.10, and that the cost is 1. Although technically the DR for this segment is R10 itself, OSPF (like IS-IS) treats the DR as a separate pseudonode, which it must consult before computing SPF. This is because VLAN 108 link connecting to R8 runs OSPF network type broadcast, which requires the DR/BDR election. Therefore, R10 must ask the DR who it is adjacent with and what its cost calculation is to its adjacent neighbors. This information can be viewed by checking the DR’s Network LSA (LSA 2) via the show ip ospf database network 155.1.108.10 . From the information below, we can see that R10 finds out that the DR for the segment is adjacent with 150.1.8.8 (R8’s RID):
 R10#show ip ospf database network 155.1.108.10
 OSPF Router with ID (150.1.10.10) (Process ID 1)
 Net Link States (Area 3)
 Routing Bit Set on this LSA in topology Base with MTID 0
 LS age: 601
 Options: (No TOS-capability, DC)
 LS Type: Network Links
 Link State ID: 155.1.108.10 (address of Designated Router)
 Advertising Router: 150.1.10.10
 LS Seq Number: 80000020
 Checksum: 0xCD3B
 Length: 32
 Network Mask: /24 Attached Router: 150.1.10.10
 Attached Router: 150.1.8.8
 Based on this, R10 infers that it should now ask the router 150.1.8.8 who it is adjacent with. We can view this information on R10 with show ip ospf database
 router 150.1.8.8 or on R8 with show ip ospf database router self-originate :
 R10#show ip ospf database router 150.1.8.8
 OSPF Router with ID (150.1.10.10) (Process ID 1)
 Router Link States (Area 3)
 LS age: 1043
 Options: (No TOS-capability, DC)
 LS Type: Router Links
 Link State ID: 150.1.8.8
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Advertising Router: 150.1.8.8
 LS Seq Number: 80000023
 Checksum: 0x7CE4
 Length: 72
 Number of Links: 4
 Link connected to: a Stub Network
 (Link ID) Network/subnet number: 150.1.8.8
 (Link Data) Network Mask: 255.255.255.255
 Number of MTID metrics: 0
 TOS 0 Metrics: 1
 Link connected to: a Transit Network
 (Link ID) Designated Router address: 155.1.108.10
 (Link Data) Router Interface address: 155.1.108.8
 Number of MTID metrics: 0
 TOS 0 Metrics: 1
 Link connected to: a Transit Network
 (Link ID) Designated Router address: 155.1.58.8
 (Link Data) Router Interface address: 155.1.58.8
 Number of MTID metrics: 0 TOS 0 Metrics: 1
 Link connected to: a Stub Network
 (Link ID) Network/subnet number: 155.1.8.0
 (Link Data) Network Mask: 255.255.255.0
 Number of MTID metrics: 0
 TOS 0 Metrics: 1
 The output above means that R8 is adjacent with the DR 155.1.58.8 (R8), and that the cost to the DR is 1. R8 must now ask the DR who it is adjacent with:
 R10#show ip ospf database network 155.1.58.8
 OSPF Router with ID (150.1.10.10) (Process ID 1)
 Net Link States (Area 3)
 Routing Bit Set on this LSA in topology Base with MTID 0
 LS age: 1131
 Options: (No TOS-capability, DC)
 LS Type: Network Links
 Link State ID: 155.1.58.8 (address of Designated Router)
 Advertising Router: 150.1.8.8
 LS Seq Number: 80000020
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Checksum: 0xAC9E
 Length: 32
 Network Mask: /24 Attached Router: 150.1.8.8
 Attached Router: 150.1.5.5
 Because the DR is directly adjacent with 150.1.5.5, R10 infers the total cost to 150.1.5.5 as 1 + 1 = 2. Because R5 is advertising the metric 3 in its LSA 3 for 150.1.6.6/32, and R10’s metric to R5 is 2, we now know why the total metric in the routing table of R10 is 5. However, we do not yet know how R5’s calculation to the final destination occurs. Because area 3 has no visibility on complete Inter-Area calculations, this can only be verified starting on R5:
 R5#show ip route 150.1.6.6
 Routing entry for 150.1.6.6/32 Known via "ospf 1", distance 110, metric 3, type inter area
 Last update from 155.1.45.4 on GigabitEthernet1.45, 00:42:12 ago
 Routing Descriptor Blocks: * 155.1.45.4, from 150.1.4.4, 00:42:12 ago, via GigabitEthernet1.45
 Route metric is 3, traffic share count is 1
 R5 says that it has a single paths to the destination 150.1.6.6 via the longest match 150.1.6.6/32. This is through VLAN 45, one of its area 0 adjacencies with R4. Because R5 sees this prefix as Inter-Area, it must ask the area 0 ABRs how they are calculating the path and then run SPF on the ABRs themselves to find the ultimate shortest path. This can be verified on R5 by first viewing the possible paths to the Network Summary LSAs (LSA 3) that the ABRs are advertising and then to the ABRs that are originating it via their Router LSAs (LSA 1):
 R5#show ip ospf database summary 150.1.6.6
 OSPF Router with ID (150.1.5.5) (Process ID 1)
 Summary Net Link States (Area 0)
 LS age: 1146
 Options: (No TOS-capability, DC, Upward)
 LS Type: Summary Links(Network) Link State ID: 150.1.6.6 (summary Network Number)
 Advertising Router: 150.1.1.1
 LS Seq Number: 80000002
 Checksum: 0xBF1
 Length: 28
 Network Mask: /32 MTID: 0 Metric: 2
 Routing Bit Set on this LSA in topology Base with MTID 0
 LS age: 772
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Options: (No TOS-capability, DC, Upward)
 LS Type: Summary Links(Network) Link State ID: 150.1.6.6 (summary Network Number)
 Advertising Router: 150.1.4.4
 LS Seq Number: 80000004
 Checksum: 0xDF15
 Length: 28
 Network Mask: /32 MTID: 0 Metric: 2
 Summary Net Link States (Area 3)
 LS age: 698
 Options: (No TOS-capability, DC, Upward)
 LS Type: Summary Links(Network)
 Link State ID: 150.1.6.6 (summary Network Number)
 Advertising Router: 150.1.5.5
 LS Seq Number: 80000005
 Checksum: 0xDA16
 Length: 28
 Network Mask: /32
 MTID: 0 Metric: 3
 R5 sees two possible paths to the destination in the OSPF database. The first is in area 0 via the ABR 150.1.1.1 (R1), the second is in area 0 via the ABR 150.1.4.4 (R4). The Type-3 LSA in area 3 is actually generated by itself, thus it cannot be used for best path selection. Now R5 must find the shortest path to the two ABRs 150.1.1.1 and 150.1.4.4 in area 0. This is accomplished the same way it was in area 3, by finding out the cost to R5’s adjacent neighbors, and then recursing over and over to find their cost and their adjacent neighbors’ cost toward the ABRs. In this case, the topology is fairly simple because R5 is directly adjacent with both of these area 0 routers:
 R5#show ip ospf database router self-originate
 OSPF Router with ID (150.1.5.5) (Process ID 1)
 Router Link States (Area 0)
 LS age: 1384
 Options: (No TOS-capability, DC)
 LS Type: Router Links
 Link State ID: 150.1.5.5
 Advertising Router: 150.1.5.5
 LS Seq Number: 800005E8
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Checksum: 0xDD41
 Length: 108
 Area Border Router
 Number of Links: 7
 Link connected to: a Stub Network
 (Link ID) Network/subnet number: 150.1.5.5
 (Link Data) Network Mask: 255.255.255.255
 Number of MTID metrics: 0
 TOS 0 Metrics: 1
 Link connected to: a Transit Network
 (Link ID) Designated Router address: 155.1.45.5
 (Link Data) Router Interface address: 155.1.45.5
 Number of MTID metrics: 0 TOS 0 Metrics: 1
 Link connected to: another Router (point-to-point)
 (Link ID) Neighboring Router ID: 150.1.4.4
 (Link Data) Router Interface address: 155.1.0.5
 Number of MTID metrics: 0 TOS 0 Metrics: 1000
 Link connected to: another Router (point-to-point)
 (Link ID) Neighboring Router ID: 150.1.1.1
 (Link Data) Router Interface address: 155.1.0.5
 Number of MTID metrics: 0 TOS 0 Metrics: 1000
 Link connected to: another Router (point-to-point)
 (Link ID) Neighboring Router ID: 150.1.2.2
 (Link Data) Router Interface address: 155.1.0.5
 Number of MTID metrics: 0
 TOS 0 Metrics: 1000
 Link connected to: another Router (point-to-point)
 (Link ID) Neighboring Router ID: 150.1.3.3
 (Link Data) Router Interface address: 155.1.0.5
 Number of MTID metrics: 0
 TOS 0 Metrics: 1000
 Link connected to: a Stub Network
 (Link ID) Network/subnet number: 155.1.0.5
 (Link Data) Network Mask: 255.255.255.255
 Number of MTID metrics: 0
 TOS 0 Metrics: 0
 <output omitted>
 !
 ! R5#show ip ospf database network 155.1.45.5
 OSPF Router with ID (150.1.5.5) (Process ID 1)
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Net Link States (Area 0)
 Routing Bit Set on this LSA in topology Base with MTID 0
 LS age: 1316
 Options: (No TOS-capability, DC)
 LS Type: Network Links
 Link State ID: 155.1.45.5 (address of Designated Router)
 Advertising Router: 150.1.5.5
 LS Seq Number: 80000042
 Checksum: 0xE85E
 Length: 32
 Network Mask: /24 Attached Router: 150.1.5.5
 Attached Router: 150.1.4.4
 Two points should be noted about the above output. First, the area 3 output that R5 would normally have originated is omitted, because this does not affect its path selection out toward area 1. Second, the output of the three area 0 learned routes indicates that the information is from a Link connected to: another Router (point-to-point). This is because the OSPF network type point-to-multipoint non-broadcast, which is running over the DMVPN cloud does not support the DR/BDR election. Recall that this output in area 3 was different because R10 and R8 could only learn Type1 LSA information via the DR’s pseudonode from Type2 LSA. Network types point-to-multipoint, point-to-multipoint non-broadcast, and point-to-point do not support the DR/BDR election, and therefore do not require the Network LSA (LSA 2) to recurse toward the adjacent neighbor.
 At this point we can see why R5 is installing a single path for R6's Loopback0, via the Ethernet link to R4. This is because R5's cost over the Ethernet link is 1, while the cost over the DMVPN cloud is 1000 for both R1 and R4. So the total cost for R6's Loopback0, as seen from R5 is 2 + 1 = 3. The cost to reach all ABR routers can also be identified from the following output:
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R5#show ip ospf border-routers
 OSPF Router with ID (150.1.5.5) (Process ID 1)
 Base Topology (MTID 0)
 Internal Router Routing Table
 Codes: i - Intra-area route, I - Inter-area route
 i 150.1.1.1 [1000]
 via 155.1.0.1, Tunnel0, ABR, Area 0, SPF 1819 i 150.1.2.2 [1000]
 via 155.1.0.2, Tunnel0, ABR, Area 0, SPF 1819 i 150.1.3.3 [1000]
 via 155.1.0.3, Tunnel0, ABR, Area 0, SPF 1819 i 150.1.4.4 [1]
 via 155.1.45.4, GigabitEthernet1.45, ABR, Area 0, SPF 1819
 Because the goal of the section is to route through the DMVPN cloud via R1, we need to ensure that the OSPF cost via the Ethernet link is higher than the OSPF cost via the DMVPN cloud. We need to raise the Ethernet cost to be above 1000, thus the solution:
 R5#configure terminal
 Enter configuration commands, one per line. End with CNTL/Z. R5(config)#interface gigabitEthernet1.45
 R5(config-subif)#ip ospf cost 1001
 !
 ! R5#show ip route 150.1.6.6
 Routing entry for 150.1.6.6/32 Known via "ospf 1", distance 110, metric 1002, type inter area
 Last update from 155.1.0.1 on Tunnel0, 00:00:04 ago
 Routing Descriptor Blocks: * 155.1.0.4, from 150.1.4.4, 00:00:04 ago, via Tunnel0
 Route metric is 1002, traffic share count is 1
 155.1.0.1, from 150.1.1.1, 00:00:04 ago, via Tunnel0
 Route metric is 1002, traffic share count is 1
 !
 ! R10#show ip ospf database summary 150.1.6.6
 OSPF Router with ID (150.1.10.10) (Process ID 1)
 Summary Net Link States (Area 3)
 Routing Bit Set on this LSA in topology Base with MTID 0
 LS age: 303
 Options: (No TOS-capability, DC, Upward)
 LS Type: Summary Links(Network)
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Link State ID: 150.1.6.6 (summary Network Number)
 Advertising Router: 150.1.5.5
 LS Seq Number: 80000006
 Checksum: 0x302
 Length: 28 Network Mask: /32
 MTID: 0 Metric: 1002
 The end result now is that R5 installs two routes in the routing table, as the cost advertised by both ABRs in Type3 LSAs (R1 and R4) is the same with a value of 2, while R5's cost to both R1 and R4 equals 1000. As we cannot have a per-neighbor cost in the DMVPN cloud configured with the ip ospf cost command, we need to change the metric advertised by R1 and R4, so that R1 advertises a lower metric, thus the solution:
 R4#configure terminal
 Enter configuration commands, one per line. End with CNTL/Z. R4(config)#interface gigabitEthernet1.146
 R4(config-subif)#ip ospf cost 2
 !
 ! R5#show ip route 150.1.6.6
 Routing entry for 150.1.6.6/32 Known via "ospf 1", distance 110, metric 1002, type inter area
 Last update from 155.1.0.1 on Tunnel0, 00:03:58 ago
 Routing Descriptor Blocks: * 155.1.0.1, from 150.1.1.1, 00:03:58 ago, via Tunnel0
 Route metric is 1002, traffic share count is 1
 !
 ! R5#show ip ospf database summary 150.1.6.6
 OSPF Router with ID (150.1.5.5) (Process ID 1)
 Summary Net Link States (Area 0)
 Routing Bit Set on this LSA in topology Base with MTID 0
 LS age: 522
 Options: (No TOS-capability, DC, Upward)
 LS Type: Summary Links(Network) Link State ID: 150.1.6.6 (summary Network Number)
 Advertising Router: 150.1.1.1
 LS Seq Number: 80000003
 Checksum: 0x9F2
 Length: 28
 Network Mask: /32 MTID: 0 Metric: 2
 LS age: 141
 Options: (No TOS-capability, DC, Upward)
 LS Type: Summary Links(Network) Link State ID: 150.1.6.6 (summary Network Number)
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Advertising Router: 150.1.4.4
 LS Seq Number: 80000006
 Checksum: 0xE50C
 Length: 28
 Network Mask: /32 MTID: 0 Metric: 3
 Summary Net Link States (Area 3)
 LS age: 76
 Options: (No TOS-capability, DC, Upward)
 LS Type: Summary Links(Network)
 Link State ID: 150.1.6.6 (summary Network Number)
 Advertising Router: 150.1.5.5
 LS Seq Number: 80000007
 Checksum: 0x103
 Length: 28
 Network Mask: /32
 MTID: 0 Metric: 1002
 Verify with a traceroute, that traffic from R10 towards R6's Loopback0 is sent over the DMVPN cloud via R1:
 R10#show ip route 150.1.6.6
 Routing entry for 150.1.6.6/32 Known via "ospf 1", distance 110, metric 1004, type inter area
 Last update from 155.1.108.8 on GigabitEthernet1.108, 00:09:00 ago
 Routing Descriptor Blocks: * 155.1.108.8, from 150.1.5.5, 00:09:00 ago, via GigabitEthernet1.108
 Route metric is 1004, traffic share count is 1
 !
 ! R10#traceroute 150.1.6.6
 Type escape sequence to abort.
 Tracing the route to 150.1.6.6
 VRF info: (vrf in name/id, vrf out name/id)
 1 155.1.108.8 3 msec 2 msec 2 msec
 2 155.1.58.5 2 msec 2 msec 6 msec 3 155.1.0.1 3 msec 3 msec 4 msec
 4 155.1.146.6 54 msec * 4 msec
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CCIE Routing & Switching v5 Workbook - CCIE R&S v5 Advanced Technology Labs - OSPF
 OSPF Path Selection with Bandwidth
 A Note On Section Initial Configuration Files : You must load the initial configuration files for the section, named Basic OSPF Routing , which can be found in CCIE R&S v5 Topology Diagrams & Initial Configurations. Reference the Advanced Technology Labs OSPF Diagram to complete this task.
 Task
 Using the interface-level bandwidth command so that: Traffic from R6 destined to R8's Loopback0 uses VLAN 146 path via R1.
 Configuration
 R1:
 interface Tunnel0
 bandwidth 100000
 R4:
 interface GigabitEthernet1.45
 bandwidth 10000
 Verification
 Like the previous section, it is first important to understand why the current path selection occurs before modifying it. In this case, without any configuration changes, R6 has one route to the destination 150.1.8.8 via the longest match 150.1.8.8/32 from R4:
 R6#show ip route 150.1.8.8
 http://labs.ine.com/workbook/view/rs-v5-workbook/task/ccie-r-s-v5-topology-diagrams-initial-configurations-MTk3Ng==
 http://labs.ine.com/workbook/view/rs-v5-workbook/task/ccie-r-s-v5-topology-diagrams-initial-configurations-MTk3Ng==
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Routing entry for 150.1.8.8/32 Known via "ospf 1", distance 110, metric 4, type inter area
 Last update from 155.1.146.4 on GigabitEthernet1.146, 00:13:10 ago
 Routing Descriptor Blocks: * 155.1.146.4, from 150.1.4.4, 01:53:00 ago, via GigabitEthernet1.146
 Route metric is 4, traffic share count is 1
 The metric of 4 is computed as the cost towards the ABR (R1 or R4), plus the ABR advertised cost for the Type3 LSA:
 R6#show ip ospf database summary 150.1.8.8
 OSPF Router with ID (150.1.6.6) (Process ID 1)
 Summary Net Link States (Area 1)
 LS age: 156
 Options: (No TOS-capability, DC, Upward)
 LS Type: Summary Links(Network) Link State ID: 150.1.8.8 (summary Network Number)
 Advertising Router: 150.1.1.1
 LS Seq Number: 80000004
 Checksum: 0x11F9
 Length: 28 Network Mask: /32
 MTID: 0 Metric: 1002
 Routing Bit Set on this LSA in topology Base with MTID 0
 LS age: 1247
 Options: (No TOS-capability, DC, Upward)
 LS Type: Summary Links(Network) Link State ID: 150.1.8.8 (summary Network Number)
 Advertising Router: 150.1.4.4
 LS Seq Number: 8000000B
 Checksum: 0xB137
 Length: 28 Network Mask: /32
 MTID: 0 Metric: 3
 Summary Net Link States (Area 2)
 LS age: 1321
 Options: (No TOS-capability, DC, Upward)
 LS Type: Summary Links(Network) Link State ID: 150.1.8.8 (summary Network Number)
 Advertising Router: 150.1.3.3
 LS Seq Number: 80000002
 Checksum: 0xFA0E
 Length: 28 Network Mask: /32
 MTID: 0 Metric: 1002
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!
 ! R6#show ip ospf database router self-originate
 OSPF Router with ID (150.1.6.6) (Process ID 1)
 Router Link States (Area 1)
 LS age: 1108
 Options: (No TOS-capability, DC)
 LS Type: Router Links
 Link State ID: 150.1.6.6
 Advertising Router: 150.1.6.6
 LS Seq Number: 80000025
 Checksum: 0x1791
 Length: 48
 Number of Links: 2
 Link connected to: a Stub Network
 (Link ID) Network/subnet number: 150.1.6.6
 (Link Data) Network Mask: 255.255.255.255
 Number of MTID metrics: 0
 TOS 0 Metrics: 1
 Link connected to: a Transit Network
 (Link ID) Designated Router address: 155.1.146.6
 (Link Data) Router Interface address: 155.1.146.6
 Number of MTID metrics: 0 TOS 0 Metrics: 1
 <output omitted>
 !
 ! R6#show ip ospf database network 155.1.146.6
 OSPF Router with ID (150.1.6.6) (Process ID 1)
 Net Link States (Area 1)
 Routing Bit Set on this LSA in topology Base with MTID 0
 LS age: 155
 Options: (No TOS-capability, DC)
 LS Type: Network Links
 Link State ID: 155.1.146.6 (address of Designated Router) Advertising Router: 150.1.6.6
 LS Seq Number: 80000085
 Checksum: 0x29D2
 Length: 36 Network Mask: /24
 Attached Router: 150.1.6.6
 Attached Router: 150.1.1.1
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Attached Router: 150.1.4.4
 R6 sees the Inter-Area Type3 LSA route via three ABRs, to R1 and R3 with a metric of 1002 and to R4 with a metric of 3. R6 must then recurse to LSA 1 to find the shortest Intra-Area paths to these ABRs. R6 says that the metric to reach the DR 155.1.146.6 for VLAN 146 is 1. Because we know from the topology diagram that the only neighbors on VLAN 146 are R1, R4, and R6, this implies that the metric to reach the ABRs R1 and R4 is 1 as well. The total cost via R1 would be 1002 + 1 = 1003 , via R3 would be 1002 + 2 = 1004 while via R4 would be 3 + 1 = 4. The cost to the ABRs can also be identified from the following output:
 R6#show ip ospf border-routers
 OSPF Router with ID (150.1.6.6) (Process ID 1)
 Base Topology (MTID 0)
 Internal Router Routing Table
 Codes: i - Intra-area route, I - Inter-area route
 i 150.1.1.1 [1]
 via 155.1.146.1, GigabitEthernet1.146, ABR, Area 1, SPF 249 i 150.1.3.3 [2]
 via 155.1.67.7, GigabitEthernet1.67, ABR, Area 2, SPF 8 i 150.1.4.4 [1]
 via 155.1.146.4, GigabitEthernet1.146, ABR, Area 1, SPF 249
 Changing R6’s metric/bandwidth to the DR of VLAN 146 would affect the metric to both ABRs R1 and R4. Although this will change the overall end-to-end cost, it will not change R6’s path selection. Changing R5’s area 3 path to the destination would affect the LSA 3 advertisement that R5 sends into area 0, but it would still result in the same LSA 3 being received by R6 via R1 and R4, just with a different metric than the default. Raising R4’s metric of the LSA 3 sent into area 1, or lowering R1’s metric of the LSA 3 sent into area 1, would cause R6 to route to R1. In this particular solution, R1’s metric is lowered for the Type3 LSA. Because the OSPF cost value is derived from the bandwidth, changing the bandwidth keyword at the interface level changes the cost:
 R1#configure terminal
 Enter configuration commands, one per line. End with CNTL/Z. R1(config)#interface tunnel0
 R1(config-if)#bandwidth 100000
 !
 ! R6#show ip route 150.1.8.8
 Routing entry for 150.1.8.8/32 Known via "ospf 1", distance 110, metric 4, type inter area
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Last update from 155.1.146.1 on GigabitEthernet1.146, 00:00:19 ago
 Routing Descriptor Blocks: * 155.1.146.4, from 150.1.4.4, 02:08:39 ago, via GigabitEthernet1.146
 Route metric is 4, traffic share count is 1
 155.1.146.1, from 150.1.1.1, 00:00:19 ago, via GigabitEthernet1.146
 Route metric is 4, traffic share count is 1
 !
 ! R6#show ip ospf database summary 150.1.8.8
 OSPF Router with ID (150.1.6.6) (Process ID 1)
 Summary Net Link States (Area 1)
 Routing Bit Set on this LSA in topology Base with MTID 0
 LS age: 41
 Options: (No TOS-capability, DC, Upward)
 LS Type: Summary Links(Network) Link State ID: 150.1.8.8 (summary Network Number)
 Advertising Router: 150.1.1.1
 LS Seq Number: 80000005
 Checksum: 0xE410
 Length: 28 Network Mask: /32
 MTID: 0 Metric: 3
 Routing Bit Set on this LSA in topology Base with MTID 0
 LS age: 71
 Options: (No TOS-capability, DC, Upward)
 LS Type: Summary Links(Network) Link State ID: 150.1.8.8 (summary Network Number)
 Advertising Router: 150.1.4.4
 LS Seq Number: 8000000C
 Checksum: 0xAF38
 Length: 28 Network Mask: /32
 MTID: 0 Metric: 3
 Summary Net Link States (Area 2)
 LS age: 115
 Options: (No TOS-capability, DC, Upward)
 LS Type: Summary Links(Network)
 Link State ID: 150.1.8.8 (summary Network Number)
 Advertising Router: 150.1.3.3
 LS Seq Number: 80000003
 Checksum: 0xF80F
 Length: 28
 Network Mask: /32

Page 583
                        

MTID: 0 Metric: 1002
 This did not completely fix the desired path, as now both paths via R1 and R4 have the same cost. We basically configured R1 to have the same cost via the DMVPN cloud as R4 via the VLAN 45 link. To obtain the correct path for the prefix, we change R4's cost on VLAN 45 link in order to change the metric for Type3 LSA advertised by R4. R4 now advertises a metric of 12, the end-to-end cost via R4 will now be 12 + 1 = 13, versus the end-to-end cost via R1 which is 3 + 1 = 4:
 R4#configure terminal
 Enter configuration commands, one per line. End with CNTL/Z. R4(config)#interface GigabitEthernet1.45
 R4(config-subif)#bandwidth 10000
 !
 ! R6#show ip route 150.1.8.8
 Routing entry for 150.1.8.8/32 Known via "ospf 1", distance 110, metric 4, type inter area
 Last update from 155.1.146.1 on GigabitEthernet1.146, 00:04:10 ago
 Routing Descriptor Blocks: * 155.1.146.1, from 150.1.1.1, 00:04:10 ago, via GigabitEthernet1.146
 Route metric is 4, traffic share count is 1
 !
 ! R6#show ip ospf database summary 150.1.8.8
 OSPF Router with ID (150.1.6.6) (Process ID 1)
 Summary Net Link States (Area 1)
 Routing Bit Set on this LSA in topology Base with MTID 0
 LS age: 270
 Options: (No TOS-capability, DC, Upward)
 LS Type: Summary Links(Network) Link State ID: 150.1.8.8 (summary Network Number)
 Advertising Router: 150.1.1.1
 LS Seq Number: 80000005
 Checksum: 0xE410
 Length: 28 Network Mask: /32
 MTID: 0 Metric: 3
 LS age: 45
 Options: (No TOS-capability, DC, Upward)
 LS Type: Summary Links(Network) Link State ID: 150.1.8.8 (summary Network Number)
 Advertising Router: 150.1.4.4
 LS Seq Number: 8000000D
 Checksum: 0x8D5
 Length: 28 Network Mask: /32
 MTID: 0 Metric: 12
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Summary Net Link States (Area 2)
 LS age: 344
 Options: (No TOS-capability, DC, Upward)
 LS Type: Summary Links(Network)
 Link State ID: 150.1.8.8 (summary Network Number)
 Advertising Router: 150.1.3.3
 LS Seq Number: 80000003
 Checksum: 0xF80F
 Length: 28
 Network Mask: /32
 MTID: 0 Metric: 1002
 Verify with a traceroute, that traffic from R6 towards R8's Loopback0 is routed via R1:
 R6#traceroute 150.1.8.8
 Type escape sequence to abort.
 Tracing the route to 150.1.8.8
 VRF info: (vrf in name/id, vrf out name/id) 1 155.1.146.1 12 msec 4 msec 5 msec
 2 155.1.0.5 2 msec 2 msec 3 msec
 3 155.1.58.8 5 msec * 4 msec
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CCIE Routing & Switching v5 Workbook - CCIE R&S v5 Advanced Technology Labs - OSPF
 OSPF Path Selection with Per-Neighbor Cost
 A Note On Section Initial Configuration Files : You must load the initial configuration files for the section, named Basic OSPF Routing , which can be found in CCIE R&S v5 Topology Diagrams & Initial Configurations. Reference the Advanced Technology Labs OSPF Diagram to complete this task.
 Task
 Configure per-neighbor cost values on R5 so that cost to reach R1 is 50 and cost to reach R4 is 40.
 Configuration
 R5:
 router ospf 1
 neighbor 155.1.0.1 cost 50
 neighbor 155.1.0.4 cost 40
 Verification
 OSPF cost calculation for a segment is based on the bandwidth value of the outgoing interface. In certain network topologies, this can be an issue if the underlying layer 2 network does not map directly to the bandwidth value of the interface connecting to it.
 For example, in this topology, R5’s single GigabitEthernet interface connecting to the DMVPN cloud has multiple VPNs. Although the physical GigabitEthernet interface has a bandwidth value of 1Gbps, the individual VPNs themselves are not
 http://labs.ine.com/workbook/view/rs-v5-workbook/task/ccie-r-s-v5-topology-diagrams-initial-configurations-MTk3Ng==
 http://labs.ine.com/workbook/view/rs-v5-workbook/task/ccie-r-s-v5-topology-diagrams-initial-configurations-MTk3Ng==
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provisioned at this rate. The bandwidth can be changed per interface or per sub-interface but that will affect all the VPNs. To have different OSPF cost per neighbor, the network type’s point-to-multipoint and point-to-multipoint non-broadcast support the setting of the OSPF cost value on a per-neighbor basis. Before modifying the per neighbor cost, the output of the show ip ospf database router self-originate
 command shows the default cost to reach all neighbors in the DMVPN cloud, which equals to 1000:
 R5#show ip ospf database router self-originate
 OSPF Router with ID (150.1.5.5) (Process ID 1)
 Router Link States (Area 0)
 LS age: 1598
 Options: (No TOS-capability, DC)
 LS Type: Router Links
 Link State ID: 150.1.5.5
 Advertising Router: 150.1.5.5
 LS Seq Number: 800005F0
 Checksum: 0x6DA9
 Length: 108
 Area Border Router
 Number of Links: 7
 Link connected to: a Stub Network
 (Link ID) Network/subnet number: 150.1.5.5
 (Link Data) Network Mask: 255.255.255.255
 Number of MTID metrics: 0
 TOS 0 Metrics: 1
 Link connected to: a Transit Network
 (Link ID) Designated Router address: 155.1.45.5
 (Link Data) Router Interface address: 155.1.45.5
 Number of MTID metrics: 0
 TOS 0 Metrics: 1
 Link connected to: another Router (point-to-point)
 (Link ID) Neighboring Router ID: 150.1.4.4
 (Link Data) Router Interface address: 155.1.0.5
 Number of MTID metrics: 0 TOS 0 Metrics: 1000
 Link connected to: another Router (point-to-point)
 (Link ID) Neighboring Router ID: 150.1.3.3
 (Link Data) Router Interface address: 155.1.0.5
 Number of MTID metrics: 0 TOS 0 Metrics: 1000
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Link connected to: another Router (point-to-point)
 (Link ID) Neighboring Router ID: 150.1.2.2
 (Link Data) Router Interface address: 155.1.0.5
 Number of MTID metrics: 0 TOS 0 Metrics: 1000
 Link connected to: another Router (point-to-point)
 (Link ID) Neighboring Router ID: 150.1.1.1
 (Link Data) Router Interface address: 155.1.0.5
 Number of MTID metrics: 0 TOS 0 Metrics: 1000
 Link connected to: a Stub Network
 (Link ID) Network/subnet number: 155.1.0.5
 (Link Data) Network Mask: 255.255.255.255
 Number of MTID metrics: 0
 TOS 0 Metrics: 0
 <output omitted>
 After changing the per-neighbor cost, R5’s router LSA (LSA 1) is changed to reflect the cost values defined on a per-neighbor basis:
 R5#configure terminal
 Enter configuration commands, one per line. End with CNTL/Z. R5(config)#router ospf 1
 R5(config-router)#neighbor 155.1.0.1 cost 50
 R5(config-router)#neighbor 155.1.0.4 cost 40
 !
 ! R5#show ip ospf database router self-originate
 OSPF Router with ID (150.1.5.5) (Process ID 1)
 Router Link States (Area 0)
 LS age: 44
 Options: (No TOS-capability, DC)
 LS Type: Router Links
 Link State ID: 150.1.5.5
 Advertising Router: 150.1.5.5
 LS Seq Number: 800005F2
 Checksum: 0xBAD7
 Length: 108
 Area Border Router
 Number of Links: 7
 Link connected to: a Stub Network
 (Link ID) Network/subnet number: 150.1.5.5
 (Link Data) Network Mask: 255.255.255.255
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Number of MTID metrics: 0
 TOS 0 Metrics: 1
 Link connected to: a Transit Network
 (Link ID) Designated Router address: 155.1.45.5
 (Link Data) Router Interface address: 155.1.45.5
 Number of MTID metrics: 0
 TOS 0 Metrics: 1
 Link connected to: another Router (point-to-point)
 (Link ID) Neighboring Router ID: 150.1.4.4
 (Link Data) Router Interface address: 155.1.0.5
 Number of MTID metrics: 0 TOS 0 Metrics: 40
 Link connected to: another Router (point-to-point)
 (Link ID) Neighboring Router ID: 150.1.3.3
 (Link Data) Router Interface address: 155.1.0.5
 Number of MTID metrics: 0 TOS 0 Metrics: 1000
 Link connected to: another Router (point-to-point)
 (Link ID) Neighboring Router ID: 150.1.2.2
 (Link Data) Router Interface address: 155.1.0.5
 Number of MTID metrics: 0 TOS 0 Metrics: 1000
 Link connected to: another Router (point-to-point)
 (Link ID) Neighboring Router ID: 150.1.1.1
 (Link Data) Router Interface address: 155.1.0.5
 Number of MTID metrics: 0 TOS 0 Metrics: 50
 Link connected to: a Stub Network
 (Link ID) Network/subnet number: 155.1.0.5
 (Link Data) Network Mask: 255.255.255.255
 Number of MTID metrics: 0
 TOS 0 Metrics: 0
 <output omitted>
 The fact that cost no longer reflects the interface bandwidth for all neighbors, is also visible in the following output:
 R5#show ip ospf neighbor detail | include Neighbor|Cost
 Neighbor 150.1.4.4, interface address 155.1.45.4
 Neighbor priority is 1, State is FULL, 108 state changes
 Neighbor is up for 04:15:56 Neighbor 150.1.4.4, interface address 155.1.0.4
 Neighbor priority is 0 (configured 0), State is FULL, 6 state changes,
 Cost in topology Base with MTID 0 is 40
 Neighbor is up for 02:48:30
 Neighbor 150.1.3.3, interface address 155.1.0.3
 Neighbor priority is 0 (configured 0), State is FULL, 6 state changes
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Neighbor is up for 02:48:30
 Neighbor 150.1.2.2, interface address 155.1.0.2
 Neighbor priority is 0 (configured 0), State is FULL, 6 state changes
 Neighbor is up for 02:48:30 Neighbor 150.1.1.1, interface address 155.1.0.1
 Neighbor priority is 0 (configured 0), State is FULL, 6 state changes,
 Cost in topology Base with MTID 0 is 50
 Neighbor is up for 02:48:30
 Neighbor 150.1.8.8, interface address 155.1.58.8
 Neighbor priority is 1, State is FULL, 6 state changes
 Neighbor is up for 20:38:30
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CCIE Routing & Switching v5 Workbook - CCIE R&S v5 Advanced Technology Labs - OSPF
 Discontiguous OSPF Areas with Virtual-Links
 A Note On Section Initial Configuration Files : You must load the initial configuration files for the section, named Basic OSPF Routing , which can be found in CCIE R&S v5 Topology Diagrams & Initial Configurations. Reference the Advanced Technology Labs OSPF Diagram to complete this task.
 Task
 Configure the network so that full reachability is maintained if R3’s connection to R7 goes down.
 Do not apply any configuration to R4 to solve this task.
 Configuration
 R1:
 router ospf 1
 area 1 virtual-link 150.1.6.6
 R6:
 router ospf 1
 area 1 virtual-link 150.1.1.1
 Verification
 http://labs.ine.com/workbook/view/rs-v5-workbook/task/ccie-r-s-v5-topology-diagrams-initial-configurations-MTk3Ng==
 http://labs.ine.com/workbook/view/rs-v5-workbook/task/ccie-r-s-v5-topology-diagrams-initial-configurations-MTk3Ng==
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Devices in OSPF area 2 have two exit points out the rest of the network, R3 via area 0, and R6 via area 1. However, although R6 has interfaces in multiple areas, it is technically not an ABR. This can be verified in the OSPF database of devices area 2, because only R3 can originate Summary Network LSAs (LSA 3) to describe Inter-Area destinations:
 R9#show ip ospf border-routers
 OSPF Router with ID (150.1.9.9) (Process ID 1)
 Base Topology (MTID 0)
 Internal Router Routing Table
 Codes: i - Intra-area route, I - Inter-area route
 i 150.1.3.3 [2]
 via 155.1.79.7, GigabitEthernet1.79, ABR, Area 2, SPF 7
 !
 ! R9#show ip ospf database
 OSPF Router with ID (150.1.9.9) (Process ID 1)
 Router Link States (Area 2)
 Link ID ADV Router Age Seq# Checksum Link count
 150.1.3.3 150.1.3.3 1943 0x80000035 0x00C173 1
 150.1.6.6 150.1.6.6 2008 0x80000034 0x001BD0 1
 150.1.7.7 150.1.7.7 1807 0x80000036 0x00EAF4 5
 150.1.9.9 150.1.9.9 1609 0x80000034 0x00262B 3
 Net Link States (Area 2)
 Link ID ADV Router Age Seq# Checksum
 155.1.37.7 150.1.7.7 67 0x80000033 0x003C1A
 155.1.67.7 150.1.7.7 67 0x80000033 0x0042EF
 155.1.79.9 150.1.9.9 1609 0x80000032 0x00D248
 Summary Net Link States (Area 2)
 Link ID ADV Router
 Age Seq# Checksum 150.1.1.1 150.1.3.3
 1943 0x8000000D 0x00A17F 150.1.2.2 150.1.3.3
 454 0x80000013 0x008098 150.1.3.3 150.1.3.3
 1943 0x80000014 0x0002EB 150.1.4.4 150.1.3.3
 1943 0x80000015 0x0029D4 150.1.5.5 150.1.3.3
 454 0x80000013 0x000EF0 150.1.6.6 150.1.3.3
 1943 0x80000015 0x0009EF 150.1.8.8 150.1.3.3
 454 0x80000013 0x00D81F
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150.1.10.10 150.1.3.3
 454 0x80000013 0x00B83A 155.1.0.1 150.1.3.3
 1943 0x8000000D 0x0061BC 155.1.0.2 150.1.3.3
 454 0x80000013 0x004BCB 155.1.0.3 150.1.3.3
 963 0x80000015 0x00D516 155.1.0.4 150.1.3.3
 1943 0x80000015 0x000AF3 155.1.0.5 150.1.3.3
 454 0x80000013 0x00F906 155.1.5.0 150.1.3.3
 454 0x80000013 0x00FEFF 155.1.8.0 150.1.3.3
 454 0x80000013 0x00E713 155.1.10.0 150.1.3.3
 454 0x80000013 0x00DB1C 155.1.13.0 150.1.3.3
 1943 0x80000033 0x003290 155.1.23.0 150.1.3.3
 1943 0x80000033 0x00C3F4 155.1.45.0 150.1.3.3
 1943 0x80000015 0x004193 155.1.58.0 150.1.3.3
 454 0x80000013 0x00B514 155.1.108.0 150.1.3.3
 454 0x80000013 0x0097FE 155.1.146.0 150.1.3.3
 1943 0x80000015 0x00EF7E
 !
 ! R9# show ip route 150.1.5.5
 Routing entry for 150.1.5.5/32 Known via "ospf 1", distance 110, metric 1003, type inter area
 Last update from 155.1.79.7 on GigabitEthernet1.79, 10:04:27 ago
 Routing Descriptor Blocks: * 155.1.79.7, from 150.1.3.3, 10:04:27 ago, via GigabitEthernet1.79
 Route metric is 1003, traffic share count is 1
 Based on the above output, we can infer that if area 2 loses its connection to R3, all Inter-Area connectivity to area 2 will be lost. This can be demonstrated by shutting down R3’s connection to R7:
 R3#configure terminal
 Enter configuration commands, one per line. End with CNTL/Z. R3(config)#interface GigabitEthernet1.37
 R3(config-subif)#shutdown
 When the link to R3 is down, R7 issues a withdraw message, but the devices in area 2 cache the LSA information from R3 in the OSPF database until the LSA age expires. Although LSA Type3 will still be present in the OSPF database until expire, all routers know that R3 is no longer reachable in area 2 based on Type1 LSAs, thus all its advertised LSAs are not usable:
 R9#show ip ospf database
 OSPF Router with ID (150.1.9.9) (Process ID 1)
 Router Link States (Area 2)
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Link ID ADV Router Age Seq# Checksum Link count
 150.1.3.3 150.1.3.3 254 0x80000036 0x00BF74 1
 150.1.6.6 150.1.6.6 296 0x80000035 0x0019D1 1
 150.1.7.7 150.1.7.7 5 0x80000038 0x009913 5
 150.1.9.9 150.1.9.9 1913 0x80000034 0x00262B 3
 Net Link States (Area 2)
 Link ID ADV Router Age Seq# Checksum
 155.1.37.7 150.1.7.7 3604 0x80000034 0x003A1B
 155.1.67.7 150.1.7.7 371 0x80000033 0x0042EF
 155.1.79.9 150.1.9.9 1913 0x80000032 0x00D248
 Summary Net Link States (Area 2)
 Link ID ADV Router
 Age Seq# Checksum
 150.1.1.1 150.1.3.3 254 0x8000000E 0x009F80
 150.1.2.2 150.1.3.3 758 0x80000013 0x008098
 150.1.3.3 150.1.3.3 254 0x80000015 0x00FFEC
 150.1.4.4 150.1.3.3 254 0x80000016 0x0027D5 150.1.5.5 150.1.3.3
 758 0x80000013 0x000EF0
 150.1.6.6 150.1.3.3 254 0x80000016 0x0007F0
 150.1.8.8 150.1.3.3 758 0x80000013 0x00D81F
 150.1.10.10 150.1.3.3 758 0x80000013 0x00B83A
 155.1.0.1 150.1.3.3 254 0x8000000E 0x005FBD
 155.1.0.2 150.1.3.3 758 0x80000013 0x004BCB
 155.1.0.3 150.1.3.3 1267 0x80000015 0x00D516
 155.1.0.4 150.1.3.3 254 0x80000016 0x0008F4
 155.1.0.5 150.1.3.3 758 0x80000013 0x00F906
 155.1.5.0 150.1.3.3 758 0x80000013 0x00FEFF
 155.1.8.0 150.1.3.3 758 0x80000013 0x00E713
 155.1.10.0 150.1.3.3 758 0x80000013 0x00DB1C
 155.1.13.0 150.1.3.3 254 0x80000034 0x003091
 155.1.23.0 150.1.3.3 254 0x80000034 0x00C1F5
 155.1.45.0 150.1.3.3 254 0x80000016 0x003F94
 155.1.58.0 150.1.3.3 758 0x80000013 0x00B514
 155.1.108.0 150.1.3.3 758 0x80000013 0x0097FE
 155.1.146.0 150.1.3.3 254 0x80000016 0x00ED7F
 !
 ! R9#show ip ospf border-routers
 OSPF Router with ID (150.1.9.9) (Process ID 1)
 Base Topology (MTID 0)
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Internal Router Routing Table
 Codes: i - Intra-area route, I - Inter-area route
 R9#
 !
 ! R9#show ip ospf database summary 150.1.5.5
 OSPF Router with ID (150.1.9.9) (Process ID 1)
 Summary Net Link States (Area 2)
 LS age: 800
 Options: (No TOS-capability, DC, Upward)
 LS Type: Summary Links(Network) Link State ID: 150.1.5.5 (summary Network Number)
 Advertising Router: 150.1.3.3
 LS Seq Number: 80000013
 Checksum: 0xEF0
 Length: 28 Network Mask: /32
 MTID: 0 Metric: 1001
 !
 ! R9#show ip ospf database router adv-router 150.1.3.3
 OSPF Router with ID (150.1.9.9) (Process ID 1)
 Router Link States (Area 2)
 Adv Router is not-reachable in topology Base with MTID 0
 LS age: 325
 Options: (No TOS-capability, DC)
 LS Type: Router Links
 Link State ID: 150.1.3.3
 Advertising Router: 150.1.3.3
 LS Seq Number: 80000036
 Checksum: 0xBF74
 Length: 36
 Area Border Router
 Number of Links: 1
 Link connected to: a Transit Network
 (Link ID) Designated Router address: 155.1.37.7
 (Link Data) Router Interface address: 155.1.37.3
 Number of MTID metrics: 0
 TOS 0 Metrics: 1
 !
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! R9#show ip route 150.1.5.5
 % Subnet not in table
 To resolve this problem, R6 must offer devices in area 2 an alternate path to area 0. This can be done by adding a new link to R6 that is in area 0, such as another Ethernet interface or a Tunnel interface, or by configuring an OSPF virtual-link.
 An OSPF virtual-link allows the creation of an indirect area 0 adjacency. This adjacency can be used to repair breaks in the OSPF domain or solve traffic engineering requirements. In this particular case, R6 can virtual-link to the neighbors R1 or R4 who are in area 1, because they both have connections to area 0. R1 is chosen in this solution because the task instructs you not to configure R4. The first important point to note about the virtual-link is that the neighbor value specified in the virtual-link syntax is the router-id of the neighbor in the transit area. This means that if for some reason the router-id changes (for example, if a new higher Loopback interface is added) or the router-id command is changed, the virtual-link will fail.
 Additionally, the neighbors forming adjacency over the virtual-link do not have to be directly connected; they simply need to know how to recurse toward each other's LSA 1 advertisements. This means that the traffic flow via the virtual-link should naturally follow the Intra-Area SPF calculation between the routers’ LSA 1 advertisements. Verification of this can be seen as follows:
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R1#configure terminal
 Enter configuration commands, one per line. End with CNTL/Z. R1(config)#router ospf 1
 R1(config-router)#area 1 virtual-link 150.1.6.6
 !
 ! R6#configure terminal
 Enter configuration commands, one per line. End with CNTL/Z. R6(config)#router ospf 1
 R6(config-router)#area 1 virtual-link 150.1.1.1
 !
 %OSPF-5-ADJCHG: Process 1, Nbr 150.1.1.1 on OSPF_VL0 from LOADING to FULL, Loading Done
 !
 !
 R6#show ip ospf neighbor
 Neighbor ID Pri State Dead Time Address Interface
 150.1.1.1 0 FULL/ - 00:00:29 155.1.146.1 OSPF_VL0
 150.1.1.1 1 FULL/BDR 00:00:39 155.1.146.1 GigabitEthernet1.146
 223.255.255.255 0 FULL/DROTHER 00:00:39 155.1.146.4 GigabitEthernet1.146
 150.1.7.7 1 FULL/BDR 00:00:36 155.1.67.7 GigabitEthernet1.67
 R1 and R6 form an adjacency over the virtual-link. show ip ospf interface indicates that the virtual-link is an area 0 interface:
 R6#show ip ospf interface
 OSPF_VL0 is up, line protocol is up
 Internet Address 155.1.146.6/24, Area 0, Attached via Not Attached
 Process ID 1, Router ID 150.1.6.6, Network Type VIRTUAL_LINK, Cost: 1
 Topology-MTID Cost Disabled Shutdown Topology Name
 0 1 no no Base
 Configured as demand circuit Run as demand circuit
 DoNotAge LSA allowed
 Transmit Delay is 1 sec, State POINT_TO_POINT
 Timer intervals configured, Hello 10, Dead 40, Wait 40, Retransmit 5
 oob-resync timeout 40
 Hello due in 00:00:03
 Supports Link-local Signaling (LLS)
 Cisco NSF helper support enabled
 IETF NSF helper support enabled
 Can not be protected by per-prefix Loop-Free FastReroute
 Can not be used for per-prefix Loop-Free FastReroute repair paths
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Index 1/4, flood queue length 0
 Next 0x0(0)/0x0(0)
 Last flood scan length is 1, maximum is 1
 Last flood scan time is 0 msec, maximum is 0 msec
 Neighbor Count is 1, Adjacent neighbor count is 1
 Adjacent with neighbor 150.1.1.1 (Hello suppressed)
 Suppress hello for 1 neighbor(s)
 <output omitted>
 The cost value of the virtual-link is based on R6’s cost to reach the router 150.1.1.1 in area 1. This can be calculated via LSA 1 recursion. R6 now generates an LSA 1 for area 0, along with its previous LSA 1s in areas 1 and 2. Inside the area 0 LSA 1, it says that it is adjacent to R1 over a virtual-link. Inside the area 1 LSA 1, it says that it is the endpoint for the virtual-link and is adjacent with the DR 155.1.146.6 (itself). Asking the DR who it is adjacent with via LSA 2 it implies that R6 is on the same segment as R1 with a cost of 1. This metric of 1 is what the virtual-link inherits. Now because R6 is a true ABR, it should be generating LSA 3 into area 2 about area 0 (and the other areas) and generating LSA 3 into area 0 about area 2. Confirm that area 2 routers now see R6 as ABR and note that all Type 3 LSAs are now advertised by both R3 and R6:
 R9#show ip ospf border-routers
 OSPF Router with ID (150.1.9.9) (Process ID 1)
 Base Topology (MTID 0)
 Internal Router Routing Table
 Codes: i - Intra-area route, I - Inter-area route
 i 150.1.6.6 [2]
 via 155.1.79.7, GigabitEthernet1.79, ABR, Area 2, SPF 11
 i 150.1.3.3 [2] via 155.1.79.7, GigabitEthernet1.79, ABR, Area 2, SPF 11
 !
 ! R9#show ip ospf database
 OSPF Router with ID (150.1.9.9) (Process ID 1)
 Router Link States (Area 2)
 Link ID ADV Router Age Seq# Checksum Link count
 150.1.3.3 150.1.3.3 460 0x80000039 0x00B977 1
 150.1.6.6 150.1.6.6 381 0x80000036 0x001ACE 1
 150.1.7.7 150.1.7.7 459 0x80000039 0x00E4F7 5
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150.1.9.9 150.1.9.9 709 0x80000035 0x00242C 3
 Net Link States (Area 2)
 Link ID ADV Router Age Seq# Checksum
 155.1.37.7 150.1.7.7 455 0x80000035 0x00381C
 155.1.67.7 150.1.7.7 1156 0x80000033 0x0042EF
 155.1.79.9 150.1.9.9 709 0x80000033 0x00D049
 Summary Net Link States (Area 2)
 Link ID ADV Router
 Age Seq# Checksum
 150.1.1.1 150.1.3.3 1039 0x8000000E 0x009F80
 150.1.1.1 150.1.6.6 371 0x80000001 0x0035C8
 150.1.2.2 150.1.3.3 1543 0x80000013 0x008098
 150.1.2.2 150.1.6.6 367 0x80000002 0x005CB1
 150.1.3.3 150.1.3.3 1039 0x80000015 0x00FFEC
 150.1.3.3 150.1.6.6 367 0x80000002 0x0047C4
 150.1.4.4 150.1.3.3 1039 0x80000016 0x0027D5
 150.1.4.4 150.1.6.6 366 0x80000002 0x00F303 150.1.5.5 150.1.3.3
 1543 0x80000013 0x000EF0 150.1.5.5 150.1.6.6
 366 0x80000002 0x00E80B
 150.1.6.6 150.1.3.3 1039 0x80000016 0x0007F0
 150.1.6.6 150.1.6.6 382 0x80000001 0x00C133
 150.1.8.8 150.1.3.3 1543 0x80000013 0x00D81F
 150.1.8.8 150.1.6.6 371 0x80000001 0x00B538
 150.1.10.10 150.1.3.3 1543 0x80000013 0x00B83A
 150.1.10.10 150.1.6.6 371 0x80000001 0x009553
 155.1.0.1 150.1.3.3 1039 0x8000000E 0x005FBD
 155.1.0.1 150.1.6.6 371 0x80000001 0x00F406
 155.1.0.2 150.1.3.3 1543 0x80000013 0x004BCB
 155.1.0.2 150.1.6.6 366 0x80000002 0x0027E4
 155.1.0.3 150.1.3.3 22 0x80000016 0x00D317
 155.1.0.3 150.1.6.6 366 0x80000002 0x001DED
 155.1.0.4 150.1.3.3 1039 0x80000016 0x0008F4
 155.1.0.4 150.1.6.6 366 0x80000002 0x00D422
 155.1.0.5 150.1.3.3 1543 0x80000013 0x00F906
 155.1.0.5 150.1.6.6 366 0x80000002 0x00D420
 155.1.5.0 150.1.3.3 1543 0x80000013 0x00FEFF
 155.1.5.0 150.1.6.6 371 0x80000001 0x00DB19
 155.1.8.0 150.1.3.3 1543 0x80000013 0x00E713
 155.1.8.0 150.1.6.6 371 0x80000001 0x00C42C
 155.1.10.0 150.1.3.3 1543 0x80000013 0x00DB1C
 155.1.10.0 150.1.6.6 371 0x80000001 0x00B835
 155.1.13.0 150.1.3.3 1039 0x80000034 0x003091
 155.1.13.0 150.1.6.6 371 0x80000001 0x007974
 155.1.23.0 150.1.3.3 1039 0x80000034 0x00C1F5
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155.1.23.0 150.1.6.6 371 0x80000001 0x0049AD
 155.1.45.0 150.1.3.3 1039 0x80000016 0x003F94
 155.1.45.0 150.1.6.6 366 0x80000002 0x0016B6
 155.1.58.0 150.1.3.3 1543 0x80000013 0x00B514
 155.1.58.0 150.1.6.6 371 0x80000001 0x00922D
 155.1.108.0 150.1.3.3 1543 0x80000013 0x0097FE
 155.1.108.0 150.1.6.6 371 0x80000001 0x007418
 155.1.146.0 150.1.3.3 1039 0x80000016 0x00ED7F
 155.1.146.0 150.1.6.6 382 0x80000001 0x00B2B6
 Note that in the above output, LSA 3s appear in area 2 from both R3 and R6, even though R3 is still unreachable. This is because R3’s LSAs are still aging out, even though the router R3 itself is still unreachable. The result of the virtual-link is that traffic from area 2 to area 0, along with the other areas, now transits area 1 via the virtual-link:
 R9# show ip route 150.1.5.5
 Routing entry for 150.1.5.5/32
 Known via "ospf 1", distance 110, metric 5, type inter area
 Last update from 155.1.79.7 on GigabitEthernet1.79, 00:07:54 ago
 Routing Descriptor Blocks: * 155.1.79.7, from 150.1.6.6, 00:07:54 ago, via GigabitEthernet1.79
 Route metric is 5, traffic share count is 1
 !
 ! R9#traceroute 150.1.5.5
 Type escape sequence to abort.
 Tracing the route to 150.1.5.5
 VRF info: (vrf in name/id, vrf out name/id)
 1 155.1.79.7 3 msec 1 msec 1 msec 2 155.1.67.6 3 msec 2 msec 2 msec
 3 155.1.146.4 2 msec 13 msec 5 msec 4 155.1.45.5 3 msec * 3 msec
 When R3’s connection to R7 comes back up, inter-area traffic from area 2 still uses R6 as the exit point because of the shorter metric advertised on Type3 LSAs. For example take R10's Loopback0. R7 has the same cost of 1 towards both ABRs, but R6 advertises the LSA with a mertic of 5, while R3 with a metric of 1003, thus the best path is via R6 with a total cost of 1 + 5 = 6, which is the metric from the routing table as well:
 R7#show ip ospf border-routers
 OSPF Router with ID (150.1.7.7) (Process ID 1)
 Base Topology (MTID 0)
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Internal Router Routing Table
 Codes: i - Intra-area route, I - Inter-area route
 i 150.1.6.6 [1]
 via 155.1.67.6, GigabitEthernet1.67, ABR, Area 2, SPF 11 i 150.1.3.3 [1]
 via 155.1.37.3, GigabitEthernet1.37, ABR, Area 2, SPF 11
 !
 ! R7#show ip ospf database summary 150.1.10.10
 OSPF Router with ID (150.1.7.7) (Process ID 1)
 Summary Net Link States (Area 2)
 LS age: 2002
 Options: (No TOS-capability, DC, Upward)
 LS Type: Summary Links(Network) Link State ID: 150.1.10.10 (summary Network Number)
 Advertising Router: 150.1.3.3
 LS Seq Number: 80000013
 Checksum: 0xB83A
 Length: 28 Network Mask: /32
 MTID: 0 Metric: 1003
 Routing Bit Set on this LSA in topology Base with MTID 0
 LS age: 831
 Options: (No TOS-capability, DC, Upward)
 LS Type: Summary Links(Network) Link State ID: 150.1.10.10 (summary Network Number)
 Advertising Router: 150.1.6.6
 LS Seq Number: 80000001
 Checksum: 0x9553
 Length: 28 Network Mask: /32
 MTID: 0 Metric: 5
 !
 ! R7#show ip route 150.1.10.10
 Routing entry for 150.1.10.10/32 Known via "ospf 1", distance 110, metric 6, type inter area
 Last update from 155.1.67.6 on GigabitEthernet1.67, 00:13:37 ago
 Routing Descriptor Blocks: * 155.1.67.6, from 150.1.6.6, 00:13:37 ago, via GigabitEthernet1.67
 Route metric is 6, traffic share count is 1
 !
 !
 R7#traceroute 150.1.10.10
 Type escape sequence to abort.
 Tracing the route to 150.1.10.10
 VRF info: (vrf in name/id, vrf out name/id) 1 155.1.67.6 20 msec 1 msec 3 msec
 2 155.1.146.4 7 msec 2 msec 1 msec
 3 155.1.45.5 3 msec 2 msec 3 msec
 4 155.1.58.8 3 msec 3 msec 4 msec
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5 155.1.108.10 10 msec * 46 msec
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CCIE Routing & Switching v5 Workbook - CCIE R&S v5 Advanced Technology Labs - OSPF
 OSPF Path Selection with Non-Backbone Transit Areas
 A Note On Section Initial Configuration Files : You must load the initial configuration files for the section, named Basic OSPF Routing , which can be found in CCIE R&S v5 Topology Diagrams & Initial Configurations. Reference the Advanced Technology Labs OSPF Diagram to complete this task.
 Task
 Configure a virtual link between R1 and R6 in area 1.Modify the SPF calculation in the OSPF domain so that R4 cannot be used to reach area 0 by transiting area 1.
 Do not change any cost values.Verify this by ensuring that traffic from R6 destined to the R8's Loopback0 is routed through R1.
 Configuration
 R1:
 router ospf 1
 area 1 virtual-link 150.1.6.6
 no capability transit
 R6:
 router ospf 1
 area 1 virtual-link 150.1.1.1
 no capability transit
 http://labs.ine.com/workbook/view/rs-v5-workbook/task/ccie-r-s-v5-topology-diagrams-initial-configurations-MTk3Ng==
 http://labs.ine.com/workbook/view/rs-v5-workbook/task/ccie-r-s-v5-topology-diagrams-initial-configurations-MTk3Ng==
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Verification
 Per RFC 2328 (OSPF Version 2) section 16.3, Examining transit areas' summary-LSAs, non-backbone (not area 0) areas can be used for inter-area transit if a shorter path can be found through them, and if the "TransitCapability parameter has been set to TRUE in Step 2 of the Dijkstra algorithm." In Cisco’s IOS implementation, this flag is controlled with the capability transit routing process-level command, and is on by default.
 The design case when the feature is used is very specific and has to do with a shorter Inter-Area path being found via a non-area 0 router as compared to the target router of a virtual-link. To understand this in detail, let’s first see R6’s path selection to 150.1.8.8/32 after virtual-link has been configured, but before disabling the transit capability:
 R6#show ip route 150.1.8.8
 Routing entry for 150.1.8.8/32 Known via "ospf 1", distance 110, metric 4, type inter area
 Last update from 155.1.146.4 on GigabitEthernet1.146, 00:01:47 ago
 Routing Descriptor Blocks: * 155.1.146.4, from 150.1.5.5 , 00:01:47 ago, via GigabitEthernet1.146
 Route metric is 4, traffic share count is 1
 R6’s virtual-link to area 0 is via R1. Normally, we would assume that R6 must route via the virtual-link path to R1 to reach Inter-Area destinations advertised by area 0. However, in this case R6 says that the Inter-Area route 150.1.8.8/32 is via the next-hop 155.1.146.4 (R4), but originated by the router 150.1.5.5 (R5). The below traceroute output indicates that R1 is not used in the transit path for this traffic:
 R6#traceroute 150.1.8.8
 Type escape sequence to abort.
 Tracing the route to 150.1.8.8
 VRF info: (vrf in name/id, vrf out name/id) 1 155.1.146.4 12 msec 4 msec 4 msec
 2 155.1.45.5 6 msec 14 msec 5 msec
 3 155.1.58.8 52 msec * 6 msec
 To determine why R6 chooses this path, we must first find out how R6 is learning the Inter-Area Type3 LSA prefix:
 R6#show ip ospf database summary 150.1.8.8
 OSPF Router with ID (150.1.6.6) (Process ID 1)
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Summary Net Link States (Area 0)
 Routing Bit Set on this LSA in topology Base with MTID 0
 LS age: 1206 (DoNotAge)
 Options: (No TOS-capability, DC, Upward)
 LS Type: Summary Links(Network) Link State ID: 150.1.8.8 (summary Network Number)
 Advertising Router: 150.1.5.5
 LS Seq Number: 80000047
 Checksum: 0x2289
 Length: 28 Network Mask: /32
 MTID: 0 Metric: 2
 <output omitted>
 This output indicates that 150.1.5.5 (R5) is the originating ABR and advertises the prefix with a metric of 2. We must now figure out how to route toward the ABR R5 and what is the metric to the ABR:
 R6#show ip ospf database router 150.1.5.5
 OSPF Router with ID (150.1.6.6) (Process ID 1)
 Router Link States (Area 0)
 Routing Bit Set on this LSA in topology Base with MTID 0
 LS age: 1206 (DoNotAge)
 Options: (No TOS-capability, DC)
 LS Type: Router Links
 Link State ID: 150.1.5.5
 Advertising Router: 150.1.5.5
 LS Seq Number: 80000617
 Checksum: 0xAE41
 Length: 108
 Area Border Router
 Number of Links: 7
 Link connected to: a Stub Network
 (Link ID) Network/subnet number: 150.1.5.5
 (Link Data) Network Mask: 255.255.255.255
 Number of MTID metrics: 0
 TOS 0 Metrics: 1
 Link connected to: a Transit Network
 (Link ID) Designated Router address: 155.1.45.5
 (Link Data) Router Interface address: 155.1.45.5
 Number of MTID metrics: 0 TOS 0 Metrics: 1
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Link connected to: another Router (point-to-point)
 (Link ID) Neighboring Router ID: 150.1.1.1
 (Link Data) Router Interface address: 155.1.0.5
 Number of MTID metrics: 0 TOS 0 Metrics: 1000
 Link connected to: another Router (point-to-point)
 (Link ID) Neighboring Router ID: 150.1.4.4
 (Link Data) Router Interface address: 155.1.0.5
 Number of MTID metrics: 0 TOS 0 Metrics: 1000
 Link connected to: another Router (point-to-point)
 (Link ID) Neighboring Router ID: 150.1.3.3
 (Link Data) Router Interface address: 155.1.0.5
 Number of MTID metrics: 0
 TOS 0 Metrics: 1000
 Link connected to: another Router (point-to-point)
 (Link ID) Neighboring Router ID: 150.1.2.2
 (Link Data) Router Interface address: 155.1.0.5
 Number of MTID metrics: 0
 TOS 0 Metrics: 1000
 Link connected to: a Stub Network
 (Link ID) Network/subnet number: 155.1.0.5
 (Link Data) Network Mask: 255.255.255.255
 Number of MTID metrics: 0
 TOS 0 Metrics: 0
 R5’s area 0 Router LSA (LSA 1) states that it is adjacent with R1 over the DMVPN network and R4 over the DMVPN and VLAN 45 links. Now we must determine what R1's and R4’s costs are to R5. R1 says its metric to reach R5 is 1000 via the DMVPN link, while R4 says its metric to reach R5 is 1000 via the DMVPN link and 1 via VLAN 45 link:
 R6#show ip ospf database router 150.1.1.1
 OSPF Router with ID (150.1.6.6) (Process ID 1)
 Router Link States (Area 0)
 Routing Bit Set on this LSA in topology Base with MTID 0
 LS age: 1 (DoNotAge)
 Options: (No TOS-capability, DC)
 LS Type: Router Links
 Link State ID: 150.1.1.1
 Advertising Router: 150.1.1.1
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LS Seq Number: 800004F2
 Checksum: 0x2D74
 Length: 72
 Area Border Router
 Number of Links: 4
 Link connected to: a Virtual Link
 (Link ID) Neighboring Router ID: 150.1.6.6
 (Link Data) Router Interface address: 155.1.146.1
 Number of MTID metrics: 0
 TOS 0 Metrics: 1
 Link connected to: a Stub Network
 (Link ID) Network/subnet number: 150.1.1.1
 (Link Data) Network Mask: 255.255.255.255
 Number of MTID metrics: 0
 TOS 0 Metrics: 1
 Link connected to: another Router (point-to-point)
 (Link ID) Neighboring Router ID: 150.1.5.5
 (Link Data) Router Interface address: 155.1.0.1
 Number of MTID metrics: 0 TOS 0 Metrics: 1000
 Link connected to: a Stub Network
 (Link ID) Network/subnet number: 155.1.0.1
 (Link Data) Network Mask: 255.255.255.255
 Number of MTID metrics: 0
 TOS 0 Metrics: 0
 <output omitted>
 !
 ! R6#show ip ospf database router 150.1.4.4
 OSPF Router with ID (150.1.6.6) (Process ID 1)
 Router Link States (Area 0)
 Routing Bit Set on this LSA in topology Base with MTID 0
 LS age: 868 (DoNotAge)
 Options: (No TOS-capability, DC)
 LS Type: Router Links
 Link State ID: 150.1.4.4
 Advertising Router: 150.1.4.4
 LS Seq Number: 800002AD
 Checksum: 0x505
 Length: 72
 Area Border Router
 Number of Links: 4

Page 607
                        

Link connected to: a Stub Network
 (Link ID) Network/subnet number: 150.1.4.4
 (Link Data) Network Mask: 255.255.255.255
 Number of MTID metrics: 0
 TOS 0 Metrics: 1
 Link connected to: a Transit Network
 (Link ID) Designated Router address: 155.1.45.5
 (Link Data) Router Interface address: 155.1.45.4
 Number of MTID metrics: 0 TOS 0 Metrics: 1
 Link connected to: another Router (point-to-point)
 (Link ID) Neighboring Router ID: 150.1.5.5
 (Link Data) Router Interface address: 155.1.0.4
 Number of MTID metrics: 0 TOS 0 Metrics: 1000
 <output omitted>
 Now we must find what R6’s metrics to R1 and R4 are. R6 has reachability to R1 via the virtual-link with a metric of 1. R6 has reachability to R4 via the DR of VLAN 146 in area 1 with a metric of 1:
 R6#show ip ospf database router self-originate
 OSPF Router with ID (150.1.6.6) (Process ID 1)
 Router Link States (Area 0)
 LS age: 1193
 Options: (No TOS-capability, DC)
 LS Type: Router Links
 Link State ID: 150.1.6.6
 Advertising Router: 150.1.6.6
 LS Seq Number: 80000018
 Checksum: 0xC73B
 Length: 36
 Area Border Router
 Number of Links: 1
 Link connected to: a Virtual Link
 (Link ID) Neighboring Router ID: 150.1.1.1
 (Link Data) Router Interface address: 155.1.146.6
 Number of MTID metrics: 0 TOS 0 Metrics: 1
 Router Link States (Area 1)
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LS age: 1398
 Options: (No TOS-capability, DC)
 LS Type: Router Links
 Link State ID: 150.1.6.6
 Advertising Router: 150.1.6.6
 LS Seq Number: 80000050
 Checksum: 0xCFA8
 Length: 48
 Area Border Router
 Virtual Link Endpoint
 Number of Links: 2
 Link connected to: a Stub Network
 (Link ID) Network/subnet number: 150.1.6.6
 (Link Data) Network Mask: 255.255.255.255
 Number of MTID metrics: 0
 TOS 0 Metrics: 1
 Link connected to: a Transit Network
 (Link ID) Designated Router address: 155.1.146.6
 (Link Data) Router Interface address: 155.1.146.6
 Number of MTID metrics: 0 TOS 0 Metrics: 1
 <output omitted>
 Now R6 must make its final determination on how to route. If R6 routes through R1 via the virtual-link, the metric is 1 to R1, 1000 from R1 to R5, and R5’s metric of 2 to the final destination, for a total of 1003. If R6 routes through R4 via area 1, the metric is 1 to R4, 1 from R4 to R5, and R5’s metric of 2 to the final destination, for a total of 4. Under normal conditions, R6 should choose to route through R1 because this is the route through area 0. However, if the capability transit feature is enabled, which it is by default, R6 can choose the shorter path through area 1 to R4, resulting in the final metric of 4 via R4 being installed in the routing table:
 R6#show ip route 150.1.8.8
 Routing entry for 150.1.8.8/32 Known via "ospf 1", distance 110, metric 4, type inter area
 Last update from 155.1.146.4 on GigabitEthernet1.146, 00:28:39 ago
 Routing Descriptor Blocks: * 155.1.146.4, from 150.1.5.5, 00:28:39 ago, via GigabitEthernet1.146
 Route metric is 4, traffic share count is 1
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If area 1 is not allowed to be used as transit, by issuing the no capability transit , R6 cannot choose this path:
 R6#configure terminal
 Enter configuration commands, one per line. End with CNTL/Z. R6(config)#router ospf 1
 R6(config-router)#no capability transit
 !
 ! R6#show ip route 150.1.8.8
 Routing entry for 150.1.8.8/32 Known via "ospf 1", distance 110, metric 1003, type inter area
 Last update from 155.1.146.1 on GigabitEthernet1.146, 00:00:06 ago
 Routing Descriptor Blocks: * 155.1.146.1, from 150.1.5.5, 00:00:06 ago, via GigabitEthernet1.146
 Route metric is 1003, traffic share count is 1
 R6 now says the route is through R1 with a metric of 1003, which matches what we calculated from the OSPF database. The traceroute output is as follows:
 R6#traceroute 150.1.8.8 numeric
 Type escape sequence to abort.
 Tracing the route to 150.1.8.8
 VRF info: (vrf in name/id, vrf out name/id) 1 155.1.146.1 1 msec 1 msec 1 msec
 2 155.1.0.5 2 msec 2 msec 1 msec 3 155.1.58.8 2 msec
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CCIE Routing & Switching v5 Workbook - CCIE R&S v5 Advanced Technology Labs - OSPF
 OSPF Path Selection with Virtual-Links
 A Note On Section Initial Configuration Files : You must load the initial configuration files for the section, named Basic OSPF Routing , which can be found in CCIE R&S v5 Topology Diagrams & Initial Configurations. Reference the Advanced Technology Labs OSPF Diagram to complete this task.
 Task
 Configure Loopback100 on R2 with an IP address of 150.1.22.22/32 and advertise it into area 22.Configure the OSPF domain so that traffic from R7 going to R2's Loopback100 transits the VLAN 23 link between R3 and R2.
 Configuration
 R2:
 interface Loopback100
 ip address 150.1.22.22 255.255.255.255
 ip ospf 1 area 22
 !
 router ospf 1
 area 5 virtual-link 150.1.3.3
 R3:
 router ospf 1
 area 5 virtual-link 150.1.2.2
 Verification
 http://labs.ine.com/workbook/view/rs-v5-workbook/task/ccie-r-s-v5-topology-diagrams-initial-configurations-MTk3Ng==
 http://labs.ine.com/workbook/view/rs-v5-workbook/task/ccie-r-s-v5-topology-diagrams-initial-configurations-MTk3Ng==
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Let's see the default path for the traffic, which will follows OSPF design rules, thus for inter-area traffic we cannot transit a non-backbone area. For this reason R3 cannot route through area 2 in order to reach a non-directly connected area. Instead it routes via area 0 through R5, although it is an ABR:
 R7#show ip route 150.1.22.22
 Routing entry for 150.1.22.22/32 Known via "ospf 1", distance 110, metric 2002, type inter area
 Last update from 155.1.37.3 on GigabitEthernet1.37, 00:00:07 ago
 Routing Descriptor Blocks: * 155.1.37.3, from 150.1.3.3, 00:00:07 ago, via GigabitEthernet1.37
 Route metric is 2002, traffic share count is 1
 !
 ! R7#traceroute 150.1.22.22
 Type escape sequence to abort.
 Tracing the route to 150.1.22.22
 VRF info: (vrf in name/id, vrf out name/id)
 1 155.1.37.3 3 msec 1 msec 0 msec 2 155.1.0.5 2 msec 1 msec 1 msec
 3 155.1.0.2 2 msec * 3 msec
 The goal of this section is to modify the path selection process so that area 2 exits via R3 and uses the link through area 5 (VLAN 23). Recall, though, that inter-area routing can only occur through area 0. Based on this design, however, the area 5 link can never be used to reach R2's Loopback100, regardless of the cost. This can be seen as R3's cost towards R2 is 1, while R3's cost towards R5 is 1000, thus the path through R5 has a higher end-to-end metric:
 R3#show ip ospf database router 150.1.3.3
 OSPF Router with ID (150.1.3.3) (Process ID 1)
 Router Link States (Area 0)
 LS age: 949
 Options: (No TOS-capability, DC)
 LS Type: Router Links
 Link State ID: 150.1.3.3
 Advertising Router: 150.1.3.3
 LS Seq Number: 800004FE
 Checksum: 0x3239
 Length: 60
 Area Border Router
 Number of Links: 3
 Link connected to: a Stub Network
 (Link ID) Network/subnet number: 150.1.3.3
 (Link Data) Network Mask: 255.255.255.255
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Number of MTID metrics: 0
 TOS 0 Metrics: 1
 Link connected to: another Router (point-to-point)
 (Link ID) Neighboring Router ID: 150.1.5.5
 (Link Data) Router Interface address: 155.1.0.3
 Number of MTID metrics: 0 TOS 0 Metrics: 1000
 Link connected to: a Stub Network
 (Link ID) Network/subnet number: 155.1.0.3
 (Link Data) Network Mask: 255.255.255.255
 Number of MTID metrics: 0
 TOS 0 Metrics: 0
 <output omitted> Router Link States (Area 5)
 LS age: 949
 Options: (No TOS-capability, DC)
 LS Type: Router Links
 Link State ID: 150.1.3.3
 Advertising Router: 150.1.3.3
 LS Seq Number: 8000004B
 Checksum: 0x3807
 Length: 36
 Area Border Router
 Number of Links: 1
 Link connected to: a Transit Network
 (Link ID) Designated Router address: 155.1.23.3
 (Link Data) Router Interface address: 155.1.23.3
 Number of MTID metrics: 0 TOS 0 Metrics: 1
 R3 sets the cost of the link to R2 via area 5 to 1. Even though the cost is lower through this link than through area 0 to R5, the direct route to R2 cannot be used because inter-area routing can only occur through area 0, which is through R5. To utilize the link (VLAN23) between R2 and R3, a virtual-link must be created using area 5 as transit. For virtual-links to be stable even after a device reboot or OSPF process restart, make sure that R2 and R3 have OSPF router-id configured using the router-id command under OSPF process. Another way to resolve this could be to configure a tunnel between R2 and R3, and then configure OSPF area 0 over it; this is not the optimal or best solution:
 R2#configure terminal
 Enter configuration commands, one per line. End with CNTL/Z. R2(config)#router ospf 1
 R2(config-router)#area 5 virtual-link 150.1.3.3
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!
 ! R3#configure terminal
 Enter configuration commands, one per line. End with CNTL/Z. R3(config)#router ospf 1
 R3(config-router)#area 5 virtual-link 150.1.2.2
 Before doing another trace from R9 toward R2's Loopback100, verify adjacency between R2 and R3 over virtual-link:
 R2#show ip ospf neighbor
 Neighbor ID Pri State Dead Time Address Interface
 150.1.3.3 0 FULL/ - 00:00:30 155.1.23.3 OSPF_VL0
 150.1.5.5 0 FULL/ - 00:01:53 155.1.0.5 Tunnel0
 150.1.3.3 1 FULL/DR 00:00:38 155.1.23.3 GigabitEthernet1.23
 !
 ! R3#show ip ospf virtual-links
 Virtual Link OSPF_VL0 to router 150.1.2.2 is up
 Run as demand circuit
 DoNotAge LSA allowed.
 Transit area 5, via interface GigabitEthernet1.23
 Topology-MTID Cost Disabled Shutdown Topology Name
 0 1 no no Base
 Transmit Delay is 1 sec, State POINT_TO_POINT,
 Timer intervals configured, Hello 10, Dead 40, Wait 40, Retransmit 5
 Hello due in 00:00:04
 Adjacency State FULL (Hello suppressed)
 Index 2/5, retransmission queue length 0, number of retransmission 0
 First 0x0(0)/0x0(0) Next 0x0(0)/0x0(0)
 Last retransmission scan length is 0, maximum is 0
 Last retransmission scan time is 0 msec, maximum is 0 msec
 Now that R3 has an area 0 route to R2 via the virtual-link through area 5, and the cost of the area 5 link is 1, R3 chooses this as the shortest path toward R2 (ABR). Based on this, R7 chooses to use R3 as the exit point and the traffic is routed as desired toward R2 using VLAN 23 link, note the change in metric from 2002 to 3:
 R7#show ip route 150.1.22.22
 Routing entry for 150.1.22.22/32 Known via "ospf 1", distance 110, metric 3, type inter area
 Last update from 155.1.37.3 on GigabitEthernet1.37, 00:01:46 ago
 Routing Descriptor Blocks: * 155.1.37.3, from 150.1.3.3, 00:01:46 ago, via GigabitEthernet1.37
 Route metric is 3, traffic share count is 1
 !
 ! R7#traceroute 150.1.22.22
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Type escape sequence to abort.
 Tracing the route to 150.1.22.22
 VRF info: (vrf in name/id, vrf out name/id) 1 155.1.37.3 3 msec 1 msec 1 msec
 2 155.1.23.2 2 msec * 2 msec
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CCIE Routing & Switching v5 Workbook - CCIE R&S v5 Advanced Technology Labs - OSPF
 OSPF Demand Circuit
 You must load the initial configuration files for the section, Basic OSPF Routing , which can be found in CCIE R&S v5 Topology Diagrams & Initial Configurations. Reference the Advanced Technology Labs OSPF Diagram to complete this task.
 Task
 Configure the OSPF demand circuit feature between R7 and R9 to reduce periodic OSPF hello transmission and paranoid update flooding.
 Configuration
 R9:
 interface GigabitEthernet1.79
 ip ospf demand-circuit
 Verification
 Per RFC 1793, Extending OSPF to Support Demand Circuits, “OSPF Hellos and the refresh of OSPF routing information are suppressed on demand circuits, allowing the underlying data-link connections to be closed when not carrying application traffic.” This feature allows low-speed and pay-per-use links, such as analog dial and ISDN, to run OSPF without the need for periodic hellos and LSA flooding. Periodic hellos are only suppressed for point-to-point and point-to-multipoint OSPF network types. This feature is enabled with the interface-level command ip ospf
 demand-circuit and is negotiated as part of the neighbor adjacency establishment, thus only one OSPF router on the segment requires that the feature be enabled. If routers on the segment do not support it, it will just ignore the option in the HELLO
 http://labs.ine.com/workbook/view/rs-v5-workbook/task/ccie-r-s-v5-topology-diagrams-initial-configurations-MTk3Ng==
 http://labs.ine.com/workbook/view/rs-v5-workbook/task/ccie-r-s-v5-topology-diagrams-initial-configurations-MTk3Ng==

Page 616
                        

packet, but OSPF neighbors will still be established. Note the difference before and after the feature is enabled, for example on R7.
 R7#show ip ospf interface gigabitEthernet1.79
 GigabitEthernet1.79 is up, line protocol is up
 Internet Address 155.1.79.7/24, Area 2, Attached via Network Statement
 Process ID 1, Router ID 150.1.7.7, Network Type BROADCAST
 , Cost: 1
 Topology-MTID Cost Disabled Shutdown Topology Name
 0 1 no no Base
 Transmit Delay is 1 sec, State DR, Priority 1
 Designated Router (ID) 150.1.7.7, Interface address 155.1.79.7
 Backup Designated router (ID) 150.1.9.9, Interface address 155.1.79.9
 Timer intervals configured, Hello 10, Dead 40, Wait 40, Retransmit 5
 oob-resync timeout 40
 Hello due in 00:00:06
 Supports Link-local Signaling (LLS)
 Cisco NSF helper support enabled
 IETF NSF helper support enabled
 Can be protected by per-prefix Loop-Free FastReroute
 Can be used for per-prefix Loop-Free FastReroute repair paths
 Index 4/4, flood queue length 0
 Next 0x0(0)/0x0(0)
 Last flood scan length is 1, maximum is 21
 Last flood scan time is 0 msec, maximum is 1 msec
 Neighbor Count is 1, Adjacent neighbor count is 1
 Adjacent with neighbor 150.1.9.9 (Backup Designated Router)
 Suppress hello for 0 neighbor(s)
 !
 ! R7#show ip ospf interface gigabitEthernet1.79
 GigabitEthernet1.79 is up, line protocol is up
 Internet Address 155.1.79.7/24, Area 2, Attached via Network Statement
 Process ID 1, Router ID 150.1.7.7, Network Type BROADCAST
 , Cost: 1
 Topology-MTID Cost Disabled Shutdown Topology Name
 0 1 no no Base Configured as demand circuit
 Run as demand circuit
 DoNotAge LSA allowed
 Transmit Delay is 1 sec, State BDR, Priority 1
 Designated Router (ID) 150.1.9.9, Interface address 155.1.79.9
 Backup Designated router (ID) 150.1.7.7, Interface address 155.1.79.7
 Timer intervals configured, Hello 10, Dead 40, Wait 40, Retransmit 5
 oob-resync timeout 40 Hello due in 00:00:05
 Supports Link-local Signaling (LLS)
 Cisco NSF helper support enabled
 IETF NSF helper support enabled
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Can be protected by per-prefix Loop-Free FastReroute
 Can be used for per-prefix Loop-Free FastReroute repair paths
 Index 4/4, flood queue length 0
 Next 0x0(0)/0x0(0)
 Last flood scan length is 1, maximum is 21
 Last flood scan time is 0 msec, maximum is 1 msec
 Neighbor Count is 1, Adjacent neighbor count is 1
 Adjacent with neighbor 150.1.9.9 (Designated Router) Suppress hello for 0 neighbor(s)
 The output above indicates that the Ethernet link between R7 and R9 is set to Run as demand circuit, that DoNotAge LSA is allowed, and that R9 is going to Suppress hello for 0 neighbor, because the OSPF network type is broadcast. This indicates that periodic hellos are still sent and the paranoid flooding of LSAs is disabled. Normally, when an LSA reaches an age of 30 minutes, it must be re-flooded, regardless of whether the network is stable and has not changed.
 To verify that LSA flooding is stopped, note that R9 generated LSAs over the configured link have the DNA bit set. This is not visible in R9's OSPF database, however, because R9 may have other OSPF adjacencies with this feature not-configured, and therefore the DNA bit is set only when LSAs are sent over links configured as demand circuits.
 R9#show ip ospf database router self-originate
 OSPF Router with ID (150.1.9.9) (Process ID 1)
 Router Link States (Area 2)
 LS age: 13
 Options: (No TOS-capability, DC)
 LS Type: Router Links
 Link State ID: 150.1.9.9 Advertising Router: 150.1.9.9
 LS Seq Number: 8000004E
 Checksum: 0xF145
 Length: 60
 Number of Links: 3
 Link connected to: a Stub Network
 (Link ID) Network/subnet number: 150.1.9.9
 (Link Data) Network Mask: 255.255.255.255
 Number of MTID metrics: 0
 TOS 0 Metrics: 1
 Link connected to: a Transit Network
 (Link ID) Designated Router address: 155.1.79.9
 (Link Data) Router Interface address: 155.1.79.9
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Number of MTID metrics: 0
 TOS 0 Metrics: 1
 Link connected to: a Stub Network
 (Link ID) Network/subnet number: 155.1.9.0
 (Link Data) Network Mask: 255.255.255.0
 Number of MTID metrics: 0
 TOS 0 Metrics: 1
 !
 ! R7#show ip ospf database router 150.1.9.9
 OSPF Router with ID (150.1.7.7) (Process ID 1)
 Router Link States (Area 2)
 LS age: 1 (DoNotAge)
 Options: (No TOS-capability, DC)
 LS Type: Router Links
 Link State ID: 150.1.9.9 Advertising Router: 150.1.9.9
 LS Seq Number: 8000004E
 Checksum: 0xF145
 Length: 60
 Number of Links: 3
 Link connected to: a Stub Network
 (Link ID) Network/subnet number: 150.1.9.9
 (Link Data) Network Mask: 255.255.255.255
 Number of MTID metrics: 0
 TOS 0 Metrics: 1
 Link connected to: a Transit Network
 (Link ID) Designated Router address: 155.1.79.9
 (Link Data) Router Interface address: 155.1.79.9
 Number of MTID metrics: 0
 TOS 0 Metrics: 1
 Link connected to: a Stub Network
 (Link ID) Network/subnet number: 155.1.9.0
 (Link Data) Network Mask: 255.255.255.0
 Number of MTID metrics: 0
 TOS 0 Metrics: 1
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To suppress HELLO packets, let's change the OSPF network type. The lack of periodic hello exchange will also be visible in the show ip ospf neighbor output, where the Dead Time field for the adjacency to R9 is null.
 R9#show ip ospf neighbor
 Neighbor ID Pri State Dead Time
 Address Interface 150.1.7.7 1 FULL/BDR 00:00:36
 155.1.79.7 GigabitEthernet1.79
 !
 ! R9#configure terminal
 Enter configuration commands, one per line. End with CNTL/Z. R9(config)#interface gigabitEthernet1.79
 R9(config-subif)#ip ospf network point-to-point
 !
 ! R7#configure terminal
 Enter configuration commands, one per line. End with CNTL/Z. R7(config)#interface gigabitEthernet1.79
 R7(config-subif)#ip ospf network point-to-point
 !
 ! R9#show ip ospf neighbor
 Neighbor ID Pri State Dead Time
 Address Interface 150.1.7.7 0 FULL/ - -
 155.1.79.7 GigabitEthernet1.79
 !
 ! R9#show ip ospf interface gigabitEthernet1.79
 GigabitEthernet1.79 is up, line protocol is up
 Internet Address 155.1.79.9/24, Area 2, Attached via Network Statement
 Process ID 1, Router ID 150.1.9.9, Network Type POINT_TO_POINT, Cost: 1
 Topology-MTID Cost Disabled Shutdown Topology Name
 0 1 no no Base
 Configured as demand circuit
 Run as demand circuit
 DoNotAge LSA allowed
 Transmit Delay is 1 sec, State POINT_TO_POINT
 Timer intervals configured, Hello 10, Dead 40, Wait 40, Retransmit 5
 oob-resync timeout 40
 Hello due in 00:00:08
 Supports Link-local Signaling (LLS)
 Cisco NSF helper support enabled
 IETF NSF helper support enabled
 Can be protected by per-prefix Loop-Free FastReroute
 Can be used for per-prefix Loop-Free FastReroute repair paths
 Index 2/2, flood queue length 0
 Next 0x0(0)/0x0(0)
 Last flood scan length is 1, maximum is 2
 Last flood scan time is 0 msec, maximum is 1 msec
 Neighbor Count is 1, Adjacent neighbor count is 1
 Adjacent with neighbor 150.1.7.7 (Hello suppressed)
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Suppress hello for 1 neighbor(s)
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CCIE Routing & Switching v5 Workbook - CCIE R&S v5 Advanced Technology Labs - OSPF
 OSPF Flooding Reduction
 A Note On Section Initial Configuration Files : You must load the initial configuration files for the section, named Basic OSPF Routing , which can be found in CCIE R&S v5 Topology Diagrams & Initial Configurations. Reference the Advanced Technology Labs OSPF Diagram to complete this task.
 Task
 Configure R5, R8, and R10 to stop periodic paranoid update LSA flooding in area 3.
 Configuration
 R5:
 interface GigabitEthernet1.58
 ip ospf flood-reduction
 R8:
 interface GigabitEthernet1.58
 ip ospf flood-reduction
 !
 interface GigabitEthernet1.108
 ip ospf flood-reduction
 R10:
 interface GigabitEthernet1.108
 ip ospf flood-reduction
 Verification
 Per RFC 2328, OSPF Version 2, “an LSA's LS age is never incremented past the
 http://labs.ine.com/workbook/view/rs-v5-workbook/task/ccie-r-s-v5-topology-diagrams-initial-configurations-MTk3Ng==
 http://labs.ine.com/workbook/view/rs-v5-workbook/task/ccie-r-s-v5-topology-diagrams-initial-configurations-MTk3Ng==
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value MaxAge." When the Link State Age reaches MaxAge, "the router must attempt to flush the LSA... by reflooding the MaxAge LSA just as if it was a newly originated LSA".
 In Cisco’s IOS implementation of OSPF, the MaxAge value is 3600 seconds, or 60 minutes. To ensure the an LSA is not aged out, which means it will be flushed from the OSPF database, each LSA is reflooded after 30 minutes, regardless of whether the topology is stable or not. This periodic flooding behavior is commonly referred to as the “paranoid update.” The ip ospf flood-reduction feature stops unnecessary LSA flooding by setting the DoNotAge (DNA) bit in the LSA, removing the requirement for the periodic refresh. This needs to be enabled on links with OSPF neighbors attached, as on the other links, as there are no neighbors, no LSAs are sent anyways.
 In the output below, R10 has the (DNA) field next to all LSAs learned from area 3, which indicates that they do not need to be periodically flooded:
 R10#show ip ospf database
 OSPF Router with ID (150.1.10.10) (Process ID 1)
 Router Link States (Area 3)
 Link ID ADV Router Age Seq# Checksum Link count
 150.1.5.5 150.1.5.5 6 (DNA)
 0x8000004E 0x00F93A 2 150.1.8.8 150.1.8.8 1 (DNA)
 0x80000050 0x00F540 4
 150.1.10.10 150.1.10.10 119 0x8000004D 0x0045B1 3
 Net Link States (Area 3)
 Link ID ADV Router Age Seq# Checksum 155.1.58.8 150.1.8.8 1 (DNA)
 0x80000001 0x00EA7F 155.1.108.8 150.1.8.8 1 (DNA)
 0x80000001 0x004AE3
 Summary Net Link States (Area 3)
 Link ID ADV Router Age Seq# Checksum 150.1.1.1 150.1.5.5 2 (DNA)
 0x80000001 0x006CA8 150.1.2.2 150.1.5.5 2 (DNA)
 0x80000001 0x0057BB 150.1.3.3 150.1.5.5 2 (DNA)
 0x80000001 0x0042CE 150.1.4.4 150.1.5.5 2 (DNA)
 0x80000001 0x0003F6 150.1.5.5 150.1.5.5 2 (DNA)
 0x80000001 0x00E315 150.1.6.6 150.1.5.5 2 (DNA)
 0x80000001 0x00E212 150.1.7.7 150.1.5.5 2 (DNA)
 0x80000001 0x00F710

Page 623
                        

150.1.9.9 150.1.5.5 2 (DNA)
 0x80000001 0x00D72B 155.1.0.1 150.1.5.5 2 (DNA)
 0x80000001 0x002CE5 155.1.0.2 150.1.5.5 2 (DNA)
 0x80000001 0x0022EE 155.1.0.3 150.1.5.5 2 (DNA)
 0x80000001 0x0018F7 155.1.0.4 150.1.5.5 2 (DNA)
 0x80000001 0x00E316 155.1.0.5 150.1.5.5 2 (DNA)
 0x80000001 0x00CF2A 155.1.7.0 150.1.5.5 2 (DNA)
 0x80000001 0x00FC0D 155.1.9.0 150.1.5.5 2 (DNA)
 0x80000001 0x00F016 155.1.13.0 150.1.5.5 2 (DNA)
 0x80000001 0x00B054 155.1.23.0 150.1.5.5 2 (DNA)
 0x80000001 0x0042B8 155.1.37.0 150.1.5.5 2 (DNA)
 0x80000001 0x00A745 155.1.45.0 150.1.5.5 2 (DNA)
 0x80000001 0x001BB5 155.1.67.0 150.1.5.5 2 (DNA)
 0x80000001 0x006667 155.1.79.0 150.1.5.5 2 (DNA)
 0x80000001 0x00E1DF 155.1.146.0 150.1.5.5 2 (DNA)
 0x80000001 0x00C9A0
 Verify that interfaces are configured for LSA flooding redution, so that all LSAs sent over these interfaces have the DNA bit set. See the difference with a regular OSPF interface:
 R5#show ip ospf interface tunnel0
 Tunnel0 is up, line protocol is up
 Internet Address 155.1.0.5/24, Area 0, Attached via Network Statement
 Process ID 1, Router ID 150.1.5.5, Network Type POINT_TO_MULTIPOINT, Cost: 1000
 Topology-MTID Cost Disabled Shutdown Topology Name
 0 1000 no no Base
 Transmit Delay is 1 sec, State POINT_TO_MULTIPOINT
 Timer intervals configured, Hello 30, Dead 120, Wait 120, Retransmit 5
 oob-resync timeout 120
 Hello due in 00:00:02
 Supports Link-local Signaling (LLS)
 Cisco NSF helper support enabled
 IETF NSF helper support enabled
 Can be protected by per-prefix Loop-Free FastReroute
 Can be used for per-prefix Loop-Free FastReroute repair paths
 Index 1/1, flood queue length 0
 Next 0x0(0)/0x0(0)
 Last flood scan length is 3, maximum is 16
 Last flood scan time is 0 msec, maximum is 1 msec
 Neighbor Count is 4, Adjacent neighbor count is 4
 Adjacent with neighbor 150.1.1.1
 Adjacent with neighbor 150.1.4.4
 Adjacent with neighbor 150.1.3.3
 Adjacent with neighbor 150.1.2.2
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Suppress hello for 0 neighbor(s)!
 !
 ! R5#show ip ospf interface gigabitEthernet1.58
 GigabitEthernet1.58 is up, line protocol is up
 Internet Address 155.1.58.5/24, Area 3, Attached via Network Statement
 Process ID 1, Router ID 150.1.5.5, Network Type BROADCAST, Cost: 1
 Topology-MTID Cost Disabled Shutdown Topology Name
 0 1 no no Base Reduce LSA flooding.
 Transmit Delay is 1 sec, State BDR, Priority 1
 Designated Router (ID) 150.1.8.8, Interface address 155.1.58.8
 Backup Designated router (ID) 150.1.5.5, Interface address 155.1.58.5
 Timer intervals configured, Hello 10, Dead 40, Wait 40, Retransmit 5
 oob-resync timeout 40
 Hello due in 00:00:04
 Supports Link-local Signaling (LLS)
 Cisco NSF helper support enabled
 IETF NSF helper support enabled
 Can be protected by per-prefix Loop-Free FastReroute
 Can be used for per-prefix Loop-Free FastReroute repair paths
 Index 1/3, flood queue length 0
 Next 0x0(0)/0x0(0)
 Last flood scan length is 21, maximum is 24
 Last flood scan time is 0 msec, maximum is 1 msec
 Neighbor Count is 1, Adjacent neighbor count is 1
 Adjacent with neighbor 150.1.8.8 (Designated Router)
 Suppress hello for 0 neighbor(s)
 !
 ! R5#show ip ospf
 Routing Process "ospf 1" with ID 150.1.5.5
 Start time: 5w0d, Time elapsed: 1d16h
 Supports only single TOS(TOS0) routes
 Supports opaque LSA
 Supports Link-local Signaling (LLS)
 Supports area transit capability
 Supports NSSA (compatible with RFC 3101)
 Event-log enabled, Maximum number of events: 1000, Mode: cyclic
 It is an area border router
 Router is not originating router-LSAs with maximum metric
 Initial SPF schedule delay 5000 msecs
 Minimum hold time between two consecutive SPFs 10000 msecs
 Maximum wait time between two consecutive SPFs 10000 msecs
 Incremental-SPF disabled
 Minimum LSA interval 5 secs
 Minimum LSA arrival 1000 msecs
 LSA group pacing timer 240 secs
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Interface flood pacing timer 33 msecs
 Retransmission pacing timer 66 msecs
 Number of external LSA 0. Checksum Sum 0x000000
 Number of opaque AS LSA 0. Checksum Sum 0x000000
 Number of DCbitless external and opaque AS LSA 0
 Number of DoNotAge external and opaque AS LSA 0
 Number of areas in this router is 2. 2 normal 0 stub 0 nssa
 Number of areas transit capable is 0
 External flood list length 0
 IETF NSF helper support enabled
 Cisco NSF helper support enabled
 Reference bandwidth unit is 100 mbps Area BACKBONE(0)
 Number of interfaces in this area is 3 (1 loopback)
 Area has no authentication
 SPF algorithm last executed 00:05:26.777 ago
 SPF algorithm executed 2 times
 Area ranges are
 Number of LSA 30. Checksum Sum 0x1024BE
 Number of opaque link LSA 0. Checksum Sum 0x000000
 Number of DCbitless LSA 0
 Number of indication LSA 0 Number of DoNotAge LSA 0
 Flood list length 0
 Area 3
 Number of interfaces in this area is 2
 Area has no authentication
 SPF algorithm last executed 00:05:26.777 ago
 SPF algorithm executed 2 times
 Area ranges are
 Number of LSA 27. Checksum Sum 0x0FD72F
 Number of opaque link LSA 0. Checksum Sum 0x000000
 Number of DCbitless LSA 0
 Number of indication LSA 0 Number of DoNotAge LSA 4
 Flood list length 0
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 OSPF Clear Text Authentication
 A Note On Section Initial Configuration Files : You must load the initial configuration files for the section, named Basic OSPF Routing , which can be found in CCIE R&S v5 Topology Diagrams & Initial Configurations. Reference the Advanced Technology Labs OSPF Diagram to complete this task.
 Task
 Configure clear-text OSPF authentication for all adjacencies in area 2 using the password CLEARKEY .
 R7 should enable authentication on all interfaces in area 2 with a single command.R3, R6, and R9 should only enable authentication on their links connecting to R7.
 Configuration
 R3:
 interface GigabitEthernet1.37
 ip ospf authentication
 ip ospf authentication-key CLEARKEY
 R6:
 interface GigabitEthernet1.67
 ip ospf authentication
 ip ospf authentication-key CLEARKEY
 R7:
 interface GigabitEthernet1.37
 ip ospf authentication-key CLEARKEY
 !
 interface GigabitEthernet1.67
 ip ospf authentication-key CLEARKEY
 http://labs.ine.com/workbook/view/rs-v5-workbook/task/ccie-r-s-v5-topology-diagrams-initial-configurations-MTk3Ng==
 http://labs.ine.com/workbook/view/rs-v5-workbook/task/ccie-r-s-v5-topology-diagrams-initial-configurations-MTk3Ng==
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!
 interface GigabitEthernet1.79
 ip ospf authentication-key CLEARKEY
 !
 router ospf 1
 area 2 authentication
 R9:
 interface GigabitEthernet1.79
 ip ospf authentication
 ip ospf authentication-key CLEARKEY
 Verification
 OSPFv2 supports three types of authentication as defined in RFC 2328: type 0, or null authentication (no authentication), type 1, or clear text authentication, and type 2, or Keyed-MD5 authentication. As we'll see in following labs, type 2 also support HMAC-SHA authentication. The type of authentication can be configured at the interface level with the ip ospf authentication command or at the process level with the area [id] authentication command. The only difference between these commands is whether authentication is enabled on all interfaces in the area at the same time or on a per-link basis. In either case, the password must still be configured at the interface level with the ip ospf authentication-key or ip ospf
 message-digest-key commands.
 Based on how authentication was enabled, you can verify this at the interface or protocol level:
 R7#show ip ospf
 Routing Process "ospf 1" with ID 150.1.7.7
 Start time: 5w0d, Time elapsed: 1d23h
 Supports only single TOS(TOS0) routes
 Supports opaque LSA
 Supports Link-local Signaling (LLS)
 Supports area transit capability
 Supports NSSA (compatible with RFC 3101)
 Event-log enabled, Maximum number of events: 1000, Mode: cyclic
 Router is not originating router-LSAs with maximum metric
 Initial SPF schedule delay 5000 msecs
 Minimum hold time between two consecutive SPFs 10000 msecs
 Maximum wait time between two consecutive SPFs 10000 msecs
 Incremental-SPF disabled
 Minimum LSA interval 5 secs
 Minimum LSA arrival 1000 msecs
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LSA group pacing timer 240 secs
 Interface flood pacing timer 33 msecs
 Retransmission pacing timer 66 msecs
 Number of external LSA 0. Checksum Sum 0x000000
 Number of opaque AS LSA 0. Checksum Sum 0x000000
 Number of DCbitless external and opaque AS LSA 0
 Number of DoNotAge external and opaque AS LSA 0
 Number of areas in this router is 1. 1 normal 0 stub 0 nssa
 Number of areas transit capable is 0
 External flood list length 0
 IETF NSF helper support enabled
 Cisco NSF helper support enabled
 Reference bandwidth unit is 100 mbps Area 2
 Number of interfaces in this area is 5 (1 loopback) Area has simple password authentication
 SPF algorithm last executed 04:35:38.930 ago
 SPF algorithm executed 25 times
 Area ranges are
 Number of LSA 29. Checksum Sum 0x12D757
 Number of opaque link LSA 0. Checksum Sum 0x000000
 Number of DCbitless LSA 0
 Number of indication LSA 0
 Number of DoNotAge LSA 0
 Flood list length 0
 !
 ! R7#show ip ospf interface gigabitEthernet1.37
 GigabitEthernet1.37 is up, line protocol is up
 Internet Address 155.1.37.7/24, Area 2, Attached via Network Statement
 Process ID 1, Router ID 150.1.7.7, Network Type BROADCAST, Cost: 1
 Topology-MTID Cost Disabled Shutdown Topology Name
 0 1 no no Base
 Transmit Delay is 1 sec, State DR, Priority 1
 Designated Router (ID) 150.1.7.7, Interface address 155.1.37.7
 Backup Designated router (ID) 150.1.3.3, Interface address 155.1.37.3
 Timer intervals configured, Hello 10, Dead 40, Wait 40, Retransmit 5
 oob-resync timeout 40
 Hello due in 00:00:00
 Supports Link-local Signaling (LLS)
 Cisco NSF helper support enabled
 IETF NSF helper support enabled
 Can be protected by per-prefix Loop-Free FastReroute
 Can be used for per-prefix Loop-Free FastReroute repair paths
 Index 2/2, flood queue length 0
 Next 0x0(0)/0x0(0)
 Last flood scan length is 0, maximum is 21
 Last flood scan time is 0 msec, maximum is 1 msec
 Neighbor Count is 1, Adjacent neighbor count is 1
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Adjacent with neighbor 150.1.3.3 (Backup Designated Router)
 Suppress hello for 0 neighbor(s) Simple password authentication enabled
 PitfallA failure in authentication can occur for two reasons: a mismatch in authentication type or a mismatch involving the authentication key. An authentication type mismatch occurs when one neighbor is configured with clear text while the other is running MD5, or one is running MD5 and the other is running null, etc. A key mismatch is simply when the routers are using different passwords. Failure in authentication type can be verified as follows:
 R9#debug ip ospf adj
 OSPF adjacency debugging is on
 ! R9#configure terminal
 Enter configuration commands, one per line. End with CNTL/Z. R9(config)#interface gigabitEthernet1.79
 R9(config-subif)#ip ospf authentication message-digest
 !
 ! OSPF-1 ADJ Gi1.79: Rcv pkt from 155.1.79.7 :
 Mismatched Authentication type. Input packet specified type 1, we use type 2
 OSPF-1 ADJ Gi1.79: Rcv pkt from 155.1.79.7 :
 Mismatched Authentication type. Input packet specified type 1, we use type 2
 The above output from debug ip ospf adj indicates a Mismatch Authentication type, where the inbound OSPF packet is using type 1 and the local router is using type 2. This indicates that the local router is trying to do MD5 authentication and the remote router is using clear text authentication.
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R9#debug ip ospf adj
 OSPF adjacency debugging is on
 ! R9#configure terminal
 Enter configuration commands, one per line. End with CNTL/Z. R9(config)#interface gigabitEthernet1.79
 R9(config-subif)#ip ospf authentication null
 !
 ! OSPF-1 ADJ Gi1.79: Rcv pkt from 155.1.79.7 :
 Mismatched Authentication type. Input packet specified type 1, we use type 0
 OSPF-1 ADJ Gi1.79: Rcv pkt from 155.1.79.7 :
 Mismatched Authentication type. Input packet specified type 1, we use type 0
 The above output indicates that R9 is doing authentication type 0 which is no authentication, and the remote end is doing clear text authentication (type 1). A mismatch in the password itself can be seen as follows:
 R9#debug ip ospf adj
 OSPF adjacency debugging is on
 ! R9#configure terminal
 Enter configuration commands, one per line. End with CNTL/Z. R9(config)#interface gigabitEthernet1.79
 R9(config-subif)#ip ospf authentication
 R9(config-subif)#ip ospf authentication-key testkey
 !
 ! OSPF-1 ADJ Gi1.79: Rcv pkt from 155.1.79.7, : Mismatched Authentication Key - Clear Text
 OSPF-1 ADJ Gi1.79: Rcv pkt from 155.1.79.7, : Mismatched Authentication Key - Clear Text
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 OSPF MD5 Authentication
 A Note On Section Initial Configuration Files : You must load the initial configuration files for the section, named Basic OSPF Routing , which can be found in CCIE R&S v5 Topology Diagrams & Initial Configurations. Reference the Advanced Technology Labs OSPF Diagram to complete this task.
 Task
 Configure MD5-based OSPF authentication for all adjacencies in area 3, using the password MD5KEY.
 R5 should enable MD5 authentication on all interfaces in area 3 with a single command.All other devices in area 3 should enable MD5 authentication on a per-interface basis.
 Configuration
 R5:
 router ospf 1
 area 3 authentication message-digest
 !
 interface GigabitEthernet1.58
 ip ospf message-digest-key 1 md5 MD5KEY
 R8:
 interface GigabitEthernet1.58
 ip ospf authentication message-digest
 ip ospf message-digest-key 1 md5 MD5KEY
 !
 interface GigabitEthernet1.108
 ip ospf authentication message-digest
 ip ospf message-digest-key 1 md5 MD5KEY
 http://labs.ine.com/workbook/view/rs-v5-workbook/task/ccie-r-s-v5-topology-diagrams-initial-configurations-MTk3Ng==
 http://labs.ine.com/workbook/view/rs-v5-workbook/task/ccie-r-s-v5-topology-diagrams-initial-configurations-MTk3Ng==
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R10:
 interface GigabitEthernet1.108
 ip ospf authentication message-digest
 ip ospf message-digest-key 1 md5 MD5KEY
 Verification
 Before you configure MD5-based authentication, all the interfaces in area 3 must be identified. This can be verified by using the command show ip ospf interface brief
 on all the OSPF-enabled devices. For example, we can see the output on R5:
 R5#show ip ospf interface brief
 Interface PID Area IP Address/Mask Cost State Nbrs F/C
 Lo0 1 0 150.1.5.5/32 1 LOOP 0/0
 Gi1.45 1 0 155.1.45.5/24 1 BDR 1/1
 Tu0 1 0 155.1.0.5/24 1000 P2MP 4/4 Gi1.5 1 3
 155.1.5.5/24 1 DR 0/0 Gi1.58 1 3
 155.1.58.5/24 1 DR 1/1
 In the above output, we can see that interfaces GigabitEthernet1.5 and GigabitEthernet1.58 are part of OSPF area 3. In this case we ignore GigabitEthernet1.5 because it is not being used for any OSPF neighborships. Like clear text authentication, MD5 authentication can be enabled on a per-link basis with the interface-level command ip ospf authentication message-digest , or for all links in the area with the process-level command area [id] authentication message-digest . For successful MD5 authentication, the authentication type, the password, and the key ID must match. Correctly configured authentication can be verified as follows:
 R5#show ip ospf
 Routing Process "ospf 1" with ID 150.1.5.5
 Start time: 5w0d, Time elapsed: 1d23h
 Supports only single TOS(TOS0) routes
 Supports opaque LSA
 Supports Link-local Signaling (LLS)
 Supports area transit capability
 Supports NSSA (compatible with RFC 3101)
 Event-log enabled, Maximum number of events: 1000, Mode: cyclic
 It is an area border router
 Router is not originating router-LSAs with maximum metric
 Initial SPF schedule delay 5000 msecs
 Minimum hold time between two consecutive SPFs 10000 msecs
 Maximum wait time between two consecutive SPFs 10000 msecs

Page 633
                        

Incremental-SPF disabled
 Minimum LSA interval 5 secs
 Minimum LSA arrival 1000 msecs
 LSA group pacing timer 240 secs
 Interface flood pacing timer 33 msecs
 Retransmission pacing timer 66 msecs
 Number of external LSA 0. Checksum Sum 0x000000
 Number of opaque AS LSA 0. Checksum Sum 0x000000
 Number of DCbitless external and opaque AS LSA 0
 Number of DoNotAge external and opaque AS LSA 0
 Number of areas in this router is 2. 2 normal 0 stub 0 nssa
 Number of areas transit capable is 0
 External flood list length 0
 IETF NSF helper support enabled
 Cisco NSF helper support enabled
 Reference bandwidth unit is 100 mbps
 Area BACKBONE(0)
 Number of interfaces in this area is 3 (1 loopback)
 Area has no authentication
 SPF algorithm last executed 06:39:04.766 ago
 SPF algorithm executed 2 times
 Area ranges are
 Number of LSA 30. Checksum Sum 0x0FA3FF
 Number of opaque link LSA 0. Checksum Sum 0x000000
 Number of DCbitless LSA 0
 Number of indication LSA 0
 Number of DoNotAge LSA 0
 Flood list length 0 Area 3
 Number of interfaces in this area is 2 Area has message digest authentication
 SPF algorithm last executed 06:30:54.421 ago
 SPF algorithm executed 5 times
 Area ranges are
 Number of LSA 27. Checksum Sum 0x0D55A6
 Number of opaque link LSA 0. Checksum Sum 0x000000
 Number of DCbitless LSA 0
 Number of indication LSA 0
 Number of DoNotAge LSA 0
 Flood list length 0
 !
 ! R5#show ip ospf interface gigabitEthernet1.58
 GigabitEthernet1.58 is up, line protocol is up
 Internet Address 155.1.58.5/24, Area 3, Attached via Network Statement
 Process ID 1, Router ID 150.1.5.5, Network Type BROADCAST, Cost: 1
 Topology-MTID Cost Disabled Shutdown Topology Name
 0 1 no no Base
 Transmit Delay is 1 sec, State BDR, Priority 1
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Designated Router (ID) 150.1.8.8, Interface address 155.1.58.8
 Backup Designated router (ID) 150.1.5.5, Interface address 155.1.58.5
 Timer intervals configured, Hello 10, Dead 40, Wait 40, Retransmit 5
 oob-resync timeout 40
 Hello due in 00:00:00
 Supports Link-local Signaling (LLS)
 Cisco NSF helper support enabled
 IETF NSF helper support enabled
 Can be protected by per-prefix Loop-Free FastReroute
 Can be used for per-prefix Loop-Free FastReroute repair paths
 Index 1/3, flood queue length 0
 Next 0x0(0)/0x0(0)
 Last flood scan length is 1, maximum is 24
 Last flood scan time is 0 msec, maximum is 1 msec
 Neighbor Count is 1, Adjacent neighbor count is 1
 Adjacent with neighbor 150.1.8.8 (Designated Router)
 Suppress hello for 0 neighbor(s) Cryptographic authentication enabled
 Youngest key id is 1
 PitfallRemember that a virtual-link is an interface in area 0. This means that if the
 area 0 authentication [message-digest] command is enabled, authentication is also enabled on the virtual-link. If MD5 authentication is enabled on the virtual-link with the area 0 authentication message-digest command, the password must still be assigned on the virtual-link interface itself with the
 area <NR> virtual-link <RID> message-digest-key <NR> md5 <STRING> command. Alternatively, authentication can be enabled at the virtual-link interface level with the area <NR> virtual-link <RID> authentication message-digest command, and the key is applied with the area <NR> virtual-link <RID> message-digest-key
 <NR> md5 <STRING> command. In some versions, these two commands are combined automatically in the running config to the single statement
 area <NR> virtual-link <RID> authentication message-digest message-digest-key
 <NR> md5 <STRING> , but the result of either syntax is the same. After authentication is enabled on the virtual-link, make sure to issue the clear ip
 ospf process command, because the virtual-link does not support periodic hellos. This means that if the authentication is wrong the virtual-link interface will not immediately go down, but if there is a change in the topology it won’t actually be propagated across the virtual-link.
 Failures in MD5 authentication can occur because of a type mismatch, a password mismatch, or a key ID mismatch, as verified below. This output indicates a
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password mismatch:
 R10#debug ip ospf adj
 OSPF adjacency debugging is on
 ! R10#configure terminal
 Enter configuration commands, one per line. End with CNTL/Z. R10(config)#interface gigabitEthernet1.108
 R10(config-subif)#no ip ospf message-digest-key 1 md5 MD5KEY
 R10(config-subif)#ip ospf message-digest-key 1 md5 WRONGKEY
 !
 ! OSPF-1 ADJ Gi1.108: Rcv pkt from 155.1.108.8 : Mismatched Authentication key - ID 1
 OSPF-1 ADJ Gi1.108: Rcv pkt from 155.1.108.8 : Mismatched Authentication key - ID 1
 Following messages illustrate a key ID/number mismatch. R10 is using key ID of 2, but R8 is using key ID of 1:
 R10#debug ip ospf adj
 OSPF adjacency debugging is on
 ! R10#configure terminal
 Enter configuration commands, one per line. End with CNTL/Z. R10(config)#interface gigabitEthernet1.108
 R10(config-subif)#no ip ospf message-digest-key 1 md5 MD5KEY
 R10(config-subif)#ip ospf message-digest-key 2 md5 MD5KEY
 !
 ! OSPF-1 ADJ Gi1.108: Rcv pkt from 155.1.108.8 :
 Mismatched Authentication Key - Invalid cryptographic authentication Key ID 1 on interface
 OSPF-1 ADJ Gi1.108: Rcv pkt from 155.1.108.8 :
 Mismatched Authentication Key - Invalid cryptographic authentication Key ID 1 on interface
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CCIE Routing & Switching v5 Workbook - CCIE R&S v5 Advanced Technology Labs - OSPF
 OSPF Null Authentication
 A Note On Section Initial Configuration Files : You must load the initial configuration files for the section, named Basic OSPF Routing , which can be found in CCIE R&S v5 Topology Diagrams & Initial Configurations. Reference the Advanced Technology Labs OSPF Diagram to complete this task.
 Task
 Enable clear-text OSPF authentication for the adjacency between R7 and R9 as follows:
 Use the string of PASSWORD.Enable authentication at the area level on R7 and at the interface level on R9
 Configuration
 R7:
 router ospf 1
 area 2 authentication
 !
 interface GigabitEthernet1.79
 ip ospf authentication-key PASSWORD
 !
 interface GigabitEthernet1.37
 ip ospf authentication null
 !
 interface GigabitEthernet1.67
 ip ospf authentication null
 R9:
 interface GigabitEthernet1.79
 ip ospf authentication
 http://labs.ine.com/workbook/view/rs-v5-workbook/task/ccie-r-s-v5-topology-diagrams-initial-configurations-MTk3Ng==
 http://labs.ine.com/workbook/view/rs-v5-workbook/task/ccie-r-s-v5-topology-diagrams-initial-configurations-MTk3Ng==
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ip ospf authentication-key PASSWORD
 Verification
 Type 0 authentication or Null authentication means that basically authentication is disabled, which is the default on all OSPF enabled interface. The use case for this authentication type is when for example you have globally configured clear-text or MD5/SHA authentication for one OSPF area, but want one or multiple interfaces in that area to actually use no authentication. Because the interface level configuration overrides the area level configuration, interfaces for which ip ospf authentication
 null is configured will require no OSPF authentication.
 In this case, we are asked to enable OSPF authentication between R7 and R9. Enabling authentication for area 2 on R7, requires to disable authentication on R7's interfaces towards R3 and R6. Note that the other links in area 2 are not affected by this change:
 R7#show ip ospf interface gigabitEthernet1.79
 GigabitEthernet1.79 is up, line protocol is up
 Internet Address 155.1.79.7/24, Area 2, Attached via Network Statement
 Process ID 1, Router ID 150.1.7.7, Network Type BROADCAST, Cost: 1
 Topology-MTID Cost Disabled Shutdown Topology Name
 0 1 no no Base
 Transmit Delay is 1 sec, State BDR, Priority 1
 Designated Router (ID) 150.1.9.9, Interface address 155.1.79.9
 Backup Designated router (ID) 150.1.7.7, Interface address 155.1.79.7
 Timer intervals configured, Hello 10, Dead 40, Wait 40, Retransmit 5
 oob-resync timeout 40
 Hello due in 00:00:01
 Supports Link-local Signaling (LLS)
 Cisco NSF helper support enabled
 IETF NSF helper support enabled
 Can be protected by per-prefix Loop-Free FastReroute
 Can be used for per-prefix Loop-Free FastReroute repair paths
 Index 4/4, flood queue length 0
 Next 0x0(0)/0x0(0)
 Last flood scan length is 1, maximum is 21
 Last flood scan time is 0 msec, maximum is 1 msec
 Neighbor Count is 1, Adjacent neighbor count is 1
 Adjacent with neighbor 150.1.9.9 (Designated Router)
 Suppress hello for 0 neighbor(s) Simple password authentication enabled
 !
 ! R7#show ip ospf interface gigabitEthernet1.67
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GigabitEthernet1.67 is up, line protocol is up
 Internet Address 155.1.67.7/24, Area 2, Attached via Network Statement
 Process ID 1, Router ID 150.1.7.7, Network Type BROADCAST, Cost: 1
 Topology-MTID Cost Disabled Shutdown Topology Name
 0 1 no no Base
 Transmit Delay is 1 sec, State DR, Priority 1
 Designated Router (ID) 150.1.7.7, Interface address 155.1.67.7
 Backup Designated router (ID) 150.1.6.6, Interface address 155.1.67.6
 Timer intervals configured, Hello 10, Dead 40, Wait 40, Retransmit 5
 oob-resync timeout 40
 Hello due in 00:00:09
 Supports Link-local Signaling (LLS)
 Cisco NSF helper support enabled
 IETF NSF helper support enabled
 Can be protected by per-prefix Loop-Free FastReroute
 Can be used for per-prefix Loop-Free FastReroute repair paths
 Index 3/3, flood queue length 0
 Next 0x0(0)/0x0(0)
 Last flood scan length is 1, maximum is 17
 Last flood scan time is 0 msec, maximum is 1 msec
 Neighbor Count is 1, Adjacent neighbor count is 1
 Adjacent with neighbor 150.1.6.6 (Backup Designated Router)
 Suppress hello for 0 neighbor(s)
 Verify that R7 is still OSPF neighbor with R3, R6 and R9:
 R7#show ip ospf neighbor
 Neighbor ID Pri State Dead Time Address Interface 150.1.9.9 1 FULL
 /DR 00:00:38 155.1.79.9 GigabitEthernet1.79 150.1.6.6 1 FULL
 /BDR 00:00:32 155.1.67.6 GigabitEthernet1.67 150.1.3.3 1 FULL
 /BDR 00:00:37 155.1.37.3 GigabitEthernet1.37
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CCIE Routing & Switching v5 Workbook - CCIE R&S v5 Advanced Technology Labs - OSPF
 OSPF MD5 Authentication with Multiple Keys
 A Note On Section Initial Configuration Files : You must load the initial configuration files for the section, named Basic OSPF Routing , which can be found in CCIE R&S v5 Topology Diagrams & Initial Configurations. Reference the Advanced Technology Labs OSPF Diagram to complete this task.
 Task
 Enable OSPF MD5 authentication over the DMVPN cloud as follows: Use a key ID of 1 with the string KEYONE between R1, R2 and R5.Use a key ID of 2 with the string KEYTWO between R3, R4 and R5.
 Configuration
 R1 - R2:
 interface Tunnel0
 ip ospf authentication message-digest
 ip ospf message-digest-key 1 md5 KEYONE
 R3 - R4:
 interface Tunnel0
 ip ospf authentication message-digest
 ip ospf message-digest-key 2 md5 KEYTWO
 R5:
 interface Tunnel0
 ip ospf authentication message-digest
 ip ospf message-digest-key 1 md5 KEYONE
 ip ospf message-digest-key 2 md5 KEYTWO
 http://labs.ine.com/workbook/view/rs-v5-workbook/task/ccie-r-s-v5-topology-diagrams-initial-configurations-MTk3Ng==
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Verification
 OSPF supports multiple MD5 keys applied to a single interface to allow for key rotation. The normal application of this would be that all neighbors are configured with key 1. Key 2 is then added on all neighbors, and key 1 is removed afterwards. Because both keys are temporarily sent (baiscally R5 will duplicate all OSPF packets it needs to send over its Tunnel interface, sending the same packet authenticated with each configured key), there is no loss of adjacency while the old key is being removed. In this design, multiple keys are used to authenticate different neighbors on the same interface. Verify that authentication is enabled and routers are still OSPF neighbors:
 R5#show ip ospf neighbor tunnel0
 Neighbor ID Pri State Dead Time Address Interface 150.1.1.1 0 FULL/
 - 00:01:56 155.1.0.1 Tunnel0 150.1.4.4 0 FULL/
 - 00:01:56 155.1.0.4 Tunnel0 150.1.3.3 0 FULL/
 - 00:01:56 155.1.0.3 Tunnel0 150.1.2.2 0 FULL/
 - 00:01:56 155.1.0.2 Tunnel0
 !
 ! R5#show ip ospf interface tunnel0
 Tunnel0 is up, line protocol is up
 Internet Address 155.1.0.5/24, Area 0, Attached via Network Statement
 Process ID 1, Router ID 150.1.5.5, Network Type POINT_TO_MULTIPOINT, Cost: 1000
 Topology-MTID Cost Disabled Shutdown Topology Name
 0 1000 no no Base
 Transmit Delay is 1 sec, State POINT_TO_MULTIPOINT
 Timer intervals configured, Hello 30, Dead 120, Wait 120, Retransmit 5
 oob-resync timeout 120
 Hello due in 00:00:18
 Supports Link-local Signaling (LLS)
 Cisco NSF helper support enabled
 IETF NSF helper support enabled
 Can be protected by per-prefix Loop-Free FastReroute
 Can be used for per-prefix Loop-Free FastReroute repair paths
 Index 1/1, flood queue length 0
 Next 0x0(0)/0x0(0)
 Last flood scan length is 1, maximum is 16
 Last flood scan time is 0 msec, maximum is 1 msec
 Neighbor Count is 4, Adjacent neighbor count is 4
 Adjacent with neighbor 150.1.1.1
 Adjacent with neighbor 150.1.4.4
 Adjacent with neighbor 150.1.3.3
 Adjacent with neighbor 150.1.2.2
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Suppress hello for 0 neighbor(s) Cryptographic authentication enabled
 Youngest key id is 2
 Rollover in progress, 2 neighbor(s) using the old key(s):
 key id 1 algorithm MD5
 Verify that R5 sends OSPF packets authenticated with same keys and receives packets from R1 - R2 with ley ID of 1 and from R3 - R4 with key ID of 2:
 R5#debug ip ospf adj
 OSPF adjacency debugging is on
 ! R5#debug ip ospf packet
 OSPF packet debugging is on
 !
 ! OSPF-1 ADJ Tu0: Send with key 1
 OSPF-1 ADJ Tu0: Send with key 2
 !
 ! OSPF-1 PAK : rcv. v:2 t:1 l:48 rid:150.1.1.1 aid:0.0.0.0 chk:0 aut:2 keyid:1
 seq:0x53974FDE from Tunnel0 OSPF-1 PAK : rcv. v:2 t:1 l:48
 rid:150.1.2.2 aid:0.0.0.0 chk:0 aut:2 keyid:1
 seq:0x53974FDE from Tunnel0 OSPF-1 PAK : rcv. v:2 t:1 l:48
 rid:150.1.3.3 aid:0.0.0.0 chk:0 aut:2 keyid:2
 seq:0x53974FDE from Tunnel0 OSPF-1 PAK : rcv. v:2 t:1 l:48
 rid:150.1.4.4 aid:0.0.0.0 chk:0 aut:2 keyid:2
 seq:0x53973FA7 from Tunnel0
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CCIE Routing & Switching v5 Workbook - CCIE R&S v5 Advanced Technology Labs - OSPF
 OSPF Internal Summarization
 A Note On Section Initial Configuration Files : You must load the initial configuration files for the section, named Basic OSPF Routing , which can be found in CCIE R&S v5 Topology Diagrams & Initial Configurations. Reference the Advanced Technology Labs OSPF Diagram to complete this task.
 Task
 Configure R5 to advertise a summary route for VLAN 8 and VLAN 10 prefixes as they are sent into area 0.This summary should be as specific as possible while still encompassing all addresses in both subnets.
 Configuration
 R5:
 router ospf 1
 area 3 range 155.1.8.0 255.255.252.0
 Verification
 Because devices in an OSPF area require the same copy of the database to compute correct SPF, filtering or summarization of routes in the database can only occur between areas or domains, not within an area. The below configuration illustrates how an Intra-Area Summary Network LSA (LSA 3) can be summarized as it is originated by an ABR.
 Without any modification, R1 sees two separate routes and LSAs to reach the
 http://labs.ine.com/workbook/view/rs-v5-workbook/task/ccie-r-s-v5-topology-diagrams-initial-configurations-MTk3Ng==
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networks 155.1.8.0/24 and 155.1.10.0/24. Because they are both originated by R5 (150.1.5.5), it implies that only R5 can modify R1’s view of these. By configuring the
 area 3 range 155.1.8.0 255.255.252.0 command, R5 stops sending the specific LSAs from area 3 into area 0 and groups them into the single route 155.1.8.0/22. Verify the outputs on R1 before configuration changes:
 R1#show ip ospf database summary 155.1.8.0 adv-router 150.1.5.5
 OSPF Router with ID (150.1.1.1) (Process ID 1)
 Summary Net Link States (Area 0)
 Routing Bit Set on this LSA in topology Base with MTID 0
 LS age: 96
 Options: (No TOS-capability, DC, Upward)
 LS Type: Summary Links(Network) Link State ID: 155.1.8.0 (summary Network Number)
 Advertising Router: 150.1.5.5
 LS Seq Number: 8000001C
 Checksum: 0x8752
 Length: 28 Network Mask: /24
 MTID: 0 Metric: 2
 !
 ! R1#show ip route 155.1.8.0
 Routing entry for 155.1.8.0/24
 Known via "ospf 1", distance 110, metric 1002, type inter area
 Last update from 155.1.0.5 on Tunnel0, 00:00:40 ago
 Routing Descriptor Blocks: * 155.1.0.5, from 150.1.5.5, 00:00:40 ago, via Tunnel0
 Route metric is 1002, traffic share count is 1
 !
 ! R1#show ip ospf database summary 155.1.10.0 adv-router 150.1.5.5
 OSPF Router with ID (150.1.1.1) (Process ID 1)
 Summary Net Link States (Area 0)
 Routing Bit Set on this LSA in topology Base with MTID 0
 LS age: 125
 Options: (No TOS-capability, DC, Upward)
 LS Type: Summary Links(Network) Link State ID: 155.1.10.0 (summary Network Number)
 Advertising Router: 150.1.5.5
 LS Seq Number: 80000001
 Checksum: 0xB140
 Length: 28 Network Mask: /24
 MTID: 0 Metric: 3
 !
 ! R1#show ip route 155.1.10.0
 Routing entry for 155.1.10.0/24
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Known via "ospf 1", distance 110, metric 1003, type inter area
 Last update from 155.1.0.5 on Tunnel0, 00:00:57 ago
 Routing Descriptor Blocks: * 155.1.0.5, from 150.1.5.5, 00:00:57 ago, via Tunnel0
 Route metric is 1003, traffic share count is 1
 Verify the OSPF database entries and routing table of R1 after configuration changes, now R3 advertises a single Type3 LSA for 155.1.8.0/22:
 R1#show ip ospf database summary 155.1.8.0 adv-router 150.1.5.5
 OSPF Router with ID (150.1.1.1) (Process ID 1)
 Summary Net Link States (Area 0)
 Routing Bit Set on this LSA in topology Base with MTID 0
 LS age: 23
 Options: (No TOS-capability, DC, Upward)
 LS Type: Summary Links(Network) Link State ID: 155.1.8.0 (summary Network Number)
 Advertising Router: 150.1.5.5
 LS Seq Number: 8000001D
 Checksum: 0x7665
 Length: 28 Network Mask: /22
 MTID: 0 Metric: 2
 !
 ! R1#show ip route 155.1.8.0
 Routing entry for 155.1.8.0/22
 Known via "ospf 1", distance 110, metric 1002, type inter area
 Last update from 155.1.0.5 on Tunnel0, 00:00:40 ago
 Routing Descriptor Blocks: * 155.1.0.5, from 150.1.5.5, 00:00:40 ago, via Tunnel0
 Route metric is 1002, traffic share count is 1
 !
 ! R1#show ip ospf database summary 155.1.10.0 adv-router 150.1.5.5
 OSPF Router with ID (150.1.1.1) (Process ID 1) R1#
 !
 ! R1#show ip route 155.1.10.0
 Routing entry for 155.1.8.0/22
 Known via "ospf 1", distance 110, metric 1002, type inter area
 Last update from 155.1.0.5 on Tunnel0, 00:00:54 ago
 Routing Descriptor Blocks: * 155.1.0.5, from 150.1.5.5, 00:00:54 ago, via Tunnel0
 Route metric is 1002, traffic share count is 1
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CCIE Routing & Switching v5 Workbook - CCIE R&S v5 Advanced Technology Labs - OSPF
 OSPF Path Selection with Summarization
 A Note On Section Initial Configuration Files : You must load the initial configuration files for the section, named Basic OSPF Routing , which can be found in CCIE R&S v5 Topology Diagrams & Initial Configurations. Reference the Advanced Technology Labs OSPF Diagram to complete this task.
 Task
 Configure R4 to originate the summary route 155.1.146.0/23 so that traffic from R5 destined to VLAN 146 transits R1.
 If R5’s connection to DMVPN cloud is down, traffic for VLAN 146 should transit R4.
 Configuration
 R4:
 router ospf 1
 area 1 range 155.1.146.0 255.255.254.0
 Verification
 http://labs.ine.com/workbook/view/rs-v5-workbook/task/ccie-r-s-v5-topology-diagrams-initial-configurations-MTk3Ng==
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When a router does a routing lookup on a destination, it always chooses the longest match route for the path. This means that if the router is trying to reach the destination 1.2.3.4, it will choose the route 1.2.3.0/24 over 1.2.0.0/18, or 1.2.0.0/16 over 0.0.0.0/0. This principle can be used for traffic engineering purposes by selectively summarizing prefixes into the IGP domain, as seen below. Verify how R5 routes towards VLAN 146 before configuration changes, best path being via R4 due to the better metric towards the ABR (R4 against R1):
 R4#show ip ospf database summary 155.1.146.0 adv-router 150.1.1.1
 OSPF Router with ID (150.1.4.4) (Process ID 1)
 Summary Net Link States (Area 0)
 LS age: 91
 Options: (No TOS-capability, DC, Upward)
 LS Type: Summary Links(Network) Link State ID: 155.1.146.0 (summary Network Number)
 Advertising Router: 150.1.1.1
 LS Seq Number: 80000073
 Checksum: 0xFF1
 Length: 28 Network Mask: /24
 MTID: 0 Metric: 1
 !
 ! R4#show ip ospf database summary 155.1.146.0 adv-router 150.1.4.4
 OSPF Router with ID (150.1.4.4) (Process ID 1)
 Summary Net Link States (Area 0)
 LS age: 56
 Options: (No TOS-capability, DC, Upward)
 LS Type: Summary Links(Network) Link State ID: 155.1.146.0 (summary Network Number)
 Advertising Router: 150.1.4.4
 LS Seq Number: 8000007F
 Checksum: 0xCF1F
 Length: 28 Network Mask: /24
 MTID: 0 Metric: 1
 !
 ! R5#show ip ospf border-routers
 OSPF Router with ID (150.1.5.5) (Process ID 1)
 Base Topology (MTID 0)
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Internal Router Routing Table
 Codes: i - Intra-area route, I - Inter-area route
 i 150.1.1.1 [1000]
 via 155.1.0.1, Tunnel0, ABR, Area 0, SPF 1840
 i 150.1.2.2 [1000] via 155.1.0.2, Tunnel0, ABR, Area 0, SPF 1840
 i 150.1.3.3 [1000] via 155.1.0.3, Tunnel0, ABR, Area 0, SPF 1840 i 150.1.4.4 [1]
 via 155.1.45.4, GigabitEthernet1.45, ABR, Area 0, SPF 1840
 !
 ! R5#show ip route 155.1.146.0
 Routing entry for 155.1.146.0/24
 Known via "ospf 1", distance 110, metric 2, type inter area
 Last update from 155.1.45.4 on GigabitEthernet1.45, 00:02:42 ago
 Routing Descriptor Blocks: * 155.1.45.4, from 150.1.4.4, 00:02:42 ago, via GigabitEthernet1.45
 Route metric is 2, traffic share count is 1
 !
 ! R5#traceroute 155.1.146.6
 Type escape sequence to abort.
 Tracing the route to 155.1.146.6
 VRF info: (vrf in name/id, vrf out name/id) 1 155.1.45.4 3 msec 1 msec 2 msec
 2 155.1.146.6 3 msec * 5 msec
 After applying the configuration changes, based on the longest route match, traffic will be routed thorugh R1 via the DMVPN cloud, so metrics are no longer compared between the path via R1 and path via R4:
 R5#show ip ospf database summary 155.1.146.0 adv-router 150.1.1.1
 OSPF Router with ID (150.1.5.5) (Process ID 1)
 Summary Net Link States (Area 0)
 Routing Bit Set on this LSA in topology Base with MTID 0
 LS age: 486
 Options: (No TOS-capability, DC, Upward)
 LS Type: Summary Links(Network) Link State ID: 155.1.146.0 (summary Network Number)
 Advertising Router: 150.1.1.1
 LS Seq Number: 80000073
 Checksum: 0xFF1
 Length: 28 Network Mask: /24
 MTID: 0 Metric: 1
 !
 ! R5#show ip ospf database summary 155.1.146.0 adv-router 150.1.4.4
 OSPF Router with ID (150.1.5.5) (Process ID 1)
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Summary Net Link States (Area 0)
 Routing Bit Set on this LSA in topology Base with MTID 0
 LS age: 32
 Options: (No TOS-capability, DC, Upward)
 LS Type: Summary Links(Network) Link State ID: 155.1.146.0 (summary Network Number)
 Advertising Router: 150.1.4.4
 LS Seq Number: 80000080
 Checksum: 0xC826
 Length: 28 Network Mask: /23
 MTID: 0 Metric: 1
 !
 ! R5#show ip route 155.1.146.0
 Routing entry for 155.1.146.0/24
 Known via "ospf 1", distance 110, metric 1001, type inter area
 Last update from 155.1.0.1 on Tunnel0, 00:00:44 ago
 Routing Descriptor Blocks: * 155.1.0.1, from 150.1.1.1, 00:00:44 ago, via Tunnel0
 Route metric is 1001, traffic share count is 1
 !
 ! R5#show ip route 155.1.146.0 255.255.254.0 longer-prefixes
 Codes: L - local, C - connected, S - static, R - RIP, M - mobile, B - BGP
 D - EIGRP, EX - EIGRP external, O - OSPF, IA - OSPF inter area
 N1 - OSPF NSSA external type 1, N2 - OSPF NSSA external type 2
 E1 - OSPF external type 1, E2 - OSPF external type 2
 i - IS-IS, su - IS-IS summary, L1 - IS-IS level-1, L2 - IS-IS level-2
 ia - IS-IS inter area, * - candidate default, U - per-user static route
 o - ODR, P - periodic downloaded static route, H - NHRP, l - LISP
 a - application route
 + - replicated route, % - next hop override
 Gateway of last resort is not set
 155.1.0.0/16 is variably subnetted, 24 subnets, 3 masks
 O IA 155.1.146.0/23 [110/2] via 155.1.45.4, 00:01:10, GigabitEthernet1.45
 O IA 155.1.146.0/24 [110/1001] via 155.1.0.1, 00:01:10, Tunnel0
 !
 ! R5#traceroute 155.1.146.6
 Type escape sequence to abort.
 Tracing the route to 155.1.146.6
 VRF info: (vrf in name/id, vrf out name/id) 1 155.1.0.1 3 msec 1 msec 1 msec
 2 155.1.146.6 9 msec * 5 msec
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CCIE Routing & Switching v5 Workbook - CCIE R&S v5 Advanced Technology Labs - OSPF
 OSPF External Summarization
 A Note On Section Initial Configuration Files : You must load the initial configuration files for the section, named Basic OSPF Routing , which can be found in CCIE R&S v5 Topology Diagrams & Initial Configurations. Reference the Advanced Technology Labs OSPF Diagram to complete this task.
 Task
 Configure R9 as follows: Create Loopback100 with IP address of 160.1.9.100/32 and Loopback200 with IP address of 160.1.9.200/32.Redistribute these prefixes into OSPF and ensure all OSPF routers use a metric of 50.Advertise a single /24 summary for these prefixes.
 Configure R10 as follows: Create Loopback100 with IP address of 160.1.10.100/32 and Loopback200 with IP address of 160.1.10.200/32.Redistribute these prefixes into OSPF with a cost of 100 and ensure all OSPF routers add the cost to reach R10 to the metric.Advertise a /24 summary for these prefixes.
 Configuration
 R9:
 interface Loopback100
 ip address 160.1.9.100 255.255.255.255
 !
 interface Loopback200
 ip address 160.1.9.200 255.255.255.255
 http://labs.ine.com/workbook/view/rs-v5-workbook/task/ccie-r-s-v5-topology-diagrams-initial-configurations-MTk3Ng==
 http://labs.ine.com/workbook/view/rs-v5-workbook/task/ccie-r-s-v5-topology-diagrams-initial-configurations-MTk3Ng==
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!
 route-map CONNECTED->OSPF permit 10
 match interface Loopback100 Loopback200
 !
 router ospf 1
 redistribute connected metric 50 subnets route-map CONNECTED->OSPF
 summary-address 160.1.9.0 255.255.255.0
 R10:
 interface Loopback100
 ip address 160.1.10.100 255.255.255.255
 !
 interface Loopback200
 ip address 160.1.10.200 255.255.255.255
 !
 route-map CONNECTED->OSPF permit 10
 match interface Loopback100 Loopback200
 !
 router ospf 1
 redistribute connected metric 100 metric-type 1 subnets route-map CONNECTED->OSPF
 summary-address 160.1.10.0 255.255.255.0
 Verification
 External OSPF summarization is configured at the redistribution point between routing domains with the summary-address command. These summaries inherit their attributes from the subnets that make them up. For example, a summary comprised of External Type-1 routes will result in an External Type-1 summary. This means that on R10 in this configuration, the metric-type 1 command is set at the time of redistribution instead of on the summary itself. External Type-2 OSPF routes, which are the default, do not install the end-to-end metric in the routing table. Instead, only the metric that was reported via the ASBR is installed. The actual routing path is determined by the addition of the reported metric and the metric toward the ASBR, which is called the forward metric:
 Verify that redisstributed prefixes are summarized with correct metric and metric-type, and routers in the OSPF domain have IP reachability with the redistributed prefixes:
 R1#show ip ospf database external
 OSPF Router with ID (150.1.1.1) (Process ID 1)
 Type-5 AS External Link States
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Routing Bit Set on this LSA in topology Base with MTID 0
 LS age: 207
 Options: (No TOS-capability, DC, Upward)
 LS Type: AS External Link Link State ID: 160.1.9.0 (External Network Number )
 Advertising Router: 150.1.9.9
 LS Seq Number: 80000001
 Checksum: 0xB479
 Length: 36 Network Mask: /24
 Metric Type: 2 (Larger than any link state path)
 MTID: 0 Metric: 50
 Forward Address: 0.0.0.0
 External Route Tag: 0
 Routing Bit Set on this LSA in topology Base with MTID 0
 LS age: 201
 Options: (No TOS-capability, DC, Upward)
 LS Type: AS External Link Link State ID: 160.1.10.0 (External Network Number )
 Advertising Router: 150.1.10.10
 LS Seq Number: 80000001
 Checksum: 0xF6A
 Length: 36 Network Mask: /24
 Metric Type: 1 (Comparable directly to link state metric)
 MTID: 0 Metric: 100
 Forward Address: 0.0.0.0
 External Route Tag: 0
 !
 ! R1#show ip route ospf | i O E
 O E2 160.1.9.0 [110/50]
 via 155.1.0.5, 00:03:01, Tunnel0 O E1 160.1.10.0 [110/1102]
 via 155.1.0.5, 00:02:51, Tunnel0
 !
 ! R1#ping 160.1.9.100
 Type escape sequence to abort.
 Sending 5, 100-byte ICMP Echos to 160.1.9.100, timeout is 2 seconds: !!!!!
 Success rate is 100 percent (5/5), round-trip min/avg/max = 1/2/4 ms
 !
 ! R1#ping 160.1.9.200
 Type escape sequence to abort.
 Sending 5, 100-byte ICMP Echos to 160.1.9.200, timeout is 2 seconds: !!!!!
 Success rate is 100 percent (5/5), round-trip min/avg/max = 1/1/3 ms
 !
 ! R1#ping 160.1.10.100
 Type escape sequence to abort.
 Sending 5, 100-byte ICMP Echos to 160.1.10.100, timeout is 2 seconds: !!!!!
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Success rate is 100 percent (5/5), round-trip min/avg/max = 2/3/6 ms
 !
 ! R1#ping 160.1.10.200
 Type escape sequence to abort.
 Sending 5, 100-byte ICMP Echos to 160.1.10.200, timeout is 2 seconds: !!!!!
 Success rate is 100 percent (5/5), round-trip min/avg/max = 1/2/4 ms
 Verify that both R9 and R10 install routes to Null0 for the created summaries:
 R9#show ip route 160.1.9.0
 Routing entry for 160.1.9.0/24
 Known via "ospf 1", distance 254, metric 50, type intra area
 Routing Descriptor Blocks: * directly connected, via Null0
 Route metric is 50, traffic share count is 1
 !
 ! R10#show ip route 160.1.10.0
 Routing entry for 160.1.10.0/24
 Known via "ospf 1", distance 254, metric 100, type intra area
 Routing Descriptor Blocks: * directly connected, via Null0
 Route metric is 100, traffic share count is 1
 Let's identify how the metric is computed for both external route types, starting with E2, from R5's perspective. Being a E2 route, the metric showing up in the routing table is the one which was set by the ASBR at redistribution:
 R5#show ip ospf database external 160.1.9.0
 OSPF Router with ID (150.1.5.5) (Process ID 1)
 Type-5 AS External Link States
 Routing Bit Set on this LSA in topology Base with MTID 0
 LS age: 625
 Options: (No TOS-capability, DC, Upward)
 LS Type: AS External Link Link State ID: 160.1.9.0 (External Network Number )
 Advertising Router: 150.1.9.9
 LS Seq Number: 80000001
 Checksum: 0xB479
 Length: 36 Network Mask: /24
 Metric Type: 2 (Larger than any link state path)
 MTID: 0 Metric: 50
 Forward Address: 0.0.0.0
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External Route Tag: 0
 !
 ! R5#show ip route 160.1.9.0
 Routing entry for 160.1.9.0/24 Known via "ospf 1", distance 110,
 metric 50, type extern 2, forward metric 1002
 Last update from 155.1.0.3 on Tunnel0, 00:08:53 ago
 Routing Descriptor Blocks:
 * 155.1.0.3, from 150.1.9.9, 00:08:53 ago, via Tunnel0
 Route metric is 50, traffic share count is 1
 In the above output, R5 sees the summary 160.1.9.0/24 as an External Type-2 route originated by the ASBR 150.1.9.9. The Forward Address: 0.0.0.0 field means that R5 must now compute the metric toward the advertising router, R9, and install this metric in the routing table as the forward metric. Specifically, this is calculated as follows: first, R5 needs to identify the metric towards the ABR generating the Type4 LSA, which in this case is R3 (because is the router with links in the same area as the ASBR, R9, and links in the same area as R5). The cost to reach R3 is 1000:
 R5#show ip ospf database router adv-router 150.1.5.5
 OSPF Router with ID (150.1.5.5) (Process ID 1)
 Router Link States (Area 0)
 LS age: 1924
 Options: (No TOS-capability, DC)
 LS Type: Router Links
 Link State ID: 150.1.5.5
 Advertising Router: 150.1.5.5
 LS Seq Number: 80000643
 Checksum: 0x4084
 Length: 108
 Area Border Router
 Number of Links: 7
 Link connected to: a Stub Network
 (Link ID) Network/subnet number: 150.1.5.5
 (Link Data) Network Mask: 255.255.255.255
 Number of MTID metrics: 0
 TOS 0 Metrics: 1
 Link connected to: a Transit Network
 (Link ID) Designated Router address: 155.1.45.4
 (Link Data) Router Interface address: 155.1.45.5
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Number of MTID metrics: 0
 TOS 0 Metrics: 1
 Link connected to: another Router (point-to-point)
 (Link ID) Neighboring Router ID: 150.1.1.1
 (Link Data) Router Interface address: 155.1.0.5
 Number of MTID metrics: 0
 TOS 0 Metrics: 1000
 Link connected to: another Router (point-to-point)
 (Link ID) Neighboring Router ID: 150.1.4.4
 (Link Data) Router Interface address: 155.1.0.5
 Number of MTID metrics: 0
 TOS 0 Metrics: 1000
 Link connected to: another Router (point-to-point)
 (Link ID) Neighboring Router ID: 150.1.3.3
 (Link Data) Router Interface address: 155.1.0.5
 Number of MTID metrics: 0 TOS 0 Metrics: 1000
 Link connected to: another Router (point-to-point)
 (Link ID) Neighboring Router ID: 150.1.2.2
 (Link Data) Router Interface address: 155.1.0.5
 Number of MTID metrics: 0
 TOS 0 Metrics: 1000
 Link connected to: a Stub Network
 (Link ID) Network/subnet number: 155.1.0.5
 (Link Data) Network Mask: 255.255.255.255
 Number of MTID metrics: 0
 TOS 0 Metrics: 0
 Next, the metric to reach the ASBR is signaled through a Type4 LSA, generated by R3, thus R5 needs to know the cost from this LSA and add it to the cost to reach R3 in order to compute the forwarding metric of 1002. The routing table output for the specific routing lookup should now show a metric of 50 to the destination, but a forward metric of 1002 toward the ASBR. This forward metric is used to determine the path toward the exit point:
 R5#show ip ospf database asbr-summary adv-router 150.1.3.3
 OSPF Router with ID (150.1.5.5) (Process ID 1)
 Summary ASB Link States (Area 0)
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Routing Bit Set on this LSA in topology Base with MTID 0
 LS age: 1089
 Options: (No TOS-capability, DC, Upward)
 LS Type: Summary Links(AS Boundary Router) Link State ID: 150.1.9.9 (AS Boundary Router address)
 Advertising Router: 150.1.3.3
 LS Seq Number: 80000002
 Checksum: 0xA34E
 Length: 28
 Network Mask: /0 MTID: 0 Metric: 2
 !
 ! R5#show ip ospf border-routers
 OSPF Router with ID (150.1.5.5) (Process ID 1)
 Base Topology (MTID 0)
 Internal Router Routing Table
 Codes: i - Intra-area route, I - Inter-area route
 i 150.1.1.1 [1000] via 155.1.0.1, Tunnel0, ABR, Area 0, SPF 1840
 i 150.1.10.10 [2] via 155.1.58.8, GigabitEthernet1.58, ASBR, Area 3, SPF 28
 i 150.1.2.2 [1000] via 155.1.0.2, Tunnel0, ABR, Area 0, SPF 1840
 i 150.1.3.3 [1000] via 155.1.0.3, Tunnel0, ABR, Area 0, SPF 1840
 i 150.1.4.4 [1] via 155.1.45.4, GigabitEthernet1.45, ABR, Area 0, SPF 1840
 I 150.1.9.9 [1002] via 155.1.0.3
 , Tunnel0, ASBR, Area 0, SPF 1840
 !
 ! R5#show ip route 160.1.9.0
 Routing entry for 160.1.9.0/24 Known via "ospf 1", distance 110, metric 50, type extern 2,
 forward metric 1002
 Last update from 155.1.0.3 on Tunnel0, 00:51:02 ago
 Routing Descriptor Blocks:
 * 155.1.0.3, from 150.1.9.9, 00:51:02 ago, via Tunnel0
 Route metric is 50, traffic share count is 1
 !
 ! R5#traceroute 160.1.9.100
 Type escape sequence to abort.
 Tracing the route to 160.1.9.100
 VRF info: (vrf in name/id, vrf out name/id) 1 155.1.0.3 4 msec 1 msec 1 msec
 2 155.1.37.7 6 msec 2 msec 1 msec
 3 155.1.79.9 2 msec * 3 msec
 The calculation for External Type-1 OSPF routes does not distinguish in the routing

Page 656
                        

table between the metric reported by the ASBR and the metric to the ASBR via the forward metric. Instead, External Type-1 routes represent the metric as one cumulative value of the reported metric and the metric to the ASBR:
 R5#show ip route 160.1.10.0
 Routing entry for 160.1.10.0/24 Known via "ospf 1", distance 110, metric 102, type extern 1
 Last update from 155.1.58.8 on GigabitEthernet1.58, 00:53:06 ago
 Routing Descriptor Blocks:
 * 155.1.58.8, from 150.1.10.10, 00:53:06 ago, via GigabitEthernet1.58
 Route metric is 102, traffic share count is 1
 Let's calculate the metric of 102 from R5's perspective. Note that in this case, as R5 is member in the same area as the ASBR, R5 does not need any Type4 LSA to calculate the end-to-end metric, however R5 will generate a Type4 LSA into area 0 announcing its metric towards the ASBR which is R10:
 R5#show ip ospf database asbr-summary adv-router 150.1.5.5
 OSPF Router with ID (150.1.5.5) (Process ID 1)
 Summary ASB Link States (Area 0)
 LS age: 1347
 Options: (No TOS-capability, DC, Upward)
 LS Type: Summary Links(AS Boundary Router) Link State ID: 150.1.10.10 (AS Boundary Router address)
 Advertising Router: 150.1.5.5
 LS Seq Number: 80000002
 Checksum: 0x7477
 Length: 28
 Network Mask: /0 MTID: 0 Metric: 2
 Summary ASB Link States (Area 3)
 LS age: 1347
 Options: (No TOS-capability, DC, Upward)
 LS Type: Summary Links(AS Boundary Router)
 Link State ID: 150.1.9.9 (AS Boundary Router address)
 Advertising Router: 150.1.5.5
 LS Seq Number: 80000002
 Checksum: 0xBD44
 Length: 28
 Network Mask: /0
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MTID: 0 Metric: 1002
 From the above outputs, R5's metric of 102 to reach 160.1.10.0/24, is composed of its cost of 2 towards the ASBR and the ASBR reported cost of 100 at the redistribution point. Let's take a close look into this, first see the ASBR reported cost of 100:
 R5#show ip ospf database external adv-router 150.1.10.10
 OSPF Router with ID (150.1.5.5) (Process ID 1)
 Type-5 AS External Link States
 Routing Bit Set on this LSA in topology Base with MTID 0
 LS age: 1475
 Options: (No TOS-capability, DC, Upward)
 LS Type: AS External Link Link State ID: 160.1.10.0 (External Network Number )
 Advertising Router: 150.1.10.10
 LS Seq Number: 80000002
 Checksum: 0xD6B
 Length: 36 Network Mask: /24
 Metric Type: 1 (Comparable directly to link state metric)
 MTID: 0 Metric: 100
 Forward Address: 0.0.0.0
 External Route Tag: 0
 As the ASBR is in the same area with R5, R5 needs to find the intra-area cost towards R10, which equals 2. First R5 sees that R10 is attached to VLAN 108, where the DR is R10, but R8 is attached to the segment as well:
 R5#show ip ospf database router adv-router 150.1.10.10
 OSPF Router with ID (150.1.5.5) (Process ID 1)
 Router Link States (Area 3)
 Routing Bit Set on this LSA in topology Base with MTID 0
 LS age: 1499
 Options: (No TOS-capability, DC)
 LS Type: Router Links
 Link State ID: 150.1.10.10
 Advertising Router: 150.1.10.10
 LS Seq Number: 8000007B

Page 658
                        

Checksum: 0x1BA9
 Length: 60
 AS Boundary Router
 Number of Links: 3
 Link connected to: a Stub Network
 (Link ID) Network/subnet number: 150.1.10.10
 (Link Data) Network Mask: 255.255.255.255
 Number of MTID metrics: 0
 TOS 0 Metrics: 1
 Link connected to: a Transit Network
 (Link ID) Designated Router address: 155.1.108.10
 (Link Data) Router Interface address: 155.1.108.10
 Number of MTID metrics: 0
 TOS 0 Metrics: 1
 Link connected to: a Stub Network
 (Link ID) Network/subnet number: 155.1.10.0
 (Link Data) Network Mask: 255.255.255.0
 Number of MTID metrics: 0
 TOS 0 Metrics: 1
 !
 ! R5#show ip ospf database network adv-router 150.1.10.10
 OSPF Router with ID (150.1.5.5) (Process ID 1)
 Net Link States (Area 3)
 Routing Bit Set on this LSA in topology Base with MTID 0
 LS age: 99
 Options: (No TOS-capability, DC)
 LS Type: Network Links
 Link State ID: 155.1.108.10 (address of Designated Router) Advertising Router: 150.1.10.10
 LS Seq Number: 80000019
 Checksum: 0xDB34
 Length: 32 Network Mask: /24
 Attached Router: 150.1.10.10
 Attached Router: 150.1.8.8
 Next R5 sees that R8 is connected to itself on VLAN 58, where the DR is R8:
 R5#show ip ospf database router adv-router 150.1.8.8
 OSPF Router with ID (150.1.5.5) (Process ID 1)
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Router Link States (Area 3)
 LS age: 129
 Options: (No TOS-capability, DC)
 LS Type: Router Links
 Link State ID: 150.1.8.8
 Advertising Router: 150.1.8.8
 LS Seq Number: 8000007F
 Checksum: 0xC341
 Length: 72
 Number of Links: 4
 Link connected to: a Stub Network
 (Link ID) Network/subnet number: 150.1.8.8
 (Link Data) Network Mask: 255.255.255.255
 Number of MTID metrics: 0
 TOS 0 Metrics: 1
 Link connected to: a Transit Network
 (Link ID) Designated Router address: 155.1.108.10
 (Link Data) Router Interface address: 155.1.108.8
 Number of MTID metrics: 0
 TOS 0 Metrics: 1
 Link connected to: a Transit Network
 (Link ID) Designated Router address: 155.1.58.8
 (Link Data) Router Interface address: 155.1.58.8
 Number of MTID metrics: 0 TOS 0 Metrics: 1
 Link connected to: a Stub Network
 (Link ID) Network/subnet number: 155.1.8.0
 (Link Data) Network Mask: 255.255.255.0
 Number of MTID metrics: 0
 TOS 0 Metrics: 1
 !
 ! R5#show ip ospf database network adv-router 150.1.8.8
 OSPF Router with ID (150.1.5.5) (Process ID 1)
 Net Link States (Area 3)
 Routing Bit Set on this LSA in topology Base with MTID 0
 LS age: 408
 Options: (No TOS-capability, DC)
 LS Type: Network Links
 Link State ID: 155.1.58.8 (address of Designated Router)
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Advertising Router: 150.1.8.8
 LS Seq Number: 8000001E
 Checksum: 0xB09C
 Length: 32 Network Mask: /24
 Attached Router: 150.1.8.8
 Attached Router: 150.1.5.5
 Basically R5 adds its cost on VLAN 58 to reach the DR, which equals 1 to the cost of R8's cost on VLAN 108 to reach the DR, which equals 1 as well, thus R5's cost to reach R10 equals 2. The metric from the routing table is composed of this value and the ASBR advertised cost for the prefix:
 R5#show ip route 160.1.10.0
 Routing entry for 160.1.10.0/24 Known via "ospf 1", distance 110, metric 102, type extern 1
 Last update from 155.1.58.8 on GigabitEthernet1.58, 01:09:08 ago
 Routing Descriptor Blocks: * 155.1.58.8, from 150.1.10.10, 01:09:08 ago, via GigabitEthernet1.58
 Route metric is 102, traffic share count is 1
 !
 ! R5#traceroute 160.1.10.100
 Type escape sequence to abort.
 Tracing the route to 160.1.10.100
 VRF info: (vrf in name/id, vrf out name/id) 1 155.1.58.8 3 msec 2 msec 1 msec
 2 155.1.108.10 2 msec * 4 msec
 PitfallRemember that the OSPF router-ID needs to be unique between routers within same area and recommended to be unique between all routers in the OSPF domain. The only case when it matters that a router from let's say area 3 does not have the same router-ID as a router in area 5, is when either of these two routers are ASBR's, thus perform redistribution in the OSPF domain. Because the Type5 LSA is flooded unmodified within the OSPF domain and contains the router-ID of the ASBR, this represents a potential problem. If a router reveives a Type5 LSA and the originator (routerd-ID of the ASBR) matches its own router-ID, it thinks it is receiving its own advertisement back. However, because it is actually not originating these routes, it sends a withdraw message back. The specifics behind this problem can be seen in section 13.4 “Receiving self-originated LSAs” of RFC 2328, OSPF Version 2. The end result is that the router cannot install the external

Page 661
                        

routes in the routing table. Moreover, if both routers with same router-ID are ASBRs, all the routers in the topology will undertake a continous process of installing and withdrawing the external OSPF routes from OSPF database and routing table.
 Let's simulate the failure by configuring both R9 and R10 with the same router-ID:
 R9#configure terminal
 Enter configuration commands, one per line. End with CNTL/Z. R9(config)#router ospf 1
 R9(config-router)#router-id 90.90.90.90
 % OSPF: Reload or use "clear ip ospf process" command, for this to take effect R9#clear ip ospf process
 Reset ALL OSPF processes? [no]: yes
 !
 ! R10#configure terminal
 Enter configuration commands, one per line. End with CNTL/Z. R10(config)#router ospf 1
 R10(config-router)#router-id 90.90.90.90
 % OSPF: Reload or use "clear ip ospf process" command, for this to take effect R10#clear ip ospf process
 Reset ALL OSPF processes? [no]: yes
 The most visible sign of trouble is the following log messages on R9 and R10, basically each router will flush/invalidate the Type5 LSA of the other router and re-originate its own Type5 LSA which was flushed/invalidated as well by the remote router. This is visible on all routers in the OSPF domain as external routes will be removed and re-added in both the OSPF database and routing tables:
 R9:
 %OSPF-4-FLOOD_WAR: Process 1 flushes LSA ID 160.1.10.0 type-5 adv-rtr 90.90.90.90 in area 2
 %OSPF-4-FLOOD_WAR: Process 1 re-originates LSA ID 160.1.9.0 type-5 adv-rtr 90.90.90.90 in area 2
 !
 ! R10:
 %OSPF-4-FLOOD_WAR: Process 1 flushes LSA ID 160.1.9.0 type-5 adv-rtr 90.90.90.90 in area 3
 %OSPF-4-FLOOD_WAR: Process 1 re-originates LSA ID 160.1.10.0 type-5 adv-rtr 90.90.90.90 in area 3
 Verify that both R9 and R10 will signal the flushing of external routes generated by remote router, by setting the maxage value for the LSA:
 R9#show ip ospf database external
 OSPF Router with ID (90.90.90.90) (Process ID 1)
 Type-5 AS External Link States
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LS age: 3
 Options: (No TOS-capability, DC, Upward)
 LS Type: AS External Link
 Link State ID: 160.1.9.0 (External Network Number )
 Advertising Router: 90.90.90.90
 LS Seq Number: 8000006B
 Checksum: 0x12F1
 Length: 36
 Network Mask: /24
 Metric Type: 2 (Larger than any link state path)
 MTID: 0
 Metric: 50
 Forward Address: 0.0.0.0
 External Route Tag: 0
 Delete flag is set for this LSA
 LS age: MAXAGE(3603)
 Options: (No TOS-capability, DC, Upward)
 LS Type: AS External Link Link State ID: 160.1.10.0 (External Network Number )
 Advertising Router: 90.90.90.90
 LS Seq Number: 8000006A
 Checksum: 0x1323
 Length: 36
 Network Mask: /24
 Metric Type: 2 (Larger than any link state path)
 MTID: 0
 Metric: 16777215
 Forward Address: 0.0.0.0
 External Route Tag: 0
 !
 ! R10#show ip ospf database external
 OSPF Router with ID (90.90.90.90) (Process ID 1)
 Type-5 AS External Link States
 Delete flag is set for this LSA
 LS age: MAXAGE(3603)
 Options: (No TOS-capability, DC, Upward)
 LS Type: AS External Link Link State ID: 160.1.9.0 (External Network Number )
 Advertising Router: 90.90.90.90
 LS Seq Number: 8000006E
 Checksum: 0x161D
 Length: 36
 Network Mask: /24
 Metric Type: 2 (Larger than any link state path)
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MTID: 0
 Metric: 16777215
 Forward Address: 0.0.0.0
 External Route Tag: 0
 LS age: 2
 Options: (No TOS-capability, DC, Upward)
 LS Type: AS External Link
 Link State ID: 160.1.10.0 (External Network Number )
 Advertising Router: 90.90.90.90
 LS Seq Number: 8000006D
 Checksum: 0x75D9
 Length: 36
 Network Mask: /24
 Metric Type: 1 (Comparable directly to link state metric)
 MTID: 0
 Metric: 100
 Forward Address: 0.0.0.0
 External Route Tag: 0

Page 664
                        

CCIE Routing & Switching v5 Workbook - CCIE R&S v5 Advanced Technology Labs - OSPF
 OSPF Stub Areas
 A Note On Section Initial Configuration Files : You must load the initial configuration files for the section, named Basic OSPF Routing , which can be found in CCIE R&S v5 Topology Diagrams & Initial Configurations. Reference the Advanced Technology Labs OSPF Diagram to complete this task.
 Task
 Configure Loopback100 on R4 and R6 with IP addressing in the format of 160.1.Y.Y/32, where Y is the router number.
 Redistribute these prefixes into OSPF.Configure OSPF area 3 so that R5 filters external routes out as they are sent from area 0 to area 3.
 Devices in area 3 should still have reachability to routes external to the OSPF domain.
 Configuration
 R5 , R8 , R10:
 router ospf 1
 area 3 stub
 R4:
 interface Loopback100
 ip address 160.1.4.4 255.255.255.255
 !
 route-map CONNECTED->OSPF permit 10
 match interface Loopback100
 !
 router ospf 1
 redistribute connected subnets route-map CONNECTED->OSPF
 http://labs.ine.com/workbook/view/rs-v5-workbook/task/ccie-r-s-v5-topology-diagrams-initial-configurations-MTk3Ng==
 http://labs.ine.com/workbook/view/rs-v5-workbook/task/ccie-r-s-v5-topology-diagrams-initial-configurations-MTk3Ng==
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R6:
 interface Loopback100
 ip address 160.1.6.6 255.255.255.255
 !
 route-map CONNECTED->OSPF permit 10
 match interface Loopback100
 !
 router ospf 1
 redistribute connected subnets route-map CONNECTED->OSPF
 Verification
 OSPF stub area types are used to filter information out of the OSPF database based on LSA Type. The stub flag is part of the OSPF adjacency formation, which implies that all devices in an area must agree on that parameter for adjacencies to establish. The four stub types that IOS supports are stub areas, totally stubby areas, not-so-stubby areas (NSSA), and not-so-totally-stubby areas. The first option, the stub area, is used to remove Type-5 External link states from the database and replace them with a default route. The logic behind this feature stems from how external lookups between areas occur in OSPF.
 When an OSPF router redistributes a route into the domain, it originates a Type-5 External LSA representing the route and its attributes. Inside this LSA, the originating router sets the advertising router field to its local router-id and, generally, the forward address field to 0.0.0.0.
 When an OSPF router in the same area as the originator looks up the Type-5 LSA, it looks at the forward address. If the forward address is set to 0.0.0.0, it means that the traffic should be sent toward the advertising router to reach the destination. To find out how to reach the advertising router, the advertising router’s Type-1 Router LSA is consulted, and intra-area SPF is performed. This is similar to inter-area routing logic, because the router doing the lookup does not compute SPF to the final destination, only the intermediary advertising router. For external routing between areas, the logic is modified slightly.
 When an Area Border Router receives a Type-5 External LSA from a device in its own area and passes it into a different area, a Type-4 ASBR Summary LSA is generated. The Type-4 LSA tells devices in the new area how to forward toward the ASBR, which in turn tells them how to forward toward the external route. For example, examine the following situation in this topology. R4 redistributes the directly connected route 160.1.4.4/32 into OSPF, originating a Type-5 External LSA:
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R4#show ip ospf database external 160.1.4.4
 OSPF Router with ID (150.1.4.4) (Process ID 1)
 Type-5 AS External Link States
 LS age: 36
 Options: (No TOS-capability, DC, Upward)
 LS Type: AS External Link
 Link State ID: 160.1.4.4 (External Network Number ) Advertising Router: 150.1.4.4
 LS Seq Number: 80000001
 Checksum: 0xD77F
 Length: 36 Network Mask: /32
 Metric Type: 2 (Larger than any link state path)
 MTID: 0
 Metric: 20 Forward Address: 0.0.0.0
 External Route Tag: 0
 When R5 wants to reach the destination 160.1.4.4/32, it sees that the forward address is 0.0.0.0 and the advertising router is 150.1.4.4. R5 now does a Type-1 Router LSA lookup on 150.1.4.4 (R4):
 R5#show ip ospf database router 150.1.4.4
 OSPF Router with ID (150.1.5.5) (Process ID 1)
 Router Link States (Area 0)
 Routing Bit Set on this LSA in topology Base with MTID 0
 LS age: 94
 Options: (No TOS-capability, DC)
 LS Type: Router Links
 Link State ID: 150.1.4.4
 Advertising Router: 150.1.4.4
 LS Seq Number: 800002E3
 Checksum: 0x884A
 Length: 72
 Area Border Router
 AS Boundary Router
 Number of Links: 4
 Link connected to: a Stub Network
 (Link ID) Network/subnet number: 150.1.4.4
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(Link Data) Network Mask: 255.255.255.255
 Number of MTID metrics: 0
 TOS 0 Metrics: 1
 Link connected to: a Transit Network
 (Link ID) Designated Router address: 155.1.45.4
 (Link Data) Router Interface address: 155.1.45.4
 Number of MTID metrics: 0
 TOS 0 Metrics: 1
 Link connected to: another Router (point-to-point)
 (Link ID) Neighboring Router ID: 150.1.5.5
 (Link Data) Router Interface address: 155.1.0.4
 Number of MTID metrics: 0
 TOS 0 Metrics: 1000
 Link connected to: a Stub Network
 (Link ID) Network/subnet number: 155.1.0.4
 (Link Data) Network Mask: 255.255.255.255
 Number of MTID metrics: 0
 TOS 0 Metrics: 0
 From this R5 knows that R4 is directly adjacent via two paths, VLAN 45 with a metric of 1 and DMVPN cloud with a metric of 1000:
 R5#show ip route 160.1.4.4
 Routing entry for 160.1.4.4/32 Known via "ospf 1", distance 110,
 metric 20, type extern 2, forward metric 1
 Last update from 155.1.45.4 on GigabitEthernet1.45, 00:03:10 ago
 Routing Descriptor Blocks: * 155.1.45.4, from 150.1.4.4, 00:03:10 ago, via GigabitEthernet1.45
 Route metric is 20, traffic share count is 1
 R5 installs the path via VLAN45 in the routing table with a metric of 20 from the Type-5 External LSA, and a forward metric of 1 to reach R4 via VLAN 45. If this route were redistributed as Type-1 External, as opposed to Type-2 External, the total metric would be 21 (the advertised metric plus the forward metric). Now R5 sends the Type-5 LSA from area 0 into area 3 to R8:
 R8#show ip ospf database external 160.1.4.4
 OSPF Router with ID (150.1.8.8) (Process ID 1)
 Type-5 AS External Link States

Page 668
                        

Routing Bit Set on this LSA in topology Base with MTID 0
 LS age: 318
 Options: (No TOS-capability, DC, Upward)
 LS Type: AS External Link
 Link State ID: 160.1.4.4 (External Network Number ) Advertising Router: 150.1.4.4
 LS Seq Number: 80000001
 Checksum: 0xD77F
 Length: 36
 Network Mask: /32
 Metric Type: 2 (Larger than any link state path)
 MTID: 0
 Metric: 20 Forward Address: 0.0.0.0
 External Route Tag: 0
 R8, like R5, sees the Forward Address for the route as 0.0.0.0, meaning a lookup on 150.1.4.4 must be performed. The difference here, however, is that when R8 looks for a Type-1 Router LSA, none is found, as R4 is no in the same area as R8:
 R8#show ip ospf database router 150.1.4.4
 OSPF Router with ID (150.1.8.8) (Process ID 1) R8#
 This essentially means that the advertising router (R4) for the external route is not in the same area as R8. R8 now checks to see which ABRs are advertising reachability information about R4:
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R8#show ip ospf database asbr-summary 150.1.4.4
 OSPF Router with ID (150.1.8.8) (Process ID 1)
 Summary ASB Link States (Area 3)
 Routing Bit Set on this LSA in topology Base with MTID 0
 LS age: 387
 Options: (No TOS-capability, DC, Upward)
 LS Type: Summary Links(AS Boundary Router)
 Link State ID: 150.1.4.4 (AS Boundary Router address) Advertising Router: 150.1.5.5
 LS Seq Number: 80000001
 Checksum: 0xEA0F
 Length: 28
 Network Mask: /0 MTID: 0 Metric: 1
 R8 sees that 150.1.4.4 (R4) is known via the advertising router 150.1.5.5 (R5) with a metric of 1. An intra-area lookup is now performed on 150.1.5.5:
 R8#show ip ospf database router 150.1.5.5
 OSPF Router with ID (150.1.8.8) (Process ID 1)
 Router Link States (Area 3)
 Routing Bit Set on this LSA in topology Base with MTID 0
 LS age: 1476
 Options: (No TOS-capability, DC)
 LS Type: Router Links
 Link State ID: 150.1.5.5
 Advertising Router: 150.1.5.5
 LS Seq Number: 80000081
 Checksum: 0x936D
 Length: 48
 Area Border Router
 Number of Links: 2
 Link connected to: a Stub Network
 (Link ID) Network/subnet number: 155.1.5.0
 (Link Data) Network Mask: 255.255.255.0
 Number of MTID metrics: 0
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TOS 0 Metrics: 1
 Link connected to: a Transit Network (Link ID) Designated Router address: 155.1.58.8
 (Link Data) Router Interface address: 155.1.58.5
 Number of MTID metrics: 0 TOS 0 Metrics: 1
 The recursion process continues until R8 sees that it is adjacent with the DR 155.1.58.8 as well, meaning that R5 is reachable out VLAN 58. Based on this, R8 knows that packets for 160.1.4.4/32 should go toward R5, which sends them toward R4, which in turn sends them to the final destination. The key point about this external lookup between areas, however, is that for all external destinations outside of area 3, R8 will see that R5 is the ABR that it must transit. This redundant information can be seen in the database view of area 3 as follows:
 R8#show ip ospf database | b Type-5
 Type-5 AS External Link States
 Link ID ADV Router Age Seq# Checksum Tag 160.1.4.4 150.1.4.4
 528 0x80000001 0x00D77F 0 160.1.6.6 150.1.6.6
 524 0x80000001 0x0093BB 0
 R8 sees multiple Type-5 LSAs, reachable via R4 and R6. Recursion for both R4 and R6 points to R5, because R5 is the only ABR servicing area 3. In a design such as this, stub areas can be used to optimize the OSPF database by replacing the redundant Type-5 External and Type-4 ASBR routing information with default information. In this particular case, after configuring area 3 as stub, Type-5 External LSAs and Type-4 ASBR Summary LSAs no longer exist in the area 3 database:
 R8#show ip ospf database external
 OSPF Router with ID (150.1.8.8) (Process ID 1) R8#
 !
 ! R8#show ip ospf database asbr-summary
 OSPF Router with ID (150.1.8.8) (Process ID 1) R8#
 This implies that R8 no longer has a specific route to 160.1.4.4/32, because of the deletion of the Type-4 and Type-5 LSAs:
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R8#show ip route 160.1.4.4
 % Network not in table
 What has been added to the database, however, is a default route as a Type-3 Summary LSA via the ABR:
 R8#show ip ospf database summary 0.0.0.0
 OSPF Router with ID (150.1.8.8) (Process ID 1)
 Summary Net Link States (Area 3)
 Routing Bit Set on this LSA in topology Base with MTID 0
 LS age: 104
 Options: (No TOS-capability, DC, Upward)
 LS Type: Summary Links(Network) Link State ID: 0.0.0.0 (summary Network Number)
 Advertising Router: 150.1.5.5
 LS Seq Number: 80000001
 Checksum: 0x1D7F
 Length: 28 Network Mask: /0
 MTID: 0 Metric: 1
 The result of this new default route is that area 3 maintains connectivity to the external routes by using the default route, but the size of the OSPF database and the routing table is much smaller:
 R8#show ip cef 160.1.4.4
 0.0.0.0/0
 nexthop 155.1.58.5 GigabitEthernet1.58
 !
 ! R8#show ip cef 160.1.6.6
 0.0.0.0/0
 nexthop 155.1.58.5 GigabitEthernet1.58
 !
 ! R8#show ip route 0.0.0.0
 Routing entry for 0.0.0.0/0, supernet
 Known via "ospf 1", distance 110, metric 2, candidate default path, type inter area
 Last update from 155.1.58.5 on GigabitEthernet1.58, 00:02:12 ago
 Routing Descriptor Blocks: * 155.1.58.5, from 150.1.5.5, 00:02:12 ago, via GigabitEthernet1.58
 Route metric is 2, traffic share count is 1
 !
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! R8#traceroute 160.1.4.4
 Type escape sequence to abort.
 Tracing the route to 160.1.4.4
 VRF info: (vrf in name/id, vrf out name/id)
 1 155.1.58.5 6 msec 3 msec 3 msec 2 155.1.45.4 11 msec * 5 msec
 !
 ! R8#traceroute 160.1.6.6
 Type escape sequence to abort.
 Tracing the route to 160.1.6.6
 VRF info: (vrf in name/id, vrf out name/id)
 1 155.1.58.5 25 msec 2 msec 2 msec
 2 155.1.45.4 4 msec 2 msec 3 msec 3 155.1.146.6 3 msec * 5 msec
 Verify that area 3 is configured as stub:
 R5#show ip ospf | begin Area 3
 Area 3
 Number of interfaces in this area is 2 It is a stub area
 Generates stub default route with cost 1
 Area has no authentication
 SPF algorithm last executed 00:00:14.339 ago
 SPF algorithm executed 30 times
 Area ranges are
 Number of LSA 28. Checksum Sum 0x0B9268
 Number of opaque link LSA 0. Checksum Sum 0x000000
 Number of DCbitless LSA 0
 Number of indication LSA 0
 Number of DoNotAge LSA 0
 Flood list length 0
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CCIE Routing & Switching v5 Workbook - CCIE R&S v5 Advanced Technology Labs - OSPF
 OSPF Totally Stubby Areas
 A Note On Section Initial Configuration Files : You must load the initial configuration files for the section, named Basic OSPF Routing , which can be found in CCIE R&S v5 Topology Diagrams & Initial Configurations. Reference the Advanced Technology Labs OSPF Diagram to complete this task.
 Task
 Configure Loopback100 on R4 and R6 with IP addressing in the format of 160.1.Y.Y/32, wherr Y is the router number.
 Redistribute these prefixes into OSPF.Configure OSPF area 3 so that R5 filters inter-area and external routes out as they are sent from area 0 to area 3.
 Devices in area 3 should still have reachability to routes external to the OSPF area 3.
 Configuration
 R5:
 router ospf 1
 area 3 stub no-summary
 R8 , R10:
 router ospf 1
 area 3 stub
 R4:
 interface Loopback100
 ip address 160.1.4.4 255.255.255.255
 !
 route-map CONNECTED->OSPF permit 10
 match interface Loopback100
 http://labs.ine.com/workbook/view/rs-v5-workbook/task/ccie-r-s-v5-topology-diagrams-initial-configurations-MTk3Ng==
 http://labs.ine.com/workbook/view/rs-v5-workbook/task/ccie-r-s-v5-topology-diagrams-initial-configurations-MTk3Ng==
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!
 router ospf 1
 redistribute connected subnets route-map CONNECTED->OSPF
 R6:
 interface Loopback100
 ip address 160.1.6.6 255.255.255.255
 !
 route-map CONNECTED->OSPF permit 10
 match interface Loopback100
 !
 router ospf 1
 redistribute connected subnets route-map CONNECTED->OSPF
 Verification
 In the previous task, we saw that with area 3 converted to a stub area, the size of the routing table and OSPF database was reduced with no negative impact on connectivity (review the previous task to for detailed information about stub areas). Specifically, R8’s view of the topology was as follows (when area 3 is only configured as stub area):
 R8#show ip ospf database
 OSPF Router with ID (150.1.8.8) (Process ID 1)
 Router Link States (Area 3)
 Link ID ADV Router Age Seq# Checksum Link count
 150.1.5.5 150.1.5.5 180 0x80000084 0x00AB54 2
 150.1.8.8 150.1.8.8 450 0x8000008A 0x00CB30 4
 150.1.10.10 150.1.10.10 451 0x8000008C 0x0011A6 3
 Net Link States (Area 3)
 Link ID ADV Router Age Seq# Checksum
 155.1.58.8 150.1.8.8 455 0x80000028 0x00BA8A
 155.1.108.10 150.1.10.10 451 0x80000001 0x002AFF
 Summary Net Link States (Area 3)
 Link ID ADV Router Age Seq# Checksum
 0.0.0.0 150.1.5.5 464 0x80000001 0x001D7F
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150.1.1.1 150.1.5.5 464 0x80000033 0x0026BE
 150.1.2.2 150.1.5.5 464 0x80000033 0x0011D1
 150.1.3.3 150.1.5.5 464 0x80000033 0x00FBE4
 150.1.4.4 150.1.5.5 464 0x80000033 0x00BC0D
 150.1.5.5 150.1.5.5 464 0x80000033 0x009D2B
 150.1.6.6 150.1.5.5 464 0x80000033 0x009C28
 150.1.7.7 150.1.5.5 180 0x80000022 0x00D315
 150.1.9.9 150.1.5.5 464 0x80000009 0x00E517
 155.1.0.1 150.1.5.5 464 0x80000033 0x00E5FB
 155.1.0.2 150.1.5.5 464 0x80000033 0x00DB05
 155.1.0.3 150.1.5.5 464 0x80000033 0x00D10E
 155.1.0.4 150.1.5.5 464 0x80000033 0x009D2C
 155.1.0.5 150.1.5.5 464 0x80000033 0x008940
 155.1.7.0 150.1.5.5 180 0x80000022 0x00D812
 155.1.9.0 150.1.5.5 464 0x80000009 0x00FE02
 155.1.13.0 150.1.5.5 464 0x80000033 0x006A6A
 155.1.23.0 150.1.5.5 464 0x80000033 0x00FBCE
 155.1.37.0 150.1.5.5 180 0x80000022 0x00834A
 155.1.45.0 150.1.5.5 464 0x80000033 0x00D4CB
 155.1.67.0 150.1.5.5 180 0x80000022 0x00426C
 155.1.79.0 150.1.5.5 464 0x80000009 0x00EFCB
 155.1.146.255 150.1.5.5 464 0x80000011 0x00C794
 The output above indicates that the intra-area information from Type-1 Router LSAs and Type-2 Network LSAs still exists, along with the inter-area Type-3 Summary LSA information, but Type-4 ASBR Summary LSAs and Type-5 External LSAs have been removed (as seen in the previous task).
 Recall that in the previous case for external routes we saw that every Type-4 ASBR Summary LSA inside of area 3 always recursed back to R5, because R5 was the only ABR connecting area 3 to area 0. By configuring area 3 as stub, this information was replaced with a default route that recursed to R5. The same connectivity resulted, but space was saved in the routing table and OSPF database. The next logical step in further optimizing the database is to summarize the redundant Type-3 Summary LSAs that represent the inter-area routes. This is where configuring the area as totally stubby can be advantageous.
 Where a stub area optimizes the database by removing external routes and replacing it with a default route, a totally stubby area will optimize the database further by removing the inter-area and external routes, replacing them both with a default route. This is accomplished by telling the area border router not to inject Type-3 Summary Network LSAs from area 0, hence the no-summary argument used in conjunction with the stub command.
 Note that only the ABR(s) connecting the stub area to area 0 need the no-summary
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argument on the stub command, because they are the only devices that are allowed to originate Type-3 LSAs. Although it won’t break the OSPF design to add the command to other routers inside the totally stubby area, it is technically incorrect to configure the option this way. As long as all devices in the area agree on the stub flag in the first place, it is the ABR’s duty to determine whether the area is totally stubby or not.
 To verify the operation of the totally stubby area, view the changes to the database on the area 3 routers:
 R8#show ip ospf database
 OSPF Router with ID (150.1.8.8) (Process ID 1)
 Router Link States (Area 3)
 Link ID ADV Router Age Seq# Checksum Link count
 150.1.5.5 150.1.5.5 314 0x80000084 0x00AB54 2
 150.1.8.8 150.1.8.8 584 0x8000008A 0x00CB30 4
 150.1.10.10 150.1.10.10 586 0x8000008C 0x0011A6 3
 Net Link States (Area 3)
 Link ID ADV Router Age Seq# Checksum
 155.1.58.8 150.1.8.8 589 0x80000028 0x00BA8A
 155.1.108.10 150.1.10.10 586 0x80000001 0x002AFF
 Summary Net Link States (Area 3)
 Link ID ADV Router Age Seq# Checksum
 0.0.0.0 150.1.5.5 4 0x80000003 0x001981
 Note the major change that has occurred: R8 no longer has specific inter-area routing information listed under the Summary Net Link States field, which represents the Type-3 Summary LSAs. Because R8 still has a default route via R5 (from the Type3 LSA generated by R5), connectivity with inter-area or external OSPF prfixes is not affected by this change. Verify connectivity with external OSPF prefixes:
 R8#show ip route 160.1.4.4
 % Network not in table
 !
 ! R8#show ip cef 160.1.4.4
 0.0.0.0/0
 nexthop 155.1.58.5 GigabitEthernet1.58
 !
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! R8#show ip route 0.0.0.0
 Routing entry for 0.0.0.0/0, supernet
 Known via "ospf 1", distance 110, metric 2, candidate default path, type inter area
 Last update from 155.1.58.5 on GigabitEthernet1.58, 00:03:19 ago
 Routing Descriptor Blocks: * 155.1.58.5, from 150.1.5.5, 00:03:19 ago, via GigabitEthernet1.58
 Route metric is 2, traffic share count is 1
 !
 ! R8#traceroute 160.1.4.4
 Type escape sequence to abort.
 Tracing the route to 160.1.4.4
 VRF info: (vrf in name/id, vrf out name/id)
 1 155.1.58.5 14 msec 2 msec 1 msec 2 155.1.45.4 3 msec * 2 msec
 Verify connectivity with inter-area OSPF prefixes:
 R8#show ip route 150.1.4.4
 % Subnet not in table
 !
 ! R8#show ip cef 150.1.4.4
 0.0.0.0/0
 nexthop 155.1.58.5 GigabitEthernet1.58
 !
 ! R8#show ip route 0.0.0.0
 Routing entry for 0.0.0.0/0, supernet
 Known via "ospf 1", distance 110, metric 2, candidate default path, type inter area
 Last update from 155.1.58.5 on GigabitEthernet1.58, 00:03:19 ago
 Routing Descriptor Blocks: * 155.1.58.5, from 150.1.5.5, 00:03:19 ago, via GigabitEthernet1.58
 Route metric is 2, traffic share count is 1
 !
 ! R8#traceroute 150.1.4.4
 Type escape sequence to abort.
 Tracing the route to 150.1.4.4
 VRF info: (vrf in name/id, vrf out name/id)
 1 155.1.58.5 16 msec 2 msec 1 msec 2 155.1.45.4 4 msec * 7 msec
 Verify that area 3 is configured as totally stubby:
 R8#show ip ospf | begin Area 3
 Area 3
 Number of interfaces in this area is 4 (1 loopback) It is a stub area
 Area has no authentication
 SPF algorithm last executed 00:15:03.196 ago
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SPF algorithm executed 31 times
 Area ranges are
 Number of LSA 6. Checksum Sum 0x028734
 Number of opaque link LSA 0. Checksum Sum 0x000000
 Number of DCbitless LSA 0
 Number of indication LSA 0
 Number of DoNotAge LSA 0
 Flood list length 0
 !
 ! R5#show ip ospf | begin Area 3
 Area 3
 Number of interfaces in this area is 2 It is a stub area, no summary LSA in this area
 Generates stub default route with cost 1
 Area has no authentication
 SPF algorithm last executed 00:05:47.336 ago
 SPF algorithm executed 29 times
 Area ranges are
 Number of LSA 6. Checksum Sum 0x028734
 Number of opaque link LSA 0. Checksum Sum 0x000000
 Number of DCbitless LSA 0
 Number of indication LSA 0
 Number of DoNotAge LSA 0
 Flood list length 0
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CCIE Routing & Switching v5 Workbook - CCIE R&S v5 Advanced Technology Labs - OSPF
 OSPF Not-So-Stubby Areas
 A Note On Section Initial Configuration Files : You must load the initial configuration files for the section, named Basic OSPF Routing , which can be found in CCIE R&S v5 Topology Diagrams & Initial Configurations. Reference the Advanced Technology Labs OSPF Diagram to complete this task.
 Task
 Configure Loopback100 on R6 and R8 with IP addressing in the format of 160.1.Y.Y/32, wherr Y is the router number.
 Redistribute these prefixes into OSPF.Configure OSPF area 3 so that R5 filters external routes out as they are sent from area 0 to area 3.
 Routers in area 3 should still be allowed to redistribute into OSPF.
 Configuration
 R5, R8 , R10:
 router ospf 1
 area 3 nssa
 R6:
 interface Loopback100
 ip address 160.1.6.6 255.255.255.255
 !
 route-map CONNECTED->OSPF permit 10
 match interface Loopback100
 !
 router ospf 1
 redistribute connected subnets route-map CONNECTED->OSPF
 R8:
 http://labs.ine.com/workbook/view/rs-v5-workbook/task/ccie-r-s-v5-topology-diagrams-initial-configurations-MTk3Ng==
 http://labs.ine.com/workbook/view/rs-v5-workbook/task/ccie-r-s-v5-topology-diagrams-initial-configurations-MTk3Ng==
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interface Loopback100
 ip address 160.1.8.8 255.255.255.255
 !
 route-map CONNECTED->OSPF permit 10
 match interface Loopback100
 !
 router ospf 1
 redistribute connected subnets route-map CONNECTED->OSPF
 Verification
 The OSPF Not-So-Stubby Area (NSSA) Option, as defined in RFC 3101, extends the functionality of a stub area to allow the importing of a subset of external routes into the area. Recall that with the stub area, Type-5 External LSA information is suppressed from entering the database and is replaced with a default route originated by the ABR(s). Because all Type-5 LSAs are suppressed, this also implies that redistribution cannot occur within the area as well. This problem can be seen from the parser error generated when redistribution and stub areas are configured together:
 R10#configure terminal
 Enter configuration commands, one per line. End with CNTL/Z. R10(config)#router ospf 1
 R10(config-router)#area 3 stub
 R10(config-router)#redistribute connected subnets
 %OSPF-4-ASBR_WITHOUT_VALID_AREA: Router is currently an ASBR while having only one area which is a stub area
 The OSPF NSSA option changes this behavior by allowing redistribution to occur within the stub area, while still blocking external routes from entering the area through the ABR(s). Specifically, this is implemented through the introduction of a new link-state advertisement type, the Type-7 NSSA External LSA.
 Routes that are redistributed directly into the NSSA are generated as Type-7 NSSA External LSAs. Like Type-5 External LSAs, two subtypes of Type-7 NSSA External LSAs exist, type 1 (N1) and type 2 (N2). N1, similar to E1, considers the metric that the ASBR reports into the OSPF domain along with the metric needed to reach the ABSR. N2, similar to E2, separates the metric into the flat value that the ASBR reports into the OSPF domain, which is installed in the routing table, and the value needed to reach the ASBR, known as the forwarding metric.
 From the output below, we can see that with the default redistribution values, R8 originates the Type-7 NSSA External LSAs as metric-type 2, with a metric value of
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20. The detailed output from R5’s routing table indicates a metric of 20 reported in by R8, and a forward metric of 2, R5’s metric to reach R8's Loopback:
 R5#show ip route ospf | include N
 N1 - OSPF NSSA external type 1, N2 - OSPF NSSA external type 2
 o - ODR, P - periodic downloaded static route, H - NHRP, l - LISP
 O N2 160.1.8.8 [110/20] via 155.1.58.8, 00:08:26, GigabitEthernet1.58
 !
 ! R5#show ip route 160.1.8.8
 Routing entry for 160.1.8.8/32 Known via "ospf 1", distance 110,
 metric 20, type NSSA extern 2, forward metric 2
 Last update from 155.1.58.8 on GigabitEthernet1.58, 00:08:39 ago
 Routing Descriptor Blocks:
 * 155.1.58.8, from 150.1.8.8, 00:08:39 ago, via GigabitEthernet1.58
 Route metric is 20, traffic share count is 1
 !
 ! R5#show ip ospf database nssa-external
 OSPF Router with ID (150.1.5.5) (Process ID 1)
 Type-7 AS External Link States (Area 3)
 Routing Bit Set on this LSA in topology Base with MTID 0
 LS age: 646
 Options: (No TOS-capability, Type 7/5 translation, DC, Upward)
 LS Type: AS External Link Link State ID: 160.1.8.8 (External Network Number )
 Advertising Router: 150.1.8.8
 LS Seq Number: 80000001
 Checksum: 0x187D
 Length: 36 Network Mask: /32
 Metric Type: 2 (Larger than any link state path)
 MTID: 0
 Metric: 20 Forward Address: 150.1.8.8
 External Route Tag: 0
 When the Type-7 NSSA External LSA is received by the ABR and is moved into area 0, the information contained in the Type-7 LSA is translated to a normal Type-5 External LSA. If multiple ABRs exist, only one of them performs the translation through an election process, which is discussed in depth in a later task. In this fashion, OSPF devices outside of the NSSA do not know that the NSSA exists, which is analogous to how a Confederation works in BGP.
 Note that R5 receives the Type-7 NSSA External LSA with the forward address set
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to 150.1.8.8, which happens to be R8’s router-ID. With the previous Type-5 external lookups, we saw the forward address set to 0.0.0.0, which meant to route toward the advertising router to reach the final destination. In this case, the forward address is non-zero, which causes the lookup to be performed toward 150.1.8.8. This is a subtle difference in the lookup process, and this particular case results in the same path selection even if the lookup had occurred on the advertising router (150.1.8.8) instead of the forward address (150.1.8.8). There can, however, be certain designs where there is a shorter path to the forward address than the advertising router’s address, which is explored in a later task related to multiple exit points out of the NSSA. The result of the translation on R5 is that devices in area 0 see the routes as Type-5 External LSAs, not Type-7:
 R1#show ip ospf database | begin Type-5
 Type-5 AS External Link States
 Link ID ADV Router Age Seq# Checksum Tag 160.1.6.6 150.1.6.6
 909 0x80000001 0x0093BB 0
 160.1.8.8 150.1.5.5 895 0x80000001 0x00D3D1 0
 !
 ! R1#show ip ospf database external 160.1.8.8
 OSPF Router with ID (150.1.1.1) (Process ID 1)
 Type-5 AS External Link States
 Routing Bit Set on this LSA in topology Base with MTID 0
 LS age: 870
 Options: (No TOS-capability, DC, Upward)
 LS Type: AS External Link
 Link State ID: 160.1.8.8 (External Network Number ) Advertising Router: 150.1.5.5
 LS Seq Number: 80000001
 Checksum: 0xD3D1
 Length: 36 Network Mask: /32
 Metric Type: 2 (Larger than any link state path)
 MTID: 0
 Metric: 20 Forward Address: 150.1.8.8
 External Route Tag: 0
 R1 performs a lookup on the now Type-5 External LSA, and, like R5, sees the forward address set to 150.1.8.8. Again, note that the lookup process for this translated Type-7 LSA is performed differently than a normal inter-area Type-5 external LSA lookup, because R1 computes its metric toward 150.1.8.8, and not a
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Type-4 LSA describing the ASBR. Furthermore, note that R5 does not generate a Type-4 ASBR Summary LSA describing R8:
 R5#show ip ospf database asbr-summary 150.1.8.8
 OSPF Router with ID (150.1.5.5) (Process ID 1) R5#
 !
 ! R5#show ip route 150.1.8.8
 Routing entry for 150.1.8.8/32 Known via "ospf 1", distance 110, metric 2, type intra area
 Last update from 155.1.58.8 on GigabitEthernet1.58, 00:17:43 ago
 Routing Descriptor Blocks: * 155.1.58.8, from 150.1.8.8, 00:17:43 ago, via GigabitEthernet1.58
 Route metric is 2, traffic share count is 1
 R1’s metric to the forwarding address 150.1.8.8 is 1002 via R5. This is the value installed as the forward metric for the translated Type-7 LSA, with a metric of 20 from the Type-5 LSA itself:
 R1#show ip route 150.1.8.8
 Routing entry for 150.1.8.8/32 Known via "ospf 1", distance 110, metric 1002, type inter area
 Last update from 155.1.0.5 on Tunnel0, 00:19:03 ago
 Routing Descriptor Blocks: * 155.1.0.5, from 150.1.5.5, 00:19:03 ago, via Tunnel0
 Route metric is 1002, traffic share count is 1
 !
 ! R1#show ip route 160.1.8.8
 Routing entry for 160.1.8.8/32 Known via "ospf 1", distance 110,
 metric 20, type extern 2, forward metric 1002
 Last update from 155.1.0.5 on Tunnel0, 00:19:06 ago
 Routing Descriptor Blocks: * 155.1.0.5, from 150.1.5.5, 00:19:06 ago, via Tunnel0
 Route metric is 20, traffic share count is 1
 Similar to the stub area, the NSSA flag must be agreed upon by all devices in the area, or adjacency cannot occur. This implies that the area is a normal area, a stub area, or an NSSA, but no combination of the three. Furthermore, like the stub area, Type-5 external LSAs are blocked from entering the NSSA area on the ABR(s), note that R6's Loopback0 is known in area 0, but not in area 3:
 R5#show ip route 160.1.6.6
 Routing entry for 160.1.6.6/32 Known via "ospf 1", distance 110,
 metric 20, type extern 2, forward metric 2
 Last update from 155.1.45.4 on GigabitEthernet1.45, 00:20:55 ago
 Routing Descriptor Blocks: * 155.1.45.4, from 150.1.6.6, 00:20:55 ago, via GigabitEthernet1.45
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Route metric is 20, traffic share count is 1
 !
 ! R8#show ip route 160.1.6.6
 % Subnet not in table
 PitfallThe other key difference between stub and NSSA areas is how default routing works. The stub area removes external LSAs and replaces them with a default route. The totally stubby area extends this by replacing external LSAs and inter-area LSAs with a default route. However, with the NSSA, a default route is not automatically originated by the ABR. This means that devices within the NSSA will have reachability to their own area and to other areas, but not to destinations outside of the OSPF domain:
 R8#show ip route 150.1.4.4
 Routing entry for 150.1.4.4/32
 Known via "ospf 1", distance 110, metric 3, type inter area
 Last update from 155.1.58.5 on GigabitEthernet1.58, 00:23:20 ago
 Routing Descriptor Blocks: * 155.1.58.5, from 150.1.5.5, 00:23:20 ago, via GigabitEthernet1.58
 Route metric is 3, traffic share count is 1
 !
 ! R8#traceroute 150.1.4.4
 Type escape sequence to abort.
 Tracing the route to 150.1.4.4
 VRF info: (vrf in name/id, vrf out name/id)
 1 155.1.58.5 11 msec 2 msec 3 msec 2 155.1.45.4 17 msec * 6 msec
 !
 ! R8#show ip cef 160.1.6.6
 0.0.0.0/0 no route
 !
 ! R8#traceroute 160.1.6.6 ttl 2 2
 Type escape sequence to abort.
 Tracing the route to 160.1.6.6
 VRF info: (vrf in name/id, vrf out name/id) 2 * * *
 Verify that area 3 is configured as NSSA:
 R5#show ip ospf | begin Area 3
 Area 3
 Number of interfaces in this area is 2 It is a NSSA area

Page 685
                        

Perform type-7/type-5 LSA translation
 Area has no authentication
 SPF algorithm last executed 00:39:47.094 ago
 SPF algorithm executed 36 times
 Area ranges are
 Number of LSA 28. Checksum Sum 0x0D7257
 Number of opaque link LSA 0. Checksum Sum 0x000000
 Number of DCbitless LSA 0
 Number of indication LSA 0
 Number of DoNotAge LSA 0
 Flood list length 0
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CCIE Routing & Switching v5 Workbook - CCIE R&S v5 Advanced Technology Labs - OSPF
 OSPF Not-So-Stubby Areas and Default Routing
 A Note On Section Initial Configuration Files : You must load the initial configuration files for the section, named Basic OSPF Routing , which can be found in CCIE R&S v5 Topology Diagrams & Initial Configurations. Reference the Advanced Technology Labs OSPF Diagram to complete this task.
 Task
 Configure Loopback100 on R6 and R8 with IP addressing in the format of 160.1.Y.Y/32, wherr Y is the router number.
 Redistribute these prefixes into OSPF.Configure OSPF area 3 so that R5 filters external routes out as they are sent from area 0 to area 3.
 Routers in area 3 should still be allowed to redistribute into OSPF.Configure R5 to advertise a default route into area 3 with a cost of 500.
 Configuration
 R5:
 router ospf 1
 area 3 nssa default-information-originate
 area 3 default-cost 500
 R8 , R10:
 router ospf 1
 area 3 nssa
 R6:
 interface Loopback100
 ip address 160.1.6.6 255.255.255.255
 !
 route-map CONNECTED->OSPF permit 10
 http://labs.ine.com/workbook/view/rs-v5-workbook/task/ccie-r-s-v5-topology-diagrams-initial-configurations-MTk3Ng==
 http://labs.ine.com/workbook/view/rs-v5-workbook/task/ccie-r-s-v5-topology-diagrams-initial-configurations-MTk3Ng==
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match interface Loopback100
 !
 router ospf 1
 redistribute connected subnets route-map CONNECTED->OSPF
 R8:
 interface Loopback100
 ip address 160.1.8.8 255.255.255.255
 !
 route-map CONNECTED->OSPF permit 10
 match interface Loopback100
 !
 router ospf 1
 redistribute connected subnets route-map CONNECTED->OSPF
 Verification
 Unlike the stub area, totally-stubby area, and not-so-totally-stubby area, the ABR(s) of an NSSA do not automatically originate a default route. A default route can be originated as a Type-7 NSSA External LSA into the NSSA by adding the default-
 information-originate option onto the area [id] nssa statement. The cost that the ABR advertises for the default can be modified with the area [id] default-cost
 command. The default route is injected by the ABR as a regular Type-7 LSA with the type of N2 which uses the metric advertised by the ABR and the forwarding metric as the cost towards the ABR:
 R8#show ip ospf database nssa-external 0.0.0.0
 OSPF Router with ID (150.1.8.8) (Process ID 1)
 Type-7 AS External Link States (Area 3)
 Routing Bit Set on this LSA in topology Base with MTID 0
 LS age: 141
 Options: (No TOS-capability, No Type 7/5 translation, DC, Upward)
 LS Type: AS External Link
 Link State ID: 0.0.0.0 (External Network Number ) Advertising Router: 150.1.5.5
 LS Seq Number: 80000002
 Checksum: 0x713
 Length: 36
 Network Mask: /0 Metric Type: 2 (Larger than any link state path)
 MTID: 0 Metric: 500
 Forward Address: 0.0.0.0
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External Route Tag: 0
 !
 ! R8#show ip route 0.0.0.0
 Routing entry for 0.0.0.0/0, supernet Known via "ospf 1", distance 110,
 metric 500, candidate default path, type NSSA extern 2, forward metric 1
 Last update from 155.1.58.5 on GigabitEthernet1.58, 00:04:20 ago
 Routing Descriptor Blocks: * 155.1.58.5, from 150.1.5.5, 00:04:20 ago, via GigabitEthernet1.58
 Route metric is 500, traffic share count is 1
 Verify that now routers in area 3 have reachability with R6's redistributed Loopback100, although this is filtered from beign advertised into area 3:
 R8#show ip cef 160.1.6.6
 0.0.0.0/0
 nexthop 155.1.58.5 GigabitEthernet1.58
 !
 ! R8#ping 160.1.6.6
 Type escape sequence to abort.
 Sending 5, 100-byte ICMP Echos to 160.1.6.6, timeout is 2 seconds: !!!!!
 Success rate is 100 percent (5/5), round-trip min/avg/max = 3/6/14 ms
 Verify that R5, the ABR is configured to inject a default route into the NSSA area:
 R5#show ip ospf | begin Area 3
 Area 3
 Number of interfaces in this area is 2
 It is a NSSA area
 Perform type-7/type-5 LSA translation Generates NSSA default route with cost 500
 Area has no authentication
 SPF algorithm last executed 00:08:16.563 ago
 SPF algorithm executed 37 times
 Area ranges are
 Number of LSA 29. Checksum Sum 0x0D796A
 Number of opaque link LSA 0. Checksum Sum 0x000000
 Number of DCbitless LSA 0
 Number of indication LSA 0
 Number of DoNotAge LSA 0
 Flood list length 0
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CCIE Routing & Switching v5 Workbook - CCIE R&S v5 Advanced Technology Labs - OSPF
 OSPF Not-So-Totally-Stubby Areas
 A Note On Section Initial Configuration Files : You must load the initial configuration files for the section, named Basic OSPF Routing , which can be found in CCIE R&S v5 Topology Diagrams & Initial Configurations. Reference the Advanced Technology Labs OSPF Diagram to complete this task.
 Task
 Configure Loopback100 on R6 and R8 with IP addressing in the format of 160.1.Y.Y/32, wherr Y is the router number.
 Redistribute these prefixes into OSPF.Configure OSPF area 3 so that R5 filters inter-area and external routes out as they are sent from area 0 to area 3.
 Routers in area 3 should still be allowed to redistribute into OSPF.
 Configuration
 R5:
 router ospf 1
 area 3 nssa no-summary
 R8 , R10:
 router ospf 1
 area 3 nssa
 R6:
 interface Loopback100
 ip address 160.1.6.6 255.255.255.255
 !
 route-map CONNECTED->OSPF permit 10
 match interface Loopback100
 !
 router ospf 1
 http://labs.ine.com/workbook/view/rs-v5-workbook/task/ccie-r-s-v5-topology-diagrams-initial-configurations-MTk3Ng==
 http://labs.ine.com/workbook/view/rs-v5-workbook/task/ccie-r-s-v5-topology-diagrams-initial-configurations-MTk3Ng==
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redistribute connected subnets route-map CONNECTED->OSPF
 R8:
 interface Loopback100
 ip address 160.1.8.8 255.255.255.255
 !
 route-map CONNECTED->OSPF permit 10
 match interface Loopback100
 !
 router ospf 1
 redistribute connected subnets route-map CONNECTED->OSPF
 Verification
 The not-so-totally-stubby area is the combination of the totally-stubby area and the NSSA. Like the totally-stubby area, Type-3 Summary LSAs, Type-4 ASBR Summary LSAs, and Type-5 External LSAs are removed and replaced with a Type-3 Summary LSA default route. Like the NSSA, Type-7 NSSA External LSAs are allowed to be originated inside the area.
 The combination of these two result in the blocking of all inter-area OSPF routes and routes external to the OSPF domain, replacing them with a default route, and allowing redistribution to occur. R8’s routing table output indicates this because only intra-area, NSSA external, and an inter-area default route are installed. Note that the cost of the default route is derived from the intra-area cost to R5 plus the metric advertised by R5 for the Type3 LSA:
 R8#show ip ospf database summary 0.0.0.0
 OSPF Router with ID (150.1.8.8) (Process ID 1)
 Summary Net Link States (Area 3)
 Routing Bit Set on this LSA in topology Base with MTID 0
 LS age: 244
 Options: (No TOS-capability, DC, Upward)
 LS Type: Summary Links(Network) Link State ID: 0.0.0.0 (summary Network Number)
 Advertising Router: 150.1.5.5
 LS Seq Number: 80000001
 Checksum: 0xA4EF
 Length: 28
 Network Mask: /0 MTID: 0 Metric: 1
 !
 ! R8#show ip route 0.0.0.0
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Routing entry for 0.0.0.0/0, supernet Known via "ospf 1", distance 110,
 metric 2, candidate default path, type inter area
 Last update from 155.1.58.5 on GigabitEthernet1.58, 00:05:52 ago
 Routing Descriptor Blocks: * 155.1.58.5, from 150.1.5.5, 00:05:52 ago, via GigabitEthernet1.58
 Route metric is 2, traffic share count is 1
 The database output indicates that the only Type-3 Summary LSA is the default route originated by the ABR, which is also visible in the routing table:
 R8#show ip ospf database
 OSPF Router with ID (150.1.8.8) (Process ID 1)
 Router Link States (Area 3)
 Link ID ADV Router Age Seq# Checksum Link count
 150.1.5.5 150.1.5.5 1882 0x8000008A 0x002DC2 2
 150.1.8.8 150.1.8.8 1659 0x80000092 0x000DF6 4
 Net Link States (Area 3)
 Link ID ADV Router Age Seq# Checksum
 155.1.58.8 150.1.8.8 1659 0x8000002E 0x003601
 Summary Net Link States (Area 3)
 Link ID ADV Router Age Seq# Checksum
 0.0.0.0 150.1.5.5 404 0x80000001 0x00A4EF
 Type-7 AS External Link States (Area 3)
 Link ID ADV Router Age Seq# Checksum Tag
 160.1.8.8 150.1.8.8 1659 0x80000002 0x00167E 0
 !
 ! R8#show ip route ospf
 Codes: L - local, C - connected, S - static, R - RIP, M - mobile, B - BGP
 D - EIGRP, EX - EIGRP external, O - OSPF, IA - OSPF inter area
 N1 - OSPF NSSA external type 1, N2 - OSPF NSSA external type 2
 E1 - OSPF external type 1, E2 - OSPF external type 2
 i - IS-IS, su - IS-IS summary, L1 - IS-IS level-1, L2 - IS-IS level-2
 ia - IS-IS inter area, * - candidate default, U - per-user static route
 o - ODR, P - periodic downloaded static route, H - NHRP, l - LISP
 a - application route
 + - replicated route, % - next hop override
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Gateway of last resort is 155.1.58.5 to network 0.0.0.0
 O*IA 0.0.0.0/0 [110/2] via 155.1.58.5, 00:07:25, GigabitEthernet1.58
 155.1.0.0/16 is variably subnetted, 7 subnets, 2 masks
 O 155.1.5.0/24 [110/2] via 155.1.58.5, 01:02:32, GigabitEthernet1.58
 R8 does not have a longer match to 160.1.6.6, redistributed on R6, but it can use its default information to reach it:
 R8#show ip route 160.1.6.6
 % Subnet not in table
 !
 ! R8#show ip cef 160.1.6.6
 0.0.0.0/0
 nexthop 155.1.58.5 GigabitEthernet1.58
 !
 ! R8#traceroute 160.1.6.6
 Type escape sequence to abort.
 Tracing the route to 160.1.6.6
 VRF info: (vrf in name/id, vrf out name/id)
 1 155.1.58.5 7 msec 10 msec 2 msec
 2 155.1.45.4 7 msec 4 msec 4 msec 3 155.1.146.6 4 msec * 4 msec
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CCIE Routing & Switching v5 Workbook - CCIE R&S v5 Advanced Technology Labs - OSPF
 OSPF Stub Areas with Multiple Exit Points
 A Note On Section Initial Configuration Files : You must load the initial configuration files for the section, named Basic OSPF Routing , which can be found in CCIE R&S v5 Topology Diagrams & Initial Configurations. Reference the Advanced Technology Labs OSPF Diagram to complete this task.
 Task
 Disable R6's connection to VLAN 67.Configure Loopback100 on R5 with IP address of 160.1.5.5/32 and redistribute it into OSPF.Configure area 1 as NSSA as follows:
 all traffic from R6 destined to inter-area OSPF prefixes is routed through R1.all traffic from R6 destined to external OSPF prefixes is routed through R4.if either R1 or R4 looses its connection to area 1, traffic should be re-routed over the remaining ABR.
 Configuration
 R1:
 router ospf 1
 area 1 nssa
 area 1 nssa default-information-originate
 R4:
 router ospf 1
 area 1 nssa no-summary
 R6:
 interface GigabitEthernet1.67
 shutdown
 !
 http://labs.ine.com/workbook/view/rs-v5-workbook/task/ccie-r-s-v5-topology-diagrams-initial-configurations-MTk3Ng==
 http://labs.ine.com/workbook/view/rs-v5-workbook/task/ccie-r-s-v5-topology-diagrams-initial-configurations-MTk3Ng==
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router ospf 1
 area 1 nssa
 R5:
 interface Loopback100
 ip address 160.1.5.5 255.255.255.255
 !
 route-map CONNECTED->OSPF permit 10
 match interface Loopback100
 !
 router ospf 1
 redistribute connected subnets route-map CONNECTED->OSPF
 Verification
 In addition to database filtering, stub areas can be used for inter-area traffic engineering. In this particular case, from R6's perspective, there are multiple exit points out of area 1, through R1 and R4. Based on task requirements, R4 advertises only a default route as a Type-3 Summary LSA, because of its not-so-totally-stubby configuration. R1 advertises all Type-3 Summary LSAs, plus a Type-7 NSSA External default route. For inter-area routing from devices in area 1, this means that the longest match learned from R1 will always be used, and for default routing the Type-3 default will be used from R4. The default preference through R4 for the default route occurs because OSPF always prefers routes in the sequence intra-area > inter-area > external > nssa-external. The result can be seen in R6's OSPF database as follows:
 R6#show ip ospf database nssa-external 0.0.0.0
 OSPF Router with ID (150.1.6.6) (Process ID 1)
 Type-7 AS External Link States (Area 1)
 LS age: 454
 Options: (No TOS-capability, No Type 7/5 translation, DC, Upward)
 LS Type: AS External Link Link State ID: 0.0.0.0 (External Network Number )
 Advertising Router: 150.1.1.1
 LS Seq Number: 80000001
 Checksum: 0xAC6B
 Length: 36 Network Mask: /0
 Metric Type: 2 (Larger than any link state path)
 MTID: 0
 Metric: 1
 Forward Address: 0.0.0.0
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External Route Tag: 0
 !
 ! R6#show ip ospf database summary 0.0.0.0
 OSPF Router with ID (150.1.6.6) (Process ID 1)
 Summary Net Link States (Area 1)
 Routing Bit Set on this LSA in topology Base with MTID 0
 LS age: 460
 Options: (No TOS-capability, DC, Upward)
 LS Type: Summary Links(Network) Link State ID: 0.0.0.0 (summary Network Number)
 Advertising Router: 150.1.4.4
 LS Seq Number: 80000001
 Checksum: 0xB1E4
 Length: 28 Network Mask: /0
 MTID: 0 Metric: 1
 !
 ! R6#show ip ospf database | begin Summary
 Summary Net Link States (Area 1)
 Link ID ADV Router
 Age Seq# Checksum 0.0.0.0 150.1.4.4
 482 0x80000001 0x00B1E4 150.1.1.1 150.1.1.1
 489 0x800000A5 0x00C895 150.1.2.2 150.1.1.1
 489 0x80000060 0x00A524 150.1.3.3 150.1.1.1
 489 0x8000005F 0x009236 150.1.4.4 150.1.1.1
 489 0x8000005F 0x00545D 150.1.5.5 150.1.1.1
 489 0x8000005F 0x00357B 150.1.7.7 150.1.1.1
 489 0x8000004B 0x007063 150.1.8.8 150.1.1.1
 141 0x8000002C 0x006676 150.1.9.9 150.1.1.1
 489 0x80000032 0x008265 155.1.0.1 150.1.1.1
 489 0x80000088 0x00C2B5 155.1.0.2 150.1.1.1
 489 0x8000005F 0x007256 155.1.0.3 150.1.1.1
 489 0x8000005F 0x00685F 155.1.0.4 150.1.1.1
 489 0x8000005F 0x00357C 155.1.0.5 150.1.1.1
 489 0x8000005F 0x002190 155.1.5.0 150.1.1.1
 489 0x8000005E 0x002889 155.1.7.0 150.1.1.1
 489 0x8000004B 0x007560 155.1.8.0 150.1.1.1
 141 0x8000002C 0x00756A 155.1.9.0 150.1.1.1
 489 0x80000032 0x009B50 155.1.13.0 150.1.1.1
 489 0x800000AA 0x000346 155.1.23.0 150.1.1.1
 489 0x8000005F 0x009220 155.1.37.0 150.1.1.1
 489 0x8000004B 0x002098 155.1.45.0 150.1.1.1
 489 0x8000005F 0x006C1C 155.1.58.0 150.1.1.1
 489 0x80000062 0x00D6A1 155.1.67.0 150.1.1.1
 489 0x8000004B 0x00DEBA
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155.1.79.0 150.1.1.1
 142 0x80000033 0x008A1B 155.1.108.0 150.1.1.1
 141 0x8000002C 0x002556
 <output omitted>
 The above data is reflected also in the routing table of R6, where the only inter-area route learned from R4 is the default route, which means all inter-area traffic is routed specifically towards R1 and traffic towards external prefixes is routed through R4:
 R6#show ip route ospf
 Codes: L - local, C - connected, S - static, R - RIP, M - mobile, B - BGP
 D - EIGRP, EX - EIGRP external, O - OSPF, IA - OSPF inter area
 N1 - OSPF NSSA external type 1, N2 - OSPF NSSA external type 2
 E1 - OSPF external type 1, E2 - OSPF external type 2
 i - IS-IS, su - IS-IS summary, L1 - IS-IS level-1, L2 - IS-IS level-2
 ia - IS-IS inter area, * - candidate default, U - per-user static route
 o - ODR, P - periodic downloaded static route, H - NHRP, l - LISP
 a - application route
 + - replicated route, % - next hop override
 Gateway of last resort is 155.1.146.4 to network 0.0.0.0
 O*IA 0.0.0.0/0 [110/2] via 155.1.146.4, 00:01:45, GigabitEthernet1.146
 150.1.0.0/32 is subnetted, 9 subnets
 O IA 150.1.1.1 [110/2] via 155.1.146.1, 00:01:45, GigabitEthernet1.146
 O IA 150.1.2.2 [110/2002] via 155.1.146.1, 00:00:05, GigabitEthernet1.146
 O IA 150.1.3.3 [110/2002] via 155.1.146.1, 00:00:05, GigabitEthernet1.146
 O IA 150.1.4.4 [110/1003] via 155.1.146.1, 00:01:45, GigabitEthernet1.146
 O IA 150.1.5.5 [110/1002] via 155.1.146.1, 00:01:45, GigabitEthernet1.146
 O IA 150.1.7.7 [110/2003] via 155.1.146.1, 00:00:05, GigabitEthernet1.146
 O IA 150.1.8.8 [110/1003] via 155.1.146.1, 00:01:45, GigabitEthernet1.146
 O IA 150.1.9.9 [110/2004] via 155.1.146.1, 00:00:05, GigabitEthernet1.146
 155.1.0.0/16 is variably subnetted, 19 subnets, 2 masks
 O IA 155.1.0.1/32 [110/1] via 155.1.146.1, 00:01:45, GigabitEthernet1.146
 O IA 155.1.0.2/32
 [110/2001] via 155.1.146.1, 00:01:45, GigabitEthernet1.146
 O IA 155.1.0.3/32
 [110/2001] via 155.1.146.1, 00:00:05, GigabitEthernet1.146
 O IA 155.1.0.4/32
 [110/1002] via 155.1.146.1, 00:01:45, GigabitEthernet1.146
 O IA 155.1.0.5/32
 [110/1001] via 155.1.146.1, 00:01:45, GigabitEthernet1.146
 O IA 155.1.5.0/24
 [110/1002] via 155.1.146.1, 00:01:45, GigabitEthernet1.146
 O IA 155.1.7.0/24
 [110/2003] via 155.1.146.1, 00:00:05, GigabitEthernet1.146
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O IA 155.1.8.0/24
 [110/1003] via 155.1.146.1, 00:01:45, GigabitEthernet1.146
 O IA 155.1.9.0/24
 [110/2004] via 155.1.146.1, 00:00:05, GigabitEthernet1.146
 O IA 155.1.13.0/24 [110/2] via 155.1.146.1, 00:01:45, GigabitEthernet1.146
 O IA 155.1.23.0/24
 [110/2002] via 155.1.146.1, 00:00:05, GigabitEthernet1.146
 O IA 155.1.37.0/24
 [110/2002] via 155.1.146.1, 00:00:05, GigabitEthernet1.146
 O IA 155.1.45.0/24
 [110/1002] via 155.1.146.1, 00:01:45, GigabitEthernet1.146
 O IA 155.1.58.0/24
 [110/1002] via 155.1.146.1, 00:01:45, GigabitEthernet1.146
 O IA 155.1.67.0/24
 [110/2003] via 155.1.146.1, 00:00:05, GigabitEthernet1.146
 O IA 155.1.79.0/24
 [110/2003] via 155.1.146.1, 00:00:05, GigabitEthernet1.146
 O IA 155.1.108.0/24
 [110/1003] via 155.1.146.1, 00:01:45, GigabitEthernet1.146
 !
 ! R6#traceroute 150.1.5.5
 Type escape sequence to abort.
 Tracing the route to 150.1.5.5
 VRF info: (vrf in name/id, vrf out name/id) 1 155.1.146.1 16 msec 3 msec 2 msec
 2 155.1.0.5 6 msec * 3 msec
 !
 ! R6#traceroute 160.1.5.5
 Type escape sequence to abort.
 Tracing the route to 160.1.5.5
 VRF info: (vrf in name/id, vrf out name/id) 1 155.1.146.4 21 msec 13 msec 1 msec
 2 155.1.45.5 5 msec * 10 msec
 If R4's link to OSPF area 1 is disabled, the deefault route through R1 will be installed in the database, and thus reachability to OSPF external prefixes will be maintained:
 R4#configure terminal
 Enter configuration commands, one per line. End with CNTL/Z. R4(config)#interface gigabitEthernet1.146
 R4(config-subif)#shutdown
 !
 ! R6#show ip route 160.1.5.5
 % Subnet not in table
 !
 ! R6#show ip route 0.0.0.0
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Routing entry for 0.0.0.0/0, supernet
 Known via "ospf 1", distance 110, metric 1, candidate default path,
 type NSSA extern 2, forward metric 1
 Last update from 155.1.146.1 on GigabitEthernet1.146, 00:00:28 ago
 Routing Descriptor Blocks: * 155.1.146.1, from 150.1.1.1, 00:00:28 ago, via GigabitEthernet1.146
 Route metric is 1, traffic share count is 1
 !
 ! R6#traceroute 160.1.5.5
 Type escape sequence to abort.
 Tracing the route to 160.1.5.5
 VRF info: (vrf in name/id, vrf out name/id) 1 155.1.146.1 13 msec 2 msec 1 msec
 2 155.1.0.5 3 msec * 2 msec
 Likewise, if R4's connection to area 1 is functional but R4 looses its connection to area 1, all inter-area prefixes will be removed from the routing table and all inter-area and OSPF external traffic will be routed through the default route from R4:
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R6#show ip route ospf
 Codes: L - local, C - connected, S - static, R - RIP, M - mobile, B - BGP
 D - EIGRP, EX - EIGRP external, O - OSPF, IA - OSPF inter area
 N1 - OSPF NSSA external type 1, N2 - OSPF NSSA external type 2
 E1 - OSPF external type 1, E2 - OSPF external type 2
 i - IS-IS, su - IS-IS summary, L1 - IS-IS level-1, L2 - IS-IS level-2
 ia - IS-IS inter area, * - candidate default, U - per-user static route
 o - ODR, P - periodic downloaded static route, H - NHRP, l - LISP
 a - application route
 + - replicated route, % - next hop override
 Gateway of last resort is 155.1.146.4 to network 0.0.0.0
 O*IA 0.0.0.0/0 [110/2] via 155.1.146.4, 00:00:15, GigabitEthernet1.146
 !
 ! R6#traceroute 150.1.5.5
 Type escape sequence to abort.
 Tracing the route to 150.1.5.5
 VRF info: (vrf in name/id, vrf out name/id) 1 155.1.146.4 33 msec 29 msec 4 msec
 2 155.1.45.5 5 msec * 2 msec
 !
 ! R6#traceroute 160.1.5.5
 Type escape sequence to abort.
 Tracing the route to 160.1.5.5
 VRF info: (vrf in name/id, vrf out name/id) 1 155.1.146.4 86 msec 7 msec 25 msec
 2 155.1.45.5 11 msec * 110 msec
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CCIE Routing & Switching v5 Workbook - CCIE R&S v5 Advanced Technology Labs - OSPF
 OSPF NSSA Type-7 to Type-5 Translator Election
 A Note On Section Initial Configuration Files : You must load the initial configuration files for the section, named Basic OSPF Routing , which can be found in CCIE R&S v5 Topology Diagrams & Initial Configurations. Reference the Advanced Technology Labs OSPF Diagram to complete this task.
 Task
 Disable R6's connection to VLAN 67.Configure area 1 as NSSA.Configure Loopback100 on R6 with IP address of 160.1.6.6/32 and redistribute it into OSPF.
 Ensure that only R1 advertises this route into area 0.
 Configuration
 R1:
 router ospf 1
 router-id 150.1.11.11
 !
 clear ip ospf process
 R1 , R4 , R6:
 router ospf 1
 area 1 nssa
 R6:
 interface GigabitEthernet1.67
 shutdown
 !
 interface Loopback100
 ip address 160.1.6.6 255.255.255.255
 http://labs.ine.com/workbook/view/rs-v5-workbook/task/ccie-r-s-v5-topology-diagrams-initial-configurations-MTk3Ng==
 http://labs.ine.com/workbook/view/rs-v5-workbook/task/ccie-r-s-v5-topology-diagrams-initial-configurations-MTk3Ng==
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!
 route-map CONNECTED->OSPF permit 10
 match interface Loopback100
 !
 router ospf 1
 redistribute connected subnets route-map CONNECTED->OSPF
 Verification
 With OSPF Not-So-Stubby Areas, Type-7 NSSA External LSAs are translated to Type-5 External LSAs by the ABR connecting the NSSA to area 0. When multiple ABRs connect the NSSA to area 0, the ABR with the highest router-id is elected as the Type-7 to 5 translator, and is responsible for re-originating the Type-5 LSA into area 0. This election process is an optimization of the OSPF database and relates to how the Type-7 NSSA External route uses the forward address field to ensure optimal routing.
 Recall that with normal external routes, only one Type-5 LSA is originated by the router performing the redistribution. When the route moves between areas, each ABR originates a Type-4 ASBR Summary LSA advertising its reachability to the ASBR. This means that for all Type-5 External LSA inter-area lookups, OSPF would require Ext_Routes + Num_ABRs + Num_Routers LSAs, where Ext_Routes is the number of Type-5 LSAs, Num_ABRs is the number of ABRs generating Type-4 ASBR summaries, and Num_Routers is the number of Type-1 LSAs from the routers in the local area.
 Now with Type-7 LSAs, the situation becomes more complicated, because this information must be re-originated at the ABR level as the route moves into area 0. Let’s suppose for the sake of argument that each ABR connecting the NSSA to area 0 did do a translation of Type-7 to 5. This would mean for all inter-area lookups on a Type-5 External LSAs that were translated from Type-7, there would be (NSSA_Routes * Num_ABRs) + Num_ABRs + Num_Routers LSAs, where NSSA_Routes is the number of Type-7 LSAs to start.
 This operation would be highly redundant and inefficient, because each ABR would re-originate the same Type-5 LSA, each with the same forwarding address. To avoid this, only one ABR performs the Type-7 to 5 translation, but maintains the forward address field, essentially separating the relationship between the routing advertisement and the traffic flow. This principle can be illustrated as follows.
 Before any router-ID modification in the OSPF domain, R5 performs a lookup on the Type-5 LSA for 160.1.6.6 that was translated from a Type-7 LSA. At this point, R1 has an OSPF Router-ID of 150.1.1.1 and R4 has 150.1.4.4. The advertising router

Page 702
                        

that R5 sees is 150.1.4.4 (R4), because R4 won the translator election because of the higher RID. Note, however, that the forward address is set to 150.1.6.6 (R6). This means that R5 must figure out how to route toward 150.1.6.6:
 R5#show ip ospf database external 160.1.6.6
 OSPF Router with ID (150.1.5.5) (Process ID 1)
 Type-5 AS External Link States
 Routing Bit Set on this LSA in topology Base with MTID 0
 LS age: 27
 Options: (No TOS-capability, DC, Upward)
 LS Type: AS External Link Link State ID: 160.1.6.6 (External Network Number )
 Advertising Router: 150.1.4.4
 LS Seq Number: 80000001
 Checksum: 0xD4DA
 Length: 36 Network Mask: /32
 Metric Type: 2 (Larger than any link state path)
 MTID: 0
 Metric: 20 Forward Address: 150.1.6.6
 External Route Tag: 0
 Because 150.1.6.6 does not belong to a device in the same area as R5, an inter-area lookup is performed on the Type-3 LSA. R5 finds that two ABRs are advertising the route to 150.1.6.6, 150.1.1.1 (R1) and 150.1.4.4 (R4), both with a metric of 2:
 R5#show ip ospf database summary 150.1.6.6
 OSPF Router with ID (150.1.5.5) (Process ID 1)
 Summary Net Link States (Area 0)
 LS age: 557
 Options: (No TOS-capability, DC, Upward)
 LS Type: Summary Links(Network) Link State ID: 150.1.6.6 (summary Network Number)
 Advertising Router: 150.1.1.1
 LS Seq Number: 8000000A
 Checksum: 0xFAF9
 Length: 28 Network Mask: /32
 MTID: 0 Metric: 2
 Routing Bit Set on this LSA in topology Base with MTID 0
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LS age: 703
 Options: (No TOS-capability, DC, Upward)
 LS Type: Summary Links(Network) Link State ID: 150.1.6.6 (summary Network Number)
 Advertising Router: 150.1.4.4
 LS Seq Number: 8000000A
 Checksum: 0xD31B
 Length: 28 Network Mask: /32
 MTID: 0 Metric: 2
 R5 must now find the metric needed to reach these ABRs. R5 checks its locally originated Type-1 Router LSA and finds that 150.1.1.1 (R1) and 150.1.4.4 (R4) are directly attached, R1 with a metric of 1000 and R4 with a metric of 1:
 R5#show ip ospf database router self-originate
 OSPF Router with ID (150.1.5.5) (Process ID 1)
 Router Link States (Area 0)
 LS age: 1970
 Options: (No TOS-capability, DC)
 LS Type: Router Links
 Link State ID: 150.1.5.5
 Advertising Router: 150.1.5.5
 LS Seq Number: 80000680
 Checksum: 0xCBB9
 Length: 108
 Area Border Router
 AS Boundary Router
 Number of Links: 7
 Link connected to: a Stub Network
 (Link ID) Network/subnet number: 150.1.5.5
 (Link Data) Network Mask: 255.255.255.255
 Number of MTID metrics: 0
 TOS 0 Metrics: 1
 Link connected to: a Transit Network
 (Link ID) Designated Router address: 155.1.45.4
 (Link Data) Router Interface address: 155.1.45.5
 Number of MTID metrics: 0 TOS 0 Metrics: 1
 Link connected to: another Router (point-to-point)
 (Link ID) Neighboring Router ID: 150.1.1.1
 (Link Data) Router Interface address: 155.1.0.5
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Number of MTID metrics: 0 TOS 0 Metrics: 1000
 Link connected to: another Router (point-to-point)
 (Link ID) Neighboring Router ID: 150.1.4.4
 (Link Data) Router Interface address: 155.1.0.5
 Number of MTID metrics: 0 TOS 0 Metrics: 1000
 Link connected to: another Router (point-to-point)
 (Link ID) Neighboring Router ID: 150.1.3.3
 (Link Data) Router Interface address: 155.1.0.5
 Number of MTID metrics: 0
 TOS 0 Metrics: 1000
 Link connected to: another Router (point-to-point)
 (Link ID) Neighboring Router ID: 150.1.2.2
 (Link Data) Router Interface address: 155.1.0.5
 Number of MTID metrics: 0
 TOS 0 Metrics: 1000
 Link connected to: a Stub Network
 (Link ID) Network/subnet number: 155.1.0.5
 (Link Data) Network Mask: 255.255.255.255
 Number of MTID metrics: 0
 TOS 0 Metrics: 0
 <output omitted>
 This means that R5’s intra-area cost to R4 is 1, and to R1 is 1000. Because both R1 and R4 reported a cost of 2 to the forward address 150.1.6.6, the total forward metric through R1 is 1000+2 = 1002, but is only 1+2 = 3 through R4. Therefore, the path through R4 installed with the default redistribution metric of 20 for the E2 route, and a forward metric of 3 through R4:
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R5#show ip route 160.1.6.6
 Routing entry for 160.1.6.6/32 Known via "ospf 1", distance 110,
 metric 20, type extern 2, forward metric 3
 Last update from 155.1.45.4 on GigabitEthernet1.45, 00:05:56 ago
 Routing Descriptor Blocks: * 155.1.45.4, from 150.1.4.4, 00:05:56 ago, via GigabitEthernet1.45
 Route metric is 20, traffic share count is 1
 !
 ! R5#traceroute 160.1.6.6
 Type escape sequence to abort.
 Tracing the route to 160.1.6.6
 VRF info: (vrf in name/id, vrf out name/id) 1 155.1.45.4 3 msec 1 msec 12 msec
 2 155.1.146.6 2 msec * 2 msec
 This illustrates why a Type-5 External route that was translated from a Type-7 NSSA External route does not use a Type-4 ASBR Summary LSA, because the forward address lookup replaces the need for the ASBR Summary lookup. Because the forward address is preserved, only one router needs to do the translation, while the calculation of the final forwarding path stays independent. The Type-7 to 5 translator election can be modified by increasing R1’s router-id to be higher than R4’s:
 R1#configure terminal
 Enter configuration commands, one per line. End with CNTL/Z. R1(config)#router ospf 1
 R1(config-router)#router-id 150.1.11.11
 ! R1#clear ip ospf process
 Reset ALL OSPF processes? [no]: yes
 !
 ! R5#show ip ospf database external 160.1.6.6
 OSPF Router with ID (150.1.5.5) (Process ID 1)
 Type-5 AS External Link States
 Routing Bit Set on this LSA in topology Base with MTID 0
 LS age: 75
 Options: (No TOS-capability, DC, Upward)
 LS Type: AS External Link
 Link State ID: 160.1.6.6 (External Network Number ) Advertising Router: 150.1.11.11
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LS Seq Number: 80000001
 Checksum: 0x7928
 Length: 36
 Network Mask: /32
 Metric Type: 2 (Larger than any link state path)
 MTID: 0
 Metric: 20 Forward Address: 150.1.6.6
 External Route Tag: 0
 R5 now sees the advertising router as 150.1.11.11 (R1), because this is the highest router-id of the ABRs connecting the NSSA to area 0. Although the advertising router has changed, the forward address is still 150.1.6.6, which means that the traffic flow has not changed, although R1 is now the Type7-to-Type5 translator, the traffic path is still via R4 due to lowest cost towards the forward address via R4:
 R5#show ip route 160.1.6.6
 Routing entry for 160.1.6.6/32 Known via "ospf 1", distance 110,
 metric 20, type extern 2, forward metric 3
 Last update from 155.1.45.4 on GigabitEthernet1.45, 00:01:11 ago
 Routing Descriptor Blocks: * 155.1.45.4, from 150.1.11.11, 00:01:11 ago, via GigabitEthernet1.45
 Route metric is 20, traffic share count is 1
 !
 ! R5#traceroute 160.1.6.6
 Type escape sequence to abort.
 Tracing the route to 160.1.6.6
 VRF info: (vrf in name/id, vrf out name/id) 1 155.1.45.4 21 msec 2 msec 1 msec
 2 155.1.146.6 39 msec * 7 msec
 If R1 looses its links to area 0, immediately after OSPF neighbors are lost and OSPF routers from area 0 detect that R1 is no longer reachable via area 0, R4 will take over the role of Type7-to-Type5 translator and generate the LSA. Note that the old LSA generated by R1 will remain in the OSPF database until aged out, however will not be used in the SPF calculation as R1 is no longer reachable via area 0. Additionally, at the OSPF database level, OSPF will set the "Routing Bit" for the LSA originated by R4, in order to signal that this entry can be used for being installed in the routing table:
 R1#configure terminal
 Enter configuration commands, one per line. End with CNTL/Z. R1(config)#interface gigabitEthernet1
 R1(config-if)#shutdown
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!
 ! R5#show ip ospf database external 160.1.6.6
 OSPF Router with ID (150.1.5.5) (Process ID 1)
 Type-5 AS External Link States
 Routing Bit Set on this LSA in topology Base with MTID 0
 LS age: 162
 Options: (No TOS-capability, DC, Upward)
 LS Type: AS External Link
 Link State ID: 160.1.6.6 (External Network Number ) Advertising Router: 150.1.4.4
 LS Seq Number: 80000001
 Checksum: 0xD4DA
 Length: 36
 Network Mask: /32
 Metric Type: 2 (Larger than any link state path)
 MTID: 0
 Metric: 20
 Forward Address: 150.1.6.6
 External Route Tag: 0
 LS age: 521
 Options: (No TOS-capability, DC, Upward)
 LS Type: AS External Link
 Link State ID: 160.1.6.6 (External Network Number ) Advertising Router: 150.1.11.11
 LS Seq Number: 80000001
 Checksum: 0x7928
 Length: 36
 Network Mask: /32
 Metric Type: 2 (Larger than any link state path)
 MTID: 0
 Metric: 20
 Forward Address: 150.1.6.6
 External Route Tag: 0
 !
 ! R5#show ip ospf database router 150.1.11.11
 OSPF Router with ID (150.1.5.5) (Process ID 1)
 Router Link States (Area 0)
 Adv Router is not-reachable in topology Base with MTID 0
 LS age: 517
 Options: (No TOS-capability, DC)
 LS Type: Router Links
 Link State ID: 150.1.11.11
 Advertising Router: 150.1.11.11
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LS Seq Number: 80000560
 Checksum: 0xC22C
 Length: 60
 Area Border Router
 AS Boundary Router
 Number of Links: 3
 Link connected to: a Stub Network
 (Link ID) Network/subnet number: 150.1.1.1
 (Link Data) Network Mask: 255.255.255.255
 Number of MTID metrics: 0
 TOS 0 Metrics: 1
 Link connected to: another Router (point-to-point)
 (Link ID) Neighboring Router ID: 150.1.5.5
 (Link Data) Router Interface address: 155.1.0.1
 Number of MTID metrics: 0
 TOS 0 Metrics: 1000
 Link connected to: a Stub Network
 (Link ID) Network/subnet number: 155.1.0.1
 (Link Data) Network Mask: 255.255.255.255
 Number of MTID metrics: 0
 TOS 0 Metrics: 0
 Traffic destined towards R6's redistributed Loopback is still functional, via R4:
 R5#show ip route 160.1.6.6
 Routing entry for 160.1.6.6/32 Known via "ospf 1", distance 110,
 metric 20, type extern 2, forward metric 3
 Last update from 155.1.45.4 on GigabitEthernet1.45, 00:03:26 ago
 Routing Descriptor Blocks: * 155.1.45.4, from 150.1.4.4, 00:03:26 ago, via GigabitEthernet1.45
 Route metric is 20, traffic share count is 1
 !
 ! R5#traceroute 160.1.6.6
 Type escape sequence to abort.
 Tracing the route to 160.1.6.6
 VRF info: (vrf in name/id, vrf out name/id) 1 155.1.45.4 5 msec 1 msec 1 msec
 2 155.1.146.6 2 msec * 2 msec
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CCIE Routing & Switching v5 Workbook - CCIE R&S v5 Advanced Technology Labs - OSPF
 OSPF NSSA Redistribution Filtering
 A Note On Section Initial Configuration Files : You must load the initial configuration files for the section, named Basic OSPF Routing , which can be found in CCIE R&S v5 Topology Diagrams & Initial Configurations. Reference the Advanced Technology Labs OSPF Diagram to complete this task.
 Task
 Configure Loopback100 on R5 and R8 with IP addressing in the format of 160.1.Y.Y/32, where Y is the router number.
 Redistribute these prefixes into OSPF.Configure area 3 as an NSSA so R5 blocks all LSA types 3, 4, and 5 and replaces them with a default route.Modify area 3 so that R5’s redistributed Loopback100 is injected into area 0 as LSA Type-5, but is not injected into area 3 as LSA Type-7.
 Configuration
 R5:
 interface Loopback100
 ip address 160.1.5.5 255.255.255.255
 !
 route-map CONNECTED->OSPF permit 10
 match interface Loopback100
 !
 router ospf 1
 redistribute connected subnets route-map CONNECTED->OSPF
 area 3 nssa no-redistribution no-summary
 R8:
 http://labs.ine.com/workbook/view/rs-v5-workbook/task/ccie-r-s-v5-topology-diagrams-initial-configurations-MTk3Ng==
 http://labs.ine.com/workbook/view/rs-v5-workbook/task/ccie-r-s-v5-topology-diagrams-initial-configurations-MTk3Ng==
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interface Loopback100
 ip address 160.1.8.8 255.255.255.255
 !
 route-map CONNECTED->OSPF permit 10
 match interface Loopback100
 !
 router ospf 1
 redistribute connected subnets route-map CONNECTED->OSPF
 R8 , R10:
 router ospf 1
 area 3 nssa
 Verification
 In certain NSSA designs, the ABR can be an ASBR at the same time. When routes are redistributed directly on the ABR, they are originated into area 0 as Type-5 External LSAs, and into the NSSA as Type-7 NSSA External LSAs. The origination as Type-7 into the NSSA may be unnecessary overhead if the ABR performing the redistribution is the only exit point out of the area. In this particular case, R5 is both an ABR and ASBR and is the only exit point for R8 and R10 to route packets into area 0.
 By configuring the area 3 nssa no-summary option on R5, along with the area 3 nssa
 option on R8 and R10, the number of routes contained in the area 3 database are minimized, while still allowing redistribution on routers in area 3. Before R5 performs redistribution, the database in area 3 looks as follows:
 R8#show ip ospf database
 OSPF Router with ID (150.1.8.8) (Process ID 1)
 Router Link States (Area 3)
 Link ID ADV Router Age Seq# Checksum Link count
 150.1.5.5 150.1.5.5 405 0x800000C1 0x00BEF9 2
 150.1.8.8 150.1.8.8 5 0x800000CA 0x00D8D8 4
 150.1.10.10 150.1.10.10 419 0x800000C5 0x002650 3
 Net Link States (Area 3)
 Link ID ADV Router Age Seq# Checksum
 155.1.58.8 150.1.8.8 408 0x80000063 0x00CB36
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155.1.108.10 150.1.10.10 419 0x80000003 0x00AD72
 Summary Net Link States (Area 3)
 Link ID ADV Router Age Seq# Checksum
 0.0.0.0 150.1.5.5 286 0x80000003 0x00A0F1
 Type-7 AS External Link States (Area 3)
 Link ID ADV Router Age Seq# Checksum Tag
 160.1.8.8 150.1.8.8 4 0x80000001 0x00187D 0
 R8 knows about the three routers in the area via Type-1 Router LSAs, the two DRs in the area via Type-2 Network LSAs, an inter-area default route originated by R5 as a Type-3 Summary LSA and the external route generated by itself. This is essentially the minimal information needed in the database to perform intra-area SPF, use default routing to leave the area, and still allow redistribution. Next, R5 performs redistribution into OSPF:
 R5#configure terminal
 Enter configuration commands, one per line. End with CNTL/Z. R5(config)#router ospf 1
 R5(config-router)#redistribute connected subnets route-map CONNECTED->OSPF
 R5 originates the link 160.1.5.5/32 into area 3 as a Type-7 NSSA External LSA, as well as into area 0 as a Type-5 External LSA:
 R5#show ip ospf database external 160.1.5.5
 OSPF Router with ID (150.1.5.5) (Process ID 1)
 Type-5 AS External Link States
 LS age: 40
 Options: (No TOS-capability, DC, Upward)
 LS Type: AS External Link Link State ID: 160.1.5.5 (External Network Number )
 Advertising Router: 150.1.5.5
 LS Seq Number: 80000001
 Checksum: 0xB59D
 Length: 36 Network Mask: /32
 Metric Type: 2 (Larger than any link state path)
 MTID: 0
 Metric: 20
 Forward Address: 0.0.0.0
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External Route Tag: 0
 !
 ! R5#show ip ospf database nssa-external 160.1.5.5
 OSPF Router with ID (150.1.5.5) (Process ID 1)
 Type-7 AS External Link States (Area 3)
 LS age: 38
 Options: (No TOS-capability, No Type 7/5 translation, DC, Upward)
 LS Type: AS External Link Link State ID: 160.1.5.5 (External Network Number )
 Advertising Router: 150.1.5.5
 LS Seq Number: 80000001
 Checksum: 0x99B7
 Length: 36 Network Mask: /32
 Metric Type: 2 (Larger than any link state path)
 MTID: 0
 Metric: 20
 Forward Address: 0.0.0.0
 External Route Tag: 0
 !
 ! R1#show ip route 160.1.5.5
 Routing entry for 160.1.5.5/32 Known via "ospf 1", distance 110,
 metric 20, type extern 2, forward metric 1000
 Last update from 155.1.0.5 on Tunnel0, 00:01:04 ago
 Routing Descriptor Blocks: * 155.1.0.5, from 150.1.5.5, 00:01:04 ago, via Tunnel0
 Route metric is 20, traffic share count is 1
 !
 ! R8#show ip route 160.1.5.5
 Routing entry for 160.1.5.5/32 Known via "ospf 1", distance 110,
 metric 20, type NSSA extern 2, forward metric 1
 Last update from 155.1.58.5 on GigabitEthernet1.58, 00:00:59 ago
 Routing Descriptor Blocks: * 155.1.58.5, from 150.1.5.5, 00:00:59 ago, via GigabitEthernet1.58
 Route metric is 20, traffic share count is 1
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The problem with this design is that unnecessary information is now in the database of area 3. Because the area 3 routers already had a default route via R5, having specific reachability information about the network 160.1.5.5/32 is redundant. Therefore, this design is a good candidate for Type-7 LSA suppression on the ABR itself. By adding the no-redistribution keyword onto the area 3 nssa statement of R5, Type-7 LSAs are not generated for locally redistributed routes. This does not, however, prevent other devices inside the NSSA from performing redistribution, such as R8 or R10, just the ABR:
 R5#configure terminal
 Enter configuration commands, one per line. End with CNTL/Z. R5(config)#router ospf 1
 R5(config-router)#area 3 nssa no-redistribution no-summary
 Devices in area 3 no longer have a specific route to 160.1.5.5/32 as R5 no longer generates a Type7 LSA, but they can reach it using the default route. Also, a Type-7 NSSA External LSA still exists for 160.1.8.8/32:
 R10#show ip ospf database nssa-external
 OSPF Router with ID (150.1.10.10) (Process ID 1)
 Type-7 AS External Link States (Area 3)
 Routing Bit Set on this LSA in topology Base with MTID 0
 LS age: 227
 Options: (No TOS-capability, Type 7/5 translation, DC, Upward)
 LS Type: AS External Link Link State ID: 160.1.8.8 (External Network Number )
 Advertising Router: 150.1.8.8
 LS Seq Number: 80000001
 Checksum: 0x187D
 Length: 36 Network Mask: /32
 Metric Type: 2 (Larger than any link state path)
 MTID: 0
 Metric: 20
 Forward Address: 150.1.8.8
 External Route Tag: 0
 !
 ! R10#show ip route ospf
 Codes: L - local, C - connected, S - static, R - RIP, M - mobile, B - BGP
 D - EIGRP, EX - EIGRP external, O - OSPF, IA - OSPF inter area
 N1 - OSPF NSSA external type 1, N2 - OSPF NSSA external type 2
 E1 - OSPF external type 1, E2 - OSPF external type 2
 i - IS-IS, su - IS-IS summary, L1 - IS-IS level-1, L2 - IS-IS level-2
 ia - IS-IS inter area, * - candidate default, U - per-user static route
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o - ODR, P - periodic downloaded static route, H - NHRP, l - LISP
 a - application route
 + - replicated route, % - next hop override
 Gateway of last resort is 155.1.108.8 to network 0.0.0.0
 O*IA 0.0.0.0/0 [110/3] via 155.1.108.8, 00:02:21, GigabitEthernet1.108
 150.1.0.0/32 is subnetted, 2 subnets
 O 150.1.8.8 [110/2] via 155.1.108.8, 00:10:57, GigabitEthernet1.108
 155.1.0.0/16 is variably subnetted, 7 subnets, 2 masks
 O 155.1.5.0/24 [110/3] via 155.1.108.8, 00:10:27, GigabitEthernet1.108
 O 155.1.8.0/24 [110/2] via 155.1.108.8, 00:10:57, GigabitEthernet1.108
 O 155.1.58.0/24 [110/2] via 155.1.108.8, 00:10:57, GigabitEthernet1.108
 160.1.0.0/32 is subnetted, 1 subnets
 O N2 160.1.8.8 [110/20] via 155.1.108.8, 00:03:53, GigabitEthernet1.108
 !
 ! R10#show ip cef 160.1.5.5
 0.0.0.0/0
 nexthop 155.1.108.8 GigabitEthernet1.108
 !
 ! R10#traceroute 160.1.5.5
 Type escape sequence to abort.
 Tracing the route to 160.1.5.5
 VRF info: (vrf in name/id, vrf out name/id)
 1 155.1.108.8 4 msec 13 msec 2 msec 2 155.1.58.5 7 msec * 5 msec
 Verify that devices in area 0 and beyond have a specific route for 160.1.5.5/32 as a Type-5 External LSA:
 R1#show ip ospf database external 160.1.5.5
 OSPF Router with ID (150.1.1.1) (Process ID 1)
 Type-5 AS External Link States
 Routing Bit Set on this LSA in topology Base with MTID 0
 LS age: 649
 Options: (No TOS-capability, DC, Upward)
 LS Type: AS External Link Link State ID: 160.1.5.5 (External Network Number )
 Advertising Router: 150.1.5.5
 LS Seq Number: 80000001
 Checksum: 0xB59D
 Length: 36 Network Mask: /32
 Metric Type: 2 (Larger than any link state path)
 MTID: 0
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Metric: 20
 Forward Address: 0.0.0.0
 External Route Tag: 0
 !
 ! R1#show ip route 160.1.5.5
 Routing entry for 160.1.5.5/32 Known via "ospf 1", distance 110,
 metric 20, type extern 2, forward metric 1000
 Last update from 155.1.0.5 on Tunnel0, 00:11:00 ago
 Routing Descriptor Blocks: * 155.1.0.5, from 150.1.5.5, 00:11:00 ago, via Tunnel0
 Route metric is 20, traffic share count is 1
 !
 ! R1#traceroute 160.1.5.5
 Type escape sequence to abort.
 Tracing the route to 160.1.5.5
 VRF info: (vrf in name/id, vrf out name/id) 1 155.1.0.5 3 msec * 1 msec
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CCIE Routing & Switching v5 Workbook - CCIE R&S v5 Advanced Technology Labs - OSPF
 OSPF LSA Type-3 Filtering
 A Note On Section Initial Configuration Files : You must load the initial configuration files for the section, named Basic OSPF Routing , which can be found in CCIE R&S v5 Topology Diagrams & Initial Configurations. Reference the Advanced Technology Labs OSPF Diagram to complete this task.
 Task
 Configure LSA Type-3 Filtering on R5 as follows: Devices in area 0 do not have reachability information about subnet between R8 and R10 (VLAN 108 link) or R10’s Loopback0 interface.Devices in area 3 do not have reachability information about the Loopback0 interface of R1; this should not affect any new areas added to R5.
 Configuration
 R5:
 ip prefix-list R1_LOOPBACK deny 150.1.1.1/32
 ip prefix-list R1_LOOPBACK permit 0.0.0.0/0 le 32
 !
 ip prefix-list AREA_3_ROUTES deny 150.1.10.10/32
 ip prefix-list AREA_3_ROUTES deny 155.1.108.0/24
 ip prefix-list AREA_3_ROUTES permit 0.0.0.0/0 le 32
 !
 router ospf 1
 area 3 filter-list prefix R1_LOOPBACK in
 area 3 filter-list prefix AREA_3_ROUTES out
 http://labs.ine.com/workbook/view/rs-v5-workbook/task/ccie-r-s-v5-topology-diagrams-initial-configurations-MTk3Ng==
 http://labs.ine.com/workbook/view/rs-v5-workbook/task/ccie-r-s-v5-topology-diagrams-initial-configurations-MTk3Ng==

Page 717
                        

Verification
 LSA Type-3 Filtering, like stub areas, is used to remove LSAs from the database as advertisements move between areas. Unlike stub areas, however, Type-3 LSA Filtering can be used to permit or deny any arbitrary inter-area routes based on a prefix-list.
 The filter-list syntax supports the arguments in and out, which are used to allow more control on ABRs that terminate multiple areas. In the case of R5, which terminates only area 0 and area 3, the syntax area 3 filter-list prefix
 AREA_3_ROUTES out has the same result as area 0 filter-list prefix AREA_3_ROUTES in . The syntax area 3 filter-list prefix R1_LOOPBACK in applies to prefixes leaving area 0 (and any other areas if configured on R5) going into area 3, whereas the syntax
 area 0 filter-list prefix R1_LOOPBACK out would apply to prefixes leaving area 0 going into area 3 and any other areas, if configured, on R5.
 In other words, if area 0 filter-list prefix R1_LOOPBACK out were applied, R1’s Loopback0 would not enter area 3 or any other area (if configured) on R5, but with
 area 3 filter-list prefix R1_LOOPBACK in applied, R1’s does not enter area 3 only. This configuration can be verified by viewing the database and the routing table. Prior to filtering, R5 originated 150.1.1.1 into area 3 as a Type-3 Summary LSA and 150.1.10.10 into area 0 as a Type-3 LSA:
 R8#show ip ospf database summary 150.1.1.1
 OSPF Router with ID (150.1.8.8) (Process ID 1)
 Summary Net Link States (Area 3)
 Routing Bit Set on this LSA in topology Base with MTID 0
 LS age: 1
 Options: (No TOS-capability, DC, Upward)
 LS Type: Summary Links(Network) Link State ID: 150.1.1.1 (summary Network Number)
 Advertising Router: 150.1.5.5
 LS Seq Number: 80000002
 Checksum: 0x6AA9
 Length: 28 Network Mask: /32
 MTID: 0 Metric: 1001
 !
 ! R4#show ip ospf database summary 150.1.10.10 adv-router 150.1.5.5
 OSPF Router with ID (150.1.4.4) (Process ID 1)
 Summary Net Link States (Area 0)
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Routing Bit Set on this LSA in topology Base with MTID 0
 LS age: 187
 Options: (No TOS-capability, DC, Upward)
 LS Type: Summary Links(Network) Link State ID: 150.1.10.10 (summary Network Number)
 Advertising Router: 150.1.5.5
 LS Seq Number: 80000002
 Checksum: 0x8C5F
 Length: 28 Network Mask: /32
 MTID: 0 Metric: 3
 After the filter is applied, this LSAs are withdrawn from area 3 and area 0 by R5. As the LSA is flushed from the database, you may see it temporarely with Delete flag is set for this LSA
 R8#show ip ospf database summary 150.1.1.1
 OSPF Router with ID (150.1.8.8) (Process ID 1) R8#
 !
 ! R8#show ip ospf database | begin Summary
 Summary Net Link States (Area 3)
 Link ID ADV Router Age Seq# Checksum
 150.1.2.2 150.1.5.5 100 0x80000002 0x0055BC
 150.1.3.3 150.1.5.5 100 0x80000002 0x0040CF
 150.1.4.4 150.1.5.5 100 0x80000002 0x0001F7
 150.1.5.5 150.1.5.5 100 0x80000002 0x00E116
 150.1.6.6 150.1.5.5 100 0x80000002 0x00E013
 150.1.7.7 150.1.5.5 100 0x80000002 0x00F511
 150.1.9.9 150.1.5.5 100 0x80000002 0x00D52C
 155.1.0.1 150.1.5.5 100 0x80000002 0x002AE6
 155.1.0.2 150.1.5.5 100 0x80000002 0x0020EF
 155.1.0.3 150.1.5.5 100 0x80000002 0x0016F8
 155.1.0.4 150.1.5.5 100 0x80000002 0x00E117
 155.1.0.5 150.1.5.5 100 0x80000002 0x00CD2B
 155.1.7.0 150.1.5.5 100 0x80000002 0x00FA0E
 155.1.9.0 150.1.5.5 100 0x80000002 0x00EE17
 155.1.13.0 150.1.5.5 100 0x80000002 0x00AE55
 155.1.23.0 150.1.5.5 100 0x80000002 0x0040B9
 155.1.37.0 150.1.5.5 100 0x80000002 0x00A546
 155.1.45.0 150.1.5.5 100 0x80000002 0x0019B6
 155.1.67.0 150.1.5.5 100 0x80000002 0x006468
 155.1.79.0 150.1.5.5 100 0x80000002 0x00DFE0
 155.1.146.0 150.1.5.5 100 0x80000002 0x00C7A1
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Summary ASB Link States (Area 3)
 Link ID ADV Router Age Seq# Checksum
 150.1.6.6 150.1.5.5 100 0x80000002 0x00C82B
 !
 ! R4#show ip ospf database summary 150.1.10.10 adv-router 150.1.5.5
 OSPF Router with ID (150.1.4.4) (Process ID 1)
 Summary Net Link States (Area 0)
 Delete flag is set for this LSA
 LS age: MAXAGE(3609)
 Options: (No TOS-capability, DC, Upward)
 LS Type: Summary Links(Network)
 Link State ID: 150.1.10.10 (summary Network Number)
 Advertising Router: 150.1.5.5
 LS Seq Number: 80000003
 Checksum: 0x6C81
 Length: 28
 Network Mask: /32 MTID: 0 Metric: 16777215
 R5 knows how to reach R10’s Loopback0, along with the link between R8 and R10, but devices in area 0 do not; likewise R5 knows how to reach R1's Loopback0, but devices in area 3 do not:
 R5#show ip route | include 150.1.10|155.1.108|150.1.1
 O 150.1.1.1 [110/1001] via 155.1.0.1, 01:00:01, Tunnel0
 O 150.1.10.10 [110/3] via 155.1.58.8, 00:58:53, GigabitEthernet1.58
 O 155.1.108.0/24 [110/2] via 155.1.58.8, 00:58:53, GigabitEthernet1.58
 R4#show ip route | include 150.1.10|155.1.108
 R4#
 !
 ! R8#show ip route | include 155.1.1.1
 R8#
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CCIE Routing & Switching v5 Workbook - CCIE R&S v5 Advanced Technology Labs - OSPF
 OSPF Forwarding Address Suppression
 A Note On Section Initial Configuration Files : You must load the initial configuration files for the section, named Basic OSPF Routing , which can be found in CCIE R&S v5 Topology Diagrams & Initial Configurations. Reference the Advanced Technology Labs OSPF Diagram to complete this task.
 Task
 Configure area 3 as NSSA.Configure R5 to filter R8's Loopback0 from being advertised into area 0.Configure Loopback100 on R4 and R8 with IP addressing in the format of 160.1.Y.Y/32, where Y is the router number.
 Redistribute these prefixes into OSPF.Modify R5’s NSSA configuration so that devices outside of area 3 maintain connectivity to R8’s redistributed Loopback100.
 Configuration
 R5 , R8 , R10:
 router ospf 1
 area 3 nssa
 R4:
 interface Loopback100
 ip address 160.1.4.4 255.255.255.255
 !
 route-map CONNECTED->OSPF permit 10
 match interface Loopback100
 !
 router ospf 1
 redistribute connected subnets route-map CONNECTED->OSPF
 http://labs.ine.com/workbook/view/rs-v5-workbook/task/ccie-r-s-v5-topology-diagrams-initial-configurations-MTk3Ng==
 http://labs.ine.com/workbook/view/rs-v5-workbook/task/ccie-r-s-v5-topology-diagrams-initial-configurations-MTk3Ng==
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R5:
 ip prefix-list AREA_3_ROUTES deny 150.1.8.8/32
 ip prefix-list AREA_3_ROUTES permit 0.0.0.0/0 le 32
 !
 router ospf 1
 area 3 filter-list prefix AREA_3_ROUTES out
 area 3 nssa translate type7 suppress-fa
 R8:
 interface Loopback100
 ip address 160.1.8.8 255.255.255.255
 !
 route-map CONNECTED->OSPF permit 10
 match interface Loopback100
 !
 router ospf 1
 redistribute connected subnets route-map CONNECTED->OSPF
 Verification
 Recall that with OSPF database lookups on external routes, the Forward Addressfield determines who the next recursive lookup should be performed toward. With typical Type-5 External LSAs, such as R4's Loopback100 redistributes into OSPF, the forward address is normally set to 0.0.0.0. This means that the next lookup should be performed toward the Advertising Router. For example, when R4 redistributes its Loopback100 into OSPF, R5 performs a lookup on the Type-5 External LSA as follows:
 R5#show ip ospf database external 160.1.4.4
 OSPF Router with ID (150.1.5.5) (Process ID 1)
 Type-5 AS External Link States
 Routing Bit Set on this LSA in topology Base with MTID 0
 LS age: 488
 Options: (No TOS-capability, DC, Upward)
 LS Type: AS External Link
 Link State ID: 160.1.4.4 (External Network Number ) Advertising Router: 150.1.4.4
 LS Seq Number: 80000001
 Checksum: 0xD77F
 Length: 36
 Network Mask: /32
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Metric Type: 2 (Larger than any link state path)
 MTID: 0
 Metric: 20 Forward Address: 0.0.0.0
 External Route Tag: 0
 R5 sees the forward address field set to 0.0.0.0, which means a lookup should be performed on the advertising router 150.1.4.4. R5 sees that on VLAN 45 it is adjacent with the DR 155.1.45.5 (itself), with a cost of 1:
 R5#show ip ospf database router self-originate
 OSPF Router with ID (150.1.5.5) (Process ID 1)
 Router Link States (Area 0)
 LS age: 592
 Options: (No TOS-capability, DC)
 LS Type: Router Links
 Link State ID: 150.1.5.5
 Advertising Router: 150.1.5.5
 LS Seq Number: 800006A9
 Checksum: 0x8FCB
 Length: 108
 Area Border Router
 AS Boundary Router
 Number of Links: 7
 Link connected to: a Stub Network
 (Link ID) Network/subnet number: 150.1.5.5
 (Link Data) Network Mask: 255.255.255.255
 Number of MTID metrics: 0
 TOS 0 Metrics: 1
 Link connected to: a Transit Network
 (Link ID) Designated Router address: 155.1.45.5
 (Link Data) Router Interface address: 155.1.45.5
 Number of MTID metrics: 0 TOS 0 Metrics: 1
 Link connected to: another Router (point-to-point)
 (Link ID) Neighboring Router ID: 150.1.1.1
 (Link Data) Router Interface address: 155.1.0.5
 Number of MTID metrics: 0
 TOS 0 Metrics: 1000
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Link connected to: another Router (point-to-point)
 (Link ID) Neighboring Router ID: 150.1.4.4
 (Link Data) Router Interface address: 155.1.0.5
 Number of MTID metrics: 0
 TOS 0 Metrics: 1000
 Link connected to: another Router (point-to-point)
 (Link ID) Neighboring Router ID: 150.1.3.3
 (Link Data) Router Interface address: 155.1.0.5
 Number of MTID metrics: 0
 TOS 0 Metrics: 1000
 Link connected to: another Router (point-to-point)
 (Link ID) Neighboring Router ID: 150.1.2.2
 (Link Data) Router Interface address: 155.1.0.5
 Number of MTID metrics: 0
 TOS 0 Metrics: 1000
 Link connected to: a Stub Network
 (Link ID) Network/subnet number: 155.1.0.5
 (Link Data) Network Mask: 255.255.255.255
 Number of MTID metrics: 0
 TOS 0 Metrics: 0
 <output omitted>
 R5 asks the DR who it is adjacent with, and finds that 150.1.4.4 is on the local segment:
 R5#show ip ospf database network 155.1.45.5
 OSPF Router with ID (150.1.5.5) (Process ID 1)
 Net Link States (Area 0)
 Routing Bit Set on this LSA in topology Base with MTID 0
 LS age: 1458
 Options: (No TOS-capability, DC)
 LS Type: Network Links
 Link State ID: 155.1.45.5 (address of Designated Router)
 Advertising Router: 150.1.5.5
 LS Seq Number: 80000020
 Checksum: 0x2D3C
 Length: 32
 Network Mask: /24
 Attached Router: 150.1.5.5
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Attached Router: 150.1.4.4
 This means that when R5 installs 160.1.4.4/32 in the routing table, the metric will be 20, from R4’s default metric during redistribution, and a forward metric of 1 to reach R4:
 R5#show ip route 160.1.4.4
 Routing entry for 160.1.4.4/32 Known via "ospf 1", distance 110,
 metric 20, type extern 2, forward metric 1
 Last update from 155.1.45.4 on GigabitEthernet1.45, 00:06:32 ago
 Routing Descriptor Blocks: * 155.1.45.4, from 150.1.4.4, 00:06:32 ago, via GigabitEthernet1.45
 Route metric is 20, traffic share count is 1
 Now let’s compare this normal Type-5 External LSA lookup to a Type-5 External LSA that was translated from a Type-7 NSSA External LSA. In this design, R8 redistributes the route 160.1.8.8.32 into area 3 as a Type-7 NSSA External LSA, and R5 translates it into a Type-5 External LSA as it moves to area 0. R3 performs a lookup on the external route and sees the advertising router set to 150.1.5.5 (R5) and the forward address set to 150.1.8.8:
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R3#show ip ospf database external 160.1.8.8
 OSPF Router with ID (150.1.3.3) (Process ID 1)
 Type-5 AS External Link States
 Routing Bit Set on this LSA in topology Base with MTID 0
 LS age: 470
 Options: (No TOS-capability, DC, Upward)
 LS Type: AS External Link
 Link State ID: 160.1.8.8 (External Network Number ) Advertising Router: 150.1.5.5
 LS Seq Number: 80000003
 Checksum: 0xCFD3
 Length: 36
 Network Mask: /32
 Metric Type: 2 (Larger than any link state path)
 MTID: 0
 Metric: 20 Forward Address: 150.1.8.8
 External Route Tag: 0
 Because the forward address is non-zero, the next recursive lookup is performed toward 150.1.8.8, instead of the advertising router 150.1.5.5:
 R3#show ip route 150.1.8.8
 % Subnet not in table
 The problem with this design, however, is that the prefix 150.1.8.8 was filtered out from being advertised into area 0, based on task request. The result is that recursion toward the external route fails, and it cannot be installed in the routing table.
 R3#show ip route 160.1.8.8
 % Subnet not in table
 To resolve this problem, a very specific feature can be configured on R5, which is known as OSPF Forwarding Address Suppression in Translated Type-5 LSAs. This

Page 726
                        

feature, configured by adding the translate type7 suppress-fa argument onto the area 3 nssa statement, instructs the ABR to not preserve the value in the forward
 address field as a Type-7 NSSA External LSA is translated into a Type-5 External LSA:
 R5#configure terminal
 Enter configuration commands, one per line. End with CNTL/Z. R5(config)#router ospf 1
 R5(config-router)#area 3 nssa translate type7 suppress-fa
 !
 ! R3#show ip ospf database external 160.1.8.8
 OSPF Router with ID (150.1.3.3) (Process ID 1)
 Type-5 AS External Link States
 Routing Bit Set on this LSA in topology Base with MTID 0
 LS age: 15
 Options: (No TOS-capability, DC, Upward)
 LS Type: AS External Link
 Link State ID: 160.1.8.8 (External Network Number ) Advertising Router: 150.1.5.5
 LS Seq Number: 80000004
 Checksum: 0x70D9
 Length: 36
 Network Mask: /32
 Metric Type: 2 (Larger than any link state path)
 MTID: 0
 Metric: 20 Forward Address: 0.0.0.0
 External Route Tag: 0
 The result of this configuration is that R3 now sees the forward address for the Type-5 External LSA 160.1.8.8/32 set to 0.0.0.0, which means that a lookup must now be performed on the advertising router 150.1.5.5. In this particular case, R3 finds that 150.1.5.5 is directly connected with a metric of 1000:
 R3#show ip ospf database router self-originate
 OSPF Router with ID (150.1.3.3) (Process ID 1)
 Router Link States (Area 0)
 LS age: 85
 Options: (No TOS-capability, DC)
 LS Type: Router Links
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Link State ID: 150.1.3.3
 Advertising Router: 150.1.3.3
 LS Seq Number: 80000588
 Checksum: 0x1CC4
 Length: 60
 Area Border Router
 Number of Links: 3
 Link connected to: a Stub Network
 (Link ID) Network/subnet number: 150.1.3.3
 (Link Data) Network Mask: 255.255.255.255
 Number of MTID metrics: 0
 TOS 0 Metrics: 1
 Link connected to: another Router (point-to-point)
 (Link ID) Neighboring Router ID: 150.1.5.5
 (Link Data) Router Interface address: 155.1.0.3
 Number of MTID metrics: 0 TOS 0 Metrics: 1000
 Link connected to: a Stub Network
 (Link ID) Network/subnet number: 155.1.0.3
 (Link Data) Network Mask: 255.255.255.255
 Number of MTID metrics: 0
 TOS 0 Metrics: 0
 <output omitted>
 The final result is that the external route is installed with a metric of 20, which is derived from R8’s default redistribution metric, plus a forward metric of 1000 to reach R5:
 R3#show ip route 160.1.8.8
 Routing entry for 160.1.8.8/32 Known via "ospf 1", distance 110,
 metric 20, type extern 2, forward metric 1000
 Last update from 155.1.0.5 on Tunnel0, 00:02:33 ago
 Routing Descriptor Blocks: * 155.1.0.5, from 150.1.5.5, 00:02:33 ago, via Tunnel0
 Route metric is 20, traffic share count is 1
 Although this feature fixes the problem introduced by the Type-3 LSA Filter, suboptimal routing may be introduced when there are multiple exit points out of the NSSA. As previously discussed, normally the Type-7 to 5 translator election and the forward address calculation are kept separate, which means the control plane advertisement of the route does not need to follow the traffic forwarding plane, but
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with forwarding address suppression enabled, the traffic will always flow through the Type-7 to 5 translator.
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CCIE Routing & Switching v5 Workbook - CCIE R&S v5 Advanced Technology Labs - OSPF
 OSPF Default Routing
 A Note On Section Initial Configuration Files : You must load the initial configuration files for the section, named Basic OSPF Routing , which can be found in CCIE R&S v5 Topology Diagrams & Initial Configurations. Reference the Advanced Technology Labs OSPF Diagram to complete this task.
 Task
 Configure R6 with a static default route pointing to Null0. Configure R6 to originate an external type-2 default route with a metric of 60 into OSPF, as long as the static default route is installed in the routing table.Do not use a route-map to accomplish this.
 Configure R4 to originate an external type-1 default route with a metric of 40, regardless of whether it has a default route already installed in the routing table.
 Configuration
 R4:
 router ospf 1
 default-information originate always metric 40 metric-type 1
 R6:
 ip route 0.0.0.0 0.0.0.0 Null0
 !
 router ospf 1
 default-information originate metric 60
 http://labs.ine.com/workbook/view/rs-v5-workbook/task/ccie-r-s-v5-topology-diagrams-initial-configurations-MTk3Ng==
 http://labs.ine.com/workbook/view/rs-v5-workbook/task/ccie-r-s-v5-topology-diagrams-initial-configurations-MTk3Ng==
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Verification
 Default routing for non-stub areas in OSPF is accomplished through the origination of Type-5 External LSAs via the default-information originate command. Without any additional arguments, the OSPF process first checks to see if a default route is installed in the routing table. If a default route is already installed, such as via a static route or learned via BGP, the OSPF default route is originated. If the default route is not found, no origination occurs. This behavior is typically desirable in designs with multiple exit points out of the OSPF domain to upstream networks.
 For example, imagine an OSPF network with exit points A and B out to the Internet. Both router A and B are running BGP with upstream peers, and learning a default route via BGP. As long as both devices maintain their upstream peerings, a default route can be advertised into OSPF. However, if A’s link to the upstream neighbor is lost, and hence its default route via BGP is lost, its OSPF default route advertisement is withdrawn. The result of this design is that an individual exit point will only collect default traffic if they themselves have a default exit point to upstream networks. This behavior can be modified by adding the always argument to the
 default-information originate statement, which essentially skips the checking for a default route already being installed in the table.
 The below view of the OSPF database on R1 indicates that both R4 and R6 are originating a default route. Without additional arguments on the command, the default route would have been advertised as a Type-2 External route with a metric of 20. The same route lookup logic is applied to these default routes as normal Type-5 External LSAs, where E1 is preferred over E2, and if multiple E2 routes exist with the same metric, the forward metrics are compared:
 R1#show ip ospf database external 0.0.0.0
 OSPF Router with ID (150.1.1.1) (Process ID 1)
 Type-5 AS External Link States
 Routing Bit Set on this LSA in topology Base with MTID 0
 LS age: 105
 Options: (No TOS-capability, DC, Upward)
 LS Type: AS External Link Link State ID: 0.0.0.0 (External Network Number )
 Advertising Router: 150.1.4.4
 LS Seq Number: 80000001
 Checksum: 0xB7B4
 Length: 36
 Network Mask: /0 Metric Type: 1 (Comparable directly to link state metric)
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MTID: 0 Metric: 40
 Forward Address: 0.0.0.0
 External Route Tag: 1
 LS age: 197
 Options: (No TOS-capability, DC, Upward)
 LS Type: AS External Link Link State ID: 0.0.0.0 (External Network Number )
 Advertising Router: 150.1.6.6
 LS Seq Number: 80000001
 Checksum: 0xE9E9
 Length: 36
 Network Mask: /0 Metric Type: 2 (Larger than any link state path)
 MTID: 0 Metric: 60
 Forward Address: 0.0.0.0
 External Route Tag: 1
 Verify that R1 prefers the E1 route, thus it installs it in the routing table:
 R1#show ip route 0.0.0.0
 Routing entry for 0.0.0.0/0, supernet Known via "ospf 1", distance 110, metric 41
 , candidate default path Tag 1, type extern 1
 Last update from 155.1.146.4 on GigabitEthernet1.146, 00:04:22 ago
 Routing Descriptor Blocks: * 155.1.146.4, from 150.1.4.4, 00:04:22 ago, via GigabitEthernet1.146
 Route metric is 41, traffic share count is 1
 Route tag 1
 The conditional checking for the already installed default route on R6 can be verified as shown below. As long as R6 has the static default route installed in the routing table, a default route is originated into OSPF. When the route is removed, only R4 continues to originate default information:
 R6#show ip route static
 Codes: L - local, C - connected, S - static, R - RIP, M - mobile, B - BGP
 D - EIGRP, EX - EIGRP external, O - OSPF, IA - OSPF inter area
 N1 - OSPF NSSA external type 1, N2 - OSPF NSSA external type 2
 E1 - OSPF external type 1, E2 - OSPF external type 2
 i - IS-IS, su - IS-IS summary, L1 - IS-IS level-1, L2 - IS-IS level-2
 ia - IS-IS inter area, * - candidate default, U - per-user static route
 o - ODR, P - periodic downloaded static route, H - NHRP, l - LISP
 a - application route
 + - replicated route, % - next hop override
 Gateway of last resort is 0.0.0.0 to network 0.0.0.0
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S* 0.0.0.0/0 is directly connected, Null0
 !
 ! R6#show ip ospf database | begin External
 Type-5 AS External Link States
 Link ID ADV Router Age Seq# Checksum Tag
 0.0.0.0 150.1.4.4 234 0x80000001 0x00B7B4 1
 0.0.0.0 150.1.6.6 325 0x80000001 0x00E9E9 1
 !
 ! R6#configure terminal
 Enter configuration commands, one per line. End with CNTL/Z.
 R6(config)#no ip route 0.0.0.0 0.0.0.0 null0
 !
 ! R6#show ip ospf database | begin External
 Type-5 AS External Link States
 Link ID ADV Router Age Seq# Checksum Tag
 0.0.0.0 150.1.4.4 335 0x80000001 0x00B7B4 1
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CCIE Routing & Switching v5 Workbook - CCIE R&S v5 Advanced Technology Labs - OSPF
 OSPF Conditional Default Routing
 A Note On Section Initial Configuration Files : You must load the initial configuration files for the section, named Basic OSPF Routing , which can be found in CCIE R&S v5 Topology Diagrams & Initial Configurations. Reference the Advanced Technology Labs OSPF Diagram to complete this task.
 Task
 Confgure a Loopback66 on R6 with an IP address of 66.66.66.66/32.Configure R6 to originate a default route into OSPF, but only if the Loopbac66 prefix is in the routing table.
 Configuration
 R6:
 interface Loopback66
 ip address 66.66.66.66 255.255.255.255
 !
 ip prefix-list LOOPBACK66 seq 5 permit 66.66.66.66/32
 !
 route-map TRACK_LOOPBACK66 permit 10
 match ip address prefix-list LOOPBACK66
 !
 router ospf 1
 default-information originate route-map TRACK_LOOPBACK66
 Verification
 http://labs.ine.com/workbook/view/rs-v5-workbook/task/ccie-r-s-v5-topology-diagrams-initial-configurations-MTk3Ng==
 http://labs.ine.com/workbook/view/rs-v5-workbook/task/ccie-r-s-v5-topology-diagrams-initial-configurations-MTk3Ng==
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Conditional default-information origination in OSPF uses a route-map to check for the existence of a specific prefix in the IP routing table before the default route is originated. Recall from the previous section that the default condition is to check for a default route already installed in the IP routing table. In this example, the check for the existing default route is circumvented with route-map added to the default-
 information originate statement. When route-map option is used, the always
 keyword is no longer needed.
 In this design, R6 is configured to check for the prefix 66.66.66.66/32 in the routing table. If the route exists, the default route is originated. As shown below, when this prefix is no longer in the routing table, the default advertisement is withdrawn:
 R6#show ip ospf database external 0.0.0.0
 OSPF Router with ID (150.1.6.6) (Process ID 1)
 Type-5 AS External Link States
 LS age: 161
 Options: (No TOS-capability, DC, Upward)
 LS Type: AS External Link Link State ID: 0.0.0.0 (External Network Number )
 Advertising Router: 150.1.6.6
 LS Seq Number: 80000003
 Checksum: 0x9577
 Length: 36 Network Mask: /0
 Metric Type: 2 (Larger than any link state path)
 MTID: 0
 Metric: 1
 Forward Address: 0.0.0.0
 External Route Tag: 1
 !
 ! R6#configure terminal
 Enter configuration commands, one per line. End with CNTL/Z. R6(config)#interface Loopback66
 R6(config-if)#shutdown
 !
 ! R6#show ip ospf database external 0.0.0.0
 OSPF Router with ID (150.1.6.6) (Process ID 1) R6#
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CCIE Routing & Switching v5 Workbook - CCIE R&S v5 Advanced Technology Labs - OSPF
 OSPF Reliable Conditional Default Routing
 A Note On Section Initial Configuration Files : You must load the initial configuration files for the section, named Basic OSPF Routing , which can be found in CCIE R&S v5 Topology Diagrams & Initial Configurations. Reference the Advanced Technology Labs OSPF Diagram to complete this task.
 Task
 Configure an IP SLA instance on R8 to check ICMP reachability to R10's VLAN 108 IP address every five seconds.
 R8 should advertise a default route into OSPF, but only if the SLA monitoring reports its status as OK.
 Configuration
 R8:
 ip sla 1
 icmp-echo 155.1.108.10
 frequency 5
 !
 ip sla schedule 1 life forever start-time now
 track 1 ip sla 1 state
 !
 ip route 169.254.0.1 255.255.255.255 Null0 track 1
 ip prefix-list PLACEHOLDER seq 5 permit 169.254.0.1/32
 !
 route-map TRACK_PLACEHOLDER permit 10
 match ip address prefix-list PLACEHOLDER
 !
 router ospf 1
 http://labs.ine.com/workbook/view/rs-v5-workbook/task/ccie-r-s-v5-topology-diagrams-initial-configurations-MTk3Ng==
 http://labs.ine.com/workbook/view/rs-v5-workbook/task/ccie-r-s-v5-topology-diagrams-initial-configurations-MTk3Ng==
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default-information originate route-map TRACK_PLACEHOLDER
 Verification
 In the previous example, R6 was configured to track the status of Loopback66 interface. When the link was down and its IP prefix withdrawn from the routing table, the default route origination was withdrawn based on the conditional checking. In some designs, tracking an interface status directly is not a good indication of end-to-end reachability, because the interface could be UP/UP locally, but the circuit itself could be down.
 Another example that is common in today’s networks is with Metro Ethernet. Because the router’s local Ethernet interface only tracks link status to its attached switch, end-to-end reachability cannot be inferred by checking this link status. In the output below, we see a case where R8 wants to originate a default route only when the link to R10 is viable. Because the prefix 155.1.108.0/24 is currently in the routing table, the default route is originated:
 R8#show ip ospf database external 0.0.0.0
 OSPF Router with ID (150.1.8.8) (Process ID 1)
 Type-5 AS External Link States
 LS age: 65
 Options: (No TOS-capability, DC, Upward)
 LS Type: AS External Link Link State ID: 0.0.0.0 (External Network Number )
 Advertising Router: 150.1.8.8
 LS Seq Number: 80000001
 Checksum: 0x7F8B
 Length: 36 Network Mask: /0
 Metric Type: 2 (Larger than any link state path)
 MTID: 0
 Metric: 1
 Forward Address: 0.0.0.0
 External Route Tag: 1
 !
 ! R10#show ip route 0.0.0.0
 Routing entry for 0.0.0.0/0, supernet
 Known via "ospf 1", distance 110, metric 1, candidate default path
 Tag 1, type extern 2, forward metric 1
 Last update from 155.1.108.8 on GigabitEthernet1.108, 00:01:13 ago
 Routing Descriptor Blocks: * 155.1.108.8, from 150.1.8.8, 00:01:13 ago, via GigabitEthernet1.108
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Route metric is 1, traffic share count is 1
 Route tag 1
 Now we simulate a case in which failure occurs in the network such that the other side is not reachable but the Link status on local device is UP/UP and subnet is in the routing table. In our case, we shutdown the interface GigabitEthernet1.108 on R10 and see that on R8, link status is still UP/UP and the 155.1.108.0/24 subnet is in the routing table. We configure an IP SLA instance which is instructed to ping 155.1.108.10 every five seconds. The SLA instance is called from a tracked object, which in turn is called from an arbitrary placeholder static route. As shown below, with the tracked object reporting the status code OK, the default route is originated, becuase the route-map condition is true:
 R8#show track
 Track 1
 IP SLA 1 state
 State is Up
 1 change, last change 00:03:28 Latest operation return code: OK
 Latest RTT (millisecs) 2
 Tracked by:
 Static IP Routing 0
 !
 ! R8#show ip route 169.254.0.1
 Routing entry for 169.254.0.1/32
 Known via "static", distance 1, metric 0 (connected)
 Routing Descriptor Blocks: * directly connected, via Null0
 Route metric is 0, traffic share count is 1
 Now we will shut down R10's interface GigabitEthernet1.108 and use IP SLA with enhanced object tracking to advertise/withdraw the default route into OSPF:
 R10#configure terminal
 Enter configuration commands, one per line. End with CNTL/Z. R10(config)#interface GigabitEthernet1.108
 R10(config-subif)#shutdown
 R8 detects the failure of the SLA instance, and the tracked object transitions to down:
 R8#show track
 Track 1
 IP SLA 1 state
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State is Down
 2 changes, last change 00:00:05 Latest operation return code: Timeout
 Tracked by:
 Static IP Routing 0
 ! %TRACK-6-STATE: 1 ip sla 1 state Up -> Down
 The failure of the tracked object causes the static route to be withdrawn. Because the route-map condition for the default-information originate statement is looking for this prefix to be installed in the routing table, the default route is withdrawn when 169.254.0.1 is withdrawn:
 R8#show ip route 169.254.0.1
 % Network not in table
 !
 ! R8#show ip ospf database external 0.0.0.0
 OSPF Router with ID (150.1.8.8) (Process ID 1) R8#
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CCIE Routing & Switching v5 Workbook - CCIE R&S v5 Advanced Technology Labs - OSPF
 OSPF Filtering with Distribute-Lists
 A Note On Section Initial Configuration Files : You must load the initial configuration files for the section, named Basic OSPF Routing , which can be found in CCIE R&S v5 Topology Diagrams & Initial Configurations. Reference the Advanced Technology Labs OSPF Diagram to complete this task.
 Task
 Configure distribute-list filtering on R5, R8, and R10 so that these devices do not install routes to the Loopback0 networks of R1 and R2.
 Configuration
 R5 , R8 , R10:
 router ospf 1
 distribute-list 1 in
 !
 access-list 1 deny 150.1.1.1 0.0.0.0
 access-list 1 deny 150.1.2.2 0.0.0.0
 access-list 1 permit any
 Verification
 Recall that to properly compute SPF, all routers within an OSPF area must agree on their view of the database. This implies that OSPF filtering in the database can be accomplished between areas, but not within an area. Inter-area filtering has been previously demonstrated with stub areas, and the Type-3 LSA Filter. Intra-area filtering can be accomplished in OSPF with an inbound distribute-list; however, this
 http://labs.ine.com/workbook/view/rs-v5-workbook/task/ccie-r-s-v5-topology-diagrams-initial-configurations-MTk3Ng==
 http://labs.ine.com/workbook/view/rs-v5-workbook/task/ccie-r-s-v5-topology-diagrams-initial-configurations-MTk3Ng==
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filtering only affects the local routing table, not the OSPF database.
 Before applying distribute-list, all the routes of loopbacks are in the routing table of R5:
 R5#show ip route ospf | i 150.1.
 150.1.0.0/32 is subnetted, 10 subnets
 O 150.1.1.1 [110/1001] via 155.1.0.1, 00:50:45, Tunnel0
 O IA 150.1.2.2 [110/1001] via 155.1.0.2, 00:50:45, Tunnel0
 O 150.1.3.3 [110/1001] via 155.1.0.3, 00:50:45, Tunnel0
 O 150.1.4.4 [110/2] via 155.1.45.4, 00:50:45, GigabitEthernet1.45
 O IA 150.1.6.6 [110/3] via 155.1.45.4, 00:50:45, GigabitEthernet1.45
 O IA 150.1.7.7 [110/1002] via 155.1.0.3, 00:50:45, Tunnel0
 O 150.1.8.8 [110/2] via 155.1.58.8, 00:49:57, GigabitEthernet1.58
 O IA 150.1.9.9 [110/1003] via 155.1.0.3, 00:50:45, Tunnel0
 O 150.1.10.10 [110/3] via 155.1.58.8, 00:08:20, GigabitEthernet1.58
 When the distribute-list has been applied on R5, the routes 150.1.2.2/32 and 150.1.1.1/32 no longer appear in the routing table:
 R5#show ip route ospf | i 150.1.
 150.1.0.0/32 is subnetted, 8 subnets
 O 150.1.3.3 [110/1001] via 155.1.0.3, 00:00:03, Tunnel0
 O 150.1.4.4 [110/2] via 155.1.45.4, 00:00:03, GigabitEthernet1.45
 O IA 150.1.6.6 [110/3] via 155.1.45.4, 00:00:03, GigabitEthernet1.45
 O IA 150.1.7.7 [110/1002] via 155.1.0.3, 00:00:03, Tunnel0
 O 150.1.8.8 [110/2] via 155.1.58.8, 00:00:03, GigabitEthernet1.58
 O IA 150.1.9.9 [110/1003] via 155.1.0.3, 00:00:03, Tunnel0
 O 150.1.10.10 [110/3] via 155.1.58.8, 00:00:03, GigabitEthernet1.58
 However, information for these two prefixes still exists in the OSPF database of R5:
 R5#show ip ospf database router 150.1.1.1
 OSPF Router with ID (150.1.5.5) (Process ID 1)
 Router Link States (Area 0)
 Routing Bit Set on this LSA in topology Base with MTID 0
 LS age: 1592
 Options: (No TOS-capability, DC)
 LS Type: Router Links
 Link State ID: 150.1.1.1
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Advertising Router: 150.1.1.1
 LS Seq Number: 80000587
 Checksum: 0xC32E
 Length: 60
 Area Border Router
 Number of Links: 3
 Link connected to: a Stub Network
 (Link ID) Network/subnet number: 150.1.1.1
 (Link Data) Network Mask: 255.255.255.255
 Number of MTID metrics: 0
 TOS 0 Metrics: 1
 Link connected to: another Router (point-to-point)
 (Link ID) Neighboring Router ID: 150.1.5.5
 (Link Data) Router Interface address: 155.1.0.1
 Number of MTID metrics: 0
 TOS 0 Metrics: 1000
 Link connected to: a Stub Network
 (Link ID) Network/subnet number: 155.1.0.1
 (Link Data) Network Mask: 255.255.255.255
 Number of MTID metrics: 0
 TOS 0 Metrics: 0
 !
 ! R5#show ip ospf database summary 150.1.2.2
 OSPF Router with ID (150.1.5.5) (Process ID 1)
 Summary Net Link States (Area 0)
 Routing Bit Set on this LSA in topology Base with MTID 0
 LS age: 1095
 Options: (No TOS-capability, DC, Upward)
 LS Type: Summary Links(Network) Link State ID: 150.1.2.2 (summary Network Number)
 Advertising Router: 150.1.2.2
 LS Seq Number: 80000089
 Checksum: 0x3943
 Length: 28 Network Mask: /32
 MTID: 0 Metric: 1
 LS age: 1721
 Options: (No TOS-capability, DC, Upward)
 LS Type: Summary Links(Network)
 Link State ID: 150.1.2.2 (summary Network Number)
 Advertising Router: 150.1.3.3
 LS Seq Number: 8000002C
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Checksum: 0xF0E5
 Length: 28
 Network Mask: /32
 MTID: 0 Metric: 2
 PitfallThis type of design can result in traffic black holes if not implemented carefully. If R5 were configured with the distribute-list, but R8 and R10 were not, traffic from R10 toward 150.1.1.1/32 would be sent to R8, from R8 to R5, and then black holed on R5. When implementing inbound distribute-list filtering, ensure that all routers still agree on the forwarding paths in the network.
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CCIE Routing & Switching v5 Workbook - CCIE R&S v5 Advanced Technology Labs - OSPF
 OSPF Summarization and Discard Routes
 A Note On Section Initial Configuration Files : You must load the initial configuration files for the section, named Basic OSPF Routing , which can be found in CCIE R&S v5 Topology Diagrams & Initial Configurations. Reference the Advanced Technology Labs OSPF Diagram to complete this task.
 Task
 Configure distribute-list filtering on R3 and R5 so that these devices do not install routes to the Loopback0 networks of R7 and R9.Configure R7 to originate a default route into OSPF.Configure R3 to advertise the summary 150.1.0.0/20 into area 0.
 Ensure that R3 and R5 can still reach the Loopback0 networks of R7 and R9.
 Configuration
 R3 , R5:
 router ospf 1
 distribute-list 1 in
 !
 access-list 1 deny 150.1.7.7 0.0.0.0
 access-list 1 deny 150.1.9.9 0.0.0.0
 access-list 1 permit any
 R3:
 router ospf 1
 no discard-route internal
 area 2 range 150.1.0.0 255.255.240.0
 R7:
 router ospf 1
 http://labs.ine.com/workbook/view/rs-v5-workbook/task/ccie-r-s-v5-topology-diagrams-initial-configurations-MTk3Ng==
 http://labs.ine.com/workbook/view/rs-v5-workbook/task/ccie-r-s-v5-topology-diagrams-initial-configurations-MTk3Ng==
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default-information originate always
 Verification
 When summarization is configured in OSPF, similar to EIGRP and BGP, a matching route to Null0 for the summary is installed locally in the routing table. This “discard” route is used to prevent the forwarding of traffic toward a shorter match, such as a default route, if no specific route toward the actual destination exists in the network.
 The automatic origination of the discard route can be disabled with the no discard-route [internal | external], where internal refers to inter-area summarization performed with the area range command, and external refers to redistributed summarization performed with the summary-address command. The operation of the discard route can be illustrated as follows. R3 and R5 have the prefixes 150.1.7.7/32 and 150.1.9.9/32 filtered out of the routing table with a distribute-list. Additionally, R3 is originating the summary 150.1.0.0/20 into area 0, which encompasses addresses 150.1.0.0 through 150.1.15.255:
 R5#show ip route | i 150.
 150.1.0.0/16 is variably subnetted, 9 subnets, 2 masks
 O IA 150.1.0.0/20 [110/1002] via 155.1.0.3, 00:03:04, Tunnel0
 O 150.1.1.1/32 [110/1001] via 155.1.0.1, 00:08:43, Tunnel0
 O 150.1.2.2/32 [110/1001] via 155.1.0.2, 00:08:43, Tunnel0
 O 150.1.3.3/32 [110/1001] via 155.1.0.3, 00:08:43, Tunnel0
 O 150.1.4.4/32 [110/2] via 155.1.45.4, 00:08:43, GigabitEthernet1.45
 C 150.1.5.5/32 is directly connected, Loopback0
 O IA 150.1.6.6/32 [110/3] via 155.1.45.4, 00:08:43, GigabitEthernet1.45
 O 150.1.8.8/32 [110/2] via 155.1.58.8, 00:08:43, GigabitEthernet1.58
 O 150.1.10.10/32 [110/3] via 155.1.58.8, 00:08:43, GigabitEthernet1.58
 Reachability to the network 150.1.3.3 is obtained from R5, but reachability to 150.1.7.7 is not, as it's dropped by R3:
 R5#ping 150.1.3.3
 Type escape sequence to abort.
 Sending 5, 100-byte ICMP Echos to 150.1.3.3, timeout is 2 seconds: !!!!!
 Success rate is 100 percent (5/5), round-trip min/avg/max = 1/1/3 ms
 !
 ! R5#ping 150.1.7.7
 Type escape sequence to abort.
 Sending 5, 100-byte ICMP Echos to 150.1.7.7, timeout is 2 seconds: U.U.U

Page 745
                        

Success rate is 0 percent (0/5)
 This is because R5’s longest match to 150.1.7.7 is the summary received from R3, while R3's longest match to 150.1.7.7 is the discard route via Null0, based on the configured summary. Although R3 does have a valid default path to 150.1.7.7 via R7, this cannot be used because /20 is a longer match than /0:
 R3#show ip route 150.1.7.7
 Routing entry for 150.1.0.0/20
 Known via "ospf 1", distance 110, metric 2, type intra area
 Routing Descriptor Blocks: * directly connected, via Null0
 Route metric is 2, traffic share count is 1
 !
 ! R3#show ip route 0.0.0.0
 Routing entry for 0.0.0.0/0, supernet
 Known via "ospf 1", distance 110, metric 1, candidate default path
 Tag 1, type extern 2, forward metric 1
 Last update from 155.1.37.7 on GigabitEthernet1.37, 00:10:38 ago
 Routing Descriptor Blocks: * 155.1.37.7, from 150.1.7.7, 00:10:38 ago, via GigabitEthernet1.37
 Route metric is 1, traffic share count is 1
 Route tag 1
 With the discard route removed on R3, the longest match to 150.1.7.7 is now 0.0.0.0/0:
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R3#configure terminal
 Enter configuration commands, one per line. End with CNTL/Z. R3(config)#router ospf 1
 R3(config-router)#no discard-route internal
 !
 ! R3#show ip route 150.1.7.7
 % Subnet not in table
 !
 ! R3#show ip route 0.0.0.0
 Routing entry for 0.0.0.0/0, supernet
 Known via "ospf 1", distance 110, metric 1, candidate default path
 Tag 1, type extern 2, forward metric 1
 Last update from 155.1.37.7 on GigabitEthernet1.37, 00:00:29 ago
 Routing Descriptor Blocks: * 155.1.37.7, from 150.1.7.7, 00:00:29 ago, via GigabitEthernet1.37
 Route metric is 1, traffic share count is 1
 Route tag 1
 The final result is that R5 uses the 150.1.0.0/20 prefix to route traffic for 150.1.7.7 toward R3, whereas R3 uses the 0.0.0.0/0 prefix to route the traffic toward R7:
 R5#ping 150.1.7.7
 Type escape sequence to abort.
 Sending 5, 100-byte ICMP Echos to 150.1.7.7, timeout is 2 seconds: !!!!!
 Success rate is 100 percent (5/5), round-trip min/avg/max = 1/2/5 ms
 !
 ! R5#traceroute 150.1.7.7
 Type escape sequence to abort.
 Tracing the route to 150.1.7.7
 VRF info: (vrf in name/id, vrf out name/id)
 1 155.1.0.3 3 msec 2 msec 1 msec 2 155.1.37.7 6 msec * 2 msec
 !
 ! R5#show ip route 150.1.7.7
 Routing entry for 150.1.0.0/20
 Known via "ospf 1", distance 110, metric 1002, type inter area
 Last update from 155.1.0.3 on Tunnel0, 00:15:37 ago
 Routing Descriptor Blocks: * 155.1.0.3, from 150.1.3.3, 00:15:37 ago, via Tunnel0
 Route metric is 1002, traffic share count is 1
 !
 ! R3#show ip cef 150.1.7.7
 0.0.0.0/0
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nexthop 155.1.37.7 GigabitEthernet1.37
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CCIE Routing & Switching v5 Workbook - CCIE R&S v5 Advanced Technology Labs - OSPF
 OSPF Filtering with Administrative Distance
 A Note On Section Initial Configuration Files : You must load the initial configuration files for the section, named Basic OSPF Routing , which can be found in CCIE R&S v5 Topology Diagrams & Initial Configurations. Reference the Advanced Technology Labs OSPF Diagram to complete this task.
 Task
 Configure administrative distance filtering on R10 so that it does not install a route for VLAN 146 network.
 Configuration
 R10:
 access-list 10 permit 155.1.146.0
 !
 router ospf 1
 distance 255 150.1.5.5 0.0.0.0 10
 Verification
 Like the other routing protocols, administrative distance can be changed on a per-prefix and per-neighbor basis in OSPF. One key difference, however, is that the address field in the distance command refers to the originator of the prefix into the area, not necessarily the neighbor from which you are learning the route. AD of 255 means the route cannot be installed in the routing table.
 In the output below, we can see that R10 receives a Type-3 LSA for 155.1.146.0/24
 http://labs.ine.com/workbook/view/rs-v5-workbook/task/ccie-r-s-v5-topology-diagrams-initial-configurations-MTk3Ng==
 http://labs.ine.com/workbook/view/rs-v5-workbook/task/ccie-r-s-v5-topology-diagrams-initial-configurations-MTk3Ng==
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from R5, which is the ABR for area 3. As R5 is reachable through Type-1 LSAs, SPF can be calculated and route is installed in the routing table:
 R10#show ip ospf database summary 155.1.146.0
 OSPF Router with ID (150.1.10.10) (Process ID 1)
 Summary Net Link States (Area 3)
 Routing Bit Set on this LSA in topology Base with MTID 0
 LS age: 300
 Options: (No TOS-capability, DC, Upward)
 LS Type: Summary Links(Network)
 Link State ID: 155.1.146.0 (summary Network Number) Advertising Router: 150.1.5.5
 LS Seq Number: 80000001
 Checksum: 0xF38B
 Length: 28
 Network Mask: /24 MTID: 0 Metric: 1001
 !
 ! R10#show ip route 155.1.146.0
 Routing entry for 155.1.146.0/24
 Known via "ospf 1", distance 110, metric 1003, type inter area
 Last update from 155.1.108.8 on GigabitEthernet1.108, 00:05:07 ago
 Routing Descriptor Blocks: * 155.1.108.8, from 150.1.5.5, 00:05:07 ago, via GigabitEthernet1.108
 Route metric is 1003, traffic share count is 1
 After configuration is applied, R10 will no longer install the route in routing table, but it is not filtered from OSPF database:
 R10#show ip ospf database summary 155.1.146.0
 OSPF Router with ID (150.1.10.10) (Process ID 1)
 Summary Net Link States (Area 3)
 Routing Bit Set on this LSA in topology Base with MTID 0
 LS age: 480
 Options: (No TOS-capability, DC, Upward)
 LS Type: Summary Links(Network)
 Link State ID: 155.1.146.0 (summary Network Number) Advertising Router: 150.1.5.5
 LS Seq Number: 80000001
 Checksum: 0xF38B
 Length: 28
 Network Mask: /24
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MTID: 0 Metric: 1001
 !
 ! R10#show ip route 155.1.146.0
 % Subnet not in table
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CCIE Routing & Switching v5 Workbook - CCIE R&S v5 Advanced Technology Labs - OSPF
 OSPF Filtering with Route-Maps
 A Note On Section Initial Configuration Files : You must load the initial configuration files for the section, named Basic OSPF Routing , which can be found in CCIE R&S v5 Topology Diagrams & Initial Configurations. Reference the Advanced Technology Labs OSPF Diagram to complete this task.
 Task
 Disable R5's VLAN 45 interface.Configure route-map filtering on R5 so that traffic destined to VLAN 146 is sent toward R1.
 Configuration
 http://labs.ine.com/workbook/view/rs-v5-workbook/task/ccie-r-s-v5-topology-diagrams-initial-configurations-MTk3Ng==
 http://labs.ine.com/workbook/view/rs-v5-workbook/task/ccie-r-s-v5-topology-diagrams-initial-configurations-MTk3Ng==
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R5:
 interface GigabitEthernet1.45
 shutdown
 !
 access-list 3 permit 155.1.146.0
 access-list 4 permit 155.1.0.4
 !
 route-map DENY_VLAN146_FROM_R4 deny 10
 match ip address 3
 match ip next-hop 4
 !
 route-map DENY_VLAN146_FROM_R4 permit 20
 !
 router ospf 1
 distribute-list route-map DENY_VLAN146_FROM_R4 in
 Verification
 Referencing a route-map with a distribute-list in OSPF extends the filtering capability with additional match criteria. Specifically, the matching of interface (outgoing interface in the routing table), ip address, ip next-hop, ip route-source (router-id of the originating router), metric, route-type (intra-area, inter-area, etc.), and tagging are supported inside the route-map. The limitation of this feature is that only inbound filtering is supported, and the filter is still only local to the router’s routing table; that is, the filter does not affect the OSPF database advertisements.
 In the output below, we can see that initially, after disabling R5's VLAN 45 interface, R5 has two routes to the prefix 155.1.146.0/24, via R1 and R4, both reachable over the same Tunnel0 interface through the DMVPN cloud:
 R5#show ip ospf database summary 155.1.146.0
 OSPF Router with ID (150.1.5.5) (Process ID 1)
 Summary Net Link States (Area 0)
 Routing Bit Set on this LSA in topology Base with MTID 0
 LS age: 1955
 Options: (No TOS-capability, DC, Upward)
 LS Type: Summary Links(Network)
 Link State ID: 155.1.146.0 (summary Network Number) Advertising Router: 150.1.1.1
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LS Seq Number: 80000001
 Checksum: 0xF37F
 Length: 28
 Network Mask: /24 MTID: 0 Metric: 1
 Routing Bit Set on this LSA in topology Base with MTID 0
 LS age: 1619
 Options: (No TOS-capability, DC, Upward)
 LS Type: Summary Links(Network)
 Link State ID: 155.1.146.0 (summary Network Number) Advertising Router: 150.1.4.4
 LS Seq Number: 80000025
 Checksum: 0x84C4
 Length: 28
 Network Mask: /24 MTID: 0 Metric: 1
 <output omitted>
 !
 ! R5#show ip route 155.1.146.0
 Routing entry for 155.1.146.0/24 Known via "ospf 1", distance 110, metric 1001, type inter area
 Last update from 155.1.0.1 on Tunnel0, 00:00:09 ago
 Routing Descriptor Blocks: * 155.1.0.4, from 150.1.4.4, 00:00:09 ago, via Tunnel0
 Route metric is 1001, traffic share count is 1
 155.1.0.1, from 150.1.1.1, 00:00:09 ago, via Tunnel0
 Route metric is 1001, traffic share count is 1
 With a normal distribute-list filter referencing an access-list, there would be no way to distinguish between these two prefixes because they have they are one and the same, just two different paths in the network. After configuration is applied, the path via R4 is removed from the routing table, but OSPF database is not changed:
 R5#show ip ospf database summary 155.1.146.0
 OSPF Router with ID (150.1.5.5) (Process ID 1)
 Summary Net Link States (Area 0)
 Routing Bit Set on this LSA in topology Base with MTID 0
 LS age: 1955
 Options: (No TOS-capability, DC, Upward)
 LS Type: Summary Links(Network)
 Link State ID: 155.1.146.0 (summary Network Number) Advertising Router: 150.1.1.1
 LS Seq Number: 80000001
 Checksum: 0xF37F
 Length: 28
 Network Mask: /24
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MTID: 0 Metric: 1
 Routing Bit Set on this LSA in topology Base with MTID 0
 LS age: 1619
 Options: (No TOS-capability, DC, Upward)
 LS Type: Summary Links(Network)
 Link State ID: 155.1.146.0 (summary Network Number) Advertising Router: 150.1.4.4
 LS Seq Number: 80000025
 Checksum: 0x84C4
 Length: 28
 Network Mask: /24 MTID: 0 Metric: 1
 <output omitted>
 !
 ! R5#show ip route 155.1.146.0
 Routing entry for 155.1.146.0/24
 Known via "ospf 1", distance 110, metric 1001, type inter area
 Last update from 155.1.0.1 on Tunnel0, 00:00:05 ago
 Routing Descriptor Blocks: * 155.1.0.1, from 150.1.1.1, 00:00:05 ago, via Tunnel0
 Route metric is 1001, traffic share count is 1
 The result in this case is that traffic no longer follows the path via R4, and is sent only to R1:
 R5#traceroute 155.1.146.6
 Type escape sequence to abort.
 Tracing the route to 155.1.146.6
 VRF info: (vrf in name/id, vrf out name/id) 1 155.1.0.1 3 msec 1 msec 1 msec
 2 155.1.146.6 3 msec * 3 msec
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CCIE Routing & Switching v5 Workbook - CCIE R&S v5 Advanced Technology Labs - OSPF
 OSPF NSSA ABR External Prefix Filtering
 A Note On Section Initial Configuration Files : You must load the initial configuration files for the section, named Basic OSPF Routing , which can be found in CCIE R&S v5 Topology Diagrams & Initial Configurations. Reference the Advanced Technology Labs OSPF Diagram to complete this task.
 Task
 Configure area 3 as NSSA.Configure Loopback100 on R10 with IP address 160.1.10.10/32 and redistribute it into OSPF.Configure summarization on R5 so that devices outside of area 3 do not have a route for R10's Loopback100.
 This filter should not affect any other prefixes.
 Configuration
 R5 , R8 , R10:
 router ospf 1
 area 3 nssa
 R5:
 router ospf 1
 summary-address 160.1.10.10 255.255.255.255 not-advertise
 R10:
 interface Loopback100
 ip address 160.1.10.10 255.255.255.255
 !
 route-map CONNECTED->OSPF permit 10
 match interface Loopback100
 !
 http://labs.ine.com/workbook/view/rs-v5-workbook/task/ccie-r-s-v5-topology-diagrams-initial-configurations-MTk3Ng==
 http://labs.ine.com/workbook/view/rs-v5-workbook/task/ccie-r-s-v5-topology-diagrams-initial-configurations-MTk3Ng==
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router ospf 1
 redistribute connected subnets route-map CONNECTED->OSPF
 Verification
 As previously discussed, only one ABR exit point out of an NSSA converts a Type-7 NSSA External LSA to a Type-5 External LSA, based on the translator election process. The NSSA translator can be configured to suppress the origination of the Type-5 External LSA into area 0 via the summary-address command. As shown below, R4 currently learns the prefix 160.1.10.10/32 as a Type-5 External route, originated by the NSSA translator R5.
 R5#show ip ospf database external 160.1.10.10
 OSPF Router with ID (150.1.5.5) (Process ID 1)
 Type-5 AS External Link States
 LS age: 55
 Options: (No TOS-capability, DC, Upward)
 LS Type: AS External Link Link State ID: 160.1.10.10 (External Network Number )
 Advertising Router: 150.1.5.5
 LS Seq Number: 80000001
 Checksum: 0xDFBD
 Length: 36 Network Mask: /32
 Metric Type: 2 (Larger than any link state path)
 MTID: 0
 Metric: 20
 Forward Address: 150.1.10.10
 External Route Tag: 0
 !
 ! R4#show ip route 160.1.10.10
 Routing entry for 160.1.10.10/32
 Known via "ospf 1", distance 110, metric 20, type extern 2, forward metric 4
 Last update from 155.1.45.5 on GigabitEthernet1.45, 00:00:00 ago
 Routing Descriptor Blocks: * 155.1.45.5, from 150.1.5.5, 00:00:00 ago, via GigabitEthernet1.45
 Route metric is 20, traffic share count is 1
 !
 ! R4#traceroute 160.1.10.10
 Type escape sequence to abort.
 Tracing the route to 160.1.10.10
 VRF info: (vrf in name/id, vrf out name/id)
 1 155.1.45.5 7 msec 2 msec 8 msec
 2 155.1.58.8 2 msec 4 msec 1 msec
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3 155.1.108.10 4 msec * 3 msec
 To suppress the advertisement of this prefix into area 0, R5 configures a summary-
 address with an identical mask of the original NSSA external route, but adds the not-advertise argument to the summary. The main difference between this filtering
 technique and the previously seen distribute-lists and administrative distance filters is that the prefix is filtered out of the database, not just the routing table. This can be verified by R5’s lack of Type-5 LSA information, as shown below:
 R5#show ip ospf database external 160.1.10.10
 OSPF Router with ID (150.1.5.5) (Process ID 1) R5#
 !
 ! R4#show ip route 160.1.10.10
 % Network not in table
 The Type-7 LSA originated by R10, is not filtered from the database, and thus R5 and all area 3 routers have reachability with R10's Loopback100:
 R5#show ip ospf database nssa-external 160.1.10.10
 OSPF Router with ID (150.1.5.5) (Process ID 1)
 Type-7 AS External Link States (Area 3)
 Routing Bit Set on this LSA in topology Base with MTID 0
 LS age: 270
 Options: (No TOS-capability, Type 7/5 translation, DC, Upward)
 LS Type: AS External Link Link State ID: 160.1.10.10 (External Network Number )
 Advertising Router: 150.1.10.10
 LS Seq Number: 80000001
 Checksum: 0xA7F
 Length: 36 Network Mask: /32
 Metric Type: 2 (Larger than any link state path)
 MTID: 0
 Metric: 20
 Forward Address: 150.1.10.10
 External Route Tag: 0
 !
 ! R5#show ip route 160.1.10.10
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Routing entry for 160.1.10.10/32
 Known via "ospf 1", distance 110, metric 20, type NSSA extern 2, forward metric 3
 Last update from 155.1.58.8 on GigabitEthernet1.58, 00:05:10 ago
 Routing Descriptor Blocks: * 155.1.58.8, from 150.1.10.10, 00:05:10 ago, via GigabitEthernet1.58
 Route metric is 20, traffic share count is 1
 !
 !
 R5#traceroute 160.1.10.10
 Type escape sequence to abort.
 Tracing the route to 160.1.10.10
 VRF info: (vrf in name/id, vrf out name/id)
 1 155.1.58.8 3 msec 7 msec 3 msec 2 155.1.108.10 7 msec * 3 msec
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CCIE Routing & Switching v5 Workbook - CCIE R&S v5 Advanced Technology Labs - OSPF
 OSPF Database Filtering
 A Note On Section Initial Configuration Files : You must load the initial configuration files for the section, named Basic OSPF Routing , which can be found in CCIE R&S v5 Topology Diagrams & Initial Configurations. Reference the Advanced Technology Labs OSPF Diagram to complete this task.
 Task
 Configure R7 so that R9 cannot learn any OSPF routes from R7, but R7 can still learn OSPF routes from R9.Configure R5 so that R2 cannot learn from R5, but R5 can still learn OSPF routes from R2.
 Configuration
 R5:
 router ospf 1
 neighbor 155.1.0.2 database-filter all out
 R7:
 interface GigabitEthernet1.79
 ip ospf database-filter all out
 Verification
 The OSPF command database-filter all out is similar in operation to the passive-
 interface command in RIPv2. This feature allows the formation of OSPF neighbors, because hello packets are not filtered out, but it stops the advertisements of all LSAs out the interface or to the neighbor in question. As shown below, R7 learns
 http://labs.ine.com/workbook/view/rs-v5-workbook/task/ccie-r-s-v5-topology-diagrams-initial-configurations-MTk3Ng==
 http://labs.ine.com/workbook/view/rs-v5-workbook/task/ccie-r-s-v5-topology-diagrams-initial-configurations-MTk3Ng==
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prefixes from R9, but R9 has no LSAs in the database, with the exception of locally originated ones:
 R7#show ip ospf database router adv-router 150.1.9.9
 OSPF Router with ID (150.1.7.7) (Process ID 1)
 Router Link States (Area 2)
 LS age: 6
 Options: (No TOS-capability, DC)
 LS Type: Router Links
 Link State ID: 150.1.9.9
 Advertising Router: 150.1.9.9
 LS Seq Number: 80000003
 Checksum: 0x88F9
 Length: 60
 Number of Links: 3
 Link connected to: a Stub Network (Link ID) Network/subnet number: 150.1.9.9
 (Link Data) Network Mask: 255.255.255.255
 Number of MTID metrics: 0
 TOS 0 Metrics: 1
 Link connected to: a Transit Network (Link ID) Designated Router address: 155.1.79.9
 (Link Data) Router Interface address: 155.1.79.9
 Number of MTID metrics: 0
 TOS 0 Metrics: 1
 Link connected to: a Stub Network
 (Link ID) Network/subnet number: 155.1.9.0
 (Link Data) Network Mask: 255.255.255.0
 Number of MTID metrics: 0
 TOS 0 Metrics: 1
 !
 ! R7#show ip route ospf | i GigabitEthernet1.79
 O 150.1.9.9 [110/2] via 155.1.79.9, 00:00:24, GigabitEthernet1.79
 O 155.1.9.0/24 [110/2] via 155.1.79.9, 00:00:24, GigabitEthernet1.79
 !
 ! R9#show ip ospf database
 OSPF Router with ID (150.1.9.9) (Process ID 1)
 Router Link States (Area 2)
 Link ID ADV Router
 Age Seq# Checksum Link count
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150.1.9.9 150.1.9.9
 43 0x80000003 0x0088F9 3
 Net Link States (Area 2)
 Link ID ADV Router
 Age Seq# Checksum 155.1.79.9 150.1.9.9
 43 0x80000001 0x003517
 !
 ! R9#show ip route ospf
 Codes: L - local, C - connected, S - static, R - RIP, M - mobile, B - BGP
 D - EIGRP, EX - EIGRP external, O - OSPF, IA - OSPF inter area
 N1 - OSPF NSSA external type 1, N2 - OSPF NSSA external type 2
 E1 - OSPF external type 1, E2 - OSPF external type 2
 i - IS-IS, su - IS-IS summary, L1 - IS-IS level-1, L2 - IS-IS level-2
 ia - IS-IS inter area, * - candidate default, U - per-user static route
 o - ODR, P - periodic downloaded static route, H - NHRP, l - LISP
 a - application route
 + - replicated route, % - next hop override
 Gateway of last resort is not set
 R9#
 Likewise, R5 learns LSAs from R2, but R2 cannot learn any LSAs from R5:
 R2#show ip ospf database adv-router 150.1.5.5
 OSPF Router with ID (150.1.2.2) (Process ID 1) R2#
 !
 ! R2#show ip route ospf | i Tunnel
 R2#
 !
 ! R5#show ip ospf database adv-router 150.1.2.2
 OSPF Router with ID (150.1.5.5) (Process ID 1)
 Router Link States (Area 0)
 Link ID ADV Router
 Age Seq# Checksum Link count 150.1.2.2 150.1.2.2
 106 0x80000008 0x00FE6F 3
 Summary Net Link States (Area 0)
 Link ID ADV Router
 Age Seq# Checksum 155.1.23.0 150.1.2.2
 111 0x80000001 0x0035B7
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!
 ! R5#show ip route ospf | i Tunnel
 O 150.1.1.1 [110/1001] via 155.1.0.1, 00:19:06, Tunnel0
 O 150.1.2.2 [110/1001] via 155.1.0.2, 00:01:32, Tunnel0
 O 150.1.3.3 [110/1001] via 155.1.0.3, 00:19:06, Tunnel0
 O IA 150.1.7.7 [110/1002] via 155.1.0.3, 00:19:06, Tunnel0
 O IA 150.1.9.9 [110/1003] via 155.1.0.3, 00:17:45, Tunnel0
 O 155.1.0.1/32 [110/1000] via 155.1.0.1, 00:19:06, Tunnel0
 O 155.1.0.2/32 [110/1000] via 155.1.0.2, 00:01:32, Tunnel0
 O 155.1.0.3/32 [110/1000] via 155.1.0.3, 00:19:06, Tunnel0
 O IA 155.1.7.0/24 [110/1002] via 155.1.0.3, 00:19:06, Tunnel0
 O IA 155.1.9.0/24 [110/1003] via 155.1.0.3, 00:17:45, Tunnel0
 O IA 155.1.13.0/24 [110/1001] via 155.1.0.3, 00:19:06, Tunnel0
 [110/1001] via 155.1.0.1, 00:19:06, Tunnel0
 O IA 155.1.23.0/24 [110/1001] via 155.1.0.3, 00:19:06, Tunnel0
 [110/1001] via 155.1.0.2, 00:01:32, Tunnel0
 O IA 155.1.37.0/24 [110/1001] via 155.1.0.3, 00:19:06, Tunnel0
 O IA 155.1.67.0/24 [110/1002] via 155.1.0.3, 00:19:06, Tunnel0
 O IA 155.1.79.0/24 [110/1002] via 155.1.0.3, 00:19:06, Tunnel0
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CCIE Routing & Switching v5 Workbook - CCIE R&S v5 Advanced Technology Labs - OSPF
 OSPF Stub Router Advertisement
 A Note On Section Initial Configuration Files : You must load the initial configuration files for the section, named Basic OSPF Routing , which can be found in CCIE R&S v5 Topology Diagrams & Initial Configurations. Reference the Advanced Technology Labs OSPF Diagram to complete this task.
 Task
 Configure R4 to advertise the maximum metric value to all neighbors inside its Type-1 Router LSA.
 Configuration
 R4:
 router ospf 1
 max-metric router-lsa
 Verification
 The OSPF Stub Router Advertisement feature, not to be confused with OSPF stub areas, is used to prevent traffic black holes caused by device adds or removes to or from the OSPF topology. Essentially, this feature causes the router to advertise a maximum metric for non-stub destinations, making it the worst cost path to all destinations. The result is that upon initializing the OSPF process, transit traffic will not flow through the stub router unless it is the only possible path. When the routing domain is fully converged, the max metric value can be withdrawn, allowing normal forwarding to occur through the device.
 http://labs.ine.com/workbook/view/rs-v5-workbook/task/ccie-r-s-v5-topology-diagrams-initial-configurations-MTk3Ng==
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The max-metric router-lsa syntax unconditionally advertises the maximum metric until the command is removed, whereas the max-metric router-lsa on-startup wait-
 for-bgp option causes the router to advertise the maximum metric until BGP keepalives are received from all neighbors (keepalives in BGP indicate that convergence is complete), and the max-metric router-lsa on-startup announce-time
 controls how long the router should advertise the maximum metric after a reload.
 In the output below, we can see that R5 learns the prefix 155.1.146.0/24 from R4 via its VLAN 45 interface, and installs it in its routing table with a metric of 2:
 R5#show ip ospf database summary 155.1.146.0
 OSPF Router with ID (150.1.5.5) (Process ID 1)
 Summary Net Link States (Area 0)
 LS age: 1179
 Options: (No TOS-capability, DC, Upward)
 LS Type: Summary Links(Network)
 Link State ID: 155.1.146.0 (summary Network Number)
 Advertising Router: 150.1.1.1
 LS Seq Number: 8000000A
 Checksum: 0xE188
 Length: 28
 Network Mask: /24
 MTID: 0 Metric: 1
 Routing Bit Set on this LSA in topology Base with MTID 0
 LS age: 997
 Options: (No TOS-capability, DC, Upward)
 LS Type: Summary Links(Network)
 Link State ID: 155.1.146.0 (summary Network Number) Advertising Router: 150.1.4.4
 LS Seq Number: 8000000A
 Checksum: 0xBAA9
 Length: 28 Network Mask: /24
 MTID: 0 Metric: 1
 !
 ! R5#show ip route 155.1.146.0
 Routing entry for 155.1.146.0/24 Known via "ospf 1", distance 110, metric 2, type inter area
 Last update from 155.1.45.4 on GigabitEthernet1.45, 05:16:48 ago
 Routing Descriptor Blocks: * 155.1.45.4, from 150.1.4.4, 05:16:48 ago, via GigabitEthernet1.45
 Route metric is 2, traffic share count is 1

Page 765
                        

R4 currently advertises a metric of 1 to its transit link of VLAN 146. After the max-metric router-lsa command is configured, R4 advertises the maximum cost of 65535 for VLAN 146, essentially making it the worst-cost path. The final result is that R5 no longer uses R4 to reach this destination:
 R4#configure terminal
 Enter configuration commands, one per line. End with CNTL/Z. R4(config)#router ospf 1
 R4(config-router)#max-metric router-lsa
 !
 ! R5#show ip ospf database summary 155.1.146.0
 OSPF Router with ID (150.1.5.5) (Process ID 1)
 Summary Net Link States (Area 0)
 Routing Bit Set on this LSA in topology Base with MTID 0
 LS age: 1303
 Options: (No TOS-capability, DC, Upward)
 LS Type: Summary Links(Network)
 Link State ID: 155.1.146.0 (summary Network Number)
 Advertising Router: 150.1.1.1
 LS Seq Number: 8000000A
 Checksum: 0xE188
 Length: 28
 Network Mask: /24
 MTID: 0 Metric: 1
 LS age: 1
 Options: (No TOS-capability, DC, Upward)
 LS Type: Summary Links(Network)
 Link State ID: 155.1.146.0 (summary Network Number) Advertising Router: 150.1.4.4
 LS Seq Number: 8000000B
 Checksum: 0xAEB5
 Length: 28 Network Mask: /24
 MTID: 0 Metric: 65535
 !
 ! R5#show ip route 155.1.146.0
 Routing entry for 155.1.146.0/24 Known via "ospf 1", distance 110, metric 1001, type inter area
 Last update from 155.1.0.1 on Tunnel0, 00:00:28 ago
 Routing Descriptor Blocks: * 155.1.0.1, from 150.1.1.1, 00:00:28 ago, via Tunnel0
 Route metric is 1001, traffic share count is 1
 !
 ! R5#traceroute 155.1.146.6
 Type escape sequence to abort.
 Tracing the route to 155.1.146.6

Page 766
                        

VRF info: (vrf in name/id, vrf out name/id) 1 155.1.0.1 8 msec 1 msec 1 msec
 2 155.1.146.6 5 msec * 3 msec
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CCIE Routing & Switching v5 Workbook - CCIE R&S v5 Advanced Technology Labs - OSPF
 OSPF Interface Timers
 A Note On Section Initial Configuration Files : You must load the initial configuration files for the section, named Basic OSPF Routing , which can be found in CCIE R&S v5 Topology Diagrams & Initial Configurations. Reference the Advanced Technology Labs OSPF Diagram to complete this task.
 Task
 Configure R5 and R8 to send OSPF hello packets every five seconds on VLAN 58, and wait for seven seconds before declaring a neighbor down.Configure R4 and R5 to send OSPF hello packets every 250ms on VLAN 45.
 Configuration
 http://labs.ine.com/workbook/view/rs-v5-workbook/task/ccie-r-s-v5-topology-diagrams-initial-configurations-MTk3Ng==
 http://labs.ine.com/workbook/view/rs-v5-workbook/task/ccie-r-s-v5-topology-diagrams-initial-configurations-MTk3Ng==
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R4:
 interface GigabitEthernet1.45
 ip ospf dead-interval minimal hello-multiplier 4
 R5:
 interface GigabitEthernet1.58
 ip ospf hello-interval 5
 ip ospf dead-interval 7
 !
 interface GigabitEthernet1.45
 ip ospf dead-interval minimal hello-multiplier 4
 R8:
 interface GigabitEthernet1.58
 ip ospf hello-interval 5
 ip ospf dead-interval 7
 Verification
 OSPF hello and dead timers must match for adjacency to occur. When the ip ospf
 hello-interval command is modified without the ip ospf dead-interval command, the dead timer is automatically set to be four times the configured hello. Default values for these timers are 10 seconds for hello interval and 40 seconds for dead interval, or 30 seconds for hello interval and 120 seconds for dead interval. The OSPF network-type dictates what values are used by default, lower values being active for broadcast and point-to-point and higher values for all other.
 With the OSPF sub-second hello feature, the dead timer is set to 1 second, and the hello interval is set to 1000 ms/hello-multiplier. Per the above command ip ospf
 dead-interval minimal hello-multiplier 4 , the dead interval is 1 second, and the hello interval is 250 ms (four times per second). When using minimal hello, the multiplier value does not need to match between neighbors, however there is no reason to configure it in asymmetric fashion. Verify the hello and dead intervals:
 R5#show ip ospf interface gigabitEthernet 1.58
 GigabitEthernet1.58 is up, line protocol is up
 Internet Address 155.1.58.5/24, Area 3, Attached via Network Statement
 Process ID 1, Router ID 150.1.5.5, Network Type BROADCAST, Cost: 1
 Topology-MTID Cost Disabled Shutdown Topology Name
 0 1 no no Base
 Transmit Delay is 1 sec, State BDR, Priority 1
 Designated Router (ID) 150.1.8.8, Interface address 155.1.58.8

Page 769
                        

Backup Designated router (ID) 150.1.5.5, Interface address 155.1.58.5 Timer intervals configured,
 Hello 5, Dead 7
 , Wait 7, Retransmit 5
 oob-resync timeout 40
 Hello due in 00:00:04
 Supports Link-local Signaling (LLS)
 Cisco NSF helper support enabled
 IETF NSF helper support enabled
 Can be protected by per-prefix Loop-Free FastReroute
 Can be used for per-prefix Loop-Free FastReroute repair paths
 Index 1/3, flood queue length 0
 Next 0x0(0)/0x0(0)
 Last flood scan length is 18, maximum is 20
 Last flood scan time is 0 msec, maximum is 1 msec
 Neighbor Count is 1, Adjacent neighbor count is 1
 Adjacent with neighbor 150.1.8.8 (Designated Router)
 Suppress hello for 0 neighbor(s)
 !
 ! R5#show ip ospf interface gigabitEthernet1.45
 GigabitEthernet1.45 is up, line protocol is up
 Internet Address 155.1.45.5/24, Area 0, Attached via Network Statement
 Process ID 1, Router ID 150.1.5.5, Network Type BROADCAST, Cost: 1
 Topology-MTID Cost Disabled Shutdown Topology Name
 0 1 no no Base
 Transmit Delay is 1 sec, State DR, Priority 1
 Designated Router (ID) 150.1.5.5, Interface address 155.1.45.5
 Backup Designated router (ID) 150.1.4.4, Interface address 155.1.45.4 Timer intervals configured,
 Hello 250 msec, Dead 1
 , Wait 1, Retransmit 5
 oob-resync timeout 40
 Hello due in 21 msec
 Supports Link-local Signaling (LLS)
 Cisco NSF helper support enabled
 IETF NSF helper support enabled
 Can be protected by per-prefix Loop-Free FastReroute
 Can be used for per-prefix Loop-Free FastReroute repair paths
 Index 2/2, flood queue length 0
 Next 0x0(0)/0x0(0)
 Last flood scan length is 6, maximum is 9
 Last flood scan time is 0 msec, maximum is 1 msec
 Neighbor Count is 1, Adjacent neighbor count is 1
 Adjacent with neighbor 150.1.4.4 (Backup Designated Router)
 Suppress hello for 0 neighbor(s)
 Verify that R5 is still OSPF neighbor with R4 and R8 over the links with modifid
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values:
 R5#show ip ospf neighbor
 Neighbor ID Pri State Dead Time Address Interface
 150.1.4.4 1 FULL/BDR 840 msec 155.1.45.4 GigabitEthernet1.45
 150.1.2.2 0 FULL/ - 00:01:34 155.1.0.2 Tunnel0
 150.1.4.4 0 FULL/ - 00:01:34 155.1.0.4 Tunnel0
 150.1.3.3 0 FULL/ - 00:01:34 155.1.0.3 Tunnel0
 150.1.1.1 0 FULL/ - 00:01:34 155.1.0.1 Tunnel0
 150.1.8.8 1 FULL/DR 00:00:03 155.1.58.8 GigabitEthernet1.58
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CCIE Routing & Switching v5 Workbook - CCIE R&S v5 Advanced Technology Labs - OSPF
 OSPF Global Timers
 You must load the initial configuration files for the section, Basic OSPF Routing , which can be found in CCIE R&S v5 Topology Diagrams & Initial Configurations. Reference the Advanced Technology Labs OSPF Diagram to complete this task.
 Task
 Modify R4 and R5’s OSPF timers as follows: SPF throttling to start new re-calculation at least 100 ms after a new LSA arrives.The second SPF calculation should occur no less than 1 second after the first one, and the maximum wait time should be no more than 10 seconds.LSA pacing to wait at least 50 ms between consecutive link-state updates; LSA retransmissions should be paced at least 75 ms apart.LSA throttling to generate subsequent LSAs after 10 ms, to wait at least 4 seconds to generate the next LSA, and no more than 6 seconds between generation of the same LSA.LSA arrival throttling to wait 2 seconds between reception of the same LSA from a neighbor.
 Configure R4 and R5 to assume that LSA transmission takes 2 seconds on the point-
 to-point link between them.
 LSA retransmission should occur if an acknowledgement is not received within 10 seconds over this link.
 Configuration
 R4:
 router ospf 1
 timers throttle spf 100 1000 10000
 http://labs.ine.com/workbook/view/rs-v5-workbook/task/ccie-r-s-v5-topology-diagrams-initial-configurations-MTk3Ng==
 http://labs.ine.com/workbook/view/rs-v5-workbook/task/ccie-r-s-v5-topology-diagrams-initial-configurations-MTk3Ng==
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timers pacing flood 50
 timers pacing retransmission 75
 timers throttle lsa 10 4000 6000
 timers lsa arrival 2000
 !
 interface GigabitEthernet1.45
 ip ospf transmit-delay 2
 ip ospf retransmit-interval 10
 R5:
 router ospf 1
 timers throttle spf 100 1000 10000
 timers pacing flood 50
 timers pacing retransmission 75
 timers throttle lsa 10 4000 6000
 timers lsa arrival 2000
 !
 interface GigabitEthernet1.45
 ip ospf transmit-delay 2
 ip ospf retransmit-interval 10
 Verification
 OSPF packet and SPF pacing/throttling timers control how fast OSPF responds to convergence events. In the majority of deployments, the default values should not need modification. Within the scope of the CCIE lab exam, determining which timers control which events should be self explanatory based on the usage guidelines of the commands in the OSPF command reference section of the documentation. These timers can be verified as follows.
 R5#show ip ospf
 Routing Process "ospf 1" with ID 150.1.5.5
 Start time: 07:12:32.508, Time elapsed: 05:38:36.303
 Supports only single TOS(TOS0) routes
 Supports opaque LSA
 Supports Link-local Signaling (LLS)
 Supports area transit capability
 Supports NSSA (compatible with RFC 3101)
 Event-log enabled, Maximum number of events: 1000, Mode: cyclic
 It is an area border router
 Router is not originating router-LSAs with maximum metric Initial SPF schedule delay 100 msecs
 Minimum hold time between two consecutive SPFs 1000 msecs
 Maximum wait time between two consecutive SPFs 10000 msecs
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Incremental-SPF disabled Initial LSA throttle delay 10 msecs
 Minimum hold time for LSA throttle 4000 msecs
 Maximum wait time for LSA throttle 6000 msecs
 Minimum LSA arrival 2000 msecs
 LSA group pacing timer 240 secs Interface flood pacing timer 50 msecs
 Retransmission pacing timer 75 msecs
 Number of external LSA 0. Checksum Sum 0x000000
 Number of opaque AS LSA 0. Checksum Sum 0x000000
 Number of DCbitless external and opaque AS LSA 0
 Number of DoNotAge external and opaque AS LSA 0
 Number of areas in this router is 2. 2 normal 0 stub 0 nssa
 Number of areas transit capable is 0
 External flood list length 0
 IETF NSF helper support enabled
 Cisco NSF helper support enabled
 Reference bandwidth unit is 100 mbps
 <output omitted>
 !
 ! R5#show ip ospf interface gigabitEthernet1.45
 GigabitEthernet1.45 is up, line protocol is up
 Internet Address 155.1.45.5/24, Area 0, Attached via Network Statement
 Process ID 1, Router ID 150.1.5.5, Network Type BROADCAST, Cost: 1
 Topology-MTID Cost Disabled Shutdown Topology Name
 0 1 no no Base Transmit Delay is 2 sec
 , State DR, Priority 1
 Designated Router (ID) 150.1.5.5, Interface address 155.1.45.5
 Backup Designated router (ID) 150.1.4.4, Interface address 155.1.45.4
 Timer intervals configured, Hello 250 msec, Dead 1, Wait 1, Retransmit 10
 oob-resync timeout 40
 Hello due in 188 msec
 Supports Link-local Signaling (LLS)
 Cisco NSF helper support enabled
 IETF NSF helper support enabled
 Can be protected by per-prefix Loop-Free FastReroute
 Can be used for per-prefix Loop-Free FastReroute repair paths
 Index 2/2, flood queue length 0
 Next 0x0(0)/0x0(0)
 Last flood scan length is 8, maximum is 9
 Last flood scan time is 0 msec, maximum is 1 msec
 Neighbor Count is 1, Adjacent neighbor count is 1
 Adjacent with neighbor 150.1.4.4 (Backup Designated Router)
 Suppress hello for 0 neighbor(s)
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CCIE Routing & Switching v5 Workbook - CCIE R&S v5 Advanced Technology Labs - OSPF
 OSPF Resource Limiting
 A Note On Section Initial Configuration Files : You must load the initial configuration files for the section, named Basic OSPF Routing , which can be found in CCIE R&S v5 Topology Diagrams & Initial Configurations. Reference the Advanced Technology Labs OSPF Diagram to complete this task.
 Task
 Configure Loopback100 on R4 with IP address of 160.1.4.4/32 and redistribute it into OSPF.Configure R4 so that no more than 5000 LSAs can exist in the database.
 No more than 500 of these routes should be originated through redistribution.
 Configuration
 R4:
 interface Loopback100
 ip address 160.1.4.4 255.255.255.255
 !
 route-map CONNECTED->OSPF permit 10
 match interface Loopback100
 !
 router ospf 1
 redistribute connected subnets route-map CONNECTED->OSPF
 max-lsa 5000
 redistribute maximum-prefix 500
 http://labs.ine.com/workbook/view/rs-v5-workbook/task/ccie-r-s-v5-topology-diagrams-initial-configurations-MTk3Ng==
 http://labs.ine.com/workbook/view/rs-v5-workbook/task/ccie-r-s-v5-topology-diagrams-initial-configurations-MTk3Ng==
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Verification
 LSA and redistributed prefix limiting in OSPF is used to prevent attacks or misconfigurations in the OSPF domain, which could interrupt normal forwarding, such as if the full Internet BGP table were accidentally redistributed into IGP. Verify the configured settings:
 R4#show ip ospf
 Routing Process "ospf 1" with ID 150.1.4.4
 Start time: 07:12:23.280, Time elapsed: 05:51:14.036
 Supports only single TOS(TOS0) routes
 Supports opaque LSA
 Supports Link-local Signaling (LLS)
 Supports area transit capability
 Supports NSSA (compatible with RFC 3101) Maximum number of non self-generated LSA allowed 5000
 Current number of non self-generated LSA 55
 Threshold for warning message 75%
 Ignore-time 5 minutes, reset-time 10 minutes
 Ignore-count allowed 5, current ignore-count 0
 Event-log enabled, Maximum number of events: 1000, Mode: cyclic
 It is an area border and autonomous system boundary router Redistributing External Routes from,
 connected, includes subnets in redistribution
 Maximum limit of redistributed prefixes 500
 Threshold for warning message 75%
 Router is not originating router-LSAs with maximum metric
 Unset reason: unconfigured
 Unset time: 12:36:57.639, Time elapsed: 00:26:39.677
 Initial SPF schedule delay 5000 msecs
 Minimum hold time between two consecutive SPFs 10000 msecs
 Maximum wait time between two consecutive SPFs 10000 msecs
 Incremental-SPF disabled
 Minimum LSA interval 5 secs
 Minimum LSA arrival 1000 msecs
 LSA group pacing timer 240 secs
 Interface flood pacing timer 33 msecs
 Retransmission pacing timer 66 msecs
 Number of external LSA 0. Checksum Sum 0x000000
 Number of opaque AS LSA 0. Checksum Sum 0x000000
 Number of DCbitless external and opaque AS LSA 0
 Number of DoNotAge external and opaque AS LSA 0
 Number of areas in this router is 2. 2 normal 0 stub 0 nssa
 Number of areas transit capable is 0
 External flood list length 1
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IETF NSF helper support enabled
 Cisco NSF helper support enabled
 Reference bandwidth unit is 100 mbps
 <output omitted>
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CCIE Routing & Switching v5 Workbook - CCIE R&S v5 Advanced Technology Labs - OSPF
 Miscellaneous OSPF Features
 A Note On Section Initial Configuration Files : You must load the initial configuration files for the section, named Basic OSPF Routing , which can be found in CCIE R&S v5 Topology Diagrams & Initial Configurations. Reference the Advanced Technology Labs OSPF Diagram to complete this task.
 Task
 Configure R10 so that it does not generate a log message upon receipt of a Type-6 LSA advertisement.Configure R10 so that it does not account for the MTU value when establishing adjacencies on its GigabitEthernet1.108 interface.Configure R10 to reflect the following output:
 R10#show ip ospf neighbor
 Neighbor ID Pri State Dead Time Address Interface R8
 1 FULL/BDR 00:00:36 155.1.108.8 GigabitEthernet1.108
 Configuration
 R10:
 ip host R8 150.1.8.8
 ip ospf name-lookup
 !
 interface GigabitEthernet1.108
 http://labs.ine.com/workbook/view/rs-v5-workbook/task/ccie-r-s-v5-topology-diagrams-initial-configurations-MTk3Ng==
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ip ospf mtu-ignore
 !
 router ospf 1
 ignore lsa mospf
 Verification
 Cisco’s implementation of OSPFv2 does not support Multicast OSPF, which is advertised through LSA Type-6. Upon receipt of this LSA type from a non-Cisco OSPF router, a log message is generated. To disable this, issue the ignore lsa
 mospf command under the OSPF process.
 A neighbor relationship cannot occur if two OSPF neighbors have different MTU values on their interfaces. If the MTU difference is by design, the interface-level command ip ospf mtu-ignore removes this requirement from the adjacency establishment.
 The ip ospf name-lookup command performs DNS resolution on the OSPF router-id value in show commands to simplify the identification of neighbors:
 R10#show ip ospf neighbor
 Neighbor ID Pri State Dead Time Address Interface
 R8 1 FULL/BDR 00:00:36 155.1.108.8 GigabitEthernet1.108
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CCIE Routing & Switching v5 Workbook - CCIE R&S v5 Advanced Technology Labs - OSPF
 OSPF SHA Authentication
 A Note On Section Initial Configuration Files : You must load the initial configuration files for the section, named Basic OSPF Routing , which can be found in CCIE R&S v5 Topology Diagrams & Initial Configurations. Reference the Advanced Technology Labs OSPF Diagram to complete this task.
 Task
 Configure OSPF authentication between R7 and R9 as follows: Use a key ID of 1 with the string OSPFKEY.Use SHA-2 authentication algorithm with a 256 bits digest.
 Configuration
 R7 , R9:
 key chain OSPF
 key 1
 key-string OSPFKEY
 cryptographic-algorithm hmac-sha-256
 !
 interface GigabitEthernet1.79
 ip ospf authentication key-chain OSPF
 Verification
 Type 2 OSPF authentication was extended to offer support for HMAC-SHA based authentication, and this is defined in RFC 5709. Cisco implemented support for all variants of HMAC-SHA although per the RFC, only HMAC-SHA-256 is mandatory.
 http://labs.ine.com/workbook/view/rs-v5-workbook/task/ccie-r-s-v5-topology-diagrams-initial-configurations-MTk3Ng==
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HMAC-SHA-1 uses the first version of SHA, while all the other methods use SHA-2, the second version of the function:
 HMAC-SHA-1 (160 bits digest)HMAC-SHA-256 (256 bits digest)HMAC-SHA-384 (384 bits digest)HMAC-SHA-512 (512 bits digest)
 So far, IOS does not allow you to enable SHA authentication at the area level, only at the interface level. To configure SHA authentication, you first need to define the key ID and key string by using a key-chain, jut like for RIP or EIGRP, and afterwards apply the key-chain at the interface using command ip ospf authentication key-
 chain <NAME> . By using a key-chain, which allows defining several keys with specific lifetimes, the whole process of key rotation becomes simpled and more efficient, just like in EIGRP, as OSPF will always send OSPF packets authenticated with the first valid key from the key-chain, but received OSPF packets will be matched against all valid configured keys.
 With the current IOS code, SHA authentication is not supported for virtual-links. In case of a mismatch between key ID, key string or authentication type, the debug messages are identical with the case when using MD5 authentication. With the addition of SHA to Type 2 authentication, this is now called a "Cryptographic Authentication" for both MD5 and SHA, which is also visible from the outputs. Verify that R7 and R9 use correctly use SHA-256 authentication:
 R9#show ip ospf interface gigabitEthernet1.79
 GigabitEthernet1.79 is up, line protocol is up
 Internet Address 155.1.79.9/24, Area 2, Attached via Network Statement
 Process ID 1, Router ID 150.1.9.9, Network Type BROADCAST, Cost: 1
 Topology-MTID Cost Disabled Shutdown Topology Name
 0 1 no no Base
 Transmit Delay is 1 sec, State DR, Priority 1
 Designated Router (ID) 150.1.9.9, Interface address 155.1.79.9
 Backup Designated router (ID) 150.1.7.7, Interface address 155.1.79.7
 Timer intervals configured, Hello 10, Dead 40, Wait 40, Retransmit 5
 oob-resync timeout 40
 Hello due in 00:00:05
 Supports Link-local Signaling (LLS)
 Cisco NSF helper support enabled
 IETF NSF helper support enabled
 Can be protected by per-prefix Loop-Free FastReroute
 Can be used for per-prefix Loop-Free FastReroute repair paths
 Index 2/2, flood queue length 0
 Next 0x0(0)/0x0(0)
 Last flood scan length is 1, maximum is 2
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Last flood scan time is 0 msec, maximum is 1 msec
 Neighbor Count is 1, Adjacent neighbor count is 1
 Adjacent with neighbor 150.1.7.7 (Backup Designated Router)
 Suppress hello for 0 neighbor(s) Cryptographic authentication enabled
 Sending SA: Key 1, Algorithm HMAC-SHA-256 - key chain OSPF
 !
 ! R9#show key chain
 Key-chain OSPF: key 1 -- text "OSPFKEY"
 accept lifetime (always valid) - (always valid) [valid now]
 send lifetime (always valid) - (always valid) [valid now]
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 Establishing iBGP Peerings
 A Note On Section Initial Configuration Files : You must load the initial configuration files for the section, named Initial BGP , which can be found in CCIE R&S v5 Topology Diagrams & Initial Configurations. Reference the Advanced Technology Labs With Addressing Diagram to complete this task.
 Task
 Configure BGP R1 - R8 routers using AS 100.Create a full mesh of iBGP peerings between these devices without using their Loopback0 interfaces.Advertise the Loopback0 prefixes of these devices into BGP.Ensure full IPv4 reachability for Loopback0 prefixes of R1 - R8 routers.
 Configuration
 R1:
 router bgp 100
 network 150.1.1.1 mask 255.255.255.255
 neighbor 155.1.0.2 remote-as 100
 neighbor 155.1.0.3 remote-as 100
 neighbor 155.1.0.4 remote-as 100
 neighbor 155.1.0.5 remote-as 100
 neighbor 155.1.58.8 remote-as 100
 neighbor 155.1.67.7 remote-as 100
 neighbor 155.1.146.6 remote-as 100
 R2:
 router bgp 100
 network 150.1.2.2 mask 255.255.255.255
 neighbor 155.1.0.1 remote-as 100
 http://labs.ine.com/workbook/view/rs-v5-workbook/task/ccie-r-s-v5-topology-diagrams-initial-configurations-MTk3Ng==

Page 783
                        

neighbor 155.1.0.3 remote-as 100
 neighbor 155.1.0.4 remote-as 100
 neighbor 155.1.0.5 remote-as 100
 neighbor 155.1.37.7 remote-as 100
 neighbor 155.1.58.8 remote-as 100
 neighbor 155.1.146.6 remote-as 100
 R3:
 router bgp 100
 network 150.1.3.3 mask 255.255.255.255
 neighbor 155.1.0.1 remote-as 100
 neighbor 155.1.0.2 remote-as 100
 neighbor 155.1.0.4 remote-as 100
 neighbor 155.1.0.5 remote-as 100
 neighbor 155.1.37.7 remote-as 100
 neighbor 155.1.58.8 remote-as 100
 neighbor 155.1.146.6 remote-as 100
 R4:
 router bgp 100
 network 150.1.4.4 mask 255.255.255.255
 neighbor 155.1.0.1 remote-as 100
 neighbor 155.1.0.2 remote-as 100
 neighbor 155.1.0.3 remote-as 100
 neighbor 155.1.0.5 remote-as 100
 neighbor 155.1.58.8 remote-as 100
 neighbor 155.1.67.7 remote-as 100
 neighbor 155.1.146.6 remote-as 100
 R5:
 router bgp 100
 network 150.1.5.5 mask 255.255.255.255
 neighbor 155.1.0.1 remote-as 100
 neighbor 155.1.0.2 remote-as 100
 neighbor 155.1.0.3 remote-as 100
 neighbor 155.1.0.4 remote-as 100
 neighbor 155.1.37.7 remote-as 100
 neighbor 155.1.58.8 remote-as 100
 neighbor 155.1.146.6 remote-as 100
 R6:
 router bgp 100
 network 150.1.6.6 mask 255.255.255.255
 neighbor 155.1.0.2 remote-as 100
 neighbor 155.1.0.3 remote-as 100
 neighbor 155.1.0.5 remote-as 100
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neighbor 155.1.58.8 remote-as 100
 neighbor 155.1.67.7 remote-as 100
 neighbor 155.1.146.1 remote-as 100
 neighbor 155.1.146.4 remote-as 100
 R7:
 router bgp 100
 network 150.1.7.7 mask 255.255.255.255
 neighbor 155.1.0.5 remote-as 100
 neighbor 155.1.23.2 remote-as 100
 neighbor 155.1.37.3 remote-as 100
 neighbor 155.1.58.8 remote-as 100
 neighbor 155.1.67.6 remote-as 100
 neighbor 155.1.146.1 remote-as 100
 neighbor 155.1.146.4 remote-as 100
 R8:
 router bgp 100
 network 150.1.8.8 mask 255.255.255.255
 neighbor 155.1.0.1 remote-as 100
 neighbor 155.1.0.2 remote-as 100
 neighbor 155.1.0.3 remote-as 100
 neighbor 155.1.0.4 remote-as 100
 neighbor 155.1.37.7 remote-as 100
 neighbor 155.1.58.5 remote-as 100
 neighbor 155.1.146.6 remote-as 100
 Verification
 The first step in any BGP configuration is always to establish peering relationships between the BGP speaking devices. Recall that because BGP does not have its own transport protocol, underlying IGP reachability must already be established to allow the TCP port 179 sessions to be successful between neighbors.
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BGP is a normal TCP application, which means that a TCP client initiates the session to the TCP server with a SYN packet going to the well-known port of 179. If the BGP server is configured to accept the session, a reply with SYN/ACK comes from port 179 back to the client, going to the high port number generated by the client. If both BGP peers attempt to establish the connection at the same time, RFC 4271 (A Border Gateway Protocol 4) defines a “BGP Connection Collision Detection” mechanism, in which essentially the session originated from the device with the higher BGP router-id is maintained, and the secondary session is dropped.
 The below debug output shows the step-by-step formation of the iBGP peering between R1 and R2. Note that access-list 100 is used to filter the debug output and only show the output pertinent to the BGP session between R1 and R2:
 R1#configure terminal
 Enter configuration commands, one per line. End with CNTL/Z.
 R1(config)#access-list 100 permit tcp any host 155.1.0.2
 R1(config)#access-list 100 permit tcp host 155.1.0.2 any
 R1(config)#do debug ip packet detail 100
 IP packet debugging is on (detailed) for access list 100 R1(config)#router bgp 100
 R1(config-router)#neighbor 155.1.0.2 remote-as 100
 R1(config-router)# IP: s=155.1.0.1 (local), d=155.1.0.2
 , len 44, local feature TCP src=11712 , dst=179 , seq=4030024239, ack=0, win=16384 SYN
 R1 is configured with the neighbor statement pointing toward R2, and R2 is already configured with the neighbor statement pointing toward R1. A SYN is sent from R1 to initiate the session. Notice the source port of 11712 and the destination port of 179:
 IP: s=155.1.0.2 (Tunnel0), d=155.1.0.1
 , len 40, enqueue feature TCP src=179 , dst=11712 , seq=3286835183, ack=4030024297, win=16327 ACK SYN
 ,
 Because R2 has a neighbor statement pointing back toward the address 155.1.0.1, a reply of ACK/SYN is received, with the source port of 179 and the destination port randomly generated by R1, 11712. These two steps indicate that R1 is the client and R2 is the server:
 IP: s=155.1.0.1 (local), d=155.1.0.2
 , len 40, local feature TCP src=11712 , dst=179 , seq=4030024441, ack=3286835384, win=16183 ACK
 ,
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R1 replies with ACK, completing the 3-way TCP handshake and opening the session for BGP attribute negotiation. Only after necessary parameters are correctly negotiated, such as remote-as numbers, authentication, and address-family support, will the BGP session actually be declared up:
 IP: s=155.1.0.2 (Tunnel0), d=155.1.0.1
 , len 142, enqueue feature TCP src=179 , dst=11712 , seq=3286835282, ack=4030024339, win=16285 ACK PSH
 <output omitted> %BGP-5-ADJCHANGE: neighbor 155.1.0.2 Up
 The details of the peering negotiation between R1 and R2, such as the router-id and timers, can be seen below. The neighbor capability of “Address family IPv4 Unicast: advertised and received” means that by default, they can exchange IPv4 prefixes, but not other such as IPv6 Unicast or VPNv4/VPNv6. The details for IPv4 unicast address family show that one prefix has been received from the neighbor and one prefix has been advertised to the neighbor:
 R1#show ip bgp neighbor 155.1.0.2
 BGP neighbor is 155.1.0.2, remote AS 100
 , internal link BGP version 4, remote router ID 150.1.2.2
 BGP state = Established, up for 00:23:43 Last read 00:00:44, last write 00:00:00,
 hold time is 180, keepalive interval is 60 seconds
 Neighbor sessions:
 1 active, is not multisession capable (disabled)
 Neighbor capabilities: Route refresh: advertised and received(new)
 Four-octets ASN Capability: advertised and received
 Address family IPv4 Unicast: advertised and received
 Enhanced Refresh Capability: advertised and received
 Multisession Capability:
 Stateful switchover support enabled: NO for session 1
 Message statistics:
 InQ depth is 0
 OutQ depth is 0
 Sent Rcvd
 Opens: 1 1
 Notifications: 0 0
 Updates: 2 2
 Keepalives: 28 27
 Route Refresh: 0 0
 Total: 33 32
 Default minimum time between advertisement runs is 0 seconds
 For address family: IPv4 Unicast
 Session: 155.1.0.2
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BGP table version 15, neighbor version 15/0
 Output queue size : 0
 Index 1, Advertise bit 0
 1 update-group member
 Slow-peer detection is disabled
 Slow-peer split-update-group dynamic is disabled
 Interface associated: (none) Sent Rcvd
 Prefix activity: ---- ----
 Prefixes Current: 1 1 (Consumes 120 bytes)
 Prefixes Total: 9 1
 Implicit Withdraw: 8 0
 Explicit Withdraw: 0 0
 Used as bestpath: n/a 1
 Used as multipath: n/a 0
 Outbound Inbound
 Local Policy Denied Prefixes: -------- -------
 Bestpath from this peer: 8 n/a
 Bestpath from iBGP peer: 30 n/a
 Total: 38 0
 Number of NLRIs in the update sent: max 1, min 0
 The TTL of the outbound session is set to 255, because this is an iBGP session. This means that the iBGP neighbors need not be directly connected, as long as IGP reachability exists between them. EBGP sessions have a TTL of 1 by default, which means that neighbors must be directly connected, unless further configuration is applied. Also note the “Local port: 11712” and “Foreign port: 179.” These essentially mean the source and destination ports from R1’s perspective, which again enforces the notion that R1 is the client for this session and R2 is the server:
 Connections established 1; dropped 0
 Last reset never
 Connection state is ESTAB, I/O status: 1, unread input bytes: 0
 Connection is ECN Disabled, Mininum incoming TTL 0, Outgoing TTL 255
 Local host: 155.1.0.1, Local port: 11712
 Foreign host: 155.1.0.2, Foreign port: 179
 <output omitted>
 The following show ip bgp summary output shows a concise aggregation of all configured neighbors, with the important fields being the local AS, router-id, table size in both prefixes and memory, peer addresses, remote ASs, neighbor uptime,
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and number of prefixes learned:
 R1#show ip bgp summary
 BGP router identifier 150.1.1.1, local AS number 100
 BGP table version is 15, main routing table version 15 8 network entries
 using 1984 bytes of memory
 8 path entries using 960 bytes of memory
 2/2 BGP path/bestpath attribute entries using 480 bytes of memory
 0 BGP route-map cache entries using 0 bytes of memory
 0 BGP filter-list cache entries using 0 bytes of memory BGP using 3424 total bytes of memory
 BGP activity 11/3 prefixes, 11/3 paths, scan interval 60 secs
 Neighbor V AS MsgRcvd MsgSent TblVer InQ OutQ Up/Down State/ PfxRcd
 155.1.0.2 4 100 7 7 15 0 0 00:37:24 1
 155.1.0.3 4 100 7 7 15 0 0 01:14:33 1
 155.1.0.4 4 100 7 7 15 0 0 01:14:28 1
 155.1.0.5 4 100 7 7 15 0 0 01:14:23 1
 155.1.58.8 4 100 5 6 15 0 0 01:13:43 1
 155.1.67.7 4 100 5 6 15 0 0 01:14:06 1
 155.1.146.6 4 100 7 7 15 0 0 01:14:20 1
 Note that for devices running multiple address-families, such as IPv4 unicast VPNv4/VPNv6, show commands are expressed as show bgp [AFI] [SAFI] [args] , such as the show bgp ipv4 unicast summary seen below. Although the output is the same as the above show ip bgp summary , it can quickly become hard to tell what output you are viewing in larger-scale BGP deployments without this logical separation:
 R1#show bgp ipv4 unicast summary
 BGP router identifier 150.1.1.1, local AS number 100
 BGP table version is 15, main routing table version 15
 8 network entries using 1984 bytes of memory
 8 path entries using 960 bytes of memory
 2/2 BGP path/bestpath attribute entries using 480 bytes of memory
 0 BGP route-map cache entries using 0 bytes of memory
 0 BGP filter-list cache entries using 0 bytes of memory
 BGP using 3424 total bytes of memory
 BGP activity 11/3 prefixes, 11/3 paths, scan interval 60 secs
 Neighbor V AS MsgRcvd MsgSent TblVer InQ OutQ Up/Down State/PfxRcd
 155.1.0.2 4 100 50 51 15 0 0 00:39:56 1
 155.1.0.3 4 100 88 91 15 0 0 01:17:06 1
 155.1.0.4 4 100 88 89 15 0 0 01:17:00 1
 155.1.0.5 4 100 88 91 15 0 0 01:16:55 1
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155.1.58.8 4 100 88 91 15 0 0 01:16:15 1
 155.1.67.7 4 100 88 92 15 0 0 01:16:38 1
 155.1.146.6 4 100 87 90 15 0 0 01:16:52 1
 After the peering relationships are established, the actual BGP prefixes learned can be viewed in the BGP table with show ip bgp or show bgp ipv4 unicast . This output is crucial to completely understand, especially when multiple paths to the same destination exist:
 R1#show ip bgp
 BGP table version is 15, local router ID is 150.1.1.1
 Status codes: s suppressed, d damped, h history, * valid, > best, i - internal,
 r RIB-failure, S Stale, m multipath, b backup-path, f RT-Filter,
 x best-external, a additional-path, c RIB-compressed,
 Origin codes: i - IGP, e - EGP, ? - incomplete
 RPKI validation codes: V valid, I invalid, N Not found
 Network Next Hop Metric LocPrf Weight Path
 *> 150.1.1.1/32 0.0.0.0 0 32768 i
 *>i 150.1.2.2/32 155.1.0.2 0 100 0 i
 *>i 150.1.3.3/32 155.1.0.3 0 100 0 i
 *>i 150.1.4.4/32 155.1.0.4 0 100 0 i
 *>i 150.1.5.5/32 155.1.0.5 0 100 0 i
 *>i 150.1.6.6/32 155.1.146.6 0 100 0 i
 *>i 150.1.7.7/32 155.1.67.7 0 100 0 i
 *>i 150.1.8.8/32 155.1.58.8 0 100 0 i
 ! R1#show ip route bgp
 150.1.0.0/32 is subnetted, 8 subnets
 B 150.1.2.2 [200/0] via 155.1.0.2, 00:42:08
 B 150.1.3.3 [200/0] via 155.1.0.3, 01:18:11
 B 150.1.4.4 [200/0] via 155.1.0.4, 01:18:07
 B 150.1.5.5 [200/0] via 155.1.0.5, 01:18:01
 B 150.1.6.6 [200/0] via 155.1.146.6, 01:17:54
 B 150.1.7.7 [200/0] via 155.1.67.7, 01:17:43
 B 150.1.8.8 [200/0] via 155.1.58.8, 01:17:43
 One of the most important fields in the above outputs is the next-hop value. Note that this field is set to the peering address for the neighbor from which the route is learned. For example, the prefix 150.1.7.7/32 is via the next-hop 155.1.67.7. To reach this prefix, a recursive lookup must now be performed on the next-hop until an outgoing interface is found:
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R1#show ip route 150.1.7.7
 Routing entry for 150.1.7.7/32
 Known via "bgp 100", distance 200, metric 0, type internal
 Last update from 155.1.67.7 01:18:46 ago
 Routing Descriptor Blocks: * 155.1.67.7
 , from 155.1.67.7, 01:18:46 ago
 Route metric is 0, traffic share count is 1
 AS Hops 0
 MPLS label: none
 ! R1#show ip route 155.1.67.7
 Routing entry for 155.1.67.0/24
 Known via "eigrp 100", distance 90, metric 3072, type internal
 Redistributing via eigrp 100
 Last update from 155.1.146.6 on GigabitEthernet1.146, 02:51:42 ago
 Routing Descriptor Blocks: * 155.1.146.6
 , from 155.1.146.6, 02:51:42 ago, via GigabitEthernet1.146
 Route metric is 3072, traffic share count is 1
 Total delay is 20 microseconds, minimum bandwidth is 1000000 Kbit
 Reliability 255/255, minimum MTU 1500 bytes
 Loading 1/255, Hops 1
 ! R1#show ip route 155.1.146.6
 Routing entry for 155.1.146.0/24
 Known via "connected", distance 0, metric 0 (connected, via interface)
 Redistributing via eigrp 100
 Routing Descriptor Blocks: * directly connected, via GigabitEthernet1.146
 Route metric is 0, traffic share count is 1
 In the above case, recursion toward 150.1.7.7/32 continues until the outgoing interface GigabitEthernet1.146 is found. Note that unless route-recursion toward the next-hop of a BGP prefix is successful, the route cannot be considered for best path selection, which also implies that it cannot be installed in the IP routing table or advertised to any other BGP peer. This issue will be explored in detail in the coming tasks.
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Also note that in this task, a full-mesh of iBGP peerings is established. This is because of the design requirement that an iBGP learned route cannot be advertised to another iBGP neighbor to prevent routing loops, unless exceptions such as route-reflection or confederation are implemented. The result is that the only routes advertised to the other BGP peers are the local Loopback0 prefixes, but not any of the routes learned from the other neighbors. This also implies that in this design, if any individual peering breaks, connectivity between prefixes advertised by those peers also breaks:
 R1#show ip bgp neighbors 155.1.0.2 advertised-routes
 BGP table version is 15, local router ID is 150.1.1.1
 Status codes: s suppressed, d damped, h history, * valid, > best, i - internal,
 r RIB-failure, S Stale, m multipath, b backup-path, f RT-Filter,
 x best-external, a additional-path, c RIB-compressed,
 Origin codes: i - IGP, e - EGP, ? - incomplete
 RPKI validation codes: V valid, I invalid, N Not found
 Network Next Hop Metric LocPrf Weight Path
 *> 150.1.1.1/32 0.0.0.0 0 32768 i
 Total number of prefixes 1
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CCIE Routing & Switching v5 Workbook - CCIE R&S v5 Advanced Technology Labs - BGP
 Establishing eBGP Peerings
 A Note On Section Initial Configuration Files : You must load the initial configuration files for the section, named eBGP with R9 to R10 , which can be found in CCIE R&S v5 Topology Diagrams & Initial Configurations. Reference the Advanced Technology Labs BGP Diagram to complete this task.
 Task
 R9 and R10 are configured for BGP in AS 54 and all other routers for BGP in AS 100.Configure EBGP peerings between R7 and R9, between R8 and R10 using their directly connected links.Advertise the directly connected links between R7 and R9, between R8 and R10 into EIGRP 100.Ensure full IPv4 reachability to all prefixes learned from AS 54, from all routers in AS 100 when sourcing traffic from Loopback0 interfaces.
 Configuration
 R7:
 router eigrp 100
 network 155.1.79.0 0.0.0.255
 !
 router bgp 100
 neighbor 155.1.79.9 remote-as 54
 R8:
 router eigrp 100
 network 155.1.108.0 0.0.0.255
 !
 http://labs.ine.com/workbook/view/rs-v5-workbook/task/ccie-r-s-v5-topology-diagrams-initial-configurations-MTk3Ng==
 http://labs.ine.com/workbook/view/rs-v5-workbook/task/ccie-r-s-v5-topology-diagrams-initial-configurations-MTk3Ng==
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router bgp 100
 neighbor 155.1.108.10 remote-as 54
 Verification
 From a configuration perspective, the only difference between an iBGP peering and an EBGP peering is that with an EBGP peering, the remote-as is different than the local-as. In practice, however, many important attributes differ between the two. As shown in the following output, R4 knows that the peering occurs on a directly connected external link and that the TTL should be 1 instead of 255. This implies that the neighbors must be directly connected for peering to be established, otherwise the TTL would be exceeded in transit and the TCP frames would be dropped:
 R7#show ip bgp neighbors 155.1.79.9
 BGP neighbor is 155.1.79.9, remote AS 54, external link
 BGP version 4, remote router ID 150.1.9.9
 BGP state = Established, up for 00:02:24
 <output omitted>
 ! Connection is ECN Disabled, Mininum incoming TTL 0, Outgoing TTL 1
 Local host: 155.1.79.7, Local port: 17650
 Foreign host: 155.1.79.9, Foreign port: 179
 <output omitted>
 Because both R9 and R10 run BGP in AS 54, the same view should be coming in from both peers. In the output below, R7 sees 10 prefixes learned from R9 and 11 prefixes learned from R8 (R8’s Loopback0 plus the ten AS 54 prefixes from R10):
 R7#show ip bgp summary
 BGP router identifier 150.1.7.7, local AS number 100
 BGP table version is 19, main routing table version 19
 18 network entries using 4464 bytes of memory
 28 path entries using 3360 bytes of memory
 8/6 BGP path/bestpath attribute entries using 1920 bytes of memory
 2 BGP AS-PATH entries using 64 bytes of memory
 1 BGP community entries using 24 bytes of memory
 0 BGP route-map cache entries using 0 bytes of memory
 0 BGP filter-list cache entries using 0 bytes of memory
 BGP using 9832 total bytes of memory
 BGP activity 18/0 prefixes, 28/0 paths, scan interval 60 secs
 Neighbor V AS MsgRcvd MsgSent TblVer InQ OutQ Up/Down State/PfxRcd
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155.1.0.5 4 100 879 887 19 0 0 13:19:05 1
 155.1.23.2 4 100 885 886 19 0 0 13:19:11 1
 155.1.37.3 4 100 884 887 19 0 0 13:19:15 1
 155.1.58.8 4 100 883 885 19 0 0 13:18:59 11
 155.1.67.6 4 100 885 885 19 0 0 13:19:16 1
 155.1.79.9 4 54 13 11 19 0 0 00:04:42 10
 155.1.146.1 4 100 887 886 19 0 0 13:19:15 1
 155.1.146.4 4 100 883 889 19 0 0 13:19:10 1
 Because duplicate routing information is learned, the BGP Bestpath Selection process must be run to choose one path over the other. The path that is active, known as the “best” path, can be seen from the greater-than sign (>) in the left column of the show ip bgp output:
 R1#show ip bgp
 BGP table version is 25, local router ID is 150.1.1.1
 Status codes: s suppressed, d damped, h history, * valid, > best, i - internal,
 r RIB-failure, S Stale, m multipath, b backup-path, f RT-Filter,
 x best-external, a additional-path, c RIB-compressed,
 Origin codes: i - IGP, e - EGP, ? - incomplete
 RPKI validation codes: V valid, I invalid, N Not found
 Network Next Hop Metric LocPrf Weight Path
 * i 28.119.16.0/24 155.1.108.10 0 100 0 54 i * >
 i 155.1.79.9 0 100 0 54 i
 * i 28.119.17.0/24 155.1.108.10 0 100 0 54 i * >
 i 155.1.79.9 0 100 0 54 i
 * i 112.0.0.0 155.1.108.10 0 100 0 54 50 60 i * >
 i 155.1.79.9 0 100 0 54 50 60 i
 * i 113.0.0.0 155.1.108.10 0 100 0 54 50 60 i * >
 i 155.1.79.9 0 100 0 54 50 60 i
 * i 114.0.0.0 155.1.108.10 0 100 0 54 i * >
 i 155.1.79.9 0 100 0 54 i
 * i 115.0.0.0 155.1.108.10 0 100 0 54 i * >
 i 155.1.79.9 0 100 0 54 i
 The best path is the only route that is installed in the routing table, and the only route that is advertised to other BGP neighbors. From the above output of R1, we can see that the best path for all AS 54 routes is via 155.1.79.9. Why this selection occurs can be seen from the detailed output below:
 R1#show ip bgp 112.0.0.0 255.0.0.0
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BGP routing table entry for 112.0.0.0/8, version 18
 Paths: (2 available, best #2, table default)
 Not advertised to any peer
 Refresh Epoch 1
 54 50 60
 155.1.108.10 (metric 3584) from 155.1.58.8 (150.1.8.8)
 Origin IGP, metric 0, localpref 100, valid, internal
 rx pathid: 0, tx pathid: 0
 Refresh Epoch 1
 54 50 60 155.1.79.9 (metric 3328) from 155.1.67.7 ( 150.1.7.7
 ) Origin IGP, metric 0, localpref 100, valid, internal, best
 rx pathid: 0, tx pathid: 0x0
 Note the difference between the next-hop value and the neighbor from which the prefix is learned. The first highlighted value, 155.1.79.9, is the next-hop that R1 needs to be able to perform route-recursion toward to use the route. The next value, 155.1.67.7, is the BGP peer address that R1 uses to reach R7. The final address, 150.1.7.7, is the BGP router-id of R7. In this case, the route through R7 is chosen over R8’s route because of the lower metric of 3328 toward the next-hop 155.1.79.9, as opposed to the metric 3584 toward 155.1.108.10. Bestpath selection will be discussed in detail in further tasks.
 When R1 does its final lookup on 112.0.0.0/8, recursion continues toward the next-hop 155.1.79.9, resulting in two outgoing interfaces (ECMP), GigabitEthernet1.146 and GigabitEthernet1.13, toward 155.1.146.6 and 155.1.13.3, respectively:
 R1#show ip route 112.0.0.0
 Routing entry for 112.0.0.0/8
 Known via "bgp 100", distance 200, metric 0
 Tag 54, type internal
 Last update from 155.1.79.9 00:27:31 ago
 Routing Descriptor Blocks: * 155.1.79.9
 , from 155.1.67.7, 00:27:31 ago
 Route metric is 0, traffic share count is 1
 AS Hops 3
 Route tag 54
 MPLS label: none
 ! R1#show ip route 155.1.79.9
 Routing entry for 155.1.79.0/24
 Known via "eigrp 100", distance 90, metric 3328, type internal
 Redistributing via eigrp 100
 Last update from 155.1.146.6 on GigabitEthernet1.146, 00:38:08 ago
 Routing Descriptor Blocks:
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* 155.1.146.6
 , from 155.1.146.6, 00:38:08 ago, via GigabitEthernet1.146
 Route metric is 3328, traffic share count is 1
 Total delay is 30 microseconds, minimum bandwidth is 1000000 Kbit
 Reliability 255/255, minimum MTU 1500 bytes
 Loading 1/255, Hops 2 155.1.13.3
 , from 155.1.13.3, 00:38:08 ago, via GigabitEthernet1.13
 Route metric is 3328, traffic share count is 1
 Total delay is 30 microseconds, minimum bandwidth is 1000000 Kbit
 Reliability 255/255, minimum MTU 1500 bytes
 Loading 1/255, Hops 2
 ! R1#show ip route 155.1.146.6
 Routing entry for 155.1.146.0/24
 Known via "connected", distance 0, metric 0 (connected, via interface)
 Redistributing via eigrp 100
 Routing Descriptor Blocks: * directly connected, via GigabitEthernet1.146
 Route metric is 0, traffic share count is 1
 ! R1#show ip route 155.1.13.3
 Routing entry for 155.1.13.0/24
 Known via "connected", distance 0, metric 0 (connected, via interface)
 Redistributing via eigrp 100
 Routing Descriptor Blocks: * directly connected, via GigabitEthernet1.13
 Route metric is 0, traffic share count is 1
 ! R1#traceroute 112.0.0.1 source Loopback 0
 Type escape sequence to abort.
 Tracing the route to 112.0.0.1
 VRF info: (vrf in name/id, vrf out name/id)
 1 155.1.13.3 5 msec
 155.1.146.6 1 msec
 155.1.13.3 1 msec
 2 155.1.67.7 2 msec
 155.1.37.7 1 msec
 155.1.67.7 1 msec
 3 155.1.79.9 3 msec * 5 msec
 PitfallNote that R7 and R8 did not update the next-hop values when advertising an EBGP learned route to their iBGP peers. If the iBGP peers do not have a route to the next-hop value in the prefix, bestpath selection fails and the route cannot be used. Fixes for this problem will be explored in depth in further tasks.
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CCIE Routing & Switching v5 Workbook - CCIE R&S v5 Advanced Technology Labs - BGP
 BGP Update Source Modification
 A Note On Section Initial Configuration Files : You must load the initial configuration files for the section, named BGP Update Source , which can be found in CCIE R&S v5 Topology Diagrams & Initial Configurations. Reference the Advanced Technology Labs BGP Diagram to complete this task.
 Task
 Advertise Loopback0 prefixes of R4 and R5 into EIGRP 100.Modify the BGP peering between R4 and R5 so that if either the DMVPN Tunnel or VLAN 45 Ethernet link goes down, the BGP peering is not affected.
 Configuration
 http://labs.ine.com/workbook/view/rs-v5-workbook/task/ccie-r-s-v5-topology-diagrams-initial-configurations-MTk3Ng==
 http://labs.ine.com/workbook/view/rs-v5-workbook/task/ccie-r-s-v5-topology-diagrams-initial-configurations-MTk3Ng==
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R4:
 router eigrp 100
 network 150.1.4.4 0.0.0.0
 !
 router bgp 100
 neighbor 150.1.5.5 remote-as 100
 neighbor 150.1.5.5 update-source Loopback0
 R5:
 router eigrp 100
 network 150.1.5.5 0.0.0.0
 !
 router bgp 100
 neighbor 150.1.4.4 remote-as 100
 neighbor 150.1.4.4 update-source Loopback0
 Verification
 Because BGP peerings use TCP for transport, it is not a requirement that neighbors be directly connected. When neighbors are not directly connected, the choice of IP addresses used in peering can greatly affect the redundancy design of a BGP network. In the previous case, the peering between R4 and R5 was configured using their connected DMVPN Tunnel interface IP addresses. This implies that if the DMVPN link were to go down, the BGP peering would also go down, even if alternate routes still existed between the two devices. To fix this redundancy issue, the update-source for a BGP peering session can be changed on a per-neighbor basis.
 Normally the IP source address used in a BGP packet is the IP address of the outgoing interface in the routing table. For example, before the above modifications, R5 used the address 155.1.0.4 to reach R4 for the BGP peering:
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R5#show ip route 155.1.0.4
 Routing entry for 155.1.0.0/24
 Known via "connected", distance 0, metric 0 (connected, via interface)
 Redistributing via eigrp 100
 Routing Descriptor Blocks: * directly connected, via Tunnel0
 Route metric is 0, traffic share count is 1
 ! R5#show ip interface brief | include Tunnel0
 Tunnel0 155.1.0.5
 YES manual up up
 Based on the fact that R5 routes out Tunnel0 to reach 155.1.0.4, the source address in the IP packet is 155.1.0.5. Observe what occurs with the BGP session when this interface is down:
 R5(config)#interface Tunnel0
 R5(config-if)#shutdown
 %CRYPTO-6-ISAKMP_ON_OFF: ISAKMP is OFF
 %LINEPROTO-5-UPDOWN: Line protocol on Interface Tunnel0, changed state to down
 %LINK-5-CHANGED: Interface Tunnel0, changed state to administratively down
 ! R5#show ip route 155.1.0.4
 Routing entry for 155.1.0.0/24
 Known via "eigrp 100", distance 90, metric 26880256, type internal
 Redistributing via eigrp 100
 Last update from 155.1.45.4 on GigabitEthernet1.45, 00:03:36 ago
 Routing Descriptor Blocks: * 155.1.45.4, from 155.1.45.4, 00:03:36 ago, via GigabitEthernet1.45
 Route metric is 26880256, traffic share count is 1
 Total delay is 50010 microseconds, minimum bandwidth is 100 Kbit
 Reliability 255/255, minimum MTU 1400 bytes
 Loading 1/255, Hops 1
 !
 %BGP-3-NOTIFICATION: sent to neighbor 155.1.0.4 4/0 (hold time expired) 0 bytes
 %BGP-5-NBR_RESET: Neighbor 155.1.0.4 reset (BGP Notification sent)
 %BGP-5-ADJCHANGE: neighbor 155.1.0.4 Down BGP Notification sent
 %BGP_SESSION-5-ADJCHANGE: neighbor 155.1.0.4 IPv4 Unicast topology base removed from session BGP Notification sent
 R5#
 %BGP-3-NOTIFICATION: sent to neighbor 155.1.0.1 4/0 (hold time expired) 0 bytes
 With a route to 155.1.0.4 pointing out of the GigabitEthernet1.45 interface, the BGP
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session is lost, even though the GigabitEthernet1.45 link could have been used for rerouting. The session is torn down because R4 is still using its DMVPN Tunnel interface and sourcing packets from 155.1.0.4 to get to R5 (155.1.0.5). However, R5 is using its GigabitEthernet1.45 interface and sourcing packets from 155.1.45.5 to get to R4 (155.1.0.4):
 R4#configure terminal
 Enter configuration commands, one per line. End with CNTL/Z.
 R4(config)#access-list 100 permit tcp host 155.1.45.5 host 155.1.0.4
 R4(config)#access-list 100 permit tcp any host 155.1.45.5
 R4#debug ip packet detail 100
 IP packet debugging is on (detailed) for access list 100 R4#debug ip bgp
 IP: s=155.1.45.5 (GigabitEthernet1.45) , d=155.1.0.4
 , len 44, enqueue feature TCP src=32053 , dst=179 , seq=3906274821, ack=0, win=16384 SYN
 , TCP Adjust MSS(5), rtype 0, forus FALSE, sendself FALSE, mtu 0, fwdchk FALSE IP: s=155.1.0.4 (local) ,
 d=155.1.45.5
 , len 40, local feature TCP src=179 , dst=32053 , seq=0, ack=3906274822, win=0 ACK RST
 , feature skipped, Logical MN local(14), rtype 0, forus FALSE, sendself FALSE, mtu 0, fwdchk FALSE
 BGP: 155.1.0.5 active went from Active to Idle
 BGP: nbr global 155.1.0.5 Active open failed
 - open timer running BGP: nbr global 155.1.0.5 Active open failed
 - open timer running
 Based on the debug, we can see that the session attempts establishment, but R4 replies with ACK RST, refusing and closing the session. This is because R5’s route to 150.1.4.4 is out the GigabitEthernet1.45 link, causing the source IP address to be 155.1.45.5. R4 has its neighbor statement pointing at 155.1.0.5, not 155.1.45.5, so the connection is refused.
 The important thing to remember here is that the TCP server of the BGP session must approve where the session is coming from. If the SYN packet arrives from an address that is not specified in a neighbor statement, the connection is refused. To remedy this, the neighbor statement on R4 can be changed to point to 155.1.45.5 instead of 155.1.0.5:
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R4#configure terminal
 Enter configuration commands, one per line. End with CNTL/Z. R4(config)#router bgp 100
 R4(config-router)#no neighbor 155.1.0.5
 R4(config-router)#neighbor 155.1.45.5 remote-as 100
 ! R4#debug ip packet detail 100
 IP packet debugging is on (detailed) for access list 100
 via RIB IP: s=155.1.45.5 (GigabitEthernet1.45), d=155.1.0.4
 , len 44, enqueue feature TCP src=12812 , dst=179 , seq=2285379679, ack=0, win=16384 SYN
 , IP: s=155.1.0.4 (local), d=155.1.45.5
 , len 44, local feature TCP src=179 , dst=12812 , seq=438597729, ack=2285379680, win=16384 ACK SYN
 ,
 Now R5 sends a SYN to 155.1.0.4 (R4’s Tunnel 0 address), sourced from 155.1.45.5 (R5’s GigabitEthernet1.45). Because R4 already has a neighbor statement for 155.1.45.5, SYN ACK is returned and the session opens:
 <output omitted> %BGP-5-ADJCHANGE: neighbor 155.1.45.5 Up
 If the peering between physical interfaces is reverted and R4 and R5 are configured via their Loopback0 addresses, this problem can be avoided. If one of the links between the neighbors goes down, the peering is simply rerouted based on the convergence of IGP:
 R5(config-router)#no neighbor 155.1.0.4
 R5(config-router)#neighbor 150.1.4.4 remote-as 100
 R5(config-router)#neighbor 150.1.4.4 update-source Loopback0
 ! R4(config-router)#no neighbor 155.1.45.5
 R4(config-router)#neighbor 150.1.5.5 remote-as 100
 R4(config-router)#neighbor 150.1.5.5 update-source Loopback0
 R5(config)#interface Tunnel0
 R5(config-if)#no shutdown
 R5#show ip route 150.1.4.4
 Routing entry for 150.1.4.4/32
 Known via "eigrp 100", distance 90, metric 130816, type internal
 Redistributing via eigrp 100
 Last update from 155.1.45.4 on GigabitEthernet1.45, 00:01:17 ago
 Routing Descriptor Blocks: * 155.1.45.4, from 155.1.45.4, 00:01:17 ago, via GigabitEthernet1.45
 Route metric is 130816, traffic share count is 1
 Total delay is 5010 microseconds, minimum bandwidth is 1000000 Kbit
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Reliability 255/255, minimum MTU 1500 bytes
 Loading 1/255, Hops 1
 ! R5#configure terminal
 Enter configuration commands, one per line. End with CNTL/Z. R5(config)#interface GigabitEthernet1.45
 R5(config-if)#shutdown
 !
 %DUAL-5-NBRCHANGE: EIGRP-IPv4 100: Neighbor 155.1.45.4 (GigabitEthernet1.45) is down: interface down
 R5#show ip route 150.1.4.4
 Routing entry for 150.1.4.4/32
 Known via "eigrp 100", distance 90, metric 25984000, type internal
 Redistributing via eigrp 100
 Last update from 155.1.0.4 on Tunnel0, 00:02:12 ago
 Routing Descriptor Blocks: * 155.1.0.4, from 155.1.0.4, 00:02:12 ago, via Tunnel0
 Route metric is 25984000, traffic share count is 1
 Total delay is 15000 microseconds, minimum bandwidth is 100 Kbit
 Reliability 255/255, minimum MTU 1400 bytes
 Loading 1/255, Hops 1
 In this scenario, R5 prefers to route over the GigabitEthernet1.45 interface to reach Loopback0 of R4 because of the EIGRP composite metric. The cost to reach R4's Loopback0 via R5's Tunnel interface is much higher. However, as soon as the GigabitEthernet1.45 interface of R5 is disabled, EIGRP convergence reroutes traffic via the next-best path toward R4. Observe that the BGP session does not go down.
 Note that technically, only one neighbor needs to add the update-source command, as long as both agree on the destination of the peering. If R4 sets the update source to Loopback 0, but R5 does not, this ensures that R4 is always the TCP client and R5 is always the TCP server. In most designs, the update sources are modified on both sides for clarity.
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CCIE Routing & Switching v5 Workbook - CCIE R&S v5 Advanced Technology Labs - BGP
 Multihop EBGP Peerings
 A Note On Section Initial Configuration Files : You must load the initial configuration files for the section, named eBGP Multihop , which can be found in CCIE R&S v5 Topology Diagrams & Initial Configurations.
 Task
 Create a new Loopback1 interface on R8 with the IPv4 address 204.12.8.8/32, and advertise it into EIGRP.Configure an EBGP peering between R8 and R9 in AS 54 using this new interface as the source of the peering.
 Configuration
 http://labs.ine.com/workbook/view/rs-v5-workbook/task/ccie-r-s-v5-topology-diagrams-initial-configurations-MTk3Ng==
 http://labs.ine.com/workbook/view/rs-v5-workbook/task/ccie-r-s-v5-topology-diagrams-initial-configurations-MTk3Ng==
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R8:
 interface Loopback1
 ip address 204.12.8.8 255.255.255.255
 !
 router eigrp 100
 network 204.12.8.8 0.0.0.0
 !
 router bgp 100
 neighbor 155.1.79.9 remote-as 54
 neighbor 155.1.79.9 ebgp-multihop 255
 neighbor 155.1.79.9 update-source Loopback1
 R9:
 router bgp 54
 neighbor 204.12.8.8 remote-as 100
 neighbor 204.12.8.8 ebgp-multihop 255
 Verification
 As seen in previous output, the default TTL for EBGP peers is 1. This means that non-directly connected EBGP peers cannot be established, because the TTL will expire in transit. By issuing the ebgp-multihop [ttl] command, the TTL can be increased to support this type of design:
 R8#show ip bgp summary | include 155.1.79.9
 155.1.79.9 4 54 19 17 74 0 0 00:09:36 10
 ! R8#show ip bgp neighbors 155.1.79.9
 BGP neighbor is 155.1.79.9, remote AS 54, external link
 BGP version 4, remote router ID 212.18.3.1 BGP state = Established
 , up for 00:02:16
 Last read 00:00:22, last write 00:00:51, hold time is 180, keepalive interval is 60 seconds
 <output omitted> External BGP neighbor may be up to 255 hops away.
 Transport(tcp) path-mtu-discovery is enabled
 Connection state is ESTAB, I/O status: 1, unread input bytes: 0 Mininum incoming TTL 0, Outgoing TTL 255
 Local host: 204.12.8.8, Local port: 179
 Foreign host: 155.1.79.9, Foreign port: 27742
 <output omitted>
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CCIE Routing & Switching v5 Workbook - CCIE R&S v5 Advanced Technology Labs - BGP
 Neighbor Disable-Connected-Check
 A Note On Section Initial Configuration Files : You must load the initial configuration files for the section, named BGP Disable Connected Check , which can be found in CCIE R&S v5 Topology Diagrams & Initial Configurations.
 Task
 Configure R2 and R5 in AS 100, and R4 in AS 200 as follows: Configure an iBGP peering between R2 and R5.Configure an EBGP peering between R2 and R10, which is in AS 54.Configure an EBGP peering between R2 and R4.Configure an EBGP peering between R4 and R5 so that the peering remains up as long as R4's connection to either DMVPN cloud or VLAN 45 is up.Do not use ebgp-multihop option on the peering between R4 and R5.
 Advertise the 155.1.108.0/24 network into EIGRP on R8.Advertise the Loopback0 prefixes of R4 and R5 into EIGRP.Add a static route on R10 for 155.1.0.0/16 with a next hop of 155.1.108.8.Ensure that R2's GigabitEthernet1.23 interface is disabled.
 Configuration
 R2:
 router bgp 100
 neighbor 155.1.0.4 remote-as 200
 neighbor 155.1.0.5 remote-as 100
 neighbor 155.1.108.10 remote-as 54
 neighbor 155.1.108.10 ebgp-multihop 255
 !
 interface GigabitEthernet1.23
 http://labs.ine.com/workbook/view/rs-v5-workbook/task/ccie-r-s-v5-topology-diagrams-initial-configurations-MTk3Ng==
 http://labs.ine.com/workbook/view/rs-v5-workbook/task/ccie-r-s-v5-topology-diagrams-initial-configurations-MTk3Ng==
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shutdown
 R4:
 router bgp 200
 neighbor 150.1.5.5 remote-as 100
 neighbor 150.1.5.5 disable-connected-check
 neighbor 150.1.5.5 update-source Loopback0
 neighbor 155.1.0.2 remote-as 100
 !
 router eigrp 100
 network 150.1.4.4 0.0.0.0
 R5:
 router bgp 100
 neighbor 150.1.4.4 remote-as 200
 neighbor 150.1.4.4 disable-connected-check
 neighbor 150.1.4.4 update-source Loopback0
 neighbor 155.1.0.2 remote-as 100
 !
 router eigrp 100
 network 150.1.5.5 0.0.0.0
 R8:
 router eigrp 100
 network 155.1.108.8 0.0.0.0
 R10:
 ip route 155.1.0.0 255.255.0.0 155.1.108.8
 Verification
 Recall that with default EBGP sessions, a TTL of one prevents non-directly connected neighbors from forming. Additionally, IOS prevents the initiation of non-directly connected EBGP sessions when the TTL is one (multihop is not configured), because it assumes that the TTL will expire in transit.
 As previously seen, one way of resolving this problem is to simply increase the TTL between the peers. In designs where the peers are directly connected but the peering address is a Loopback instead of the connected interface between them, the disable-connected-check neighbor option may also be used.
 Although similar in result to increasing the EBGP TTL, the difference between these features is that the disable-connected-check prevents cases in which the EBGP
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session between two devices is routed over another transit router.
 For example, in this case, R4 and R5 peer with each other’s Loopback 0 interfaces, but they do not increase the TTL:
 R4#show ip bgp neighbor 150.1.5.5 | include TTL
 Connection is ECN Disabled, Mininum incoming TTL 0, Outgoing TTL 1
 ! R4#show ip bgp summary
 BGP router identifier 150.1.4.4, local AS number 200
 BGP table version is 11, main routing table version 11
 Neighbor V AS MsgRcvd MsgSent TblVer InQ OutQ Up/Down State/PfxRcd
 150.1.5.5 4 100 22 23 11 0 0 00:16:27 10
 <output omitted>
 Because the router does not decrement the TTL to a packet destined to itself, it technically only counts as one hop from R4 to R5’s Loopback0. Now let’s see what happens when R4’s direct links to R5 are down, but a route still remains to R5’s Loopback0.
 R4#configure terminal
 Enter configuration commands, one per line. End with CNTL/Z. R4(config)#interface Tunnel0
 R4(config-if)#shutdown
 !
 %BGP-5-NBR_RESET: Neighbor 155.1.0.2 reset (Interface flap)
 %DUAL-5-NBRCHANGE: EIGRP-IPv4 100: Neighbor 155.1.0.5 (Tunnel0) is down: interface down
 %BGP-5-ADJCHANGE: neighbor 155.1.0.2 Down Interface flap
 %BGP_SESSION-5-ADJCHANGE: neighbor 155.1.0.2 IPv4 Unicast topology base removed from session Interface flap
 %CRYPTO-6-ISAKMP_ON_OFF: ISAKMP is OFF
 %LINEPROTO-5-UPDOWN: Line protocol on Interface Tunnel0, changed state to down
 %LINK-5-CHANGED: Interface Tunnel0, changed state to administratively down
 ! R4(config-if)#interface GigabitEthernet1.45
 R4(config-subif)#shutdown
 !
 %DUAL-5-NBRCHANGE: EIGRP-IPv4 100: Neighbor 155.1.45.5 (GigabitEthernet1.45) is down: interface down
 %BGP-3-NOTIFICATION: sent to neighbor 150.1.5.5 4/0 (hold time expired)
 0 bytes %BGP-5-NBR_RESET: Neighbor 150.1.5.5 reset (BGP Notification sent)
 %BGP-5-ADJCHANGE: neighbor 150.1.5.5 Down BGP Notification sent
 ! R4#show ip route 150.1.5.5
 Routing entry for 150.1.5.5/32
 Known via "eigrp 100", distance 90, metric 27008256, type internal
 Redistributing via eigrp 100
 Last update from 155.1.146.1 on GigabitEthernet1.146, 00:04:33 ago
 Routing Descriptor Blocks:
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* 155.1.146.1, from 155.1.146.1, 00:04:33 ago, via GigabitEthernet1.146
 Route metric is 27008256, traffic share count is 1
 Total delay is 55010 microseconds, minimum bandwidth is 100 Kbit
 Reliability 255/255, minimum MTU 1400 bytes
 Loading 1/255, Hops 2
 Even though a route remains between R4 and R5’s Loopback0 prefixes, the BGP peering is declared down. The reason can be seen in the BGP and ICMP debugs below:
 R4#debug ip bgp
 BGP debugging is on for address family: IPv4 Unicast R4#debug ip icmp
 ICMP packet debugging is on
 ! ICMP: time exceeded rcvd from 155.1.146.1
 ICMP: time exceeded rcvd from 155.1.146.1
 ICMP: time exceeded rcvd from 155.1.146.1 BGP: 150.1.5.5 open failed: Connection timed out
 ; remote host not responding
 BGP: 150.1.5.5 Active open failed - tcb is not available, open active delayed 8192ms (35000ms max, 60% jitter)
 Because the TTL of the EBGP packet is one, time exceeds as the packet transits through R1. Note that R4 and R5 continue to attempt setup of the BGP peering because the connected check is disabled. This design can be desirable in cases where you do not want to reroute the BGP session around network failures. Now let’s see the difference if we had changed the TTL to support the multihop peering:
 R4#configure terminal
 Enter configuration commands, one per line. End with CNTL/Z. R4(config)#interface Tunnel0
 R4(config-if)#no shutdown
 R4(config-if)#interface GigabitEthernet1.45
 R4(config-if)#no shutdown
 !
 %CRYPTO-6-ISAKMP_ON_OFF: ISAKMP is ON
 %LINEPROTO-5-UPDOWN: Line protocol on Interface Tunnel0, changed state to up
 %LINK-3-UPDOWN: Interface Tunnel0, changed state to up
 %DUAL-5-NBRCHANGE: EIGRP-IPv4 100: Neighbor 155.1.0.5 (Tunnel0) is up: new adjacency
 %DUAL-5-NBRCHANGE: EIGRP-IPv4 100: Neighbor 155.1.45.5 (GigabitEthernet1.45) is up: new adjacency
 %BGP-5-NBR_RESET: Neighbor 150.1.5.5 active reset (BGP Notification sent)
 %BGP-5-ADJCHANGE: neighbor 150.1.5.5 Up
 %BGP-5-ADJCHANGE: neighbor 155.1.0.2 Up
 ! R4(config-if)#router bgp 100
 R4(config-router)#no neighbor 150.1.5.5 disable-connected-check
 R4(config-router)#neighbor 150.1.5.5 ebgp-multihop
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! R5#configure terminal
 Enter configuration commands, one per line. End with CNTL/Z. R5(config)#router bgp 200
 R5(config-router)#no neighbor 150.1.4.4 disable-connected-check
 R5(config-router)#neighbor 150.1.4.4 ebgp-multihop
 R4’s links to R5 are brought back up, and the disable-connected-check command is replaced with the ebgp-multihop [255] command. The BGP peering comes up, and when R4’s connected links to R5 are brought down again, the BGP peering continues to stay up:
 R4#configure terrminal
 Enter configuration commands, one per line. End with CNTL/Z. R4(config)#interface Tunnel0
 R4(config-if)#shutdown
 %BGP-5-NBR_RESET: Neighbor 155.1.0.2 reset (Interface flap)
 %DUAL-5-NBRCHANGE: EIGRP-IPv4 100: Neighbor 155.1.0.5 (Tunnel0) is down: interface down
 %BGP-5-ADJCHANGE: neighbor 155.1.0.2 Down Interface flap
 %BGP_SESSION-5-ADJCHANGE: neighbor 155.1.0.2 IPv4 Unicast topology base removed from session Interface flap
 %CRYPTO-6-ISAKMP_ON_OFF: ISAKMP is OFF
 %LINEPROTO-5-UPDOWN: Line protocol on Interface Tunnel0, changed state to down
 %LINK-5-CHANGED: Interface Tunnel0, changed state to administratively down
 ! R4(config-if)#interface GigabitEthernet1.45
 R4(config-subif)#shutdown
 %DUAL-5-NBRCHANGE: EIGRP-IPv4 100: Neighbor 155.1.45.5 (GigabitEthernet1.45) is down: interface down
 The final result is that the BGP session between R4 and R5 is rerouted and stays up. This may not be wanted in a case where redundant paths are received from multiple neighbors, but only one physical link is used to reach both neighbors after a failure. If disable-connected-check is used instead of ebgp-multihop in such case, the peering would not stay up after rerouting and redundant paths would not be received.
 Considering that the public Internet BGP table can grow to millions of paths and hundreds of thousands of prefixes, the separate views that the router must maintain can require an extremely large amount of memory and CPU resources. Therefore, in this particular design, choosing to disable the connected check instead of enabling a multihop peering can save resources while a failure scenario is in effect.
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CCIE Routing & Switching v5 Workbook - CCIE R&S v5 Advanced Technology Labs - BGP
 Authenticating BGP Peerings
 A Note On Section Initial Configuration Files : You must load the initial configuration files for the section, named Authenticating BGP Peerings , which can be found in CCIE R&S v5 Topology Diagrams & Initial Configurations.
 Task
 Configure R1 in AS 100 and R3 in AS 300 and establish an EBGP peering over their directly connected link.Authenticate this BGP peering with the password CISCO.
 Configuration
 R1:
 router bgp 100
 neighbor 155.1.13.3 remote-as 300
 neighbor 155.1.13.3 password CISCO
 R3:
 router bgp 300
 neighbor 155.1.13.1 remote-as 100
 neighbor 155.1.13.1 password CISCO
 Verification
 BGP authentication is implemented through TCP Option 19, the MD5 hash. Configuration is very straightforward and requires only the additional neighbor statement with the password option. If BGP peering occurs, authentication is
 http://labs.ine.com/workbook/view/rs-v5-workbook/task/ccie-r-s-v5-topology-diagrams-initial-configurations-MTk3Ng==
 http://labs.ine.com/workbook/view/rs-v5-workbook/task/ccie-r-s-v5-topology-diagrams-initial-configurations-MTk3Ng==
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successful:
 R3#show ip bgp neighbors 155.1.13.1 | include state|Flags
 BGP state = Established
 , up for 00:02:02
 Connection state is ESTAB, I/O status: 1, unread input bytes: 0
 Status Flags: passive open, gen tcbs Option Flags: nagle, path mtu capable, md5
 , Retrans timeout
 Authentication failure results in a log message and failure of the peering to establish:
 R1#configure terminal
 Enter configuration commands, one per line. End with CNTL/Z. R1(config)#router bgp 100
 R1(config-router)#neighbor 155.1.13.3 password WRONG
 R1(config-router)#end
 ! R1#clear ip bgp *
 Note log messages on R3 after clearing the BGP session:
 %TCP-6-BADAUTH:Invalid MD5 digest from 155.1.13.1(179) to 155.1.13.3(27526) tableid - 0
 %TCP-6-BADAUTH:Invalid MD5 digest from 155.1.13.1(32159) to 155.1.13.3(179) tableid - 0
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CCIE Routing & Switching v5 Workbook - CCIE R&S v5 Advanced Technology Labs - BGP
 iBGP Route Reflection
 A Note On Section Initial Configuration Files : You must load the initial configuration files for the section, named iBGP Route Reflection , which can be found in CCIE R&S v5 Topology Diagrams & Initial Configurations.
 Task
 Ensure that there is no BGP configuration on R1 - R8 and: Configure BGP on R1 - R8 using AS 100.Configure IBGP peerings from R1 to all other AS 100 routers.Advertise Loopback0 prefixes of all AS 100 devices into BGP.
 Configure EBGP peerings between R7 and R9, between R8 and R10 using their directly connected links:
 R9 and R10 are in AS 54.Advertise the link between R7 and R9 into EIGRP on R7.Advertise the link between R8 and R10 into EIGRP on R8.
 Ensure full IPv4 reachability as follows: To Loopback0 prefixes from all internal devices.To all prefixes learned from AS 54, from all internal devices when sourcing traffic from Loopback0 interfaces.
 Configuration
 R1:
 router bgp 100
 network 150.1.1.1 mask 255.255.255.255
 neighbor 155.1.0.2 remote-as 100
 neighbor 155.1.0.3 remote-as 100
 neighbor 155.1.0.4 remote-as 100
 http://labs.ine.com/workbook/view/rs-v5-workbook/task/ccie-r-s-v5-topology-diagrams-initial-configurations-MTk3Ng==
 http://labs.ine.com/workbook/view/rs-v5-workbook/task/ccie-r-s-v5-topology-diagrams-initial-configurations-MTk3Ng==
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neighbor 155.1.0.5 remote-as 100
 neighbor 155.1.58.8 remote-as 100
 neighbor 155.1.67.7 remote-as 100
 neighbor 155.1.146.6 remote-as 100
 neighbor 155.1.0.2 route-reflector-client
 neighbor 155.1.0.3 route-reflector-client
 neighbor 155.1.0.4 route-reflector-client
 neighbor 155.1.0.5 route-reflector-client
 neighbor 155.1.58.8 route-reflector-client
 neighbor 155.1.67.7 route-reflector-client
 neighbor 155.1.146.6 route-reflector-client
 R2:
 router bgp 100
 network 150.1.2.2 mask 255.255.255.255
 neighbor 155.1.0.1 remote-as 100
 R3:
 router bgp 100
 network 150.1.3.3 mask 255.255.255.255
 neighbor 155.1.0.1 remote-as 100
 R4:
 router bgp 100
 network 150.1.4.4 mask 255.255.255.255
 neighbor 155.1.0.1 remote-as 100
 R5:
 router bgp 100
 network 150.1.5.5 mask 255.255.255.255
 neighbor 155.1.0.1 remote-as 100
 R6:
 router bgp 100
 network 150.1.6.6 mask 255.255.255.255
 neighbor 155.1.146.1 remote-as 100
 R7:
 router bgp 100
 network 150.1.7.7 mask 255.255.255.255
 neighbor 155.1.146.1 remote-as 100
 neighbor 155.1.79.9 remote-as 54
 !
 router eigrp 100
 network 155.1.79.0 0.0.0.255
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R8:
 router bgp 100
 network 150.1.8.8 mask 255.255.255.255
 neighbor 155.1.0.1 remote-as 100
 neighbor 155.1.108.10 remote-as 54
 !
 router eigrp 100
 network 155.1.108.0 0.0.0.255
 Verification
 BGP route reflectors, as defined in RFC 2796, are used in large-scale iBGP deployments to reduce the need for [n*(n-1)/2] fully meshed peerings. Route reflectors accomplish this by creating an exception for passing advertisements between IBGP peers. Specifically, this is implemented as follows.
 A route reflector can have three types of peers: EBGP peers, client peers, and non-client peers. EBGP peers are neighbors in a different AS number, including peers in different Sub-ASs in confederation. Client peers are iBGP neighbors that have the
 route-reflector-client statement configured. Non-client peers are normal iBGP peers that do not have the route-reflector-client statement configured. Routing advertisements sent from the route reflector must conform to the following three rules:
 1. Routes learned from EBGP peers can be sent to other EBGP peers, clients, and non-clients.
 2. Routes learned from client peers can be sent to EBGP peers, other client peers, and non-clients.
 3. Routes learned from non-client peers can be sent to EBGP peers, and client peers, but not other non-clients.
 In the simplest of route-reflection designs, a central peering point is chosen for all devices in the iBGP domain, and all peers of this device are defined as clients. In this particular example, R1 is configured in this manner. When R1 receives routes from its iBGP peers, they are tagged internally as being received from a client peer and are candidate to be advertised on to everyone. In the output below, we see R1 learning R2’s Loopback0 prefix, with the RR-client attribute set:
 R1#show ip bgp 150.1.2.2 255.255.255.255
 BGP routing table entry for 150.1.2.2/32, version 3
 Paths: (1 available, best #1, table default)

Page 815
                        

Advertised to update-groups:
 1
 Refresh Epoch 1 Local, ( Received from a RR-client
 ) 155.1.0.2 from 155.1.0.2
 (150.1.2.2)
 Origin IGP, metric 0, localpref 100, valid, internal, best
 rx pathid: 0, tx pathid: 0x0
 When a route is advertised, or “reflected,” from the route reflector to a client or non-client, BGP attributes such as the next-hop value are not updated:
 R1#show ip bgp neighbors 155.1.0.3 advertised-routes
 BGP table version is 19, local router ID is 150.1.1.1
 Status codes: s suppressed, d damped, h history, * valid, > best, i - internal,
 r RIB-failure, S Stale, m multipath, b backup-path, f RT-Filter,
 x best-external, a additional-path, c RIB-compressed,
 Origin codes: i - IGP, e - EGP, ? - incomplete
 RPKI validation codes: V valid, I invalid, N Not found
 Network Next Hop Metric LocPrf Weight Path
 *>i 28.119.16.0/24 155.1.79.9 0 100 0 54 i
 *>i 28.119.17.0/24 155.1.79.9 0 100 0 54 i
 *>i 112.0.0.0 155.1.79.9 0 100 0 54 50 60 i
 *>i 113.0.0.0 155.1.79.9 0 100 0 54 50 60 i
 *>i 114.0.0.0 155.1.79.9 0 100 0 54 i
 *>i 115.0.0.0 155.1.79.9 0 100 0 54 i
 *>i 116.0.0.0 155.1.79.9 0 100 0 54 i
 *>i 117.0.0.0 155.1.79.9 0 100 0 54 i
 *>i 118.0.0.0 155.1.79.9 0 100 0 54 i
 *>i 119.0.0.0 155.1.79.9 0 100 0 54 i
 *> 150.1.1.1/32 0.0.0.0 0 32768 i
 *>i 150.1.2.2/32 155.1.0.2 0 100 0 i
 *>i 150.1.3.3/32 155.1.0.3 0 100 0 i
 *>i 150.1.4.4/32 155.1.0.4 0 100 0 i
 *>i 150.1.5.5/32 155.1.0.5 0 100 0 i
 *>i 150.1.6.6/32 155.1.146.6 0 100 0 i
 *>i 150.1.7.7/32 155.1.67.7 0 100 0 i
 *>i 150.1.8.8/32 155.1.58.8 0 100 0 i
 Total number of prefixes 18
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Instead, two new attributes are added onto the reflected prefix, the Originator ID and the Cluster List:
 R3#show ip bgp 150.1.2.2 255.255.255.255
 BGP routing table entry for 150.1.2.2/32, version 7
 Paths: (1 available, best #1, table default)
 Not advertised to any peer
 Refresh Epoch 1
 Local
 155.1.0.2 from 155.1.0.1 (150.1.1.1)
 Origin IGP, metric 0, localpref 100, valid, internal, best
 Originator: 150.1.2.2, Cluster list: 150.1.1.1
 rx pathid: 0, tx pathid: 0x0
 Recall that previously, loop prevention in iBGP was achieved simply by not advertising routes learned from one iBGP neighbor to another. Because route-reflection violates this rule, new loop prevention must be implemented.
 The first of these, the Originator ID, is set by the route reflector as the BGP router-id of the neighbor from which it learned the prefix. For the above prefix, this is the BGP router-id of R2, as seen in the parenthesis of the show ip bgp 150.1.2.2
 255.255.255.255 on R3. When any BGP speaker learns a route from an iBGP neighbor, and the Originator ID matches their own local router-id, the route is discarded. This is why it is essential that the BGP router-id value be unique throughout the entire routing domain, just like in OSPF and EIGRP.
 The second new attribute, the Cluster List, contains the Cluster-IDs of the route reflectors that the route transited through in the network. Unless the bgp cluster-id
 command is manually configured under the BGP routing process, the value defaults to the router-id of the route reflector. In the above case, the Cluster List contains just the router-id of R1, 150.1.1.1.
 This attribute is used to prevent loops between route-reflectors, when a hierarchical design called Clustering is implemented. A “cluster” in BGP is defined as a route-reflector and its clients, and will be explored in more detail in later tasks. When a route-reflector learns a route from an iBGP peer, and the Cluster List includes its own Cluster-ID, the route is discarded.
 Note that because the other attributes in the prefix are not updated by the route reflector, the reflector is analogous to the DR in OSPF, and in many cases traffic does not physically transit through this device. Instead, the reflector is simply a central point for network control traffic, but not necessarily an aggregation point for traffic. This can be demonstrated in this design by the traffic flow between R2 and
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R7, as seen below:
 R2#show ip bgp 150.1.7.7 255.255.255.255
 BGP routing table entry for 150.1.7.7/32, version 8
 Paths: (1 available, best #1, table default)
 Not advertised to any peer
 Refresh Epoch 1
 Local 155.1.67.7 (metric 3328) from 155.1.0.1 (150.1.1.1)
 Origin IGP, metric 0, localpref 100, valid, internal, best
 Originator: 150.1.7.7, Cluster list: 150.1.1.1
 rx pathid: 0, tx pathid: 0x0
 R2 learns the prefix 150.1.7.7/32 from R1, but with a next-hop value of 155.1.67.7. Now a recursive lookup must be performed on 155.1.67.7 until the outgoing interface is found:
 R2#show ip route 155.1.67.7
 Routing entry for 155.1.67.0/24
 Known via "eigrp 100", distance 90, metric 3328, type internal
 Redistributing via eigrp 100
 Last update from 155.1.23.3 on GigabitEthernet1.23, 00:28:20 ago
 Routing Descriptor Blocks: * 155.1.23.3, from 155.1.23.3, 00:28:20 ago, via GigabitEthernet1.23
 Route metric is 3328, traffic share count is 1
 Total delay is 30 microseconds, minimum bandwidth is 1000000 Kbit
 Reliability 255/255, minimum MTU 1500 bytes
 Loading 1/255, Hops 2
 ! R2#show ip route 155.1.23.3
 Routing entry for 155.1.23.0/24
 Known via "connected", distance 0, metric 0 (connected, via interface)
 Redistributing via eigrp 100
 Routing Descriptor Blocks: * directly connected, via GigabitEthernet1.23
 Route metric is 0, traffic share count is 1
 155.1.67.7 is known via IGP from R3, out GigabitEthernet1.23. The traceroute indicates that the traffic flow does not pass through the route reflector, even though the BGP control traffic did:
 R2#traceroute 150.1.7.7
 Type escape sequence to abort.
 Tracing the route to 150.1.7.7
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VRF info: (vrf in name/id, vrf out name/id)
 1 155.1.23.3 3 msec 2 msec 1 msec 2 155.1.37.7 2 msec * 6 msec
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CCIE Routing & Switching v5 Workbook - CCIE R&S v5 Advanced Technology Labs - BGP
 Large-Scale iBGP Route Reflection with Clusters
 A Note On Section Initial Configuration Files : You must load the initial configuration files for the section, named Large Scale iBGP Route Reflection , which can be found in CCIE R&S v5 Topology Diagrams & Initial Configurations.
 Task
 Ensure that there is no BGP configuration on R1 - R8.Advertise the link between R7 and R9 into EIGRP on R7.Advertise the link between R8 and R10 into EIGRP on R8.Configure BGP in AS 200 on R2 and in AS 100 on all other R1 - R8 routers.Configure a BGP cluster between R1, R4, and R6 as follows:
 R1 should be the route-reflector, and peer with R4 and R6.R4 and R6 should peer with R10 who is in AS 54; R10 is not preconfigured for this peering.Use the cluster-id 150.1.1.1.
 Configure a BGP cluster between R3, R7, and R9 as follows: R9 is preconfigured in AS 100.R3 should be the route-reflector, and peer with R9 and R7.Use the cluster-id 150.1.3.3.
 Configure a BGP cluster between R5 and R8 as follows: R5 should be the route-reflector, and peer with R8.Use the cluster-id 150.1.5.5.
 R1, R3, and R5 should all peer with each other in a full-mesh, but they should not propagate updates between clusters.Configure EBGP peerings between R2 and R3, between R2 and R5.Advertise the Loopback0 prefixes of R1 - R8 into BGP.Ensure full IPv4 reachability to Loopback0 prefixes from all internal devices, and to
 http://labs.ine.com/workbook/view/rs-v5-workbook/task/ccie-r-s-v5-topology-diagrams-initial-configurations-MTk3Ng==
 http://labs.ine.com/workbook/view/rs-v5-workbook/task/ccie-r-s-v5-topology-diagrams-initial-configurations-MTk3Ng==
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all prefixes learned from AS 54 from R1-R8 when sourcing traffic from the Loopback0 interfaces.
 Configuration
 R1:
 router bgp 100
 bgp cluster-id 150.1.1.1
 network 150.1.1.1 mask 255.255.255.255
 neighbor 155.1.146.4 remote-as 100
 neighbor 155.1.146.6 remote-as 100
 neighbor 155.1.146.4 route-reflector-client
 neighbor 155.1.146.6 route-reflector-client
 neighbor 155.1.0.5 remote-as 100
 neighbor 155.1.13.3 remote-as 100
 R2:
 router bgp 200
 network 150.1.2.2 mask 255.255.255.255
 neighbor 155.1.23.3 remote-as 100
 neighbor 155.1.0.5 remote-as 100
 R3:
 router bgp 100
 bgp cluster-id 150.1.3.3
 network 150.1.3.3 mask 255.255.255.255
 neighbor 155.1.37.7 remote-as 100
 neighbor 155.1.79.9 remote-as 100
 neighbor 155.1.37.7 route-reflector-client
 neighbor 155.1.79.9 route-reflector-client
 neighbor 155.1.13.1 remote-as 100
 neighbor 155.1.0.5 remote-as 100
 neighbor 155.1.23.2 remote-as 200
 R4:
 router bgp 100
 network 150.1.4.4 mask 255.255.255.255
 neighbor 155.1.146.1 remote-as 100
 neighbor 155.1.108.10 remote-as 54
 neighbor 155.1.108.10 ebgp-multihop 255
 R5:
 router bgp 100
 bgp cluster-id 150.1.5.5
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network 150.1.5.5 mask 255.255.255.255
 neighbor 155.1.58.8 remote-as 100
 neighbor 155.1.58.8 route-reflector-client
 neighbor 155.1.0.1 remote-as 100
 neighbor 155.1.0.3 remote-as 100
 neighbor 155.1.0.2 remote-as 200
 R6:
 router bgp 100
 network 150.1.6.6 mask 255.255.255.255
 neighbor 155.1.146.1 remote-as 100
 neighbor 155.1.108.10 remote-as 54
 neighbor 155.1.108.10 ebgp-multihop 255
 R7:
 router bgp 100
 network 150.1.7.7 mask 255.255.255.255
 neighbor 155.1.37.3 remote-as 100
 !
 router eigrp 100
 network 155.1.79.0 0.0.0.255
 R8:
 router bgp 100
 network 150.1.8.8 mask 255.255.255.255
 neighbor 155.1.58.5 remote-as 100
 !
 router eigrp 100
 network 155.1.108.0 0.0.0.255
 R10:
 router bgp 54
 neighbor 155.1.146.4 remote-as 100
 neighbor 155.1.146.4 ebgp-multihop 255
 neighbor 155.1.146.6 remote-as 100
 neighbor 155.1.146.6 ebgp-multihop 255
 Verification
 The term “cluster” refers to a route-reflector and its clients, or multiple route-reflectors that service the same clients. Clustering is used to create a balance between the amount of BGP control traffic that must be maintained through peering
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and redundancy. Many large-scale service providers use clustering to create hierarchy in their iBGP designs by constraining clusters to different geographic regions, which reduces the number of long-haul BGP peerings that must occur.
 In this particular example, three clusters are created. Each cluster is serviced by one route-reflector: R1, R3, or R5. Inside the cluster, all iBGP peers are configured as clients of the route reflector. Between clusters, however, the route reflectors are non-clients of each other. This design helps to limit redundant updating in the BGP control plane, but it sacrifices redundancy. To illustrate this, let’s follow the path of an update through the iBGP domain and observe how different failure scenarios affect reachability to it:
 R4#show ip bgp 112.0.0.0
 BGP routing table entry for 112.0.0.0/8, version 21
 Paths: (1 available, best #1, table default)
 Advertised to update-groups:
 1
 Refresh Epoch 1
 54 155.1.108.10 (metric 3328) from 155.1.108.10 (31.3.0.1)
 Origin IGP, localpref 100, valid, external, best
 rx pathid: 0, tx pathid: 0x0
 R4 learns the prefix 112.0.0.0/8 from its EBGP peer, R10, and passes this route on to its iBGP peer, R1:
 R1#show ip bgp 112.0.0.0
 BGP routing table entry for 112.0.0.0/8, version 29
 Paths: (2 available, best #2, table default)
 Advertised to update-groups:
 1 2
 Refresh Epoch 1
 54, (Received from a RR-client) 155.1.108.10 (metric 3584) from 155.1.146.6 (150.1.6.6)
 Origin IGP, metric 0, localpref 100, valid, internal
 rx pathid: 0, tx pathid: 0
 Refresh Epoch 1
 54, (Received from a RR-client) 155.1.108.10 (metric 3584) from 155.1.146.4 (150.1.4.4)
 Origin IGP, metric 0, localpref 100, valid, internal, best
 rx pathid: 0, tx pathid: 0x0
 R1 learns the route from R4 with a next-hop of 155.1.108.10. It also learns the identical route from R6 with a next-hop of 155.1.108.10. Because the router-id of R4
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is lower, this route is chosen as best and is candidate to be advertised. Also note that R1 says that these two prefixes are learned from route reflector clients.
 Because these routes come from client peers, they are candidate to be advertised to EBGP peers, other clients, and non-clients. In this case, R1 advertises the path through R4 to its non-clients, R3 and R5:
 R3#show ip bgp 112.0.0.0
 BGP routing table entry for 112.0.0.0/8, version 28
 Paths: (1 available, best #1, table default)
 Advertised to update-groups:
 1 2
 Refresh Epoch 1
 54 155.1.108.10 (metric 3840) from 155.1.13.1 (150.1.1.1)
 Origin IGP, metric 0, localpref 100, valid, internal, best
 Originator: 150.1.4.4, Cluster list: 150.1.1.1
 rx pathid: 0, tx pathid: 0x0
 ! R5#show ip bgp 112.0.0.0
 Paths: (1 available, best #1, table default)
 Advertised to update-groups:
 1 3
 Refresh Epoch 1
 54 155.1.108.10 (metric 3072) from 155.1.0.1 (150.1.1.1)
 Origin IGP, metric 0, localpref 100, valid, internal, best
 Originator: 150.1.4.4, Cluster list: 150.1.1.1
 rx pathid: 0, tx pathid: 0x0
 R3 and R5 learn the prefix from R1, with the new attributes Originator ID set to 150.1.4.4 (R4), and Cluster List including 150.1.1.1 (R1). Because from R3 and R5’s perspective these prefixes were not learned from route reflector clients, they are only candidate to be advertised to EBGP peers and client peers. From R3, the result is that the prefix is advertised to R2, R7 and R9, but not to R5:
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R3#show ip bgp neighbors 155.1.23.2 advertised-routes | include 112.0.0.0
 *>i 112.0.0.0 155.1.108.10 0 100 0 54 i
 ! R3#show ip bgp neighbors 155.1.37.7 advertised-routes | include 112.0.0.0
 *>i 112.0.0.0 155.1.108.10 0 100 0 54 i
 ! R3#show ip bgp neighbors 155.1.79.9 advertised-routes | include 112.0.0.0
 *>i 112.0.0.0 155.1.108.10 0 100 0 54 i
 ! R3#show ip bgp neighbors 155.1.0.5 advertised-routes | include 112.0.0.0
 R3#
 This is the behavior we should expect, because the inter-cluster peerings are non-client peerings. In essence, the only routes that are advertised between clusters are routes that came from within the cluster, or from EBGP peers.
 Note that this behavior is the same in R5's cluster. R5 will only advertise this route to R2, its EBGP peer, and R8, its route-reflector client:
 R7#show ip bgp 112.0.0.0
 BGP routing table entry for 112.0.0.0/8, version 28
 Paths: (1 available, best #1, table default)
 Not advertised to any peer
 Refresh Epoch 1
 54 155.1.108.10 (metric 3840) from 155.1.37.3 (150.1.3.3)
 Origin IGP, metric 0, localpref 100, valid, internal, best
 Originator: 150.1.4.4, Cluster list: 150.1.3.3, 150.1.1.1
 rx pathid: 0, tx pathid: 0x0
 R7 learns the route from R3, with the Originator ID still set to R4, but with the Cluster List now including both the Cluster-IDs of R3 and R1. Like AS-Path, the Cluster List is populated with the newest route reflector on the left. The other attributes, such as the next-hop value, have not been updated. This means that R7 must perform a recursive lookup toward 155.1.108.10:
 R7#show ip route 155.1.108.10
 Routing entry for 155.1.108.0/24
 Known via "eigrp 100", distance 90, metric 3840, type internal
 Redistributing via eigrp 100
 Last update from 155.1.67.6 on GigabitEthernet1.67, 00:36:40 ago
 Routing Descriptor Blocks:
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* 155.1.67.6, from 155.1.67.6, 00:36:40 ago, via GigabitEthernet1.67
 Route metric is 3840, traffic share count is 1
 Total delay is 50 microseconds, minimum bandwidth is 1000000 Kbit
 Reliability 255/255, minimum MTU 1500 bytes
 Loading 1/255, Hops 4
 ! R7#show ip route 155.1.67.6
 Routing entry for 155.1.67.0/24
 Known via "connected", distance 0, metric 0 (connected, via interface)
 Redistributing via eigrp 100
 Routing Descriptor Blocks: * directly connected, via GigabitEthernet1.67
 Route metric is 0, traffic share count is 1
 The outgoing interface is found, and a traceroute indicates the full end-to-end path. Note that R1 is not in the traffic path, even though it is in the BGP control traffic path. This is because an independent IGP lookup is performed toward the next-hop, which is unrelated to the path of the BGP peerings:
 R7#traceroute 112.0.0.1 source loopback 0
 R7#traceroute 112.0.0.1 source loopback 0
 Type escape sequence to abort.
 Tracing the route to 112.0.0.1
 VRF info: (vrf in name/id, vrf out name/id)
 1 155.1.67.6 28 msec 9 msec 9 msec
 2 155.1.146.4 10 msec 16 msec 24 msec
 3 155.1.45.5 70 msec 42 msec 105 msec
 4 155.1.58.8 35 msec 52 msec 6 msec
 5 155.1.108.10 21 msec 31 msec 147 msec
 6 155.1.109.9 10 msec * 61 msec
 At this point full IPv4 reachability should be obtained to all BGP learned prefixes when traffic is sourced from Loopback0 interfaces. Now let’s look at the case where a failure occurs on the DMVPN network between R1 and R5:
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R5#configure terminal
 Enter configuration commands, one per line. End with CNTL/Z. R1(config)#interface Tunnel0
 R1(config-if)#no ip nhrp map 155.1.0.5 169.254.100.5
 R1(config-if)#do clear ip nhrp
 R1(config-if)#do clear ip bgp 155.1.0.5
 <output omitted> R1#show ip bgp summary | include 155.1.0.5
 155.1.0.5 4 100 73 70 0 0 0 00:10:03 Active
 The NHRP map statement for R5 is withdrawn from R1, simulating a circuit failure. Shortly after, the BGP peer is declared down. Now look at the changes in the propagation of the prefix 112.0.0.0/8:
 R1#show ip bgp 112.0.0.0
 BGP routing table entry for 112.0.0.0/8, version 29
 Paths: (2 available, best #2, table default)
 Advertised to update-groups:
 1 2
 Refresh Epoch 1
 54, (Received from a RR-client) 155.1.108.10 (metric 3584) from 155.1.146.6 (150.1.6.6)
 Origin IGP, metric 0, localpref 100, valid, internal
 rx pathid: 0, tx pathid: 0
 Refresh Epoch 1
 54, (Received from a RR-client) 155.1.108.10 (metric 3584) from 155.1.146.4 (150.1.4.4)
 Origin IGP, metric 0, localpref 100, valid, internal, best
 rx pathid: 0, tx pathid: 0x0
 R1 still has the best route to 112.0.0.0/8 installed via R4, and advertises the prefix to R3. The advertisement to R5 cannot occur because the peering is down:
 R3#show ip bgp 112.0.0.0
 Paths: (1 available, best #1, table default)
 Advertised to update-groups:
 1 2
 Refresh Epoch 1
 54 155.1.108.10 (metric 3840) from 155.1.13.1 (150.1.1.1)
 Origin IGP, metric 0, localpref 100, valid, internal, best
 Originator: 150.1.4.4, Cluster list: 150.1.1.1
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rx pathid: 0, tx pathid: 0x0
 R3 receives the prefix from R1, but it cannot advertise it to R5 because both R1 and R5 are non-clients:
 R3#show ip bgp neighbors 155.1.0.5 advertised-routes
 BGP table version is 35, local router ID is 150.1.3.3
 Status codes: s suppressed, d damped, h history, * valid, > best, i - internal,
 r RIB-failure, S Stale, m multipath, b backup-path, f RT-Filter,
 x best-external, a additional-path, c RIB-compressed,
 Origin codes: i - IGP, e - EGP, ? - incomplete
 RPKI validation codes: V valid, I invalid, N Not found
 Network Next Hop Metric LocPrf Weight Path
 *> 150.1.2.2/32 155.1.23.2 0 0 200 i
 *> 150.1.3.3/32 0.0.0.0 0 32768 i
 *>i 150.1.7.7/32 155.1.37.7 0 100 0 i
 Total number of prefixes 3
 The final result is that R5 does not have the prefix installed, which implies that R8 likewise does not have the prefix:
 R5#show ip bgp 112.0.0.0
 % Network not in table
 ! R8#ping 112.0.0.1 source Loopback0
 Type escape sequence to abort.
 Sending 5, 100-byte ICMP Echos to 112.0.0.1, timeout is 2 seconds:
 Packet sent with a source address of 150.1.8.8 .....
 Success rate is 0 percent (0/5)
 Now let’s modify the peerings between R1, R3, and R5, so that they are clients of each other, and see how this affects redundancy:
 R1#configure terminal
 Enter configuration commands, one per line. End with CNTL/Z. R1(config)#router bgp 100
 R1(config-router)#neighbor 155.1.0.5 route-reflector-client
 R1(config-router)#neighbor 155.1.13.3 route-reflector-client
 ! R3#configure terminal
 Enter configuration commands, one per line. End with CNTL/Z. R3(config)#router bgp 100
 R3(config-router)#neighbor 155.1.0.5 route-reflector-client
 R3(config-router)#neighbor 155.1.13.1 route-reflector-client
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! R5#configure terminal
 Enter configuration commands, one per line. End with CNTL/Z. R5(config)#router bgp 100
 R5(config-router)#neighbor 155.1.0.1 route-reflector-client
 R5(config-router)#neighbor 155.1.0.3 route-reflector-client
 Now that R1 is a client of R3, R3 can advertise prefixes received from R1 to R5, and vice versa. The resulting change is that R3 now advertises 112.0.0.0/8 to R5:
 R3#show ip bgp 112.0.0.0
 BGP routing table entry for 112.0.0.0/8, version 81
 Paths: (1 available, best #1, table default)
 Advertised to update-groups:
 1 2
 Refresh Epoch 2 54, ( Received from a RR-client
 ) 155.1.108.10 (metric 3840) from 155.1.13.1 (150.1.1.1)
 Origin IGP, metric 0, localpref 100, valid, internal, best Originator: 150.1.4.4,
 Cluster list: 150.1.1.1
 rx pathid: 0, tx pathid: 0x0
 ! R3#show ip bgp neighbors 155.1.0.5 advertised-routes | include 112.0.0.0
 *>i 112.0.0.0 155.1.108.10 0 100 0 54 i
 Likewise, R5 can now continue to propagate the prefix onto R8, and connectivity is restored:
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R8#show ip bgp 112.0.0.0
 BGP routing table entry for 112.0.0.0/8, version 83
 Paths: (1 available, best #1, table default)
 Not advertised to any peer
 Refresh Epoch 1
 54 155.1.108.10 from 155.1.58.5
 (150.1.5.5)
 Origin IGP, metric 0, localpref 100, valid, internal, best Originator: 150.1.4.4,
 Cluster list: 150.1.5.5, 150.1.3.3, 150.1.1.1
 rx pathid: 0, tx pathid: 0x0
 ! R8#ping 112.0.0.1 source Loopback0
 Type escape sequence to abort.
 Sending 5, 100-byte ICMP Echos to 112.0.0.1, timeout is 2 seconds:
 Packet sent with a source address of 150.1.8.8 !!!!!
 Success rate is 100 percent (5/5), round-trip min/avg/max = 4/11/17 ms
 So if, without client peerings between R1, R3, and R5, redundancy suffers, what is the disadvantage of configuring all the inter-cluster peers as clients of each other? The answer is route replication overhead.
 With R5’s connection to R1 working, let’s look at the advertisement of 112.0.0.0/8 again. To start, R4 learns the prefix 112.0.0.0/8 from R10, and advertises it onto R1:
 R4#show ip bgp neighbors 155.1.146.1 advertised-routes | include 112.0.0.0
 *> 112.0.0.0 155.1.108.10 0 54 i
 R1 reflects this route to both R3 and R5, as expected:
 R1#show ip bgp neighbors 155.1.13.3 advertised-routes | include 112.0.0.0
 *> 112.0.0.0 155.1.108.10 0 54 i
 ! R1#show ip bgp neighbors 155.1.0.5 advertised-routes | include 112.0.0.0
 *> 112.0.0.0 155.1.108.10 0 54 i
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Because R1 is now a client of both R3 and R5, both R3 and R5 advertise the prefix to each other, as expected:
 R3#show ip bgp neighbors 155.1.0.5 advertised-routes | include 112.0.0.0
 *> 112.0.0.0 155.1.108.10 0 54 i
 ! R5#show ip bgp neighbors 155.1.0.3 advertised-routes | include 112.0.0.0
 *> 112.0.0.0 155.1.108.10 0 54 i
 Now, however, R3 and R5 each take the advertisement they are getting in from R1, and send it back to R1. This is where the advertisement feedback occurs:
 R3#show ip bgp neighbors 155.1.13.1 advertised-routes | include 112.0.0.0
 *> 112.0.0.0 155.1.108.10 0 54 i
 ! R5#show ip bgp neighbors 155.1.0.1 advertised-routes | include 112.0.0.0
 *> 112.0.0.0 155.1.108.10 0 54 i
 To see this update loop in action, limit the routes that R4 receives from R10 to just 112.0.0.0/8, and shut down R1’s peering to R6. Next, request a route refresh with the clear ip bgp command while debug ip bgp is enabled:
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R4#configure terminal
 Enter configuration commands, one per line. End with CNTL/Z.
 R4(config)#ip prefix-list ONLY_112 permit 112.0.0.0/8
 R4(config)#router bgp 100
 R4(config-router)#neighbor 155.1.108.10 prefix-list ONLY_112 in
 R4#clear ip bgp * in
 ! R1#configure terminal
 Enter configuration commands, one per line. End with CNTL/Z. R1(config)#router bgp 100
 R1(config-router)#neighbor 155.1.146.6 shutdown
 %BGP-5-ADJCHANGE: neighbor 155.1.146.6 Down Admin. shutdown
 ! R1#debug ip bgp updates
 BGP updates debugging is on for address family: IPv4 Unicast R1#clear ip bgp 155.1.146.4
 !
 BGP(0): no valid path for 112.0.0.0/8 BGP(0): no valid path for 150.1.4.4/32
 _
 %BGP-5-ADJCHANGE: neighbor 155.1.146.4 Down User reset
 %BGP_SESSION-5-ADJCHANGE: neighbor 155.1.146.4 IPv4 Unicast topology base removed from session User reset
 BGP: topo global:IPv4 Unicast:base Remove_fwdroute for 112.0.0.0/8
 BGP: topo global:IPv4 Unicast:base Remove_fwdroute for 150.1.4.4/32
 BGP(0): (base) 155.1.0.5 send unreachable (format) 112.0.0.0/8
 BGP(0): (base) 155.1.0.5 send unreachable (format) 150.1.4.4/32
 With R1’s peering to R4 down, an UPDATE message is sent to withdraw the routes that were reachable via R4:
 BGP: 155.1.0.5 Route Reflector cluster loop
 ; Received cluster-id 150.1.1.1
 BGP(0): 155.1.0.5 rcv UPDATE w/ attr: nexthop 155.1.108.10, origin i, localpref 100, metric 0, originator 150.1.4.4, clusterlist 150.1.5.5 150.1.3.3 150.1.1.1, merged path 54, AS_PATH , community , extended community , SSA attribute
 BGPSSA ssacount is 0 BGP(0): 155.1.0.5 rcv UPDATE about 112.0.0.0/8 --
 DENIED due to: CLUSTERLIST contains our own cluster ID
 ;
 BGP: 155.1.0.5 Route Reflector cluster loop; Received cluster-id 150.1.1.1
 BGP(0): 155.1.0.5 rcv UPDATE w/ attr: nexthop 155.1.146.4, o
 R1#rigin i, localpref 100, metric 0, originator 150.1.4.4, clusterlist 150.1.5.5 150.1.3.3 150.1.1.1, merged path , AS_PATH , community , extended community , SSA attribute
 BGPSSA ssacount is 0 BGP(0): 155.1.0.5 rcv UPDATE about 150.1.4.4/32 --
 DENIED due to: CLUSTERLIST contains our own cluster ID
 ;
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BGP(0): 155.1.13.3 rcv UPDATE about 112.0.0.0/8 -- withdrawn
 BGP(0): 155.1.13.3 rcv UPDATE about 150.1.4.4/32 -- withdrawn
 BGP(0): 155.1.0.5 rcv UPDATE about 112.0.0.0/8 -- withdrawn
 BGP(0): 155.1.0.5 rcv UPDATE about 150.1.4.4/32 -- withdrawn
 When R1 issued a withdraw message for 112.0.0.0/8, it received looped updates back in from both R3 and R5. Ultimately these were blocked because R1 saw its own Cluster ID in the Cluster List. The same occurs when the peering to R4 comes back up:
 %BGP-5-ADJCHANGE: neighbor 155.1.146.4 Up
 BGP(0): (base) 155.1.0.5 send UPDATE (format) 150.1.2.2/32, next 155.1.0.2, metric 0, path 200
 BGP(0): (base) 155.1.0.5 send UPDATE (format) 150.1.3.3/32, next 155.1.13.3, metric 0, path Local
 BGP(0): (base) 155.1.0.5 send UPDATE (format) 150.1.7.7/32, next 155.1.37.7, metric 0, path Local
 BGP(0): (base) 155.1.0.5 send UPDATE (format) 150.1.5.5/32, next 155.1.0.5, metric 0, path Local
 BGP(0): (base) 155.1.0.5 send UPDATE (format) 150.1.8.8/32, next 155.1.58.8, metric 0, path Local
 BGP(0): (base) 155.1.0.5 send UPDATE (format) 150.1.1.1/32, next 155.1.0.1, metric 0, path Local
 BGP(0): 155.1.146.4
 rcvd UPDATE w/ attr: nexthop 155.1.108.10, origin i, localpref 100, metric 0, merged path 54, AS_PATH
 BGP(0): 155.1.146.4 rcvd 112.0.0.0/8
 BGP(0): 155.1.146.4
 rcvd UPDATE w/ attr: nexthop 155.1.146.4, origin i, localpref 100, metric 0 BGP(0): 155.1.146.4 rcvd
 150.1.4.4/32
 BGP(0): updgrp 2 - 155.1.146.4 updates replicated for neighbors: 155.1.0.5 155.1.13.3
 R1 gets the routes 150.1.4.4/32 and 112.0.0.0/8 from R4, and replicates them to R3 and R5.
 BGP: 155.1.13.3 Route Reflector cluster loop
 ; Received cluster-id 150.1.1.1
 BGP(0): 155.1.13.3 rcv UPDATE w/ attr: nexthop 155.1.146.4, origin i, localpref 100, metric 0, originator 150.1.4.4, clusterlist 150.1.3.3 150.1.5.5, path , community , extended community
 BGP(0): 155.1.13.3 rcv UPDATE about 150.1.4.4/32 --
 DENIED due to: CLUSTERLIST contains our own cluster ID
 ; BGP: 155.1.13.3 Route Reflector cluster loop
 ; Received cluster-id 150.1.1.1
 BGP(0): 155.1.13.3 rcv UPDATE w/ attr: nexthop 155.1.108.10, origin i, localpref 100, metric 0, originator 150.1.4.4, clusterlist 150.1.3.3 150.1.5.5, path 54 50 60, community , extended community
 BGP(0): 155.1.13.3 rcv UPDATE about 112.0.0.0/8 --
 DENIED due to: CLUSTERLIST contains our own cluster ID
 ; BGP: 155.1.0.5 Route Reflector cluster loop
 ; Received cluster-id 150.1.1.1
 BGP(0): 155.1.0.5 rcv UPDATE w/ attr: nexthop 155.1.146.4, origin i, localpref 100, metric 0, originator 150.1.4.4, clusterlist 150.1.5.5 150.1.5.5, path , community , extended community
 BGP(0): 155.1.0.5 rcv UPDATE about 150.1.4.4/32 --
 DENIED due to: CLUSTERLIST contains our own cluster ID
 ;
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BGP: 155.1.0.5 Route Reflector cluster loop
 ; Received cluster-id 150.1.1.1
 BGP(0): 155.1.0.5 rcv UPDATE w/ attr: nexthop 155.1.108.10, origin i, localpref 100, metric 0, originator 150.1.4.4, clusterlist 150.1.5.5 150.1.5.5, path 54 50 60, community , extended community
 BGP(0): 155.1.0.5 rcv UPDATE about 112.0.0.0/8 -- DENIED due to: CLUSTERLIST contains our own cluster ID
 ;
 When the peering to R4 comes back up, we can also see that another update loop occurs between R1, R3, and R5. Luckily, because the Cluster List contains R1’s Cluster ID, the loop is broken.
 Ultimately, the choice between making the inter-cluster peerings client or non-client depends on the redundancy design. We saw first that with them configured as non-client peerings, certain network failures could have caused traffic black holes, even though there were alternate viable paths to the destinations.
 With the inter-cluster peerings configured as client peerings, each update message sent out results in a feedback loop of update messages received back in. With only a few prefixes in the BGP table, this may not seem like a big issue, but with the hundreds of thousands of prefixes in the Internet BGP table, these type of loops can quickly cause utilization problems.
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CCIE Routing & Switching v5 Workbook - CCIE R&S v5 Advanced Technology Labs - BGP
 iBGP Confederation
 A Note On Section Initial Configuration Files : You must load the initial configuration files for the section, named BGP Confederation , which can be found in CCIE R&S v5 Topology Diagrams & Initial Configurations.
 Task
 Ensure that there is no BGP configuration on R1-R9.Advertise the link between R8 and R10 into EIGRP on R8.Configure R9 to be part of the EIGRP 100 domain with R7.Configure a BGP Confederation Sub-AS between R1, R4, and R6 as follows:
 Use the Sub-AS number 65146.Use the Public AS number 100.Configure full-mesh peerings between R1, R4, and R6.R4 and R6 should EBGP peer with R10 who is in AS 54; R10 is already preconfigured for these peerings.
 Configure a BGP Confederation Sub-AS between R3, R7, and R9 as follows: Use the Sub-AS number 65379.Use the Public AS number 100.Configure full-mesh peerings between R3, R7, and R9.
 Configure a BGP Confederation Sub-AS between R5 and R8 as follows: Use the Sub-AS number 65508.Use the Public AS number 100.R5 should be a route-reflector and peer with R8.
 R1, R3, and R5 should all peer with each other in a full-mesh.Configure EBGP peerings between R2 and R3, between R2 and R5; R2 is in AS 200.Advertise the Loopback0 prefixes of R1-R9 into BGP.Ensure full IPv4 reachability to Loopback0 prefixes from all internal devices, and to
 http://labs.ine.com/workbook/view/rs-v5-workbook/task/ccie-r-s-v5-topology-diagrams-initial-configurations-MTk3Ng==
 http://labs.ine.com/workbook/view/rs-v5-workbook/task/ccie-r-s-v5-topology-diagrams-initial-configurations-MTk3Ng==
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all prefixes learned from AS 54 from all internal devices when sourcing traffic from the Loopback0 interfaces.
 Configuration
 R1:
 router bgp 65146
 bgp confederation identifier 100
 bgp confederation peers 65379 65508
 network 150.1.1.1 mask 255.255.255.255
 neighbor 155.1.0.5 remote-as 65508
 neighbor 155.1.13.3 remote-as 65379
 neighbor 155.1.146.4 remote-as 65146
 neighbor 155.1.146.6 remote-as 65146
 R2:
 router bgp 200
 network 150.1.2.2 mask 255.255.255.255
 neighbor 155.1.0.5 remote-as 100
 neighbor 155.1.23.3 remote-as 100
 R3:
 router bgp 65379
 bgp confederation identifier 100
 bgp confederation peers 65146 65508
 network 150.1.3.3 mask 255.255.255.255
 neighbor 155.1.0.5 remote-as 65508
 neighbor 155.1.13.1 remote-as 65146
 neighbor 155.1.23.2 remote-as 200
 neighbor 155.1.37.7 remote-as 65379
 neighbor 155.1.79.9 remote-as 65379
 R4:
 router bgp 65146
 bgp confederation identifier 100
 network 150.1.4.4 mask 255.255.255.255
 neighbor 155.1.146.1 remote-as 65146
 neighbor 155.1.146.6 remote-as 65146
 neighbor 155.1.108.10 remote-as 54
 neighbor 155.1.108.10 ebgp-multihop 255
 R5:
 router bgp 65508
 bgp confederation identifier 100
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bgp confederation peers 65146 65379
 network 150.1.5.5 mask 255.255.255.255
 neighbor 155.1.0.1 remote-as 65146
 neighbor 155.1.0.2 remote-as 200
 neighbor 155.1.0.3 remote-as 65379
 neighbor 155.1.58.8 remote-as 65508
 neighbor 155.1.58.8 route-reflector-client
 R6:
 router bgp 65146
 bgp confederation identifier 100
 network 150.1.6.6 mask 255.255.255.255
 neighbor 155.1.108.10 remote-as 54
 neighbor 155.1.108.10 ebgp-multihop 255
 neighbor 155.1.146.1 remote-as 65146
 neighbor 155.1.146.4 remote-as 65146
 R7:
 router bgp 65379
 bgp confederation identifier 100
 network 150.1.7.7 mask 255.255.255.255
 neighbor 155.1.37.3 remote-as 65379
 neighbor 155.1.79.9 remote-as 65379
 !
 router eigrp 100
 network 155.1.79.0 0.0.0.255
 R8:
 router bgp 65508
 bgp confederation identifier 100
 network 150.1.8.8 mask 255.255.255.255
 neighbor 155.1.58.5 remote-as 65508
 !
 router eigrp 100
 network 155.1.108.0 0.0.0.255
 R9:
 router bgp 65379
 bgp confederation identifier 100
 network 150.1.9.9 mask 255.255.255.255
 neighbor 155.1.37.3 remote-as 65379
 neighbor 155.1.79.7 remote-as 65379
 !
 router eigrp 100
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network 155.1.79.0 0.0.0.255
 Verification
 Defined in RFC 5065, Autonomous System Confederations for BGP, confederations, like route reflectors, are used to reduce the need for fully meshed iBGP peerings in large-scale deployments. In confederation, a public AS is split into smaller Sub Autonomous Systems (Sub-ASs), which exhibit a hybrid behavior of both iBGP and EBGP. Inside a Sub-AS, the requirement for either fully meshed iBGP peerings or route reflection still applies, but between Sub-ASs, EBGP advertisement rules apply.
 First, the BGP process is initialized using the Sub-AS number, as opposed to the normal initialization with the public AS number. Sub-AS numbers are typically in the private AS range (64512 – 65535), but technically can be any valid number, private or not. Next, the bgp confederation identifier informs the router that it is part of a confederation, with the ID number being its public AS number.
 Any neighbor whose remote-as matches either the local Sub-AS or a number listed in the bgp confederation peers statement is considered to be part of the confederation. In the latter case, these peers are considered “confederation EBGP peers.” Neighbors whose AS matches neither the local Sub-AS nor a confederation peer AS are considered normal EBGP neighbors.
 The most notable difference between confederation implementations and route reflection or full mesh is the introduction of a new BGP attribute known as the AS_CONFED_SET. The confederation set, or simply confed set, is an unordered list of Sub-ASs that is prepended onto the normal AS-Path of a BGP prefix as it is passed between Sub-ASs. The confed set, however, is stripped and replaced by the confederation identifier when a prefix is advertised to a true EBGP peer. Take the following output from this example:
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R1#show ip bgp 150.1.6.6
 BGP routing table entry for 150.1.6.6/32, version 7
 Paths: (1 available, best #1, table default)
 Advertised to update-groups:
 1
 Refresh Epoch 1
 Local 155.1.146.6 from 155.1.146.6
 (150.1.6.6) Origin IGP, metric 0, localpref 100, valid, confed-internal
 , best
 rx pathid: 0, tx pathid: 0x0
 R1 learns the prefix 150.1.6.6 from R6 with a next-hop value of 155.1.146.6. Because both R1 and R6 are in the same Sub-AS of 65146, R1 tags this route as confed-internal, that is, coming from an iBGP peer. The AS-Path attribute of this prefix is not modified during R6’s advertisement to R1, because they are iBGP peers. When R1 passes this route onto R3 or R5, who are both in different Sub-ASs, the confed set is populated with R1’s Sub-AS number of 65146. This can be clearly seen as a separate denotation from the normal AS-Path information, as it is listed in parentheses:
 R5#show ip bgp 150.1.6.6
 BGP routing table entry for 150.1.6.6/32, version 9
 Paths: (2 available, best #2, table default)
 Advertised to update-groups:
 1 2 3
 Refresh Epoch 1 ( 65379 65146
 ) 155.1.146.6
 (metric 3072) from 155.1.0.3 (150.1.3.3) Origin IGP, metric 0, localpref 100, valid,
 confed-external
 rx pathid: 0, tx pathid: 0
 Refresh Epoch 1 (65146)
 155.1.146.6
 (metric 3072) from 155.1.0.1 (150.1.1.1) Origin IGP, metric 0, localpref 100, valid,
 confed-external , best
 rx pathid: 0, tx pathid: 0x0
 In the above case, R5 learns the prefix 150.1.6.6 from both R1 and R3. Because both of these neighbors are in different Sub-ASs, they are considered confed-external peers, or confederation EBGP peers. Note that the path through R3 contains both R1’s Sub-AS and R3’s Sub-AS, whereas the path through R1 only
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contains R1’s Sub-AS.
 Note that although prefixes are passed between Sub-ASs based on EBGP advertisement rules, the majority of attributes are left unchanged, with the most notable being that the next-hop value is not modified. As we can see in the output below, R9 sees the routes learned from AS 54 with a next-hop value of 155.1.108.10, which is the unmodified next-hop of the link between R8 and R10. Likewise, prefixes such as 150.1.8.8 and 150.1.5.5 have next-hop values of the originators into the public AS, not the neighbor from which R9 is learning them:
 R9#show ip bgp
 BGP table version is 12, local router ID is 150.1.9.9
 Status codes: s suppressed, d damped, h history, * valid, > best, i - internal,
 r RIB-failure, S Stale, m multipath, b backup-path, f RT-Filter,
 x best-external, a additional-path, c RIB-compressed,
 Origin codes: i - IGP, e - EGP, ? - incomplete
 RPKI validation codes: V valid, I invalid, N Not found
 Network Next Hop
 Metric LocPrf Weight Path 28.119.16.0/24 155.1.108.10
 0 100 0 (65146) 54 i 28.119.17.0/24 155.1.108.10
 0 100 0 (65146) 54 i 150.1.1.1/32 155.1.13.1
 0 100 0 (65146) i 150.1.2.2/32 155.1.23.2
 0 100 0 200 i 150.1.3.3/32 155.1.37.3
 0 100 0 i 150.1.4.4/32 155.1.146.4
 0 100 0 (65146) i 150.1.5.5/32 155.1.0.5
 0 100 0 (65146 65508) i 150.1.6.6/32 155.1.146.6
 0 100 0 (65146) i 150.1.7.7/32 155.1.79.7
 0 100 0 i 150.1.8.8/32 155.1.58.8
 0 100 0 (65146 65508) i 150.1.9.9/32 0.0.0.0
 0 100 32768 i
 When prefixes are advertised outside of the public AS, the confed set is stripped and replaced with the public AS number. In this manner, devices outside of the confederation do not know the confederation’s internal routing topology:
 R2#show ip bgp
 BGP table version is 12, local router ID is 150.1.2.2
 Status codes: s suppressed, d damped, h history, * valid, > best, i - internal,
 r RIB-failure, S Stale, m multipath, b backup-path, f RT-Filter,
 x best-external, a additional-path, c RIB-compressed,
 Origin codes: i - IGP, e - EGP, ? - incomplete
 RPKI validation codes: V valid, I invalid, N Not found
 Network Next Hop Metric LocPrf Weight Path
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* 28.119.16.0/24 155.1.0.5 0 100 54 i
 *> 155.1.23.3 0 100 54 i
 * 28.119.17.0/24 155.1.0.5 0 100 54 i
 *> 155.1.23.3 0 100 54 i
 * 150.1.1.1/32 155.1.0.1 0 100 i
 *> 155.1.23.3 0 100 i
 *> 150.1.2.2/32 0.0.0.0 0 32768
 * 150.1.3.3/32 155.1.0.3 0 100 i
 *> 155.1.23.3 0 0 100 i
 * 150.1.4.4/32 155.1.0.5 0 100 i
 *> 155.1.23.3 0 100 i
 * 150.1.5.5/32 155.1.23.3 0 100 i
 *> 155.1.0.5 0 0 100 i
 * 150.1.6.6/32 155.1.0.5 0 100 i
 *> 155.1.23.3 0 100 i
 * 150.1.7.7/32 155.1.0.5 0 100 i
 *> 155.1.23.3 0 100 i
 * 150.1.8.8/32 155.1.23.3 0 100 i
 *> 155.1.0.5 0 100 i
 * 150.1.9.9/32 155.1.0.5 0 100 i
 *> 155.1.23.3 0 100 i
 From a bestpath selection point of view, the entire AS_CONFED_SET counts as only one AS. This can sometimes result in confusing path selections, such as R5’s route to 150.1.7.0, shown below:
 R5#show ip bgp 150.1.7.7
 BGP routing table entry for 150.1.7.7/32, version 10
 Paths: (2 available, best #1, table default)
 Advertised to update-groups:
 1 2 3
 Refresh Epoch 1 ( 65146 65379
 ) 155.1.37.7 (metric 3584) from 155.1.0.1 ( 150.1.1.1
 ) Origin IGP, metric 0, localpref 100, valid, confed-external, best
 rx pathid: 0, tx pathid: 0x0
 Refresh Epoch 1 ( 65379
 ) 155.1.37.7 (metric 3584) from 155.1.0.3 ( 150.1.3.3
 )
 Origin IGP, metric 0, localpref 100, valid, confed-external
 rx pathid: 0, tx pathid: 0
 Although R5’s path through R3 has a shorter AS path, that is, only Sub-AS 65379 as opposed to both Sub-ASs 65146 and 65379, both of these confed sets are
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considered equal. In the case of this selection in particular, the bestpath is chosen as R1 because it has a lower router-id. Intra-Confederation bestpath selection is covered in later tasks, because there are some important exceptions such as this that must be noted.
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CCIE Routing & Switching v5 Workbook - CCIE R&S v5 Advanced Technology Labs - BGP
 BGP Next-Hop Processing - Next-Hop-Self
 A Note On Section Initial Configuration Files : You must load the initial configuration files for the section, named BGP Next Hop Processing Next Hop Self , which can be found in CCIE R&S v5 Topology Diagrams & Initial Configurations.
 Task
 Ensure that there is no BGP configuration on R1 - R8.Configure R2 in BGP AS 200.Configure BGP on all other R1 - R8 routers using AS 100.Configure iBGP peerings from R1 to all other devices in AS 100.Configure EBGP peerings between R7 and R9, between R8 and R10 using their directly connected links.
 R9 and R10 are in AS 54 and are preconfigured to peer with R7 and R8.Configure EBGP peerings between R2 and R3, between R2 and R5.Advertise Loopback0 prefixes of R1 - R8 into BGP.Do not advertise the links between R7 and R9, between R8 and R10 into EIGRP.Use the next-hop-self command where necessary to ensure full IPv4 connectivity to the prefixes coming from AS 54.Ensure full reachability to Loopback0 prefixes from R1 - R8, and to all prefixes learned from AS 54 from R1 - R8 when sourcing traffic from the Loopback0 interfaces.
 Configuration
 R1:
 router bgp 100
 network 150.1.1.1 mask 255.255.255.255
 neighbor 155.1.0.3 remote-as 100
 http://labs.ine.com/workbook/view/rs-v5-workbook/task/ccie-r-s-v5-topology-diagrams-initial-configurations-MTk3Ng==
 http://labs.ine.com/workbook/view/rs-v5-workbook/task/ccie-r-s-v5-topology-diagrams-initial-configurations-MTk3Ng==
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neighbor 155.1.0.5 remote-as 100
 neighbor 155.1.58.8 remote-as 100
 neighbor 155.1.67.7 remote-as 100
 neighbor 155.1.146.4 remote-as 100
 neighbor 155.1.146.6 remote-as 100
 neighbor 155.1.0.3 route-reflector-client
 neighbor 155.1.0.5 route-reflector-client
 neighbor 155.1.58.8 route-reflector-client
 neighbor 155.1.67.7 route-reflector-client
 neighbor 155.1.146.4 route-reflector-client
 neighbor 155.1.146.6 route-reflector-client
 R2:
 router bgp 200
 network 150.1.2.2 mask 255.255.255.255
 neighbor 155.1.23.3 remote-as 100
 neighbor 155.1.0.5 remote-as 100
 R3:
 router bgp 100
 network 150.1.3.3 mask 255.255.255.255
 neighbor 155.1.0.1 remote-as 100
 neighbor 155.1.23.2 remote-as 200
 R4:
 router bgp 100
 network 150.1.4.4 mask 255.255.255.255
 neighbor 155.1.146.1 remote-as 100
 R5:
 router bgp 100
 network 150.1.5.5 mask 255.255.255.255
 neighbor 155.1.0.1 remote-as 100
 neighbor 155.1.0.2 remote-as 200
 R6:
 router bgp 100
 network 150.1.6.6 mask 255.255.255.255
 neighbor 155.1.146.1 remote-as 100
 R7:
 router bgp 100
 network 150.1.7.7 mask 255.255.255.255
 neighbor 155.1.146.1 remote-as 100
 neighbor 155.1.146.1 next-hop-self
 neighbor 155.1.79.9 remote-as 54
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R8:
 router bgp 100
 network 150.1.8.8 mask 255.255.255.255
 neighbor 155.1.0.1 remote-as 100
 neighbor 155.1.0.1 next-hop-self
 neighbor 155.1.108.10 remote-as 54
 Verification
 Recall from the IP Routing section how the route recursion process works. When the longest match route is found for the destination in question, the next-hop value of the prefix is checked. If the longest match to the next-hop value is a connected route, the outgoing interface is known, the Layer 2 address is found (depending on the media), and the frame is built for transmission. If the next-hop value is not via a connected interface, additional routing lookups (“recursive” lookups) must be performed until an outgoing interface is found.
 With IGP routing, this process is usually transparent, because in the vast majority of cases routes are always learned from directly connected neighbors. For example, if an OSPF route is learned from neighbor A via interface X, it is safe to assume that interface X will be used to reach that destination. However, with BGP, a disconnect can occur between the neighbor from which prefixes are learned (the control plane) and the actual path that packets take toward the prefix (the forwarding/data plane). The main reason for this is that in many cases, BGP neighbors are not directly connected, but instead exchange BGP control plane information over additional hops in the network. This process can occur because IGP information provides reachability to establish the TCP transport inherent to the BGP control plane.
 To ensure that this disconnect does not adversely affect the actual forwarding of traffic, the BGP process internally performs the route recursion process for all prefixes toward performing Bestpath selection. If route recursion is not successful (such as if the final outgoing interface cannot be found), the prefix cannot be considered for Bestpath selection. This implies that the prefix cannot be installed in the IP routing table, nor can it be advertised to any other BGP peers. In this particular example, this problem can be illustrated in AS 100 by the routes that are learned from AS 54 after disabling next-hop-self on R7:
 R7(config)#router bgp 100
 R7(config-router)#no neighbor 155.1.146.1 next-hop-self
 ! R1#show ip bgp 112.0.0.0
 BGP routing table entry for 112.0.0.0/8, version 31
 Paths: (2 available, best #2, table default)

Page 845
                        

Advertised to update-groups:
 1
 Refresh Epoch 1
 54 50 60, (Received from a RR-client) 155.1.79.9 ( inaccessible
 ) from 155.1.67.7 (150.1.7.7)
 Origin IGP, metric 0, localpref 100, valid, internal
 rx pathid: 0, tx pathid: 0
 Refresh Epoch 1
 54 50 60, (Received from a RR-client) 155.1.58.8
 (metric 3328) from 155.1.58.8 (150.1.8.8)
 Origin IGP, metric 0, localpref 100, valid, internal, best
 rx pathid: 0, tx pathid: 0x0
 R7 and R8 both learn the prefix 112.0.0.0/8 from their EBGP peers in AS 54 and pass the route on to R1. Because the route is being advertised to an iBGP neighbor, the next-hop value is not normally updated. Recall that the next-hop value is only updated by default when prefixes are advertised to true EBGP peers, not iBGP peers or confederation EBGP peers. However, because the next-hop value is just another attribute of the prefix, like AS-Path or Community, it can be arbitrarily changed as the prefix is advertised or received.
 In the above output we can see that on R1 the prefix learned from R8 has a next-hop value of 155.1.58.8, whereas the prefix from R7 has a next-hop value of 155.1.79.9. Normally, R8 would be reporting the next-hop value of 155.1.108.10 to R1, which is the next-hop it learned from R10, but the neighbor 155.1.146.1 next-hop-
 self command has been applied under R8’s BGP process. This means that when a prefix is learned from an EBGP neighbor, and then advertised to the neighbor 155.1.146.1, the next-hop value is set to whatever local address is used for the peering toward 155.1.146.1. Because R7 does not have this option applied, the default next-hop that R9 reports (155.1.79.9) is retained as the next-hop attribute.
 The final result of this is that R1 cannot use the route via R7 for Bestpath selection because the next-hop value is listed as “inaccessible.” Inaccessible simply means that R1 does not have a route to the next-hop, which implies that successful route recursion cannot occur. Note that the links between R7 & R9 and R8 & R10 are not advertised into IGP. This is further reinforced by the output below:
 R1#show ip route 155.1.79.9
 % Subnet not in table
 Essentially, there are only two solutions for the problem presented. Either R1 must learn a route to the next-hop 155.1.79.9 via either static or dynamic routing, or the
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next-hop attribute must be changed to something R1 already has a route to. By configuring the next-hop-self option on R7 in addition to R8, the latter solution is used:
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R7(config)#router bgp 100
 R7(config-router)#neighbor 155.1.146.1 next-hop-self
 ! R1#show ip bgp
 BGP table version is 40, local router ID is 150.1.1.1
 Status codes: s suppressed, d damped, h history, * valid, > best, i - internal,
 r RIB-failure, S Stale, m multipath, b backup-path, f RT-Filter,
 x best-external, a additional-path, c RIB-compressed,
 Origin codes: i - IGP, e - EGP, ? - incomplete
 RPKI validation codes: V valid, I invalid, N Not found
 Network Next Hop Metric LocPrf Weight Path * i 28.119.16.0/24 155.1.58.8
 0 100 0 54 i *>i 155.1.67.7
 0 100 0 54 i * i 28.119.17.0/24 155.1.58.8
 0 100 0 54 i *>i 155.1.67.7
 0 100 0 54 i * i 112.0.0.0 155.1.58.8
 0 100 0 54 50 60 i *>i 155.1.67.7
 0 100 0 54 50 60 i * i 113.0.0.0 155.1.58.8
 0 100 0 54 50 60 i *>i 155.1.67.7
 0 100 0 54 50 60 i * i 114.0.0.0 155.1.58.8
 0 100 0 54 i *>i 155.1.67.7
 0 100 0 54 i * i 115.0.0.0 155.1.58.8
 0 100 0 54 i *>i 155.1.67.7
 0 100 0 54 i * i 116.0.0.0 155.1.58.8
 0 100 0 54 i *>i 155.1.67.7
 0 100 0 54 i * i 117.0.0.0 155.1.58.8
 0 100 0 54 i *>i 155.1.67.7
 0 100 0 54 i * i 118.0.0.0 155.1.58.8
 0 100 0 54 i *>i 155.1.67.7
 0 100 0 54 i * i 119.0.0.0 155.1.58.8
 0 100 0 54 i *>i 155.1.67.7
 0 100 0 54 i
 *> 150.1.1.1/32 0.0.0.0 0 32768 i
 *>i 150.1.2.2/32 155.1.0.2 0 100 0 200 i
 * i 155.1.23.2 0 100 0 200 i
 *>i 150.1.3.3/32 155.1.0.3 0 100 0 i
 *>i 150.1.4.4/32 155.1.146.4 0 100 0 i
 *>i 150.1.5.5/32 155.1.0.5 0 100 0 i
 *>i 150.1.6.6/32 155.1.146.6 0 100 0 i
 *>i 150.1.7.7/32 155.1.67.7 0 100 0 i
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*>i 150.1.8.8/32 155.1.58.8 0 100 0 i
 When R7 updates the next-hop value toward R1, R1 can use both prefixes via R7 and R9 for Bestpath selection. According to the output below, we can see that the prefix via R7 wins because of the lower metric to next-hop (3072 vs. 3328):
 R1#show ip bgp 112.0.0.0
 BGP routing table entry for 112.0.0.0/8, version 41
 Paths: (2 available, best #1, table default)
 Advertised to update-groups:
 1
 Refresh Epoch 2
 54 50 60, (Received from a RR-client) 155.1.67.7 (metric 3072)
 from 155.1.67.7 (150.1.7.7) Origin IGP, metric 0, localpref 100, valid, internal, best
 rx pathid: 0, tx pathid: 0x0
 Refresh Epoch 1
 54 50 60, (Received from a RR-client) 155.1.58.8 (metric 3328)
 from 155.1.58.8 (150.1.8.8)
 Origin IGP, metric 0, localpref 100, valid, internal
 rx pathid: 0, tx pathid: 0
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CCIE Routing & Switching v5 Workbook - CCIE R&S v5 Advanced Technology Labs - BGP
 BGP Next-Hop Processing - Manual Modification
 A Note On Section Initial Configuration Files : You must load the initial configuration files for the section, named BGP Next Hop Processing Manual Modification , which can be found in CCIE R&S v5 Topology Diagrams & Initial Configurations.
 Task
 Ensure that there is no BGP configuration on R1-R8.Configure R2 in BGP AS 200.Configure BGP on R1 - R8 using AS 100.Configure iBGP peerings from R1 to all other devices in AS 100.Configure EBGP peerings between R7 and R9, between R8 and R10 using their directly connected links; R9 and R10 are in AS 54 and are preconfigured to peer with R7 and R8.Configure EBGP peerings between R2 and R3, between R2 and R5.Advertise Loopback0 prefixes of R1 - R8 into BGP.Do not advertise the links between R7 and R9, between R8 and R10 into EIGRP.Configure an outbound route-map on R7 and an inbound route-map on R1 to resolve any next-hop reachability issues for the routes learned from AS 54.Ensure full IPv4 reachability to Loopback0 prefixes from all internal devices, and to all prefixes learned from AS 54 from R1 - R8 when sourcing traffic from Loopback0 interfaces.
 Configuration
 R1:
 route-map SET_NEXT_HOP_FROM_R8 permit 10
 set ip next-hop 155.1.58.8
 !
 http://labs.ine.com/workbook/view/rs-v5-workbook/task/ccie-r-s-v5-topology-diagrams-initial-configurations-MTk3Ng==
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router bgp 100
 network 150.1.1.1 mask 255.255.255.255
 neighbor 155.1.0.3 remote-as 100
 neighbor 155.1.0.5 remote-as 100
 neighbor 155.1.58.8 remote-as 100
 neighbor 155.1.58.8 route-map SET_NEXT_HOP_FROM_R8 in
 neighbor 155.1.67.7 remote-as 100
 neighbor 155.1.146.4 remote-as 100
 neighbor 155.1.146.6 remote-as 100
 neighbor 155.1.0.3 route-reflector-client
 neighbor 155.1.0.5 route-reflector-client
 neighbor 155.1.58.8 route-reflector-client
 neighbor 155.1.67.7 route-reflector-client
 neighbor 155.1.146.4 route-reflector-client
 neighbor 155.1.146.6 route-reflector-client
 R2:
 router bgp 200
 network 150.1.2.2 mask 255.255.255.255
 neighbor 155.1.23.3 remote-as 100
 neighbor 155.1.0.5 remote-as 100
 R3:
 router bgp 100
 network 150.1.3.3 mask 255.255.255.255
 neighbor 155.1.0.1 remote-as 100
 neighbor 155.1.23.2 remote-as 200
 R4:
 router bgp 100
 network 150.1.4.4 mask 255.255.255.255
 neighbor 155.1.146.1 remote-as 100
 R5:
 router bgp 100
 network 150.1.5.5 mask 255.255.255.255
 neighbor 155.1.0.1 remote-as 100
 neighbor 155.1.0.2 remote-as 200
 R6:
 router bgp 100
 network 150.1.6.6 mask 255.255.255.255
 neighbor 155.1.146.1 remote-as 100
 R7:
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route-map SET_NEXT_HOP_TO_R1 permit 10
 set ip next-hop 155.1.67.7
 !
 router bgp 100
 network 150.1.7.7 mask 255.255.255.255
 neighbor 155.1.146.1 remote-as 100
 neighbor 155.1.146.1 route-map SET_NEXT_HOP_TO_R1 out
 neighbor 155.1.79.9 remote-as 54
 R8:
 router bgp 100
 network 150.1.8.8 mask 255.255.255.255
 neighbor 155.1.0.1 remote-as 100
 neighbor 155.1.108.10 remote-as 54
 Verification
 Just as in the previous task, R7 and R8 learn prefixes from AS 54 and advertise them to their iBGP neighbor, R1. Normally, the next-hop value is not updated in this type of advertisement, which results in R1 seeing R7’s prefix via R9’s next-hop, and R8’s prefix via R10’s next-hop. If the next-hops are not changed, R1 would not have a route to either 155.1.79.9 or 155.1.108.10. Route recursion would fail, and the prefixes would not be considered for Bestpath selection. This can be seen in the following output, after removing the route-maps that are manually changing the next-hop. Note the lack of the “>” character in the status code on the left side, which normally denotes the Bestpath:
 R1(config)#router bgp 100
 R1(config-router)#no neighbor 155.1.58.8 route-map SET_NEXT_HOP_FROM_R8 in
 R1(config-router)#do clear ip bgp 155.1.58.8 in
 ! R7(config)#router bgp 100
 R7(config-router)#no neighbor 155.1.146.1 route-map SET_NEXT_HOP_TO_R1 out
 R7(config-router)#do clear ip bgp 155.1.146.1 out
 ! R1#show ip bgp
 BGP table version is 50, local router ID is 150.1.1.1
 Status codes: s suppressed, d damped, h history, * valid, > best, i - internal,
 r RIB-failure, S Stale, m multipath, b backup-path, f RT-Filter,
 x best-external, a additional-path, c RIB-compressed,
 Origin codes: i - IGP, e - EGP, ? - incomplete
 RPKI validation codes: V valid, I invalid, N Not found
 Network Next Hop Metric LocPrf Weight Path *
 i 28.119.16.0/24 155.1.108.10 0 100 0 54 i *
 i 155.1.79.9 0 100 0 54 i *
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<output omitted>
 Just as in the previous case, there are two ways to resolve this problem. We must either give R1 a route toward 155.1.79.9 and 155.1.108.10, that is, through IGP or static routing, or change the next-hop to something R1 already has a route to. In the previous example, the latter solution was implemented using the next-hop-self
 command on R7 and R8 out toward R1. However, because the next-hop value is treated just like any other attribute of the prefix that can be modified, it is also possible to manually change the next-hop value of BGP prefixes arbitrarily by using a route-map.
 In the output below, R7 applies an outbound route-map toward R1, which sets the next-hop value to 155.1.67.7. Also note the warning message, “Next hop address is our address”. This warning is meant to be used in policy routing implementations, to make sure that you are not trying to route a packet back to yourself. In our case, we are using the route-map for a BGP attribute change, so this warning can be ignored. Finally, note that the clear ip bgp command is used to send a triggered update from R7 to R1 via route refresh. This is necessary any time a manual attribute change is implemented in BGP:
 R7#configure terminal
 Enter configuration commands, one per line. End with CNTL/Z.
 R7(config)#route-map SET_NEXT_HOP_TO_R1 permit 10
 R7(config-route-map)#set ip next-hop 155.1.67.7
 % Warning: Next hop address is our address R7(config-route-map)#router bgp 100
 R7(config-router)#neighbor 155.1.146.1 route-map SET_NEXT_HOP_TO_R1 out
 ! R7#clear ip bgp 155.1.146.1 out
 Next, on R1, a similar route-map is used to change the next-hop value of routes learned from R8 to 155.1.58.8, followed by a route refresh request from R8 to apply the new policy:
 R1#configure terminal
 Enter configuration commands, one per line. End with CNTL/Z.
 R1(config)#route-map SET_NEXT_HOP_FROM_R8 permit 10
 R1(config-route-map)#set ip next-hop 155.1.58.8
 R1(config-route-map)#router bgp 100
 R1(config-router)#neighbor 155.1.58.8 route-map SET_NEXT_HOP_FROM_R8 in
 ! R1#clear ip bgp 155.1.58.8 in
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The final result is that prefixes that R7 sends to R1 appear with a next-hop of 155.1.67.7 in the BGP table of R1, whereas prefixes that R8 sends to R1 appear with a next-hop value of 155.1.58.8. This effect is essentially the same as using the
 next-hop-self feature, but it allows us more control over the BGP policy. In certain traffic engineering designs, it may be necessary to change the next-hop value of a prefix to an address completely unrelated to the neighbor that the prefix is learned from:
 R1#show ip bgp
 BGP table version is 40, local router ID is 150.1.1.1
 Status codes: s suppressed, d damped, h history, * valid, > best, i - internal,
 r RIB-failure, S Stale, m multipath, b backup-path, f RT-Filter,
 x best-external, a additional-path, c RIB-compressed,
 Origin codes: i - IGP, e - EGP, ? - incomplete
 RPKI validation codes: V valid, I invalid, N Not found
 Network Next Hop Metric LocPrf Weight Path * i 28.119.16.0/24 155.1.58.8
 0 100 0 54 i *>i 155.1.67.7
 0 100 0 54 i * i 28.119.17.0/24 155.1.58.8
 0 100 0 54 i *>i 155.1.67.7
 0 100 0 54 i * i 112.0.0.0 155.1.58.8
 0 100 0 54 50 60 i *>i 155.1.67.7
 0 100 0 54 50 60 i * i 113.0.0.0 155.1.58.8
 0 100 0 54 50 60 i *>i 155.1.67.7
 0 100 0 54 50 60 i * i 114.0.0.0 155.1.58.8
 0 100 0 54 i *>i 155.1.67.7
 0 100 0 54 i * i 115.0.0.0 155.1.58.8
 0 100 0 54 i *>i 155.1.67.7
 0 100 0 54 i * i 116.0.0.0 155.1.58.8
 0 100 0 54 i *>i 155.1.67.7
 0 100 0 54 i * i 117.0.0.0 155.1.58.8
 0 100 0 54 i *>i 155.1.67.7
 0 100 0 54 i * i 118.0.0.0 155.1.58.8
 0 100 0 54 i *>i 155.1.67.7
 0 100 0 54 i * i 119.0.0.0 155.1.58.8
 0 100 0 54 i *>i 155.1.67.7
 0 100 0 54 i
 <output omitted>
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CCIE Routing & Switching v5 Workbook - CCIE R&S v5 Advanced Technology Labs - BGP
 iBGP Synchronization
 A Note On Section Initial Configuration Files : You must load the initial configuration files for the section, named iBGP Synchronization, which can be found in CCIE R&S v5 Topology Diagrams & Initial Configurations.
 Task
 IBGP is preconfigured on R2 in AS 200 and all other R1 - R8 in AS 100.EBGP peerings with AS 54 are preconfigured between R7 and R9, between R8 and R10.Enable iBGP synchronization on all devices in AS 100.Ensure full IPv4 reachability to Loopback0 prefixes of R1 - R8, and to all prefixes learned from AS 54 from R1 - R8 when sourcing traffic from Loopback0 interfaces.
 Configuration
 According to Cisco’s BGP Bestpath Selection, “if BGP synchronization is enabled, there must be a match for the prefix in the IP routing table in order for an internal BGP (iBGP) path to be considered a valid path.” In other words, for every iBGP route learned, there must be a matching IGP route already before the BGP route can be used. This rule was designed to prevent traffic black holes in legacy network designs where not all devices in the BGP transit path actually ran BGP.
 With synchronization enabled, the assumption was that all routers in a transit network already run IGP. If these devices have IGP routes to all BGP destinations, it was safe to assume that traffic coming from other BGP ASs would not be blackholed, even if some of the internal routers were not running BGP. To implement this design, it was also assumed that some sort of BGP-to-IGP redistribution would occur.
 The problem with this model, however, is that IGP simply cannot scale to the size of
 http://labs.ine.com/workbook/view/rs-v5-workbook/task/ccie-r-s-v5-topology-diagrams-initial-configurations-MTk3Ng==
 http://labs.ine.com/workbook/view/rs-v5-workbook/task/ccie-r-s-v5-topology-diagrams-initial-configurations-MTk3Ng==
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the current Internet BGP table. Instead, current best practices dictate that if a network is used for Internet transit, the routing table should be default free (that is, no 0.0.0.0/0 routes), and all devices should run BGP. Another common design is to use other tunneling mechanisms, such as MPLS, to limit the number of devices on which BGP must be run.
 BGP synchronization is disabled by default as of IOS 12.2(8)T, and it is rarely, if ever, needed in a real implementation anymore. However, it is still important to understand the problem that synchronization was designed to prevent, and what the different resolutions for this problem are.
 R1:
 router eigrp 100
 network 150.1.1.1 0.0.0.0
 !
 router bgp 100
 synchronization
 R2:
 router eigrp 100
 network 150.1.2.2 0.0.0.0
 R3:
 router eigrp 100
 network 150.1.3.3 0.0.0.0
 !
 router bgp 100
 synchronization
 R4:
 router eigrp 100
 network 150.1.4.4 0.0.0.0
 !
 router bgp 100
 synchronization
 R5:
 router eigrp 100
 network 150.1.5.5 0.0.0.0
 !
 router bgp 100
 synchronization
 R6:
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router eigrp 100
 network 150.1.6.6 0.0.0.0
 !
 router bgp 100
 synchronization
 R7:
 ip as-path access-list 1 permit ^54_
 !
 route-map BGP_TO_IGP permit 10
 match as-path 1
 !
 router eigrp 100
 redistribute bgp 100 metric 100000 1000 255 1 1500 route-map BGP_TO_IGP
 network 150.1.7.7 0.0.0.0
 !
 router bgp 100
 synchronization
 R8:
 ip as-path access-list 1 permit ^54_
 !
 route-map BGP_TO_IGP permit 10
 match as-path 1
 !
 router eigrp 100
 redistribute bgp 100 metric 100000 1000 255 1 1500 route-map BGP_TO_IGP
 network 150.1.8.8 0.0.0.0
 !
 router bgp 100
 synchronization
 Verification
 Pitfall
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Redistribution between IGP and BGP can be dangerous, causing traffic loops, black holes, and network instability as a result of memory and CPU resource exhaustion. In the previous configuration, only necessary routes are redistributed on R7 and R8 based on the AS-Path attribute. Route-map filtering should always be used when performing this type of redistribution to strictly control which prefixes are candidate for redistribution.
 In the below output, BGP** synchronization ** is enabled with the synchronization command under the BGP process. Note that none of the iBGP-learned routes in the table (denoted by the “i” in the status code) are best routes. This is because the synchronization rule has not been met, as none of these routes have been redistributed into IGP in this example:
 R1#show ip bgp
 BGP table version is 90, local router ID is 150.1.1.1
 Status codes: s suppressed, d damped, h history, * valid, > best, i - internal,
 r RIB-failure, S Stale, m multipath, b backup-path, f RT-Filter,
 x best-external, a additional-path, c RIB-compressed,
 Origin codes: i - IGP, e - EGP, ? - incomplete
 RPKI validation codes: V valid, I invalid, N Not found
 Network Next Hop Metric LocPrf Weight Path * i
 28.119.16.0/24 155.1.67.7 0 100 0 54 i * i
 155.1.58.8 0 100 0 54 i * i
 28.119.17.0/24 155.1.67.7 0 100 0 54 i * i
 155.1.58.8 0 100 0 54 i * i
 112.0.0.0 155.1.67.7 0 100 0 54 50 60 i * i
 155.1.58.8 0 100 0 54 50 60 i * i
 113.0.0.0 155.1.67.7 0 100 0 54 50 60 i * i
 155.1.58.8 0 100 0 54 50 60 i * i
 114.0.0.0 155.1.67.7 0 100 0 54 i * i
 155.1.58.8 0 100 0 54 i * i
 115.0.0.0 155.1.67.7 0 100 0 54 i * i
 155.1.58.8 0 100 0 54 i * i
 116.0.0.0 155.1.67.7 0 100 0 54 i * i
 155.1.58.8 0 100 0 54 i * i
 117.0.0.0 155.1.67.7 0 100 0 54 i * i
 155.1.58.8 0 100 0 54 i * i
 118.0.0.0 155.1.67.7 0 100 0 54 i * i
 155.1.58.8 0 100 0 54 i * i
 119.0.0.0 155.1.67.7 0 100 0 54 i * i
 155.1.58.8 0 100 0 54 i
 *> 150.1.1.1/32 0.0.0.0 0 32768 i * i
 150.1.2.2/32 155.1.23.2 0 100 0 200 i
 *>i 155.1.0.2 0 100 0 200 i
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* i
 150.1.3.3/32 155.1.0.3 0 100 0 i * i
 150.1.4.4/32 155.1.146.4 0 100 0 i * i
 150.1.5.5/32 155.1.0.5 0 100 0 i * i
 150.1.6.6/32 155.1.146.6 0 100 0 i * i
 150.1.7.7/32 155.1.67.7 0 100 0 i * i
 150.1.8.8/32 155.1.58.8 0 100 0 i
 This can be further verified by the not synchronized output shown below. This means that synchronization is on, the route is learned from an iBGP neighbor, and there is no matching IGP route already in the routing table:
 R1#show ip bgp 112.0.0.0
 BGP routing table entry for 112.0.0.0/8, version 83 Paths: (2 available, no best path
 )
 Not advertised to any peer
 Refresh Epoch 1
 54 50 60, (Received from a RR-client)
 155.1.67.7 (metric 3072) from 155.1.67.7 (150.1.7.7)
 Origin IGP, metric 0, localpref 100, valid, internal, not synchronized
 rx pathid: 0, tx pathid: 0
 Refresh Epoch 1
 54 50 60, (Received from a RR-client)
 155.1.58.8 (metric 3328) from 155.1.58.8 (150.1.8.8)
 Origin IGP, metric 0, localpref 100, valid, internal, not synchronized
 rx pathid: 0, tx pathid: 0
 When BGP is redistributed into IGP, the synchronization rule is met, and the routes are installed as best paths, but the “r” in the status code denotes that RIB-failure now occurs:
 R1#show ip bgp
 BGP table version is 118, local router ID is 150.1.1.1
 Status codes: s suppressed, d damped, h history, * valid, > best, i - internal,
 r RIB-failure, S Stale, m multipath, b backup-path, f RT-Filter,
 x best-external, a additional-path, c RIB-compressed,
 Origin codes: i - IGP, e - EGP, ? - incomplete
 RPKI validation codes: V valid, I invalid, N Not found
 Network Next Hop Metric LocPrf Weight Path r>i
 28.119.16.0/24 155.1.67.7 0 100 0 54 i r i
 155.1.58.8 0 100 0 54 i r>i
 28.119.17.0/24 155.1.67.7 0 100 0 54 i r i
 155.1.58.8 0 100 0 54 i
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r>i
 112.0.0.0 155.1.67.7 0 100 0 54 50 60 i r i
 155.1.58.8 0 100 0 54 50 60 i r>i
 113.0.0.0 155.1.67.7 0 100 0 54 50 60 i r i
 155.1.58.8 0 100 0 54 50 60 i r>i
 114.0.0.0 155.1.67.7 0 100 0 54 i r i
 155.1.58.8 0 100 0 54 i r>i
 115.0.0.0 155.1.67.7 0 100 0 54 i r i
 155.1.58.8 0 100 0 54 i r>i
 116.0.0.0 155.1.67.7 0 100 0 54 i r i
 155.1.58.8 0 100 0 54 i r>i
 117.0.0.0 155.1.67.7 0 100 0 54 i r i
 155.1.58.8 0 100 0 54 i
 <output omitted>
 ! R1#show ip bgp 28.119.17.0/24
 BGP routing table entry for 28.119.17.0/24, version 110 Paths: (2 available, best #1, table default,
 RIB-failure
 (17))
 Advertised to update-groups:
 1
 Refresh Epoch 1
 54, (Received from a RR-client)
 155.1.67.7 (metric 3072) from 155.1.67.7 (150.1.7.7)
 Origin IGP, metric 0, localpref 100, valid, internal, synchronized , best
 rx pathid: 0, tx pathid: 0x0
 Refresh Epoch 1
 54, (Received from a RR-client)
 155.1.58.8 (metric 3328) from 155.1.58.8 (150.1.8.8)
 Origin IGP, metric 0, localpref 100, valid, internal, synchronized
 rx pathid: 0, tx pathid: 0
 According to the output above on R1, 28.119.17.0/24 is now “synchronized” because there is a matching IGP route in the routing table. This means that the route can be used for Bestpath selection and can be advertised to other BGP neighbors.
 The RIB-failure output is an informational message to let us know that although the BGP route is valid, it is not being installed in the routing table. This usually occurs when there is an identical match to a BGP route via an IGP route with a lower administrative distance. In the output below, we can see that the external EIGRP route with a distance of 170 prevents the iBGP route from being installed, which would normally have a distance of 200:
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R1#show ip route 28.119.17.0
 Routing entry for 28.119.17.0/24 Known via "eigrp 100", distance 170
 , metric 282112
 Tag 54, type external
 Redistributing via eigrp 100
 Last update from 155.1.146.6 on GigabitEthernet1.146, 00:04:04 ago
 Routing Descriptor Blocks: 155.1.146.6, from 155.1.146.6, 00:04:04 ago, via GigabitEthernet1.146
 Route metric is 282112, traffic share count is 1
 Total delay is 10020 microseconds, minimum bandwidth is 100000 Kbit
 Reliability 255/255, minimum MTU 1500 bytes
 Loading 1/255, Hops 2
 Route tag 54 * 155.1.13.3, from 155.1.13.3, 00:04:04 ago, via GigabitEthernet1.13
 Route metric is 282112, traffic share count is 1
 Total delay is 10020 microseconds, minimum bandwidth is 100000 Kbit
 Reliability 255/255, minimum MTU 1500 bytes
 Loading 1/255, Hops 2
 Route tag 54
 RIB-failure by itself is not necessarily bad, but there are certain cases in which this disconnect between the BGP table and the routing table can cause traffic loops. By default, BGP routes that have RIB-failure can be advertised to other neighbors, because the command no bgp suppress-inactive is the default option under the routing process. To stop RIB-failure routes from being advertised, issue the
 bgp suppress-inactive command under the process.
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CCIE Routing & Switching v5 Workbook - CCIE R&S v5 Advanced Technology Labs - BGP
 BGP over GRE
 A Note On Section Initial Configuration Files : You must load the initial configuration files for the section, named BGP over GRE , which can be found in CCIE R&S v5 Topology Diagrams & Initial Configurations.
 Task
 Configure R7 in AS 100.Configure R8 in AS 200, with an EBGP peering to R10 in AS 54 using the password CISCO.
 R10 is preconfigured for this EBGP peering.Configure an EBGP peering between R7 and R8.Advertise the Loopback0 networks of R7 and R8 into BGP.Ensure that R7 and R8 can reach prefixes learned from AS 54 when sourcing traffic from their Loopback0 interfaces.Do not redistribute between BGP and IGP to accomplish this.
 Configuration
 Using automatic tunneling techniques along with BGP is the core of MPLS VPNs. In this case we'll use simple manual tunnels along with BGP to better understand possible effects. Two devices peer BGP (this could be eBGP or iBGP session) across a non-BGP-capable router cloud. This configuration means that any attempt to reach a BGP prefix across the non-BGP cloud would result in prefix blackholing. However, if we establish a direct tunnel between the BGP peers and force all packets go across the tunnel, the non-BGP devices will never notice those packets. Thus, the “unknown” addresses will be hidden from the “core” network, only appearing at the edge routers that know about them.
 Notice the trick used in the solution. Although the “core” IP addresses are used for
 http://labs.ine.com/workbook/view/rs-v5-workbook/task/ccie-r-s-v5-topology-diagrams-initial-configurations-MTk3Ng==
 http://labs.ine.com/workbook/view/rs-v5-workbook/task/ccie-r-s-v5-topology-diagrams-initial-configurations-MTk3Ng==
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BGP peering, next-hops in BGP prefixes are modified to point to the tunnel endpoints. Alternatively, you could have peered directly off the tunnel endpoints or even used policy routing to divert packets to the tunnel interfaces:
 R7:
 interface Tunnel0
 ip address 10.0.0.7 255.255.255.0
 tunnel source 155.1.67.7
 tunnel destination 155.1.58.8
 !
 router bgp 100
 neighbor 155.1.58.8 remote-as 200
 neighbor 155.1.58.8 ebgp-multihop 255
 network 150.1.7.7 mask 255.255.255.255
 R8:
 interface Tunnel0
 ip address 10.0.0.8 255.255.255.0
 tunnel source 155.1.58.8
 tunnel destination 155.1.67.7
 !
 route-map SET_NEXT_HOP_TO_TUNNEL_OUT permit 10
 set ip next-hop 10.0.0.8
 !
 route-map SET_NEXT_HOP_TO_TUNNEL_IN permit 10
 set ip next-hop 10.0.0.7
 !
 router bgp 200
 neighbor 155.1.67.7 remote-as 100
 neighbor 155.1.67.7 ebgp-multihop 255
 neighbor 155.1.67.7 route-map SET_NEXT_HOP_TO_TUNNEL_OUT out
 neighbor 155.1.67.7 route-map SET_NEXT_HOP_TO_TUNNEL_IN in
 neighbor 155.1.108.10 remote-as 54
 neighbor 155.1.108.10 password CISCO
 network 150.1.8.8 mask 255.255.255.255
 Verification
 Look at the BGP table in R7. Notice that prefixes learned from R8 have their next-hops pointing to the tunnel endpoint:
 R7#show ip bgp
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BGP table version is 23, local router ID is 150.1.7.7
 Status codes: s suppressed, d damped, h history, * valid, > best, i - internal,
 r RIB-failure, S Stale, m multipath, b backup-path, f RT-Filter,
 x best-external, a additional-path, c RIB-compressed,
 Origin codes: i - IGP, e - EGP, ? - incomplete
 RPKI validation codes: V valid, I invalid, N Not found
 Network Next Hop Metric LocPrf Weight Path *> 28.119.16.0/24 10.0.0.8
 0 200 54 i *> 28.119.17.0/24 10.0.0.8
 0 200 54 i *> 112.0.0.0 10.0.0.8
 0 200 54 50 60 i *> 113.0.0.0 10.0.0.8
 0 200 54 50 60 i *> 114.0.0.0 10.0.0.8
 0 200 54 i *> 115.0.0.0 10.0.0.8
 0 200 54 i *> 116.0.0.0 10.0.0.8
 0 200 54 i *> 117.0.0.0 10.0.0.8
 0 200 54 i *> 118.0.0.0 10.0.0.8
 0 200 54 i *> 119.0.0.0 10.0.0.8
 0 200 54 i
 *> 150.1.7.7/32 0.0.0.0 0 32768 i *> 150.1.8.8/32 10.0.0.8
 0 0 200 i
 Now ping any prefix learned from R8, such as 112.0.0.0/24. Source the packets off R7’s Loopback0 interface, because this is the only R7 network known to the external AS 54 systems:
 R7#ping 112.0.0.1 source lo0
 Type escape sequence to abort.
 Sending 5, 100-byte ICMP Echos to 112.0.0.1, timeout is 2 seconds:
 Packet sent with a source address of 150.1.7.7 !!!!!
 Success rate is 100 percent (5/5), round-trip min/avg/max = 12/38/97 ms
 Next, trace the route to the same prefix off R7’s Loopback0 interface. Notice that the path taken by the packets goes across the tunnel interface, and any intermediate nodes between R7 and R8 do not appear in the output:
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R7#traceroute 112.0.0.1 source loopback 0
 Type escape sequence to abort.
 Tracing the route to 112.0.0.1
 VRF info: (vrf in name/id, vrf out name/id) 1 10.0.0.8 20 msec 6 msec 10 msec
 2 155.1.108.10 53 msec 22 msec 31 msec
 3 155.1.109.9 32 msec * 13 msec
 Now look at R8’s BGP table and notice that the prefix learned from R7 has its next-hop pointing to 10.0.0.7 (the tunnel endpoint):
 R8#show ip bgp neighbors 155.1.67.7 routes
 BGP table version is 13, local router ID is 150.1.8.8
 Status codes: s suppressed, d damped, h history, * valid, > best, i - internal,
 r RIB-failure, S Stale, m multipath, b backup-path, f RT-Filter,
 x best-external, a additional-path, c RIB-compressed,
 Origin codes: i - IGP, e - EGP, ? - incomplete
 RPKI validation codes: V valid, I invalid, N Not found
 Network Next Hop Metric LocPrf Weight Path *> 150.1.7.7/32 10.0.0.7
 0 0 100 i
 Total number of prefixes 1
 Repeat the traceroute test again, now targeting R7's Loopback0. Notice that the very first hop is the tunnel endpoint again. The transit nodes are unaware of the encapsulated packet’s destination IP address. For this reason, none of the transit nodes need to have routing information about the tunneled packet's destination IP address (150.1.7.7/32):
 R8#traceroute 150.1.7.7 source loopback 0
 Type escape sequence to abort.
 Tracing the route to 150.1.7.7
 VRF info: (vrf in name/id, vrf out name/id) 1 10.0.0.7 22 msec * 10 msec
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CCIE Routing & Switching v5 Workbook - CCIE R&S v5 Advanced Technology Labs - BGP
 BGP Redistribute Internal
 A Note On Section Initial Configuration Files : You must load the initial configuration files for the section, named BGP Redistribute Internal , which can be found in CCIE R&S v5 Topology Diagrams & Initial Configurations.
 Task
 Ensure that there is no BGP configuration on R1 - R8.Configure R1, R3, R7, and R8 in AS 100.R7 and R8 should peer with R9 and R10, respectively, which are in AS 54.R9 and R10 are preconfigured for these EBGP peerings.R1 should peer with R3, R7, and R8 as a route reflector.Configure R7 and R8 to advertise the network 155.1.0.0/16 to AS 54.Configure BGP to IGP redistribution on R3 so that all internal devices have reachability to the prefixes learned from AS 54.
 Configuration
 As discussed previously, enabling BGP on all transit devices in the AS is one way to ensure that all routers have full external routing information. This solution is scalable, because it avoids feeding large BGP tables into IGP.
 In some situations, you cannot enable BGP on all routers in your network. This may be the case of an enterprise network, in which only border routers peer eBGP with the ISP. In such situations, it is common to advertise a default route from the border routers toward the rest of the network.
 There could be even more complicated scenarios, such as migrating your network or gradually enabling BGP on all devices. In situations like these, you may find that iBGP peers are separated by non-BGP cloud or that non-BGP speakers need BGP
 http://labs.ine.com/workbook/view/rs-v5-workbook/task/ccie-r-s-v5-topology-diagrams-initial-configurations-MTk3Ng==
 http://labs.ine.com/workbook/view/rs-v5-workbook/task/ccie-r-s-v5-topology-diagrams-initial-configurations-MTk3Ng==
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routes from the devices that learned them via iBGP (no eBGP!). So what’s wrong with redistributing iBGP prefixes into IGP? As you remember, BGP uses AS_PATH attributes to detect routing loops. When exchanging iBGP routes, AS_PATH attributes are not prepended and thus the route loop prevention technique does not work. Because of that, feeding iBGP prefixes into an IGP may result in routing loops, because the “split-horizon” rules for BGP prefixes may be broken. To make this situation even worse, iBGP has the AD value that makes it less preferred than any IGP. Thus, iBGP prefixes redistributed into an IGP may preempt iBGP-learned prefixes on other iBGP speakers.
 To prevent the above issues, iBGP-learned prefixes are not automatically redistributed into IGP when you issue the statement redistribute bgp under any IGP process on the router, only eBGP prefixes are redistributed. To make iBGP redistribution possible, you need an additional statement configured under the BGP process: bgp redistribute internal . Be very careful when enabling this feature, because you may quickly end up with routing loops, and try to avoid multiple points of iBGP to IGP redistribution.
 In our task, we have to change R1’s EIGRP External AD to avoid the effect of iBGP prefixes being preempted by IGP routes.
 R1:
 router eigrp 100
 distance eigrp 90 201
 !
 router bgp 100
 neighbor 155.1.67.7 remote-as 100
 neighbor 155.1.58.8 remote-as 100
 neighbor 155.1.13.3 remote-as 100
 neighbor 155.1.67.7 route-reflector-client
 neighbor 155.1.58.8 route-reflector-client
 neighbor 155.1.13.3 route-reflector-client
 R3:
 router eigrp 100
 redistribute bgp 100 metric 100000 1000 255 1 1500
 !
 router bgp 100
 neighbor 155.1.13.1 remote-as 100
 bgp redistribute-internal
 R7:
 router bgp 100
 neighbor 155.1.146.1 remote-as 100
 neighbor 155.1.146.1 next-hop-self
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neighbor 155.1.79.9 remote-as 54
 network 155.1.67.0 mask 255.255.255.0
 aggregate-address 155.1.0.0 255.255.0.0
 R8:
 router bgp 100
 neighbor 155.1.146.1 remote-as 100
 neighbor 155.1.146.1 next-hop-self
 neighbor 155.1.108.10 remote-as 54
 network 155.1.58.0 mask 255.255.255.0
 aggregate-address 155.1.0.0 255.255.0.0
 Verification
 If you remove the bgp redistribute internal command from R3, none of the iBGP-learned prefixes will get redistributed into IGP:
 R3#configure terminal
 Enter configuration commands, one per line. End with CNTL/Z.
 R3(config)#router bgp 100
 R3(config-router)#no bgp redistribute-internal
 ! R3#clear ip route *
 R3#show ip eigrp topology 112.0.0.0/8
 EIGRP-IPv4 Topology Entry for AS(100)/ID(150.1.3.3) %Entry 112.0.0.0/8 not in topology table
 112.0.0.0/8, an iBGP route, will not get redistributed unless bgp redistribute internal
 is used under the BGP process. Note that after adding the command, 112.0.0.0/8 appears in the EIGRP topology table via BGP to EIGRP redistribution:
 R3#show ip eigrp topology 112.0.0.0/8
 EIGRP-IPv4 Topology Entry for AS(100)/ID(150.1.3.3) for 112.0.0.0/8
 State is Passive, Query origin flag is 1, 1 Successor(s), FD is 281600
 Descriptor Blocks: 155.1.67.7, from Redistributed
 , Send flag is 0x0
 Composite metric is (281600/0), route is External
 Vector metric:
 Minimum bandwidth is 100000 Kbit
 Total delay is 10000 microseconds
 Reliability is 255/255
 Load is 1/255
 Minimum MTU is 1500
 Hop count is 0
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Originating router is 150.1.3.3
 External data:
 AS number of route is 100 External protocol is BGP
 , external metric is 0
 Administrator tag is 54 (0x00000036)
 R1 has an AD fixup so that when R3 redistributes the iBGP routes into EIGRP, these external EIGRP routes with AD 170 will not be preferred on R1 over the same iBGP routes with AD 200:
 R1#show ip bgp 112.0.0.0
 BGP routing table entry for 112.0.0.0/8, version 18
 Paths: (2 available, best #2, table default)
 Advertised to update-groups:
 1
 Refresh Epoch 1
 54 50 60, (Received from a RR-client) 155.1.58.8
 (metric 3328) from 155.1.58.8 (150.1.8.8)
 Origin IGP, metric 0, localpref 100, valid, internal
 rx pathid: 0, tx pathid: 0
 Refresh Epoch 1
 54 50 60, (Received from a RR-client) 155.1.67.7
 (metric 3072) from 155.1.67.7 (150.1.7.7)
 Origin IGP, metric 0, localpref 100, valid, internal, best
 rx pathid: 0, tx pathid: 0x0
 R5#traceroute 112.0.0.1
 Type escape sequence to abort.
 Tracing the route to 112.0.0.1
 VRF info: (vrf in name/id, vrf out name/id)
 1 155.1.0.3 20 msec 7 msec 13 msec
 2 155.1.37.7 4 msec 7 msec 8 msec
 3 155.1.79.9 114 msec * 22 msec
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CCIE Routing & Switching v5 Workbook - CCIE R&S v5 Advanced Technology Labs - BGP
 BGP Peer Groups
 A Note On Section Initial Configuration Files : You must load the initial configuration files for the section, named Initial BGP Base , which can be found in CCIE R&S v5 Topology Diagrams & Initial Configurations.
 Task
 Ensure that there is no BGP configuration on R1 - R8.Configure BGP on R1 - R8 using AS 100.Configure iBGP peerings from R1 to all other devices in AS 100 using the peer group named IBGP_PEERS:
 Be sure to use the Loopback0 of these devices to form the peerings.Configure EBGP peerings between R7 and R9, between R8 and R10 using their directly connected links:
 R9 and R10 are in AS 54 and are preconfigured.Advertise the Loopback0 interfaces of all devices into both IGP and BGP.Ensure full IPv4 reachability to Loopback0 prefixes and all prefixes learned from AS 54 from R1 - R8 when sourcing traffic from Loopback0 interfaces.
 Configuration
 Large-scale BGP deployments often implement hundreds of BGP peers for a single router. The high number of peers creates certain scalability issues. For example, the configuration burden may become too intense to deal with and be error-prone. Or, numerous BGP peers may require the router CPU to prepare, batch, and replicate BGP updates (often hundreds of thousands of prefixes) individually for each peer. This puts great stress on router’s CPUs.
 BGP peer groups try to overcome these two issues by taking advantage of the fact that many peers often have similar BGP policy configuration. For example, they all
 http://labs.ine.com/workbook/view/rs-v5-workbook/task/ccie-r-s-v5-topology-diagrams-initial-configurations-MTk3Ng==
 http://labs.ine.com/workbook/view/rs-v5-workbook/task/ccie-r-s-v5-topology-diagrams-initial-configurations-MTk3Ng==
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have the same remote AS, outgoing route filters, route-reflection-properties, and so on. Based on this fact, many BGP peers sharing the same outgoing policy could be aggregated into a single BGP peer group. The peer group is essentially a template that specifies a particular BGP policy. You create a peer group by using the command neighbor <PEER_GROUP_TAG> peer-group and then applying all BGP settings to the named tag as if it were a regular BGP peer. When you’re done with the peer group configuration, you assign BGP peers to the group using the command
 neighbor <IP_Address> peer-group <PEER_GROUP_TAG> .
 Before IOS 12.0(24)S, peer groups was a way to not only optimize the router's configuration complexity, but also to optimize the CPU. The router’s CPU usage is highly optimized when using the peer groups. All members of the peer group share the same policy, therefore allowing a batch of BGP prefixes to be prepared just once before being relayed to all peer group members. However, this optimization process means that you cannot tune outgoing BGP settings for every member of a peer group individually. For example, you cannot apply a different outgoing route-map to the neighbor that is a member of a BGP peer group. However, you are free to change any incoming policy settings, such as inbound filters.
 After IOS 12.0(24)S, a new feature called BGP Dynamic Peer-Groups was introduced, which decouples update generation from peer-group configuration. One of the limitations of peer groups was that the network operator had to ensure that all members of the peer group had the same outbound policy. If any peer needed a different outbound policy, a separate peer group had to be created. The Dynamic Peer-Groups feature runs an algorithm that automatically places routers with similar outbound policy in the same update-group, and does not require any configuration from the network operator. See BGP Dynamic Update Peer-Groups.
 R1:
 router bgp 100
 neighbor IBGP_PEERS peer-group
 neighbor IBGP_PEERS remote-as 100
 neighbor IBGP_PEERS update-source Loopback0
 neighbor IBGP_PEERS route-reflector-client
 neighbor 150.1.2.2 peer-group IBGP_PEERS
 neighbor 150.1.3.3 peer-group IBGP_PEERS
 neighbor 150.1.4.4 peer-group IBGP_PEERS
 neighbor 150.1.5.5 peer-group IBGP_PEERS
 neighbor 150.1.6.6 peer-group IBGP_PEERS
 neighbor 150.1.7.7 peer-group IBGP_PEERS
 neighbor 150.1.8.8 peer-group IBGP_PEERS
 network 150.1.1.1 mask 255.255.255.255
 !
 router eigrp 100
 http://www.cisco.com/c/en/us/td/docs/ios/12_0s/feature/guide/s_bgpdpg.html
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network 150.1.1.1 0.0.0.0
 R2:
 router bgp 100
 neighbor 150.1.1.1 remote-as 100
 neighbor 150.1.1.1 update-source Loopback0
 network 150.1.2.2 mask 255.255.255.255
 !
 router eigrp 100
 network 150.1.2.2 0.0.0.0
 R3:
 router bgp 100
 neighbor 150.1.1.1 remote-as 100
 neighbor 150.1.1.1 update-source Loopback0
 network 150.1.3.3 mask 255.255.255.255
 !
 router eigrp 100
 network 150.1.3.3 0.0.0.0
 R4:
 router bgp 100
 neighbor 150.1.1.1 remote-as 100
 neighbor 150.1.1.1 update-source Loopback0
 network 150.1.4.4 mask 255.255.255.255
 !
 router eigrp 100
 network 150.1.4.4 0.0.0.0
 R5:
 router bgp 100
 neighbor 150.1.1.1 remote-as 100
 neighbor 150.1.1.1 update-source Loopback0
 network 150.1.5.5 mask 255.255.255.255
 !
 router eigrp 100
 network 150.1.5.5 0.0.0.0
 R6:
 router bgp 100
 neighbor 150.1.1.1 remote-as 100
 neighbor 150.1.1.1 update-source Loopback0
 network 150.1.6.6 mask 255.255.255.255
 !
 router eigrp 100
 network 150.1.6.6 0.0.0.0
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R7:
 router bgp 100
 neighbor 150.1.1.1 remote-as 100
 neighbor 150.1.1.1 update-source Loopback0
 neighbor 150.1.1.1 next-hop-self
 neighbor 155.1.79.9 remote-as 54
 network 150.1.7.7 mask 255.255.255.255
 !
 router eigrp 100
 network 150.1.7.7 0.0.0.0
 R8:
 router bgp 100
 neighbor 150.1.1.1 remote-as 100
 neighbor 150.1.1.1 update-source Loopback0
 neighbor 150.1.1.1 next-hop-self
 neighbor 155.1.108.10 remote-as 54
 network 150.1.8.8 mask 255.255.255.255
 !
 router eigrp 100
 network 150.1.8.8 0.0.0.0
 Verification
 First, check the peer group configured in R1. You can see the peer group parameters by using the command show ip bgp peer-group . This command shows the group members in addition to displaying the group parameters:
 R1#show ip bgp peer-group
 BGP peer-group is IBGP_PEERS, remote AS 100
 BGP version 4
 Neighbor sessions:
 0 active, is not multisession capable (disabled)
 Default minimum time between advertisement runs is 0 seconds
 For address family: IPv4 Unicast
 BGP neighbor is IBGP_PEERS, peer-group internal, members:
 150.1.2.2 150.1.3.3 150.1.4.4 150.1.5.5 150.1.6.6 150.1.7.7 150.1.8.8
 Index 0, Advertise bit 0
 Route-Reflector Client
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Interface associated: (none)
 Update messages formatted 0, replicated 0
 Number of NLRIs in the update sent: max 0, min 0
 Now check the BGP table of R1. Make sure you received prefixes from both upstream peers:
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R1#show ip bgp
 BGP table version is 29, local router ID is 150.1.1.1
 Status codes: s suppressed, d damped, h history, * valid, > best, i - internal,
 r RIB-failure, S Stale, m multipath, b backup-path, f RT-Filter,
 x best-external, a additional-path, c RIB-compressed,
 Origin codes: i - IGP, e - EGP, ? - incomplete
 RPKI validation codes: V valid, I invalid, N Not found
 Network Next Hop Metric LocPrf Weight Path
 *>i 28.119.16.0/24 150.1.7.7 0 100 0 54 i
 * i 150.1.8.8 0 100 0 54 i
 *>i 28.119.17.0/24 150.1.7.7 0 100 0 54 i
 * i 150.1.8.8 0 100 0 54 i
 *>i 112.0.0.0 150.1.7.7 0 100 0 54 50 60 i
 * i 150.1.8.8 0 100 0 54 50 60 i
 *>i 113.0.0.0 150.1.7.7 0 100 0 54 50 60 i
 * i 150.1.8.8 0 100 0 54 50 60 i
 *>i 114.0.0.0 150.1.7.7 0 100 0 54 i
 * i 150.1.8.8 0 100 0 54 i
 *>i 115.0.0.0 150.1.7.7 0 100 0 54 i
 * i 150.1.8.8 0 100 0 54 i
 *>i 116.0.0.0 150.1.7.7 0 100 0 54 i
 * i 150.1.8.8 0 100 0 54 i
 *>i 117.0.0.0 150.1.7.7 0 100 0 54 i
 * i 150.1.8.8 0 100 0 54 i
 *>i 118.0.0.0 150.1.7.7 0 100 0 54 i
 * i 150.1.8.8 0 100 0 54 i
 *>i 119.0.0.0 150.1.7.7 0 100 0 54 i
 * i 150.1.8.8 0 100 0 54 i
 *> 150.1.1.1/32 0.0.0.0 0 32768 i
 r>i 150.1.2.2/32 150.1.2.2 0 100 0 i
 r>i 150.1.3.3/32 150.1.3.3 0 100 0 i
 r>i 150.1.4.4/32 150.1.4.4 0 100 0 i
 r>i 150.1.5.5/32 150.1.5.5 0 100 0 i
 r>i 150.1.6.6/32 150.1.6.6 0 100 0 i
 r>i 150.1.7.7/32 150.1.7.7 0 100 0 i
 r>i 150.1.8.8/32 150.1.8.8 0 100 0 i
 Now you can test the connectivity by pinging the external prefixes off all routers’ Loopback0 interfaces:
 R1#ping 112.0.0.1 source loopback 0
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Type escape sequence to abort.
 Sending 5, 100-byte ICMP Echos to 112.0.0.1, timeout is 2 seconds:
 Packet sent with a source address of 150.1.1.1 !!!!!
 Success rate is 100 percent (5/5), round-trip min/avg/max = 7/16/33 ms
 Having these peer groups essentially just simplified the configuration of R1. BGP Dynamic Update Peer-Groups were automatically formed on R1, and also on every BGP peer. Note that no configuration is needed for BGP Dynamic Update Peer-Groups to work, not even the manual peer groups that were used in this example. If the manual peer groups were to be removed, R1 would still run the dynamic algorithm and group all peers with the same outbound policy into the same update group:
 R1#show ip bgp update-group
 BGP version 4 update-group 1, internal, Address Family: IPv4 Unicast
 BGP Update version : 19/0, messages 0
 Route-Reflector Client
 Topology: global, highest version: 19, tail marker: 19
 Format state: Current working (OK, last not in list)
 Refresh blocked (not in list, last not in list)
 Update messages formatted 47, replicated 76, current 0, refresh 0, limit 1000
 Number of NLRIs in the update sent: max 6, min 0
 Minimum time between advertisement runs is 0 seconds
 Has 7 members:
 150.1.2.2 150.1.3.3 150.1.4.4 150.1.5.5
 150.1.6.6 150.1.7.7 150.1.8.8
 Because all of these devices have the same outbound policy, the Dynamic Update Peer-Group feature placed all of R1's peers in the same dynamic group. When R1 needs to build an update and send it to all of its peers, it will build and format the update for only one member of the dynamic update-group (the group leader). After it is done building the update for the leader, it will send it to all of the members of the dynamic update-group. If R1 did not have dynamic update-groups, it would have to build and format a new update for each one of its peers. In this case, R1 only had to build the update once, and then just replicate it out to all of its peers. Building and formatting the update is very CPU intensive. However, sending the update consumes far fewer CPU resources. This feature is extremely useful inside a service provider network where a route-reflector peers with hundreds of route-reflector clients. Instead of having to build a separate update for each client, the
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route-reflector just builds it once for the group leader and sends it out to all of its peers:
 R1#show ip bgp replication
 Current Next
 Index Members Leader
 MsgFmt MsgRepl Csize Version Version 1 7 150.1.2.2
 47 76 0/1000 19/0
 All other BGP speakers in the network also build dynamic update peer groups. Because they are only peering with R1, the only member (and leader) of the group will be R1:
 R4#show ip bgp update-group
 BGP version 4 update-group 1, internal, Address Family: IPv4 Unicast
 BGP Update version : 19/0, messages 0
 Topology: global, highest version: 19, tail marker: 19
 Format state: Current working (OK, last not in list)
 Refresh blocked (not in list, last not in list)
 Update messages formatted 1, replicated 1, current 0, refresh 0, limit 1000
 Number of NLRIs in the update sent: max 1, min 0
 Minimum time between advertisement runs is 0 seconds
 Has 1 member: 150.1.1.1
 ! R4#show ip bgp replication
 Current Next
 Index Members Leader MsgFmt MsgRepl Csize Version Version 1 1 150.1.1.1
 1 1 0/1000 19/0
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CCIE Routing & Switching v5 Workbook - CCIE R&S v5 Advanced Technology Labs - BGP
 BGP Network Statement
 A Note On Section Initial Configuration Files : You must load the initial configuration files for the section, named BGP Full , which can be found in CCIE R&S v5 Topology Diagrams & Initial Configurations.
 Task
 Remove the next-hop-self statement used in the initial configurations on R7 and R8 toward their route-reflector, R1.Ensure full IPv4 reachability from your internal network to all routes learned from AS 54 via the EBGP peering between R7 and R8 with R10.
 Do not advertise any prefixes into IGP.
 Configuration
 Unlike the network statement used in IGP protocols configuration, the BGP version of the command is different. The basic command syntax is simple: network <subnet>
 mask <netmask> . It does not define a group of interfaces to enable the protocol, it only specifies the prefix in the IGP table (RIB) to be imported into BGP LocRIB. The term LocRIB stands for Local RIB and is another name for BGP table, which is separate from the routing table (RIB). For the prefix to be imported, it must exactly match the specification; it should have the same subnet number and network mask. For example, if you have interface Loopback0 with the IP address 150.1.1.1/24, the command would be network 150.1.1.0 mask 255.255.255.0 , not network 150.1.1.1 mask
 255.255.255.255 . The second statement will not match any route in the IGP and therefore will not import any prefix. Notice that you may omit the mask specification if it matches the default mask for the IPv4 address class (such as 255.255.255.0 for class C).
 When originating prefixes into BGP, it is common to use summarization to minimize the amount of information advertised. One way to achieve this is by creating a
 http://labs.ine.com/workbook/view/rs-v5-workbook/task/ccie-r-s-v5-topology-diagrams-initial-configurations-MTk3Ng==
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special static route that points to Null0 interface but encompasses all subnets of the particular AS. The static route is then advertised into the BGP table using the
 network command. For example:
 ip route 150.0.0.0 255.252.0.0 Null0
 !
 router bgp 100
 network 150.0.0.0 mask 255.252.0.0
 One of the special uses for the network command is demonstrated in this task. When peering with another AS, the common question is how to deal with the external next-hop. One way is to use the next-hop-self parameter when peering via iBGP or advertising the external link subnet into IGP. Another way is to advertise the link subnet into BGP and thus propagate it to all iBGP peers. All BGP routers will install it into their RIBs and perform a recursive lookup to find the actual next hop for every BGP prefix learned from the external AS.
 R7:
 router bgp 100
 no neighbor 150.1.1.1 next-hop-self
 network 155.1.79.0 mask 255.255.255.0
 R8:
 router bgp 100
 no neighbor 150.1.1.1 next-hop-self
 network 155.1.108.0 mask 255.255.255.0
 Verification
 Look at the BGP table of R1 and notice that both link subnets are there:
 R1#show ip bgp
 BGP table version is 51, local router ID is 150.1.1.1
 Status codes: s suppressed, d damped, h history, * valid, > best, i - internal
 r RIB-failure, S Stale, m multipath, b backup-path, f RT-Filter,
 x best-external, a additional-path, c RIB-compressed,
 Origin codes: i - IGP, e - EGP, ? - incomplete
 RPKI validation codes: V valid, I invalid, N Not found
 Network Next Hop Metric LocPrf Weight Path
 * i 28.119.16.0/24 155.1.108.10 0 100 0 54 i
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*>i 155.1.79.9 0 100 0 54 i
 * i 28.119.17.0/24 155.1.108.10 0 100 0 54 i
 *>i 155.1.79.9 0 100 0 54 i
 * i 112.0.0.0 155.1.108.10 0 100 0 54 50 60 i
 *>i 155.1.79.9 0 100 0 54 50 60 i
 * i 113.0.0.0 155.1.108.10 0 100 0 54 50 60 i
 *>i 155.1.79.9 0 100 0 54 50 60 i
 * i 114.0.0.0 155.1.108.10 0 100 0 54 i
 *>i 155.1.79.9 0 100 0 54 i
 * i 115.0.0.0 155.1.108.10 0 100 0 54 i
 *>i 155.1.79.9 0 100 0 54 i
 * i 116.0.0.0 155.1.108.10 0 100 0 54 i
 *>i 155.1.79.9 0 100 0 54 i
 * i 117.0.0.0 155.1.108.10 0 100 0 54 i
 *>i 155.1.79.9 0 100 0 54 i
 * i 118.0.0.0 155.1.108.10 0 100 0 54 i
 *>i 155.1.79.9 0 100 0 54 i
 * i 119.0.0.0 155.1.108.10 0 100 0 54 i
 *>i 155.1.79.9 0 100 0 54 i
 *> 150.1.1.1/32 0.0.0.0 0 32768 i
 r>i 150.1.2.2/32 150.1.2.2 0 100 0 i
 r>i 150.1.3.3/32 150.1.3.3 0 100 0 i
 r>i 150.1.4.4/32 150.1.4.4 0 100 0 i
 r>i 150.1.5.5/32 150.1.5.5 0 100 0 i
 r>i 150.1.6.6/32 150.1.6.6 0 100 0 i
 r>i 150.1.7.7/32 150.1.7.7 0 100 0 i
 r>i 150.1.8.8/32 150.1.8.8 0 100 0 i *>i 155.1.79.0/24 150.1.7.7
 0 100 0 i *>i 155.1.108.0/24 150.1.8.8
 0 100 0 i
 Follow the route recursion for 112.0.0.0/8:
 R1#show ip bgp 112.0.0.0
 BGP routing table entry for 112.0.0.0/8, version 43
 Paths: (2 available, best #2, table default)
 Advertised to update-groups:
 1
 Refresh Epoch 1
 54 50 60, (Received from a RR-client) 155.1.108.10
 (metric 131328) from 150.1.8.8 (150.1.8.8)
 Origin IGP, metric 0, localpref 100, valid, internal
 rx pathid: 0, tx pathid: 0
 Refresh Epoch 1
 54 50 60, (Received from a RR-client) 155.1.79.9
 (metric 131072) from 150.1.7.7 (150.1.7.7)
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Origin IGP, metric 0, localpref 100, valid, internal, best
 rx pathid: 0, tx pathid: 0x0
 ! R1#show ip route 155.1.108.10
 Routing entry for 155.1.108.0/24 Known via "bgp 100
 ", distance 200, metric 0, type internal
 Last update from 150.1.8.8 00:05:03 ago
 Routing Descriptor Blocks: * 150.1.8.8
 , from 150.1.8.8, 00:05:03 ago
 Route metric is 0, traffic share count is 1
 AS Hops 0
 MPLS label: none
 ! R1#show ip route 150.1.8.8
 Routing entry for 150.1.8.8/32 Known via "eigrp 100"
 , distance 90, metric 131328, type internal
 Redistributing via eigrp 100
 Last update from 155.1.146.4 on GigabitEthernet1.146, 01:08:35 ago
 Routing Descriptor Blocks: * 155.1.146.4
 , from 155.1.146.4, 01:08:35 ago, via GigabitEthernet1.146
 Route metric is 131328, traffic share count is 1
 Total delay is 5030 microseconds, minimum bandwidth is 1000000 Kbit
 Reliability 255/255, minimum MTU 1500 bytes
 Loading 1/255, Hops 3
 ! R1#show ip route 155.1.146.4
 Routing entry for 155.1.146.0/24 Known via "connected"
 , distance 0, metric 0 (connected, via interface)
 Redistributing via eigrp 100
 Routing Descriptor Blocks: * directly connected, via GigabitEthernet1.146
 Route metric is 0, traffic share count is 1
 Advertising the next-hop via BGP adds an extra step in the recursion process. However, the outgoing interface is found and connectivity can be properly checked. Repeat the below command on all BGP-enabled routers:
 R1#ping 112.0.0.1 source loopback0
 Type escape sequence to abort.
 Sending 5, 100-byte ICMP Echos to 112.0.0.1, timeout is 2 seconds:
 Packet sent with a source address of 150.1.1.1 !!!!!
 Success rate is 100 percent (5/5), round-trip min/avg/max = 5/21/44 ms
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CCIE Routing & Switching v5 Workbook - CCIE R&S v5 Advanced Technology Labs - BGP
 BGP Auto-Summary
 A Note On Section Initial Configuration Files : You must load the initial configuration files for the section, named BGP Full , which can be found in CCIE R&S v5 Topology Diagrams & Initial Configurations.
 Task
 Ensure that no advertisements are being sent to R9 and R10 in AS 54 before you start this task.Configure R7 and R8 to originate classful auto-summaries for all of your internally assigned address spaces.R9 and R10 should not see any of the subnet advertisements that make up this summary.Ensure full reachability from R1 - R8 to all routes learned from AS 54.Do not use the aggregate-address command to accomplish this, and use different methods to originate routes at R7 and R8.
 Configuration
 BGP auto-summarization is the legacy feature that automatically summarizes network prefixes to their classful boundaries when the prefixes are advertised into BGP. The automatic summarization starts working when you enable it using the command auto-summary under BGP process configuration. It only applies in the following two cases:
 1. A network command is configured with a classful subnet, such as network 54.0.0.0
 or network 155.1.0.0 or network 192.168.1.0 . In this case, the classful aggregate is installed into the BGP table if there is a prefix in the IGP table that is a subnet to the classful network. For example, if you advertise network 150.1.0.0, it would work if any of the prefixes (150.1.2.0/24 or 150.1.3.0/24, etc.) are in the IGP table. This is
 http://labs.ine.com/workbook/view/rs-v5-workbook/task/ccie-r-s-v5-topology-diagrams-initial-configurations-MTk3Ng==
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contrary to the regular exact match requirement imposed by the BGP network statements.
 2. Prefixes are advertised into BGP using route redistribution. All redistributed networks are subject to auto-summarization; that is, only the major classful subnets are installed in the BGP table.
 Because the feature is legacy, you won’t see much use of it. However, it may become handy in some CCIE scenario that verifies your knowledge of BGP advertisement methods. This scenario uses both methods of route origination with prefix auto-summarization: classful network statement and route redistribution.
 R1:
 router bgp 100
 no network 150.1.1.1 mask 255.255.255.255
 R2:
 router bgp 100
 no network 150.1.2.2 mask 255.255.255.255
 R3:
 router bgp 100
 no network 150.1.3.3 mask 255.255.255.255
 R4:
 router bgp 100
 no network 150.1.4.4 mask 255.255.255.255
 R5:
 router bgp 100
 no network 150.1.5.5 mask 255.255.255.255
 R6:
 router bgp 100
 no network 150.1.6.6 mask 255.255.255.255
 R7:
 route-map CONNECTED_TO_BGP
 match interface Loopback0
 match interface GigabitEthernet1.79
 !
 router bgp 100
 no network 150.1.7.7 mask 255.255.255.255
 no network 155.1.79.0 mask 255.255.255.0
 auto-summary
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redistribute connected route-map CONNECTED_TO_BGP
 R8:
 router bgp 100
 no network 150.1.8.8 mask 255.255.255.255
 no network 155.1.108.0 mask 255.255.255.0
 auto-summary
 network 150.1.0.0
 network 155.1.0.0
 Verification
 Start by checking the BGP tables of R7 and R8 for auto-summarized prefixes. Notice that the regex ^$ filter is used to select the routes locally advertised in this AS. Notice the origin of “?”, which means the prefix has been redistributed into BGP. The prefix 155.1.0.0 even has BGP metric assigned based on the IGP metric (EIGRP metric):
 R7#show ip bgp regexp ^$
 BGP table version is 31, local router ID is 150.1.7.7
 Status codes: s suppressed, d damped, h history, * valid, > best, i - internal,
 r RIB-failure, S Stale, m multipath, b backup-path, f RT-Filter,
 x best-external, a additional-path, c RIB-compressed,
 Origin codes: i - IGP, e - EGP, ? - incomplete
 RPKI validation codes: V valid, I invalid, N Not found
 Network Next Hop Metric LocPrf Weight Path
 * i 150.1.0.0 150.1.8.8 0 100 0 i *> 0.0.0.0
 0 32768 ?
 r>i 150.1.1.1/32 150.1.1.1 0 100 0 i
 * i 155.1.0.0 150.1.8.8 0 100 0 i *> 0.0.0.0
 0 32768 ?
 Now look up those prefixes in the BGP table. Notice that both prefixes appear as though they were NOT summarized in the classic BGP sense. That is, prefixes do not have any information about the aggregator or the atomic aggregate attribute. This is because summarization was performed on the IGP prefixes, not the BGP prefixes:
 R7#show ip bgp 150.1.0.0
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BGP routing table entry for 150.1.0.0/16, version 27
 Paths: (2 available, best #2, table default)
 Advertised to update-groups:
 1 3
 Refresh Epoch 2
 Local
 150.1.8.8 (metric 131584) from 150.1.1.1 (150.1.1.1)
 Origin IGP, metric 0, localpref 100, valid, internal
 Originator: 150.1.8.8, Cluster list: 150.1.1.1
 rx pathid: 0, tx pathid: 0
 Refresh Epoch 1
 Local
 0.0.0.0 from 0.0.0.0 (150.1.7.7)
 Origin incomplete, metric 0, localpref 100, weight 32768, valid, sourced, best
 rx pathid: 0, tx pathid: 0x0
 ! R4#show ip bgp 155.1.0.0
 BGP routing table entry for 155.1.0.0/16, version 28
 Paths: (2 available, best #2, table default)
 Advertised to update-groups:
 1 3
 Refresh Epoch 2
 Local
 150.1.8.8 (metric 131584) from 150.1.1.1 (150.1.1.1)
 Origin IGP, metric 0, localpref 100, valid, internal
 Originator: 150.1.8.8, Cluster list: 150.1.1.1
 rx pathid: 0, tx pathid: 0
 Refresh Epoch 1
 Local
 0.0.0.0 from 0.0.0.0 (150.1.7.7)
 Origin incomplete, metric 0, localpref 100, weight 32768, valid, sourced, best
 rx pathid: 0, tx pathid: 0x0
 Now check the BGP table in R8 and confirm that auto-summarized prefixes are there. In this router, both prefixes have the origin of “i”, which means IGP:
 R8#show ip bgp regexp ^$
 BGP table version is 35, local router ID is 150.1.8.8
 Status codes: s suppressed, d damped, h history, * valid, > best, i - internal,
 r RIB-failure, S Stale, m multipath, b backup-path, f RT-Filter,
 x best-external, a additional-path, c RIB-compressed,
 Origin codes: i - IGP, e - EGP, ? - incomplete
 RPKI validation codes: V valid, I invalid, N Not found
 Network Next Hop Metric LocPrf Weight Path
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*> 150.1.0.0 0.0.0.0 0 32768 i
 r>i 150.1.1.1/32 150.1.1.1 0 100 0 i *> 155.1.0.0 0.0.0.0
 0 32768 i
 Now confirm that only the classful summaries for the internal subnets are advertised to the external BGP peers:
 R7#show ip bgp neighbors 155.1.79.9 advertised-routes
 BGP table version is 33, local router ID is 150.1.7.7
 Status codes: s suppressed, d damped, h history, * valid, > best, i - internal,
 r RIB-failure, S Stale, m multipath, b backup-path, f RT-Filter,
 x best-external, a additional-path, c RIB-compressed,
 Origin codes: i - IGP, e - EGP, ? - incomplete
 RPKI validation codes: V valid, I invalid, N Not found
 Network Next Hop Metric LocPrf Weight Path *> 150.1.0.0
 0.0.0.0 0 32768 ? *> 155.1.0.0
 0.0.0.0 0 32768 ?
 Total number of prefixes 2
 ! R8#show ip bgp neighbors 204.12.1.254 advertised-routes
 BGP table version is 37, local router ID is 150.1.8.8
 Status codes: s suppressed, d damped, h history, * valid, > best, i - internal,
 r RIB-failure, S Stale, m multipath, b backup-path, f RT-Filter,
 x best-external, a additional-path, c RIB-compressed,
 Origin codes: i - IGP, e - EGP, ? - incomplete
 RPKI validation codes: V valid, I invalid, N Not found
 Network Next Hop Metric LocPrf Weight Path *> 150.1.0.0
 0.0.0.0 0 32768 i *> 155.1.0.0
 0.0.0.0 0 32768 i
 Total number of prefixes 2
 Finally, perform the following connectivity check on all IBGP speakers to verify full reachability. You should ping any BGP prefix learned from the external BGP peers:
 R1#ping 112.0.0.1 source loopback0
 Type escape sequence to abort.
 Sending 5, 100-byte ICMP Echos to 112.0.0.1, timeout is 2 seconds:

Page 886
                        

Packet sent with a source address of 150.1.1.1 !!!!!
 Success rate is 100 percent (5/5), round-trip min/avg/max = 8/18/32 ms
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CCIE Routing & Switching v5 Workbook - CCIE R&S v5 Advanced Technology Labs - BGP
 BGP Bestpath Selection - Weight
 A Note On Section Initial Configuration Files : You must load the initial configuration files for the section, named Basic BGP Routing , which can be found in CCIE R&S v5 Topology Diagrams & Initial Configurations. Reference the Advanced Technology Labs BGP Diagram in order to complete this task.
 Task
 Using the most influential attribute configure R7 as follows: Traffic from AS 300 going to prefixes originated in AS 54 exits toward R3.Traffic from AS 300 going to prefixes originated in AS 254 exits toward R6.
 Configuration
 BGP Bestpath selection is the core of the BGP routing process. This process replaces the shortest-path selection procedure found in traditional IGPs. The reason to use such a complicated procedure instead of the shortest path is that BGP prefixes cannot have a classic (additive) metric associated with them, as BGP in most cases is a multi-hop peering. The purpose of the BGP bestpath procedure is to select optimal paths based on administrative preferences while maintaining the following properties:
 Routing Loop detection. The best paths selected should form a loop-free topology. BGP implements this by filtering prefixes with the AS number matching the local AS in the AS_PATH attributes.Deterministic path selection. All BGP routers under the same conditions (such as all IBGP speakers configured similarly) must select the same best paths.Routing table stability. The best path selection procedure should not result in constant oscillating route insertion and removals.
 http://labs.ine.com/workbook/view/rs-v5-workbook/task/ccie-r-s-v5-topology-diagrams-initial-configurations-MTk3Ng==
 http://labs.ine.com/workbook/view/rs-v5-workbook/task/ccie-r-s-v5-topology-diagrams-initial-configurations-MTk3Ng==
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Information flooding minimization. A BGP speaker only sends the best paths to its neighbors. This significantly reduces the amount of update flooding, saving bandwidth and CPU cycles.
 Before we start with the best-path process description, recall that every BGP prefix has a set of attributes associated with it. The procedure uses those attributes when looking for optimal/best paths. Some of the attributes have more influence on the result than others, as we’ll see later. Before the procedure runs, the bestpath process excludes some prefixes based on the following criteria:
 No valid next-hop. This is the most common cause for the prefix being ignored by the selection process. BGP prefixes carry their next-hop as a separate attribute (NEXT_HOP attribute). If the next-hop address is NOT reachable via IGP, the prefix is marked as invalid and is not considered. This usually happens with eBGP-learned prefixes when you forget to enter the command next-hop-self or advertise the link subnet into IGP/BGP.BGP Synchronization enabled and the prefix is not in the IGP table. The bestpath process will ignore this prefix. This is a legacy restriction, but you may occasionally run into it.AS_PATH Loop. Prefixes from the neighbor that has the local AS number in the AS_PATH attribute are dropped. This is the well-known BGP loop detection mechanism.
 All eligible paths are then sorted, and prefixes for the same destination (subnet/mask) are grouped together (the actual implementation may differ, though, as a result of various optimizations). For every group, BGP must elect the best path. Here is a short outline of the steps performed by the selection process. Every step is tried if the previous one cannot reveal the best path:
 1. Ignore invalid paths (no valid next-hop, not synchronized, looped).2. Prefer path with the highest locally assigned weight value.3. Prefer path with the highest Local Preference attribute value.4. Prefer locally originated prefixes (originated via the network, aggregate-address, or
 redistribution commands).5. Prefer path with the shortest AS_PATH attribute length.6. Prefer path with the lowest Origin Type (value for the Origin code), where IGP < EGP
 < Incomplete.7. Prefer path with the lowest MED attribute value (provided that the first AS in the list is
 the same).8. Prefer external BGP paths over internal BGP paths.
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9. Prefer path with the smallest IGP metric to reach the NEXT_HOP IP address.10. Prefer path originated from the router with the lowest BGP Router ID.
 Before everything else, BGP prefers paths with the highest weight value. Weight is Cisco-specific and is not transported along with BGP prefixes/updates. This attribute is configured locally on the router, using the command neighbor <IP_Address> weight
 1-65535 . As mentioned, higher-weight values are preferred and the default weight is zero for learned prefixes. Thus, among two equal prefixes with different weights, the one with the highest weight is preferred. This attribute is commonly used in scenarios where the local router has multiple uplinks and you want to prefer one uplink over another. In addition to the neighbor command, the weight attribute could be set using inbound route-map associated with the neighbor, for example:
 route-map SET_WEIGHT
 math ip address ACCCESS_LIST
 set weight 100
 !
 router bgp 100
 neighbor 204.12.1.254 route-map SET_WEIGHT in
 This method could be used to change specific prefix preference without affecting any other subnets learned from the same peer. Remember that weight manipulations only affect the way that the traffic leaves the local router.
 Notice that IOS routers assign the weight value of 32768 to all locally advertised prefixes—prefixes advertised using the network or aggregate-address commands or via route redistribution. This feature ensures that all locally originated prefixes are always preferred over the same prefixes learned from the peers.
 The solution for this task uses AS-PATH access-lists to match all prefixes from AS 54 and 254. The regular expressions to match all networks originated from AS 54 and 254, respectively, are 54$ and 254$ . R7 peers with R6 and R3, and we manipulate weight values as follows:
 For prefixes originated from AS 254 and received from R6, we set the weight value to 1000. This makes R7 prefer paths to AS 254 via R6, as opposed to R3.For prefixes originate from AS 54 and received from R3, we set the weight value to 1000 as well. As a result, R7 prefers paths to AS 54 via R3, where it should prefer paths via R9 by default.
 Always remember to create a “permit” entry at the end of your route-maps, or you may unintentionally filter non-matching networks.
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R7:
 no ip as-path access-list 1
 no ip as-path access-list 2
 ip as-path access-list 1 permit _54$
 ip as-path access-list 2 permit _254$
 !
 route-map FROM_R6 permit 10
 match as-path 2
 set weight 1000
 !
 route-map FROM_R6 permit 100
 !
 route-map FROM_R3 permit 10
 match as-path 1
 set weight 1000
 !
 route-map FROM_R3 permit 100
 !
 router bgp 300
 neighbor 155.1.67.6 route-map FROM_R6 in
 neighbor 155.1.37.3 route-map FROM_R3 in
 Verification
 Before you start any verification, use the command clear ip bgp * soft to force R7 to refresh the information learned from its peers. By default, when you apply any new policy it does not take effect unless the new updates are received/sent. Because BGP does not use periodic updates, you may need to force an update manually. The command performs a “soft-reset”; it does not tear down BGP sessions but simply sends out BGP updates and requests route-refresh from the peers. Compared to clear ip bgp * , it causes much less load on the router’s CPU and does not disrupt traffic routing:
 R7#clear ip bgp * soft
 Now let’s look through the BGP table in R7. Notice the use of regex-based filter _54$to select only the prefixes originated in AS 54. Look at the prefixes received from R3, they are selected as “best” and marked with the “>” sign, and the weight assigned is 1000. The “losing” prefixes have the weight value of 0 (the default):
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R7#show ip bgp regexp _54$
 BGP table version is 36, local router ID is 150.1.7.7
 Status codes: s suppressed, d damped, h history, * valid, > best, i - internal,
 r RIB-failure, S Stale, m multipath, b backup-path, f RT-Filter,
 x best-external, a additional-path, c RIB-compressed,
 Origin codes: i - IGP, e - EGP, ? - incomplete
 RPKI validation codes: V valid, I invalid, N Not found
 Network Next Hop Metric LocPrf Weight Path
 * 28.119.16.0/24 155.1.67.6 0 100 200 54 i
 * 155.1.79.9 0 54 i
 *> 155.1.37.3 1000 200 54 i
 * 28.119.17.0/24 155.1.67.6 0 100 200 54 i
 * 155.1.79.9 0 54 i
 *> 155.1.37.3 1000 200 54 i
 * 114.0.0.0 155.1.67.6 0 100 200 54 i
 *> 155.1.37.3 1000 200 54 i
 * 155.1.79.9 0 0 54 i
 * 115.0.0.0 155.1.67.6 0 100 200 54 i
 *> 155.1.37.3 1000 200 54 i
 * 155.1.79.9 0 0 54 i
 * 116.0.0.0 155.1.67.6 0 100 200 54 i
 *> 155.1.37.3 1000 200 54 i
 * 155.1.79.9 0 0 54 i
 * 117.0.0.0 155.1.67.6 0 100 200 54 i
 *> 155.1.37.3 1000 200 54 i
 * 155.1.79.9 0 0 54 i
 * 118.0.0.0 155.1.67.6 0 100 200 54 i
 *> 155.1.37.3 1000 200 54 i
 * 155.1.79.9 0 0 54 i
 * 119.0.0.0 155.1.67.6 0 100 200 54 i
 *> 155.1.37.3 1000 200 54 i
 * 155.1.79.9 0 0 54 i
 Repeat the same check with the prefixes originated in AS 254. Notice that now R6 is selected as the upstream peer to route to these subnets:
 R7#show ip bgp regexp 254$
 BGP table version is 36, local router ID is 150.1.7.7
 Status codes: s suppressed, d damped, h history, * valid, > best, i - internal,
 r RIB-failure, S Stale, m multipath, b backup-path, f RT-Filter,
 x best-external, a additional-path, c RIB-compressed,
 Origin codes: i - IGP, e - EGP, ? - incomplete
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RPKI validation codes: V valid, I invalid, N Not found
 Network Next Hop Metric LocPrf Weight Path
 *> 51.51.51.51/32 155.1.67.6 1000 100 200 254 ?
 * 155.1.37.3 0 200 254 ?
 *> 192.10.1.0 155.1.67.6 1000 100 200 254 ?
 * 155.1.37.3 0 200 254 ?
 *> 205.90.31.0 155.1.67.6 1000 100 200 254 ?
 * 155.1.37.3 0 200 254 ?
 *> 220.20.3.0 155.1.67.6 1000 100 200 254 ?
 * 155.1.37.3 0 200 254 ?
 *> 222.22.2.0 155.1.67.6 1000 100 200 254 ?
 * 155.1.37.3 0 200 254 ?

Page 893
                        

CCIE Routing & Switching v5 Workbook - CCIE R&S v5 Advanced Technology Labs - BGP
 BGP Bestpath Selection - Local Preference
 A Note On Section Initial Configuration Files : You must load the initial configuration files for the section, named Basic BGP Routing , which can be found in CCIE R&S v5 Topology Diagrams & Initial Configurations. Reference the Advanced Technology Labs BGP Diagram in order to complete this task.
 Task
 Ensure that the BGP configuration to influence path selection from the previous task on R7 is removed before starting.Use local-preference on R6 so that traffic from AS 100 going to AS 254 transits through AS 300.
 Configuration
 The next attribute that is compared among equal prefixes (assuming the weight for all prefixes is the same) is Local Preference (LP). This is a well-known discretionary attribute that influences the BGP best-path selection algorithm within the scope of a single AS. The numerically higher value of the LP attribute makes BGP prefer the path over others paths with lower LP. The Local Preference attribute is carried along with the prefix through the AS (relayed across iBGP sessions) but does not leave the AS boundaries. This AS-wide propagation ensures that all routers within the single AS perform deterministic path selection.
 When you manipulate the local preference, you affect the way in which traffic leaves the local AS. Local Preference is typically modified at the border of the AS, at the point of the external connection. To set the local preference for prefixes received from a peer, you must construct a route-map that matches the prefixes you want to manipulate and use the respective set command:
 http://labs.ine.com/workbook/view/rs-v5-workbook/task/ccie-r-s-v5-topology-diagrams-initial-configurations-MTk3Ng==
 http://labs.ine.com/workbook/view/rs-v5-workbook/task/ccie-r-s-v5-topology-diagrams-initial-configurations-MTk3Ng==
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route-map SET_LP
 match ip address| match ip as-path ...
 set local-preference 1000
 The maximum value for local preference is 2^32-1, because the attribute value is 32 bits in size. Remember that by default all iBGP-learned prefixes have the Local Preference value of 100 assigned to them. This is needed to give you some space for maneuvering when lowering the local preference for some prefixes. If you want to change the default local preference value, use the command bgp default local-
 preference <value> . Of course, this will only affect the local preference on the router where it is configured.
 In this scenario, the default path from AS 100 to AS 254 is across AS 200, based on the AS_PATH length comparison (the step discussed in the following scenario). To affect the best-path selection, we configure R6 to assign local preference of 200 to AS 254 prefixes learned from R7. This will make all routers in AS 100 prefer the exit point via R7 to reach AS 254 prefixes. Similar to the previous scenarios, we use AS-PATH access-list to match the prefixes originated in AS 254:
 R6:
 no ip as-path access-list 1
 ip as-path access-list 1 permit _254$
 !
 route-map FROM_R7 permit 10
 match as-path 1
 set local-preference 200
 !
 route-map FROM_R7 permit 100
 !
 router bgp 100
 neighbor 155.1.67.7 route-map FROM_R7 in
 Verification
 Refresh the routing information and check the BGP tables of the routers in AS 100. Look for paths originated from AS 254, using the regexp “254$”:
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R6#clear ip bgp * soft
 R7#clear ip bgp * soft
 All BGP routers in AS 100 prefer to reach AS 254 prefixes via R6 (look at the next-hop value). Notice that R1 and R4 learned alternative paths to AS 254 via R5 and R3, respectively, but they all select the paths with LP 200:
 R6#show ip bgp regexp _254$
 BGP table version is 73, local router ID is 150.1.6.6
 Status codes: s suppressed, d damped, h history, * valid, > best, i - internal,
 r RIB-failure, S Stale, m multipath, b backup-path, f RT-Filter,
 x best-external, a additional-path, c RIB-compressed,
 Origin codes: i - IGP, e - EGP, ? - incomplete
 RPKI validation codes: V valid, I invalid, N Not found
 Network Next Hop Metric LocPrf Weight Path
 *> 51.51.51.51/32 155.1.67.7 200
 0 300 200 254 ? *> 192.10.1.0 155.1.67.7 200
 0 300 200 254 ? *> 205.90.31.0 155.1.67.7 200
 0 300 200 254 ? *> 220.20.3.0 155.1.67.7 200
 0 300 200 254 ? *> 222.22.2.0 155.1.67.7 200
 0 300 200 254 ?
 ! R1#show ip bgp regexp _254$
 BGP table version is 46, local router ID is 150.1.1.1
 Status codes: s suppressed, d damped, h history, * valid, > best, i - internal,
 r RIB-failure, S Stale, m multipath, b backup-path, f RT-Filter,
 x best-external, a additional-path, c RIB-compressed,
 Origin codes: i - IGP, e - EGP, ? - incomplete
 RPKI validation codes: V valid, I invalid, N Not found
 Network Next Hop Metric LocPrf Weight Path
 *>i 51.51.51.51/32 155.1.67.7 0 200
 0 300 200 254 ?
 * 155.1.13.3 0 200 254 ?
 r>i 192.10.1.0 155.1.67.7 0 200
 0 300 200 254 ?
 r 155.1.13.3 0 200 254 ?
 *>i 205.90.31.0 155.1.67.7 0 200
 0 300 200 254 ?
 * 155.1.13.3 0 200 254 ?
 *>i 220.20.3.0 155.1.67.7 0 200
 0 300 200 254 ?
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* 155.1.13.3 0 200 254 ?
 *>i 222.22.2.0 155.1.67.7 0 200
 0 300 200 254 ?
 * 155.1.13.3 0 200 254 ?
 ! R4#show ip bgp regexp _254$
 BGP table version is 54, local router ID is 150.1.4.4
 Status codes: s suppressed, d damped, h history, * valid, > best, i - internal,
 r RIB-failure, S Stale, m multipath, b backup-path, f RT-Filter,
 x best-external, a additional-path, c RIB-compressed,
 Origin codes: i - IGP, e - EGP, ? - incomplete
 RPKI validation codes: V valid, I invalid, N Not found
 Network Next Hop Metric LocPrf Weight Path
 * 51.51.51.51/32 155.1.45.5 0 200 254 ?
 *>i 155.1.67.7 0 200
 0 300 200 254 ?
 r 192.10.1.0 155.1.45.5 0 200 254 ?
 r>i 155.1.67.7 0 200
 0 300 200 254 ?
 * 205.90.31.0 155.1.45.5 0 200 254 ?
 *>i 155.1.67.7 0 200
 0 300 200 254 ?
 * 220.20.3.0 155.1.45.5 0 200 254 ?
 *>i 155.1.67.7 0 200
 0 300 200 254 ?
 * 222.22.2.0 155.1.45.5 0 200 254 ?
 *>i 155.1.67.7 0 200
 0 300 200 254 ?

Page 897
                        

CCIE Routing & Switching v5 Workbook - CCIE R&S v5 Advanced Technology Labs - BGP
 BGP Bestpath Selection - AS-Path Prepending
 A Note On Section Initial Configuration Files : You must load the initial configuration files for the section, named Basic BGP Routing , which can be found in CCIE R&S v5 Topology Diagrams & Initial Configurations. Reference the Advanced Technology Labs BGP Diagram in order to complete this task.
 Task
 Ensure that the BGP configuration to influence path selection from the previous task on R6 is removed before starting.Using AS-Path Prepending, configure AS 200 so that traffic from AS 100 going to AS 254 transits AS 300.
 Configuration
 When two or multiple paths for the exact same prefix have equal weights and local preference values, BGP process will prefer the prefix originated locally, which is the prefix advertised via the network , aggregate-address , or redistribution commands. In IOS routers, this step is usually unnecessary, because the locally originated prefixes have a default weight value of 32768, overriding all other steps of the BGP bestpath selection process.
 The next step in the process is selecting the prefix with the shortest AS_PATH. The length of this attribute is probably the best approximation of the classic IGP metric when mapping this concept to BGP. This could be directly compared to the hop count concept used in RIP. Here is the procedure for computing the AS_PATH length:
 1. For every AS_SEQUENCE element, every AS in the list counts as one and the resulting sum is the number of entries in the path.
 http://labs.ine.com/workbook/view/rs-v5-workbook/task/ccie-r-s-v5-topology-diagrams-initial-configurations-MTk3Ng==
 http://labs.ine.com/workbook/view/rs-v5-workbook/task/ccie-r-s-v5-topology-diagrams-initial-configurations-MTk3Ng==
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2. If the prefix was a result of summarization, you may encounter the AS_SET elements in the AS_PATH. The length of AS_SET is assumed to be “1”. This is because summarization conceals topology information, and the summarized prefixes may have had different AS_PATH lengths.
 3. If the prefix has been originated within the BGP Confederation, its AS_PATH attribute may contain any of BGP_CONFED_SEQUENCE or BGP_CONFED_SET sub-attributes. The second sub-attribute appears when you summarize prefixes inside confederation. Each of these elements does not count when computing the AS PATH length.
 To use this step to influence best path selection, you should use the AS_PATH prepending procedure. This procedure applies only to eBGP sessions, which is when advertising prefixes to another AS and the local AS number is prepended in front of the AS_PATH attribute the number of times specified. The syntax to perform AS_PATH prepending is as follows, assuming that the local AS number is 100:
 route-map PREPEND
 match ...
 set as-path prepend 100 100 100
 !
 router bgp 100
 neighbor 54.1.1.254 route-map PREPEND out
 The example above applies the local AS number three times, instead of just one, to the prefixes matching the route-map criterion. Notice that even though you apply attribute manipulation in outbound direction, it affects the way that the external systems send traffic to your AS. Manipulating the AS_PATH length is the common way to influence the incoming traffic paths to the local AS and is widely used on the Internet. Usually, the prefixes advertised on the least-preferred inbound link have the local AS path number prepended three or more times. This ensures that any further manipulations will not make those prefixes preferred over the subnets advertised across the “primary” entry point. Remember that the remote AS may change your policy by applying the local preference attribute manipulations. However, that process will only affect path selection within the single AS, not globally on the Internet.
 The AS_PATH comparison step could be disabled by issuing the command bgp bestpath as-path ignore . This command is hidden under BGP configuration CLI,
 so you must type it without using the “?” help sign.
 R3:
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ip as-path access-list 1 permit _254$
 !
 route-map TO_R1 permit 10
 match as-path 1
 set as-path prepend 200 200 200
 !
 router bgp 200
 neighbor 155.1.13.1 route-map TO_R1 out
 R5:
 ip as-path access-list 1 permit _254$
 !
 route-map TO_R4 permit 10
 match as-path 1
 set as-path prepend 200 200 200
 !
 router bgp 200
 neighbor 155.1.45.4 route-map TO_R4 out
 Verification
 Clear the BGP session state on R3 and R5, and check the BGP tables in AS 100:
 R5#clear ip bgp * soft
 R3#clear ip bgp * soft
 Notice that R6 has only one set of prefixes toward AS 254, via AS 300. This is because R4 and R1 received the paths across AS 200 prepended and thus prefer R6's path via AS 300 a lower AS_PATH count. Because R1 and R4 select R6's path as best, they will not re-advertise that path back to R6. You can see the prepended paths in the BGP tables of R1 and R4:
 R6#show ip bgp regexp _254$
 BGP table version is 95, local router ID is 150.1.6.6
 Status codes: s suppressed, d damped, h history, * valid, > best, i - internal,
 r RIB-failure, S Stale, m multipath, b backup-path, f RT-Filter,
 x best-external, a additional-path, c RIB-compressed,
 Origin codes: i - IGP, e - EGP, ? - incomplete
 RPKI validation codes: V valid, I invalid, N Not found
 Network Next Hop Metric LocPrf Weight Path
 *> 51.51.51.51/32 155.1.67.7 0 300 200 254 ?
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*> 192.10.1.0 155.1.67.7 0 300 200 254 ?
 *> 205.90.31.0 155.1.67.7 0 300 200 254 ?
 *> 220.20.3.0 155.1.67.7 0 300 200 254 ?
 *> 222.22.2.0 155.1.67.7 0 300 200 254 ?
 ! R4#show ip bgp regexp _254$
 BGP table version is 92, local router ID is 150.1.4.4
 Status codes: s suppressed, d damped, h history, * valid, > best, i - internal,
 r RIB-failure, S Stale, m multipath, b backup-path, f RT-Filter,
 x best-external, a additional-path, c RIB-compressed,
 Origin codes: i - IGP, e - EGP, ? - incomplete
 RPKI validation codes: V valid, I invalid, N Not found
 Network Next Hop Metric LocPrf Weight Path
 *>i 51.51.51.51/32 155.1.67.7 0 100 0 300 200 254 ?
 * 155.1.45.5 0 200 200 200 200
 254 ?
 r>i 192.10.1.0 155.1.67.7 0 100 0 300 200 254 ?
 r 155.1.45.5 0 200 200 200 200
 254 ?
 *>i 205.90.31.0 155.1.67.7 0 100 0 300 200 254 ?
 * 155.1.45.5 0 200 200 200 200
 254 ?
 *>i 220.20.3.0 155.1.67.7 0 100 0 300 200 254 ?
 * 155.1.45.5 0 200 200 200 200
 254 ?
 *>i 222.22.2.0 155.1.67.7 0 100 0 300 200 254 ?
 * 155.1.45.5 0 200 200 200 200
 254 ?
 ! R1#show ip bgp regexp _254$
 BGP table version is 90, local router ID is 150.1.1.1
 Status codes: s suppressed, d damped, h history, * valid, > best, i - internal,
 r RIB-failure, S Stale, m multipath, b backup-path, f RT-Filter,
 x best-external, a additional-path, c RIB-compressed,
 Origin codes: i - IGP, e - EGP, ? - incomplete
 RPKI validation codes: V valid, I invalid, N Not found
 Network Next Hop Metric LocPrf Weight Path
 *>i 51.51.51.51/32 155.1.67.7 0 100 0 300 200 254 ?
 * 155.1.13.3 0 200 200 200 200
 254 ?
 r>i 192.10.1.0 155.1.67.7 0 100 0 300 200 254 ?
 r 155.1.13.3 0 200 200 200 200
 254 ?
 *>i 205.90.31.0 155.1.67.7 0 100 0 300 200 254 ?
 * 155.1.13.3 0 200 200 200 200
 254 ?
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*>i 220.20.3.0 155.1.67.7 0 100 0 300 200 254 ?
 * 155.1.13.3 0 200 200 200 200
 254 ?
 *>i 222.22.2.0 155.1.67.7 0 100 0 300 200 254 ?
 * 155.1.13.3 0 200 200 200 200
 254 ?
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CCIE Routing & Switching v5 Workbook - CCIE R&S v5 Advanced Technology Labs - BGP
 BGP Bestpath Selection - Origin Code
 A Note On Section Initial Configuration Files : You must load the initial configuration files for the section, named Basic BGP Routing , which can be found in CCIE R&S v5 Topology Diagrams & Initial Configurations. Reference the Advanced Technology Labs BGP Diagram in order to complete this task.
 Task
 Ensure that the BGP configuration to influence path selection from the previous task on R3 and R5 is removed before starting.Using the Origin Code attribute, configure AS 200 so that traffic from AS 100 going to AS 254 transits the link between R4 and R5.
 Configuration
 If several paths exist for exact same BGP prefix with equal weight, local preference, and AS_PATH length, the bestpath selection process compares route Origin Code. This attribute is well known and mandatory and is set by the prefix originator. The allowed values are as follows:
 IGP meaning that the route was originated using the network or aggregate-address
 commands. It appears as i in BGP table output.EGP meaning that the prefix was received from an EGP peer (legacy). You probably won’t see this Origin value in any modern router, but it can be manually configured.Incomplete meaning that the source could not be determined. This value is assigned to the prefixes redistributed into BGP.
 This attribute is rarely used to influence the path selection because of its inflexibility. Nevertheless, BGP always accounts for this step. Origin IGP is preferred over EGP, and the latter is preferred over Incomplete . This represents the level of trust that
 http://labs.ine.com/workbook/view/rs-v5-workbook/task/ccie-r-s-v5-topology-diagrams-initial-configurations-MTk3Ng==
 http://labs.ine.com/workbook/view/rs-v5-workbook/task/ccie-r-s-v5-topology-diagrams-initial-configurations-MTk3Ng==
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BGP assigns to various information sources. You can set the attribute using the route-map level command set origin [igp|egp|incomplete] . On latest IOS codes, changing the origin code to EGP is a hidden command.
 In this task, we configure the border routers in AS 200 (R3 and R5) to impose different Origin attributes on the links between R1 and R3, and R4 and R5. The prefixes advertised to R1 have the Origin value of Incomplete , and the prefixes advertised to R4 have the Origin value of IGP.
 R3:
 no ip as-path access-list 1
 ip as-path access-list 1 permit _254$
 !
 route-map TO_R1 permit 10
 match as-path 1
 set origin incomplete
 !
 route-map TO_R1 permit 100
 !
 router bgp 200
 neighbor 155.1.13.1 route-map TO_R1 out
 R5:
 no ip as-path access-list 1
 ip as-path access-list 1 permit _254$
 !
 route-map TO_R4 permit 10
 match as-path 1
 set origin igp
 !
 route-map TO_R4 permit 100
 !
 router bgp 200
 neighbor 155.1.45.4 route-map TO_R4 out
 Verification
 Clear BGP sessions and check the BGP tables of R1 and R4. R1 prefers the paths learned from R4, because they have the origin code of IGP. R4 does not see any AS 254 paths learned from R1, because R1 suppresses their advertisement because it is using R4 as its best path:
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R5#clear ip bgp * soft
 R3#clear ip bgp * soft
 ! R1#show ip bgp regexp _254$
 BGP table version is 112, local router ID is 150.1.1.1
 Status codes: s suppressed, d damped, h history, * valid, > best, i - internal,
 r RIB-failure, S Stale, m multipath, b backup-path, f RT-Filter,
 x best-external, a additional-path, c RIB-compressed,
 Origin codes: i - IGP, e - EGP, ? - incomplete
 RPKI validation codes: V valid, I invalid, N Not found
 Network Next Hop Metric LocPrf Weight Path *>i 51.51.51.51/32
 155.1.45.5 0 100 0 200 254 i
 * 155.1.13.3 0 200 254 ?
 r>i 192.10.1.0 155.1.45.5 0 100 0 200 254 i
 r 155.1.13.3 0 200 254 ?
 *>i 205.90.31.0 155.1.45.5 0 100 0 200 254 i
 * 155.1.13.3 0 200 254 ?
 *>i 220.20.3.0 155.1.45.5 0 100 0 200 254 i
 * 155.1.13.3 0 200 254 ?
 *>i 222.22.2.0 155.1.45.5 0 100 0 200 254 i
 * 155.1.13.3 0 200 254 ?
 ! R4#show ip bgp regexp _254$
 BGP table version is 129, local router ID is 150.1.4.4
 Status codes: s suppressed, d damped, h history, * valid, > best, i - internal,
 r RIB-failure, S Stale, m multipath, b backup-path, f RT-Filter,
 x best-external, a additional-path, c RIB-compressed,
 Origin codes: i - IGP, e - EGP, ? - incomplete
 RPKI validation codes: V valid, I invalid, N Not found
 Network Next Hop Metric LocPrf Weight Path
 *> 51.51.51.51/32 155.1.45.5 0 200 254 i
 *> 192.10.1.0 155.1.45.5 0 200 254 i
 *> 205.90.31.0 155.1.45.5 0 200 254 i
 *> 220.20.3.0 155.1.45.5 0 200 254 i
 *> 222.22.2.0 155.1.45.5 0 200 254 i
 The situation at R6 is a bit more complex. It marks the paths via R4 as being optimal, because the paths received from R7 have longer AS_PATH length:
 R6#show ip bgp regexp _254$
 BGP table version is 108, local router ID is 150.1.6.6
 Status codes: s suppressed, d damped, h history, * valid, > best, i - internal,
 r RIB-failure, S Stale, m multipath, b backup-path, f RT-Filter,
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x best-external, a additional-path, c RIB-compressed,
 Origin codes: i - IGP, e - EGP, ? - incomplete
 RPKI validation codes: V valid, I invalid, N Not found
 Network Next Hop Metric LocPrf Weight Path *>i 51.51.51.51/32
 155.1.45.5 0 100 0 200 254
 i
 * 155.1.67.7 0 300 200 254 ? r>i 192.10.1.0
 155.1.45.5 0 100 0 200 254
 i
 r 155.1.67.7 0 300 200 254 ? *>i 205.90.31.0
 155.1.45.5 0 100 0 200 254
 i
 * 155.1.67.7 0 300 200 254 ? *>i 220.20.3.0
 155.1.45.5 0 100 0 200 254
 i
 * 155.1.67.7 0 300 200 254 ? *>i 222.22.2.0
 155.1.45.5 0 100 0 200 254
 i
 * 155.1.67.7 0 300 200 254 ?
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CCIE Routing & Switching v5 Workbook - CCIE R&S v5 Advanced Technology Labs - BGP
 BGP Bestpath Selection - MED
 A Note On Section Initial Configuration Files : You must load the initial configuration files for the section, named Basic BGP Routing , which can be found in CCIE R&S v5 Topology Diagrams & Initial Configurations. Reference the Advanced Technology Labs BGP Diagram in order to complete this task.
 Task
 Ensure that the BGP configuration to influence path selection from the previous task on R3 and R5 is removed before starting.Using MED, configure AS 200 so that traffic from AS 100 going to AS 54 transits the link between R4 and R5.Shutdown R6's BGP peering with R7.
 Configuration
 If several paths exist for exact same BGP prefix with equal weight, local preference, AS_PATH length, and Origin Code, BGP will compare the next-less-influential attribute which is MED or Multi Exit Discriminator. This attribute is optional and non-transitive, and its value is an unsigned 32 integer. It is often called “metric” and is used on eBGP peering links to select the entry point to the neighboring AS. The AS that originates the prefixes may attach different metric values to them on different exit points from the AS. This gives the neighboring AS a hint to select the best path based on the smallest metric value, because all other attributes usually match (weight, LP, AS_PATH length).
 The MED attribute is non-transitive, so the receiving AS will not propagate it across its AS borders. However, the receiving AS may reset the metric value if it wants. Cisco BGP implementation automatically assigns the value of the MED attribute based on the IGP metric value for the locally originated prefixes. The explanation for
 http://labs.ine.com/workbook/view/rs-v5-workbook/task/ccie-r-s-v5-topology-diagrams-initial-configurations-MTk3Ng==
 http://labs.ine.com/workbook/view/rs-v5-workbook/task/ccie-r-s-v5-topology-diagrams-initial-configurations-MTk3Ng==
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this follows.
 Most often, BGP prefixes are advertised by the border eBGP speakers. If there are redundant connections between two ASs, multiple BGP speakers may originate the same prefix, attaching the MED attribute copied from the IGP metric of the advertised prefix. The neighboring AS may then apply the bestpath selection for the peer’s prefixes based on the smallest metric value. This makes sense if the following is true:
 1. The peer (originator) AS uses a single IGP across its network; that is, metric values are numerically comparable.
 2. MED values are only compared for the prefixes coming from the same AS.3. Prefixes were originated from the peer’s AS.
 Based on these assumptions, the MED attribute simply gives the neighboring AS a hint to select the prefixes with the shortest IGP metric value in the peer’s AS. This routing behavior is called “cold potato routing,” in contrast to the “hot potato” routing model. The “hot potato” model is effectively in use when MED values are notconsidered during the bestpath selection. When MED values are filtered or are the same among all paths, the router will select the path with the lowest IGP cost for its next-hop (if the prefixes are of the same type, for example both learned via iBGP, comparing IGP costs is the next step in BGP bestpath selection process). This means selecting the path through the closest exit point, based on the IGP metrics of the local AS. This is analogous to a group of people trying to get rid of a “hot potato” as fast as possible. The “cold potato” routing model considers the metric hint information from the adjacent AS to make the final routing decision.
 Often you may see the MED attribute used to influence the exit point selection for prefixes not originated in the local AS. This is perfectly legal, but you must assign some artificial metric values to these prefixes because they don’t belong to the IGP from local AS. Remember that this sort of path attribute manipulation only affects the paths chosen by the directly connected neighboring AS. Finally, the MED attribute is optional and thus may not be present or attached to all updates/prefixes. By default, the BGP process assumes the MED value of zero for such prefixes, which will make them more preferred during the selection based on metric. If you want to change this behavior, you must enter the command bgp bestpath med
 missing-as-worst . This instructs the local router to impose the maximum MED value on the prefixes that do not carry the MED attribute, making these prefixes least preferable. The use of this logic was specified in earlier drafts of the BGP specification, whereas the most recent instructs to assign the MED value of zero to the prefixes lacking the metric attribute.
 In our scenario, we configure AS 200 border routers (R3 and R5) peering with AS 100 to assign metric values for prefixes learned from AS 54. The metrics are
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assigned so that exit point through R3 is less preferred (higher metric). Notice that we configure both R3 and R5, whereas it is possible to configure just R3, because routes advertised by R5 will have the default MED value of 0. Note that R6's peering with AS 300 will be disabled for this example. R6 is peering with AS 300, which also has a peering with AS 54. MED is only compared by default when it is received from the same AS. If we did not disable R6's peering to AS 300, R6 would receive a MED of 0 from R7 in AS 300, and would also receive MED of 100 from R1. R6 would not compare these two MED values because they come from two different AS's.
 R3:
 no ip as-path access-list 1
 ip as-path access-list 1 permit _54$
 !
 route-map TO_R1 permit 10
 match as-path 1
 set metric 1000
 !
 route-map TO_R1 permit 100
 !
 router bgp 200
 neighbor 155.1.13.1 route-map TO_R1 out
 R5:
 no ip as-path access-list 1
 ip as-path access-list 1 permit _54$
 !
 no route-map TO_R4
 route-map TO_R4 permit 10
 match as-path 1
 set metric 100
 !
 route-map TO_R4 permit 100
 !
 router bgp 200
 neighbor 155.1.45.4 route-map TO_R4 out
 R6:
 router bgp 100
 neighbor 155.1.67.7 shutdown
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Verification
 Clear the BGP peering sessions softly and check the BGP tables of AS 100 routers. Notice that R4 only has paths to AS 54 prefixes via R5. R1 received the paths via R3 with a MED of 1000 and the same paths via R4 via a MED of 100. R1 prefers the paths via R4 and selects them as best. Because R6's peering to AS 300 is disabled, it receives the advertisement from its route-reflector, R1, with a next hop of R5. This is R1's best path out of the AS. AS 100 is correctly choosing the exit point with the lowest MED:
 R3#clear ip bgp * soft
 R5#clear ip bgp * soft
 ! R4#show ip bgp regex _54$
 BGP table version is 150, local router ID is 150.1.4.4
 Status codes: s suppressed, d damped, h history, * valid, > best, i - internal,
 r RIB-failure, S Stale, m multipath, b backup-path, f RT-Filter,
 x best-external, a additional-path, c RIB-compressed,
 Origin codes: i - IGP, e - EGP, ? - incomplete
 RPKI validation codes: V valid, I invalid, N Not found
 Network Next Hop Metric LocPrf Weight Path *> 28.119.16.0/24 155.1.45.5
 100
 0 200 54 i *> 28.119.17.0/24 155.1.45.5 100
 0 200 54 i *> 114.0.0.0 155.1.45.5 100
 0 200 54 i *> 115.0.0.0 155.1.45.5 100
 0 200 54 i *> 116.0.0.0 155.1.45.5 100
 0 200 54 i *> 117.0.0.0 155.1.45.5 100
 0 200 54 i *> 118.0.0.0 155.1.45.5 100
 0 200 54 i *> 119.0.0.0 155.1.45.5 100
 0 200 54 i
 ! R1#show ip bgp regexp _54$
 BGP table version is 133, local router ID is 150.1.1.1
 Status codes: s suppressed, d damped, h history, * valid, > best, i - internal,
 r RIB-failure, S Stale, m multipath, b backup-path, f RT-Filter,
 x best-external, a additional-path, c RIB-compressed,
 Origin codes: i - IGP, e - EGP, ? - incomplete
 RPKI validation codes: V valid, I invalid, N Not found
 Network Next Hop Metric LocPrf Weight Path
 *>i 28.119.16.0/24 155.1.45.5 100
 100 0 200 54 i
 * 155.1.13.3 1000 0 200 54 i
 *>i 28.119.17.0/24 155.1.45.5 100
 100 0 200 54 i

Page 910
                        

* 155.1.13.3 1000 0 200 54 i
 *>i 114.0.0.0 155.1.45.5 100
 100 0 200 54 i
 * 155.1.13.3 1000 0 200 54 i
 *>i 115.0.0.0 155.1.45.5 100
 100 0 200 54 i
 * 155.1.13.3 1000 0 200 54 i
 *>i 116.0.0.0 155.1.45.5 100
 100 0 200 54 i
 * 155.1.13.3 1000 0 200 54 i
 *>i 117.0.0.0 155.1.45.5 100
 100 0 200 54 i
 * 155.1.13.3 1000 0 200 54 i
 *>i 118.0.0.0 155.1.45.5 100
 100 0 200 54 i
 * 155.1.13.3 1000 0 200 54 i
 *>i 119.0.0.0 155.1.45.5 100
 100 0 200 54 i
 * 155.1.13.3 1000 0 200 54 i
 ! R6#show ip bgp regexp _54$
 BGP table version is 124, local router ID is 150.1.6.6
 Status codes: s suppressed, d damped, h history, * valid, > best, i - internal,
 r RIB-failure, S Stale, m multipath, b backup-path, f RT-Filter,
 x best-external, a additional-path, c RIB-compressed,
 Origin codes: i - IGP, e - EGP, ? - incomplete
 RPKI validation codes: V valid, I invalid, N Not found
 Network Next Hop Metric LocPrf Weight Path *>i 28.119.16.0/24 155.1.45.5
 100
 100 0 200 54 i *>i 28.119.17.0/24 155.1.45.5 100
 100 0 200 54 i *>i 114.0.0.0 155.1.45.5 100
 100 0 200 54 i *>i 115.0.0.0 155.1.45.5 100
 100 0 200 54 i *>i 116.0.0.0 155.1.45.5 100
 100 0 200 54 i *>i 117.0.0.0 155.1.45.5 100
 100 0 200 54 i *>i 118.0.0.0 155.1.45.5 100
 100 0 200 54 i *>i 119.0.0.0 155.1.45.5 100
 100 0 200 54 i
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CCIE Routing & Switching v5 Workbook - CCIE R&S v5 Advanced Technology Labs - BGP
 BGP Bestpath Selection - Always Compare MED
 You must load the initial configuration files for the section, Basic BGP Routing , which can be found in CCIE R&S v5 Topology Diagrams & Initial Configurations. Reference the Advanced Technology Labs BGP Diagram to complete this task.
 Task
 Ensure that the BGP configuration to influence path selection from the previous task on R3, R5, and R6 is removed before starting.Ensure that R6's peering to R7 is not shut down.Create a new Loopback1 interface on both R6 and R7 with the IP address 1.2.3.4/32 and advertise it into BGP on both R6 and R7.Using just the MED attribute, configure the network so that traffic from AS 200 destined to Loopback1 is received by R7.
 Configuration
 As discussed previously, comparing automatically generated MED attributes makes sense only if all prefixes are originated from directly connected ASs. However, setting the artificial MED values is often used by an adjacent AS to hint the exit point to its peers. Now imagine a situation when the local AS (A) peers with two other ASs (B and C), and the peers have some sort of “backdoor” link between them, such as running an IGP on this link. Upon an agreement, the peers may decide to “share” their entry points, so that “A” may send traffic to a subset of “B”’s prefixes across “C” and vice versa. This could be done using the proper manipulation of MED attribute because the prefixes appear to be internal to both ASs, but classic BGP procedure does not compare MEDs for prefixes that were received from different ASs.
 This limitation could be disabled by using command bgp always-compare-med under BGP configuration mode. This instructs BGP code to ignore the first AS# in the
 http://labs.ine.com/workbook/view/rs-v5-workbook/task/ccie-r-s-v5-topology-diagrams-initial-configurations-MTk3Ng==
 http://labs.ine.com/workbook/view/rs-v5-workbook/task/ccie-r-s-v5-topology-diagrams-initial-configurations-MTk3Ng==
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AS_PATH attributes when comparing MED values. Of course, this is only possible if the AS_PATH lengths are the same. Using MED for exit point selection to multiple adjacent ASs is becoming common, although it’s against the idea of using MED as a reflection of the internal IGP cost for a prefix. Essentially, this procedure assumes that the adjacent systems have an agreement about MED values assignment, and the local AS accepts their policy.
 Throughout the history of BGP implementation, it has become apparent that using MED in bestpath selection may sometimes result in unstable routing tables or routing loops. There are many different scenarios in which such issues may arise. Particularly, Cisco’s BGP implementation suffered from non-deterministic MED-based path selection. What that means is that the result of best-path selection may depend on the order in which the local speaker receives BGP prefixes. Specifically, IOS code was ordering BGP prefixes based on their age and compared them in pairs, starting with the newer/latest received prefixes. This temporal dependency was intended to make routing tables more stable by giving more preference for older information. However, when the MED issues became apparent, Cisco implemented a workaround that removed temporal dependency in MED-based computations. The resulting procedure became deterministic and no longer depends on the order in which the prefixes are received. To enable this deterministic mode, use the command bgp bestpath deterministic-med . This feature is not enabled by default because many older IOSs still use the previous selection procedure, and combining those two in the same AS may result in a routing loop.
 In this task, both AS 300 and AS 100 advertise the same prefix (artificially created). Border routers in AS 300 (R7) and AS 100 (R1 and R4) are configured to set metrics so that the exit point between R3 and R7 is used to reach this subnet. To make AS 200 account for metrics from different ASs, we enable the always-compared-med feature in all routers of AS 200.
 R1:
 ip prefix-list LOOPBACK1 permit 1.2.3.4/32
 !
 route-map TO_R3 permit 10
 match ip address prefix-list LOOPBACK1
 set metric 1000
 !
 route-map TO_R3 permit 100
 !
 router bgp 100
 neighbor 155.1.13.3 route-map TO_R3 out
 R2:
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router bgp 200
 bgp always-compare-med
 R3:
 router bgp 200
 bgp always-compare-med
 R4:
 ip prefix-list LOOPBACK1 permit 1.2.3.4/32
 !
 route-map TO_R5 permit 10
 match ip address prefix-list LOOPBACK1
 set metric 1000
 !
 route-map TO_R5 permit 100
 !
 router bgp 100
 neighbor 155.1.45.5 route-map TO_R5 out
 R5:
 router bgp 200
 bgp always-compare-med
 R6:
 interface Loopback1
 ip address 1.2.3.4 255.255.255.255
 !
 router bgp 100
 network 1.2.3.4 mask 255.255.255.255
 R7:
 interface Loopback1
 ip address 1.2.3.4 255.255.255.255
 !
 ip prefix-list LOOPBACK1 permit 1.2.3.4/32
 !
 route-map TO_R3 permit 10
 match ip address prefix-list LOOPBACK1
 set metric 100
 route-map TO_R3 permit 100
 !
 router bgp 300
 network 1.2.3.4 mask 255.255.255.255
 neighbor 155.1.37.3 route-map TO_R3 out
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R8:
 router bgp 200
 bgp always-compare-med
 Verification
 Clear BGP session on all routers using the command clear ip bgp * soft . You may use the send * method on the access-server of your rack to accomplish this faster. Now check the BGP table for prefix 1.2.3.4 in R3. The prefix with the MED value of 100 is selected as best, even though paths were received from different ASs.
 R3#show ip bgp 1.2.3.4
 BGP routing table entry for 1.2.3.4/32, version 2
 Paths: (2 available, best #2, table default)
 Advertised to update-groups:
 7 8 9
 Refresh Epoch 1 100
 155.1.13.1 from 155.1.13.1 (150.1.1.1) Origin IGP, metric 1000
 , localpref 100, valid, external
 rx pathid: 0, tx pathid: 0
 Refresh Epoch 1 300
 155.1.37.7 from 155.1.37.7 (150.1.7.7) Origin IGP, metric 100 , localpref 100, valid, external,
 best
 rx pathid: 0, tx pathid: 0x0
 Check the same prefix in R5. The BGP table output here is similar to R3, and again the path through R7 is selected as the best. Notice the (metric 3584) field in the output. It has nothing to do with the MED value; it’s the IGP cost to reach the next-hop for this prefix.
 R5#show ip bgp 1.2.3.4
 BGP routing table entry for 1.2.3.4/32, version 2
 Paths: (2 available, best #1, table default)
 Advertised to update-groups:
 6 7
 Refresh Epoch 1 300
 155.1.37.7 (metric 3584) from 155.1.0.3 (150.1.3.3) Origin IGP, metric 100
 , localpref 100, valid, internal, best
 rx pathid: 0, tx pathid: 0x0
 Refresh Epoch 1 100

Page 915
                        

155.1.45.4 from 155.1.45.4 (150.1.4.4) Origin IGP, metric 1000
 , localpref 100, valid, external
 rx pathid: 0, tx pathid: 0
 R2 received two paths from its route reflectors. Because both reflectors elected the path via R7 as best, both prefixes in R2’s BGP table use R7 as the exit point out of the AS. R2 selected the second path based on the lowest originating router ID (we will discuss this selection step in a separate task).
 R2#show ip bgp 1.2.3.4
 BGP routing table entry for 1.2.3.4/32, version 2
 Paths: (2 available, best #2, table default)
 Advertised to update-groups:
 3
 Refresh Epoch 1 300
 155.1.37.7 (metric 3072) from 155.1.0.5 (150.1.5.5) Origin IGP, metric 100
 , localpref 100, valid, internal
 Originator: 150.1.3.3, Cluster list: 150.1.5.5
 rx pathid: 0, tx pathid: 0
 Refresh Epoch 1
 300
 155.1.37.7 (metric 3072) from 155.1.23.3 (150.1.3.3) Origin IGP, metric 100
 , localpref 100, valid, internal, best
 rx pathid: 0, tx pathid: 0x0
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CCIE Routing & Switching v5 Workbook - CCIE R&S v5 Advanced Technology Labs - BGP
 BGP Bestpath Selection - AS-Path Ignore
 A Note On Section Initial Configuration Files : You must load the initial configuration files for the section, named Basic BGP Routing , which can be found in CCIE R&S v5 Topology Diagrams & Initial Configurations. Reference the Advanced Technology Labs BGP Diagram in order to complete this task.
 Task
 Ensure that the BGP configuration to influence path selection from the previous task between AS 200, 300, and 100 is removed before starting.Ensure that traffic from AS 200 to AS 54 prefixes transit through AS 100.Do not use AS-PATH prepending to accomplish this.
 Configuration
 Ignoring AS_PATH length comparison is optional and could be enabled using a special hidden command. Using this feature in production is NOT recommended because it may severely affect routing table stability. However, if you need it just for some non-standard tweak of your BGP path selection, use the command bgp
 bestpath as-path ignore to activate this feature. BGP will automatically skip AS_PATH length comparison and proceed to comparing the Origin codes, MED attribute, and the IGP costs for NEXT_HOPs.
 One case in which you may actually need this feature is BGP confederations. Remember that BGP_CONFED_SEQUENCE and BGP_CONFED_SET do not count when computing the AS_PATH length. Therefore, in BGP confederations you may see suboptimal paths being elected simply based on the AS_PATH attribute carried from the external ASs (internal path lengths are ignored). By disabling the AS_PATH comparison, you may force the local speakers to use the “hot potato” routing model, taking into account the IGP cost to reach the prefix NEXT_HOP, that
 http://labs.ine.com/workbook/view/rs-v5-workbook/task/ccie-r-s-v5-topology-diagrams-initial-configurations-MTk3Ng==
 http://labs.ine.com/workbook/view/rs-v5-workbook/task/ccie-r-s-v5-topology-diagrams-initial-configurations-MTk3Ng==
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is only provided if all prefixes have the same Origin Code and MED attribute values, which could be enforced by border BGP routers.
 In this scenario, we modify the Origin Code attribute for paths injected into AS 200 through the peering connection R7-R3, R1-R3, R4-R5, and R8-R10. All routes in AS 200 have AS_PATH length comparison disabled and therefore prefer the paths to AS 54 learned from AS 100, even though those have longer AS_PATHs. R8 has a direct EBGP connection to AS 54. On R8's peering, we will set origin code inbound so that all routes originating in AS 54 and sent to R8 directly will have the Origin attribute set to incomplete. The same will happen on R7's peering with R3, the Origin attribute will be set to incomplete from R7 to R3 so that all routes originating in AS 54 that are sent from AS 300 to AS 200 will be marked as incomplete. This leaves both R1's and R4's peering with AS 200. On both of these peerings, we will set the Origin Code attribute to igp so that either one of these exit points is preferred over all of the other ones that have been marked as incomplete.
 R1:
 no ip as-path access-list 1
 ip as-path access-list 1 permit _54$
 !
 route-map TO_R3 permit 10
 match as-path 1
 set origin igp
 !
 route-map TO_R3 permit 100
 !
 router bgp 100
 neighbor 155.1.13.3 route-map TO_R3 out
 R2:
 router bgp 200
 bgp bestpath as-path ignore
 R3:
 router bgp 200
 bgp bestpath as-path ignore
 R4:
 no ip as-path access-list 1
 ip as-path access-list 1 permit _54$
 !
 route-map TO_R5 permit 10
 match as-path 1
 set origin igp
 !
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route-map TO_R5 permit 100
 !
 router bgp 100
 neighbor 155.1.45.5 route-map TO_R5 out
 R5:
 router bgp 200
 bgp bestpath as-path ignore
 R7:
 no ip as-path access-list 1
 ip as-path access-list 1 permit _54$
 !
 route-map TO_R3 permit 10
 match as-path 1
 set origin incomplete
 !
 route-map TO_R3 permit 100
 !
 router bgp 300
 neighbor 155.1.37.3 route-map TO_R3 out
 R8:
 no ip as-path access-list 1
 ip as-path access-list 1 permit _54$
 !
 route-map TO_R10 permit 10
 match as-path 1
 set origin incomplete
 !
 route-map TO_R10 permit 100
 !
 router bgp 200
 bgp bestpath as-path ignore
 neighbor 155.1.108.10 route-map TO_R10 in
 Verification
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R7#clear ip bgp * soft
 R8#clear ip bgp * soft
 R4#clear ip bgp * soft
 R1#clear ip bgp * soft
 After clearing the BGP sessions, inspect the BGP tables of R5 and R8. Notice that both routers select the paths with the longer AS_PATHs, based on their Origin Code. Notice that both devices have their next hops set to R1 and R4, respectively, both of AS 100's border routers with AS 200. This illustrates that AS 200 is correctly sending traffic to AS 100 even though their AS_PATH is longer:
 R3#show ip bgp regexp _54$
 BGP table version is 44, local router ID is 150.1.3.3
 Status codes: s suppressed, d damped, h history, * valid, > best, i - internal,
 r RIB-failure, S Stale, m multipath, b backup-path, f RT-Filter,
 x best-external, a additional-path, c RIB-compressed,
 Origin codes: i - IGP, e - EGP, ? - incomplete
 RPKI validation codes: V valid, I invalid, N Not found
 Network Next Hop Metric LocPrf Weight Path
 * i 28.119.16.0/24 155.1.45.4 0 100 0 100 300 54 i
 *> 155.1.13.1 0 100 300 54 i
 * 155.1.37.7 0 300 54 ?
 * i 28.119.17.0/24 155.1.45.4 0 100 0 100 300 54 i
 *> 155.1.13.1 0 100 300 54 i
 * 155.1.37.7 0 300 54 ?
 * i 114.0.0.0 155.1.45.4 0 100 0 100 300 54 i
 *> 155.1.13.1 0 100 300 54 i
 * 155.1.37.7 0 300 54 ?
 * i 115.0.0.0 155.1.45.4 0 100 0 100 300 54 i
 *> 155.1.13.1 0 100 300 54 i
 * 155.1.37.7 0 300 54 ?
 * i 116.0.0.0 155.1.45.4 0 100 0 100 300 54 i
 *> 155.1.13.1 0 100 300 54 i
 * 155.1.37.7 0 300 54 ?
 * i 117.0.0.0 155.1.45.4 0 100 0 100 300 54 i
 *> 155.1.13.1 0 100 300 54 i
 * 155.1.37.7 0 300 54 ?
 * i 118.0.0.0 155.1.45.4 0 100 0 100 300 54 i
 *> 155.1.13.1 0 100 300 54 i
 * 155.1.37.7 0 300 54 ?
 * i 119.0.0.0 155.1.45.4 0 100 0 100 300 54 i
 *> 155.1.13.1 0 100 300 54 i

Page 920
                        

* 155.1.37.7 0 300 54 ?
 ! R8#show ip bgp regexp _54$
 BGP table version is 56, local router ID is 150.1.8.8
 Status codes: s suppressed, d damped, h history, * valid, > best, i - internal,
 r RIB-failure, S Stale, m multipath, b backup-path, f RT-Filter,
 x best-external, a additional-path, c RIB-compressed,
 Origin codes: i - IGP, e - EGP, ? - incomplete
 RPKI validation codes: V valid, I invalid, N Not found
 Network Next Hop Metric LocPrf Weight Path
 *>i 28.119.16.0/24 155.1.45.4 0 100 0 100 300 54 i
 * i 155.1.13.1 0 100 0 100 300 54 i
 * 155.1.108.10 0 0 54 ?
 *>i 28.119.17.0/24 155.1.45.4 0 100 0 100 300 54 i
 * i 155.1.13.1 0 100 0 100 300 54 i
 * 155.1.108.10 0 0 54 ?
 *>i 114.0.0.0 155.1.45.4 0 100 0 100 300 54 i
 * i 155.1.13.1 0 100 0 100 300 54 i
 * 155.1.108.10 0 54 ?
 *>i 115.0.0.0 155.1.45.4 0 100 0 100 300 54 i
 * i 155.1.13.1 0 100 0 100 300 54 i
 * 155.1.108.10 0 54 ?
 *>i 116.0.0.0 155.1.45.4 0 100 0 100 300 54 i
 * i 155.1.13.1 0 100 0 100 300 54 i
 * 155.1.108.10 0 54 ?
 *>i 117.0.0.0 155.1.45.4 0 100 0 100 300 54 i
 * i 155.1.13.1 0 100 0 100 300 54 i
 * 155.1.108.10 0 54 ?
 *>i 118.0.0.0 155.1.45.4 0 100 0 100 300 54 i
 * i 155.1.13.1 0 100 0 100 300 54 i
 * 155.1.108.10 0 54 ?
 *>i 119.0.0.0 155.1.45.4 0 100 0 100 300 54 i
 * i 155.1.13.1 0 100 0 100 300 54 i
 * 155.1.108.10 0 54 ?
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CCIE Routing & Switching v5 Workbook - CCIE R&S v5 Advanced Technology Labs - BGP
 BGP Bestpath Selection - Router-IDs
 A Note On Section Initial Configuration Files : You must load the initial configuration files for the section, named Basic BGP Routing , which can be found in CCIE R&S v5 Topology Diagrams & Initial Configurations. Reference the Advanced Technology Labs BGP Diagram in order to complete this task.
 Task
 Ensure that the BGP configuration to influence path selection from the previous task is removed.Add a new Loopback1 on R6 and R4 of 1.2.3.4/32 and advertise it into BGP.Modify the BGP router-id in AS 100 as necessary so that R1 selects R6 as its best path to reach 1.2.3.4/32.
 Configuration
 The next few steps after the MED attribute processing include:
 1. Select external paths over internal, because the information should be more actual. Here, external paths are prefixes learned via eBGP sessions on the router, whereas internal paths are learned via iBGP sessions.
 2. Prefer the path with the minimum IGP metric to reach the NEXT_HOP IP address. This is a natural selection step, because it attempts to pick up the closest exit point based on the local AS IGP metrics. Remember that exit point selection based on MED (adjacent AS metrics) is preferred over this step. Routing based on the closest exit point in terms of local IGP metric is called “hot potato” routing. In contrast, routing based on the MED values (the metric values advertised by the adjacent AS) is called “cold potato” routing. If all prefixes have the same IGP cost to reach their NEXT_HOPs, the BGP process may consider inserting all of them into RIB,
 http://labs.ine.com/workbook/view/rs-v5-workbook/task/ccie-r-s-v5-topology-diagrams-initial-configurations-MTk3Ng==
 http://labs.ine.com/workbook/view/rs-v5-workbook/task/ccie-r-s-v5-topology-diagrams-initial-configurations-MTk3Ng==
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implementing equal-cost multipath load-balancing. This feature is enabled by using the command maximum-paths [ibgp] under BGP configuration mode. Specify the ibgp
 keyword if you want to load balance among the paths learned via iBGP.3. Among the prefixes learned from different eBGP peers, prefer the oldest one (most
 stable) to minimize route flapping.4. Use BGP Router IDs of the advertising (peering) routers as tie-breakers for the best-
 path selection process. The path advertised by the peer with the lowest router ID is preferred.
 In this scenario, the default BGP Router IDs for R4 and R6 are based on their Loopback0 IP address value. This makes R1 prefer R4 over R6 as its best path for Loopback1 prefix, because all other criteria are the same. To change this, we configure R6 with an artificially lower Router ID value. Remember that changing a router’s BGP router ID will hard-reset all active BGP sessions.
 R4:
 interface Loopback1
 ip address 1.2.3.4 255.255.255.255
 !
 router bgp 100
 network 1.2.3.4 mask 255.255.255.255
 R6:
 interface Loopback1
 ip address 1.2.3.4 255.255.255.255
 !
 router bgp 100
 bgp router-id 6.6.6.6
 network 1.2.3.4 mask 255.255.255.255
 Verification
 Check the BGP table of R1 before you change R6’s router ID:
 R1#show ip bgp 1.2.3.4$
 BGP routing table entry for 1.2.3.4/32, version 63
 Paths: (2 available, best #1, table default)
 Flag: 0x840
 Advertised to update-groups: (Pending Update Generation)
 2 3
 Refresh Epoch 1
 Local, (Received from a RR-client)
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155.1.146.4 from 155.1.146.4 ( 150.1.4.4
 ) Origin IGP, metric 0, localpref 100, valid, internal, best
 rx pathid: 0, tx pathid: 0x0
 Refresh Epoch 1
 Local, (Received from a RR-client) 155.1.146.6 from 155.1.146.6 ( 150.1.6.6
 )
 Origin IGP, metric 0, localpref 100, valid, internal
 rx pathid: 0, tx pathid: 0
 The path learned via R4 is preferred. This is done based on the Router ID of R4, because all other attributes are equal (weight, LP, AP_PATH, Origin, MED, iBGP prefixes), including the IGP cost to reach the next-hops (directly connected in this case):
 Rack1R1#show ip route 155.1.146.4
 Routing entry for 155.1.146.0/24
 Known via "connected", distance 0, metric 0 (connected, via interface)
 Redistributing via eigrp 100
 Routing Descriptor Blocks: * directly connected, via GigabitEthernet1.146
 Route metric is 0, traffic share count is 1
 Look at R1’s BGP table again, after you have changed the router ID in R6. Now the path is preferred via R6, because it has the lowest Router ID:
 R1#show ip bgp regexp _54$
 BGP routing table entry for 1.2.3.4/32, version 64
 Paths: (2 available, best #1, table default)
 Advertised to update-groups:
 2 3
 Refresh Epoch 1
 Local, (Received from a RR-client) 155.1.146.6 from 155.1.146.6 ( 6.6.6.6
 ) Origin IGP, metric 0, localpref 100, valid, internal, best
 rx pathid: 0, tx pathid: 0x0
 Refresh Epoch 1
 Local, (Received from a RR-client) 155.1.146.4 from 155.1.146.4 ( 150.1.4.4
 )
 Origin IGP, metric 0, localpref 100, valid, internal
 rx pathid: 0, tx pathid: 0
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Note that if a path contains route reflector attributes (Originator-ID, Cluster-ID), the originator ID is substituted for the router ID in the path selection process.
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CCIE Routing & Switching v5 Workbook - CCIE R&S v5 Advanced Technology Labs - BGP
 BGP Bestpath Selection - DMZ Link Bandwidth
 A Note On Section Initial Configuration Files : You must load the initial configuration files for the section, named Basic BGP Routing , which can be found in CCIE R&S v5 Topology Diagrams & Initial Configurations. Reference the Advanced Technology Labs BGP Diagram in order to complete this task.
 Task
 Advertise Loopback0 interface of routers in AS 100 into BGP.Enable a new eBGP peering between R5 and R1 using their directly connected DMVPN Tunnel interface.Configure the DMVPN Tunnel interface on R5 with a bandwidth of 50 Mbps.Modify the configuration of AS 200 routers so that R5 load-balances traffic destined to AS 100 Loopback0 prefixes proportional to the bandwidth of the links connecting R5 to R4 and R5 to R1.
 Configuration
 As mentioned in the previous tasks, local BGP process may implement equal-cost load-balancing to the paths that:
 Have the same set of path attributes up to the MED (weight, Local Preference, Origin, MED).Are of the same type (both learned via iBGP or eBGP).Have the same IGP cost to reach their NEXT_HOP IP address.
 http://labs.ine.com/workbook/view/rs-v5-workbook/task/ccie-r-s-v5-topology-diagrams-initial-configurations-MTk3Ng==
 http://labs.ine.com/workbook/view/rs-v5-workbook/task/ccie-r-s-v5-topology-diagrams-initial-configurations-MTk3Ng==
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If the above conditions are met and maximum-paths [ibgp] is configured under the BGP process, BGP will install multiple equal-cost routes into the local RIB and use them for load-balancing. We call the above condition as load-balancing conditions for BGP.
 BGP also implements the unique unequal-cost load balancing feature. As you remember, unequal-cost load balancing could not be implemented easily with any IGP. The protocol needs a way to ensure that all alternative paths are loop-free. So far only EIGRP support this feature, because all alternate unequal cost paths are guaranteed to be loop free by the virtue of feasible successor property. As for BGP, it ensures loop-free property for any routes learned via eBGP, based on the duplicate AS number detection. Thus, it is possible to implement unequal-cost load-balancing in BGP toward the prefixes learned from other ASs.
 This feature is called DMZ Link Bandwidth in IOS. The rationale behind this name is that load-balancing is based on the bandwidth of the links connecting the border BGP peers to their neighbors. Here is how it works for a single router with multiple eBGP peering links:
 1. You enable the feature on a border BGP router using the command bgp dmzlink-bw . With this command enabled, the BGP process will instruct the data plane to load-balance based on the bandwidth of the links used to connect to the external BGP peers. To select the links that are to be used for load-balancing, you configure the respective BGP peers using the command neighbor <IP> dmzlink-bw . The BGP process will consider the bandwidth on the links connecting to those peers when doing the unequal cost load-balancing. In Cisco terminology, those links are called the DMZ Links. The bandwidth is computed based on the bandwidth command configured on the respective interfaces, or based on the default administrative bandwidth.
 2. You enable the classic BGP equal-cost load-balancing using the command maximum-
 paths under the local BGP process. Now, assuming that you received the same prefix from multiple peers and all paths satisfy the BGP load-balancing conditions defined above, the BGP process will insert them into RIB and assign load-balancing weights proportional to the interface bandwidth values (DMZ link bandwidth).
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This seems to be simple enough. Now what if you have multiple BGP border peers in your AS, each having just one uplink? Is it possible to implement an AS-wide load-balancing scheme based on the bandwidth of the upstream links? That is, it would be beneficial if every router learning multiple paths to the same prefix across iBGP links would load-balance toward them based on the bandwidth of the link where they were received. Cisco IOS allows for such implementation, using the following algorithm:
 1. When the DMZ Link bandwidth feature is enabled in the border BGP routers for the specific peers, the interface bandwidth value is copied into a new extended community attribute associated with the prefixes received from those eBGP peers. Thus, every prefix received on the eBGP peering link will carry the link's bandwidth as a special extended community attribute, if the link is enabled for the DMZ Link bandwidth feature. Remember that you need two commands in the border peers:
 bgp dmzlink-bw and neighbor <IP> dmzlink-bw .2. All BGP speakers in the AS should be configured to exchange extended
 communities across the iBGP peering links. This allows all internal BGP speakers to learn the bandwidth of the external link used to reach the prefixes. Use the command
 neighbor <IP> send-community extended to accomplish this.3. Provided that an internal BGP speaker has both bgp maximum-path ibgp and bgp
 dmzlink-bw commands enabled and receives multiple paths to reach the same prefix, it performs load-balancing if the paths meet the BGP load-balancing conditions.
 4. If all paths received carry the DMZ Link bandwidth extended community, the BGP process will perform unequal cost load-balancing proportional to the extended community attribute values.
 In our scenario, R5 has two border routers in AS 100, R1, and R4 (after enabling the additional peering between R5 and R1). Our goal is to make R5 load balance for Loopback0 prfixes of AS 100 using both of its uplinks. We achieve this by configuring R5 with the dmzlink bandwidth feature on its uplinks to AS 100. At the same time, R5 is configured for eBGP multipathing and inserts both sets of paths into the local RIB.
 R5:
 router bgp 200
 maximum-path 4
 bgp dmzlink-bw
 neighbor 155.1.0.1 remote-as 100
 neighbor 155.1.0.1 dmzlink-bw
 neighbor 155.1.45.4 dmzlink-bw
 !
 interface Tunnel 0
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bandwidth 50000
 R4:
 router bgp 100
 network 150.1.4.4 mask 255.255.255.255
 R1:
 router bgp 100
 neighbor 155.1.0.5 remote-as 200
 network 150.1.1.1 mask 255.255.255.255
 R6:
 router bgp 100
 network 150.1.6.6 mask 255.255.255.255
 Verification
 Take any Loopback0 prefix learned from AS 100 and look it up in the BGP table. Notice that there are two paths, both marked as “multipath.” That means that BGP is using them both, even though only the second path is elected as “best” by the BGP process. Notice the DMZ-Link Bw attribute values for both paths with their ratio being 125000/6250=20:
 R5#show ip bgp 150.1.1.1
 BGP routing table entry for 150.1.1.1/32, version 26
 Paths: (3 available, best #1, table default)
 Multipath: eBGP
 Advertised to update-groups:
 15 16 17
 Refresh Epoch 3
 100
 155.1.0.1 from 155.1.0.1 (150.1.1.1) Origin IGP, metric 0, localpref 100, valid, external,
 multipath, best
 DMZ-Link Bw 6250 kbytes
 rx pathid: 0, tx pathid: 0x0
 Refresh Epoch 2
 100
 155.1.13.1 (metric 3328) from 155.1.0.3 (150.1.3.3)
 Origin IGP, metric 0, localpref 100, valid, internal
 rx pathid: 0, tx pathid: 0
 Refresh Epoch 2
 100
 155.1.45.4 from 155.1.45.4 (150.1.4.4)
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Origin IGP, localpref 100, valid, external, multipath(oldest)
 DMZ-Link 125000 kbytes
 rx pathid: 0, tx pathid: 0
 Now look at the routing table entry for the same prefix. Notice that the share counters are 20:1, thus CEF hashing algorithm matched the exact ratio. That means that for approximately every 20 packets sent via R4, one packet is routed across R1 (although this proportion may be different with per-flow load balancing):
 R5#show ip route 150.1.1.1
 Routing entry for 150.1.1.1/32
 Known via "bgp 200", distance 20, metric 0
 Tag 100, type external
 Last update from 155.1.45.4 00:01:36 ago
 Routing Descriptor Blocks:
 155.1.45.4, from 155.1.45.4, 00:01:36 ago Route metric is 0, traffic share count is 20
 AS Hops 1
 Route tag 100
 MPLS label: none
 * 155.1.0.1, from 155.1.0.1, 00:01:36 ago Route metric is 0, traffic share count is 1
 AS Hops 1
 Route tag 100
 MPLS label: none
 Now if we look at how CEF is programming this into the forwarding information base, more details will be uncovered:
 R5#show ip cef 150.1.1.1 internal
 150.1.1.1/32, epoch 2, flags rib only nolabel, rib defined all labels, RIB[B], refcount 6, per-destination sharing
 sources: RIB
 feature space:
 IPRM: 0x00018000
 Broker: linked, distributed at 4th priority
 ifnums:
 Tunnel0(10): 155.1.0.1
 GigabitEthernet1.45(13): 155.1.45.4
 path 7FC45840ED60, path list 7FC464C0DC90, share 1/1, type recursive, for IPv4
 recursive via 155.1.0.1[IPv4:Default], fib 7FC466C7DE08, 1 terminal fib, v4:Default:155.1.0.1/32
 path 7FC45840F230, path list 7FC464C0D790, share 1/1, type adjacency prefix, for IPv4
 attached to Tunnel0, adjacency IP midchain out of Tunnel0, addr 155.1.0.1 7FC466986A80
 path 7FC45840F7B0, path list 7FC464C0DC90, share 20/20, type recursive, for IPv4
 recursive via 155.1.45.4[IPv4:Default], fib 7FC466C7EC08, 1 terminal fib, v4:Default:155.1.45.4/32
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path 7FC45840F5A0, path list 7FC464C0DAB0, share 1/1, type adjacency prefix, for IPv4
 attached to GigabitEthernet1.45, adjacency IP adj out of GigabitEthernet1.45, addr 155.1.45.4 7FC4669875C0
 output chain:
 loadinfo 7FC464124AB8, per-session, 2 choices, flags 0003, 7 locks
 flags: Per-session, for-rx-IPv4 16 hash buckets
 < 0 > IP midchain out of Tunnel0, addr 155.1.0.1 7FC466986A80 IP adj out of GigabitEthernet1.100, addr 169.254.100.1 7FC462148F58
 < 1 > IP adj out of GigabitEthernet1.45, addr 155.1.45.4 7FC4669875C0
 < 2 > IP adj out of GigabitEthernet1.45, addr 155.1.45.4 7FC4669875C0
 < 3 > IP adj out of GigabitEthernet1.45, addr 155.1.45.4 7FC4669875C0
 < 4 > IP adj out of GigabitEthernet1.45, addr 155.1.45.4 7FC4669875C0
 < 5 > IP adj out of GigabitEthernet1.45, addr 155.1.45.4 7FC4669875C0
 < 6 > IP adj out of GigabitEthernet1.45, addr 155.1.45.4 7FC4669875C0
 < 7 > IP adj out of GigabitEthernet1.45, addr 155.1.45.4 7FC4669875C0
 < 8 > IP adj out of GigabitEthernet1.45, addr 155.1.45.4 7FC4669875C0
 < 9 > IP adj out of GigabitEthernet1.45, addr 155.1.45.4 7FC4669875C0
 <10 > IP adj out of GigabitEthernet1.45, addr 155.1.45.4 7FC4669875C0
 <11 > IP adj out of GigabitEthernet1.45, addr 155.1.45.4 7FC4669875C0
 <12 > IP adj out of GigabitEthernet1.45, addr 155.1.45.4 7FC4669875C0
 <13 > IP adj out of GigabitEthernet1.45, addr 155.1.45.4 7FC4669875C0
 <14 > IP adj out of GigabitEthernet1.45, addr 155.1.45.4 7FC4669875C0
 <15 > IP adj out of GigabitEthernet1.45, addr 155.1.45.4 7FC4669875C0
 Subblocks:
 None
 Note that out of the 16 hash buckets available, the DMVPN Tunnel is only being used for one, and the GigabitEthernet1.45 interface is being used for the rest. As of IOS 12.2(4)T, load balancing can be achieved between an EBGP path and an IBGP path. As long as everything else is equal, BGP will load balance between the two paths. The maximum-paths eibgp command must be used. In our example, R5 has three paths total, two external paths that are being used for load balancing and an internal path from R3. If we enabled maximum-paths eibgp on R5, R5 would use all three paths for load balancing:
 R5(config)#router bgp 200
 R5(config-router)#no maximum-paths 4
 R5(config-router)#maximum-paths eibgp 4
 %BGP: This may cause traffic loop if not used properly (command accepted)
 %BGP-4-MULTIPATH_LOOP: This may cause traffic loop if not used properly (command accepted)
 ! R5#show ip bgp 150.1.1.1
 BGP routing table entry for 150.1.1.1/32, version 39
 Paths: (3 available, best #1, table default) Multipath: eiBGP
 Advertised to update-groups:
 15 16 17
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Refresh Epoch 6
 100
 155.1.0.1 from 155.1.0.1 (150.1.1.1) Origin IGP, metric 0, localpref 100, valid, external ,
 multipath, best
 DMZ-Link Bw 6250 kbytes
 rx pathid: 0, tx pathid: 0x0
 Refresh Epoch 5
 100
 155.1.13.1 (metric 3328) from 155.1.0.3 (150.1.3.3)
 Origin IGP, metric 0, localpref 100, valid, internal , multipath
 rx pathid: 0, tx pathid: 0
 Refresh Epoch 5
 100
 155.1.45.4 from 155.1.45.4 (150.1.4.4) Origin IGP, localpref 100, valid, external ,
 multipath(oldest)
 DMZ-Link Bw 125000 kbytes
 rx pathid: 0, tx pathid: 0
 ! R5#show ip route 150.1.1.1
 Routing entry for 150.1.1.1/32
 Known via "bgp 200", distance 20, metric 0
 Tag 100, type external
 Last update from 155.1.45.4 00:01:47 ago
 Routing Descriptor Blocks:
 155.1.45.4, from 155.1.45.4, 00:01:47 ago Route metric is 0, traffic share count is 20
 AS Hops 1
 Route tag 100
 MPLS label: none
 155.1.13.1, from 155.1.0.3, 00:01:47 ago Route metric is 0, traffic share count is 20
 AS Hops 1
 Route tag 100
 MPLS label: none
 * 155.1.0.1, from 155.1.0.1, 00:01:47 ago Route metric is 0, traffic share count is 1
 AS Hops 1
 Route tag 100
 MPLS label: none
 Note that now all three routes are being used. As you noticed earlier from the log message, this command must be used carefully because it can introduce forwarding loops.
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CCIE Routing & Switching v5 Workbook - CCIE R&S v5 Advanced Technology Labs - BGP
 BGP Bestpath Selection - Maximum AS Limit
 A Note On Section Initial Configuration Files : You must load the initial configuration files for the section, named Basic BGP Routing , which can be found in CCIE R&S v5 Topology Diagrams & Initial Configurations. Reference the Advanced Technology Labs BGP Diagram in order to complete this task.
 Task
 Ensure that the BGP configuration to influence path selection from the previous task is removed.Configure the routers in AS 200 to accept only the prefixes originated from directly connected AS's.Do not use filtering based on AS-PATH access-lists to accomplish this.
 Configuration
 BGP implementation in Cisco IOS has a special feature that looks similar to TTL scoping in IP networks. It is called BGP maximum AS limit and is enabled by using the BGP process command bgp maxas-limit <N> . This feature sets the maximum number of AS elements allowed in the AS_PATH attribute. The regular counting rules apply: AS_SET element counts as one, and AS_CONFED_* elements are ignored when counting. The default value for this limit is 75 AS elements, and this may be exceeded if AS_PATH prepending is used extensively.
 The BGP process will generate log messages for prefixes that exceed the configured limit, similar to the message below:
 %BGP-6-ASPATH: Long AS path 54 50 60 received from 155.1.23.3: BGP(0) Prefixes: 112.0.0.0/8 113.0.0.0/8
 In our scenario, we configure R2, R3, R5, and R8 to accept only the prefixes with
 http://labs.ine.com/workbook/view/rs-v5-workbook/task/ccie-r-s-v5-topology-diagrams-initial-configurations-MTk3Ng==
 http://labs.ine.com/workbook/view/rs-v5-workbook/task/ccie-r-s-v5-topology-diagrams-initial-configurations-MTk3Ng==
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only one AS element in the AS_PATH attribute. This limits accepted prefixes to directly attached systems only – AS 54, AS 100, AS 254, and AS 200. For example, A 200 could not receive prefixes from AS 54 that pass through AS 300 or AS 100 before getting advertised to AS 200.
 R2, R3, R5, R8:
 router bgp 200
 bgp maxas-limit 1
 Verification
 Remember to clear the BGP sessions after you have applied this feature, because it applies only to the incoming prefixes. Then check the BGP tables of all routers in AS 200 and confirm that they only contain prefixes with an AS_PATH length of one or less:
 R2#clear ip bgp * soft
 R3#clear ip bgp * soft
 R5#clear ip bgp * soft
 R8#clear ip bgp * soft
 ! R2#show ip bgp
 BGP table version is 160, local router ID is 150.1.2.2
 Status codes: s suppressed, d damped, h history, * valid, > best, i -
 r RIB-failure, S Stale, m multipath, b backup-path, f R
 x best-external, a additional-path, c RIB-compressed,
 Origin codes: i - IGP, e - EGP, ? - incomplete
 RPKI validation codes: V valid, I invalid, N Not found
 Network Next Hop Metric LocPrf Weight Path
 *>i 28.119.16.0/24 155.1.108.10 0 100 0 54 i
 * i 155.1.108.10 0 100 0 54 i
 *>i 28.119.17.0/24 155.1.108.10 0 100 0 54 i
 * i 155.1.108.10 0 100 0 54 i
 *> 51.51.51.51/32 192.10.1.254 0 0 254 ?
 *>i 114.0.0.0 155.1.108.10 0 100 0 54 i
 * i 155.1.108.10 0 100 0 54 i
 *>i 115.0.0.0 155.1.108.10 0 100 0 54 i
 * i 155.1.108.10 0 100 0 54 i
 *>i 116.0.0.0 155.1.108.10 0 100 0 54 i
 * i 155.1.108.10 0 100 0 54 i
 *>i 117.0.0.0 155.1.108.10 0 100 0 54 i
 * i 155.1.108.10 0 100 0 54 i
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*>i 118.0.0.0 155.1.108.10 0 100 0 54 i
 * i 155.1.108.10 0 100 0 54 i
 *>i 119.0.0.0 155.1.108.10 0 100 0 54 i
 * i 155.1.108.10 0 100 0 54 i
 *>i 155.1.0.0 155.1.58.8 0 100 0 i
 * i 155.1.58.8 0 100 0 i
 r> 192.10.1.0 192.10.1.254 0 0 254 ?
 *> 205.90.31.0 192.10.1.254 0 0 254 ?
 *> 220.20.3.0 192.10.1.254 0 0 254 ?
 *> 222.22.2.0 192.10.1.254 0 0 254 ?
 ! R5#show ip bgp
 BGP table version is 56, local router ID is 150.1.5.5
 Status codes: s suppressed, d damped, h history, * valid, > best, i - internal,
 r RIB-failure, S Stale, m multipath, b backup-path, f RT-Filter,
 x best-external, a additional-path, c RIB-compressed,
 Origin codes: i - IGP, e - EGP, ? - incomplete
 RPKI validation codes: V valid, I invalid, N Not found
 Network Next Hop Metric LocPrf Weight Path
 *>i 28.119.16.0/24 155.1.108.10 0 100 0 54 i
 * i 155.1.108.10 0 100 0 54 i
 *>i 28.119.17.0/24 155.1.108.10 0 100 0 54 i
 * i 155.1.108.10 0 100 0 54 i
 *>i 51.51.51.51/32 192.10.1.254 0 100 0 254 ?
 * i 192.10.1.254 0 100 0 254 ?
 *>i 114.0.0.0 155.1.108.10 0 100 0 54 i
 * i 155.1.108.10 0 100 0 54 i
 *>i 115.0.0.0 155.1.108.10 0 100 0 54 i
 * i 155.1.108.10 0 100 0 54 i
 *>i 116.0.0.0 155.1.108.10 0 100 0 54 i
 * i 155.1.108.10 0 100 0 54 i
 *>i 117.0.0.0 155.1.108.10 0 100 0 54 i
 * i 155.1.108.10 0 100 0 54 i
 *>i 118.0.0.0 155.1.108.10 0 100 0 54 i
 * i 155.1.108.10 0 100 0 54 i
 *>i 119.0.0.0 155.1.108.10 0 100 0 54 i
 * i 155.1.108.10 0 100 0 54 i
 *>i 155.1.0.0 155.1.58.8 0 100 0 i
 * i 155.1.58.8 0 100 0 i
 r>i 192.10.1.0 192.10.1.254 0 100 0 254 ?
 r i 192.10.1.254 0 100 0 254 ?
 *>i 205.90.31.0 192.10.1.254 0 100 0 254 ?
 * i 192.10.1.254 0 100 0 254 ?
 *>i 220.20.3.0 192.10.1.254 0 100 0 254 ?
 * i 192.10.1.254 0 100 0 254 ?
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*>i 222.22.2.0 192.10.1.254 0 100 0 254 ?
 * i 192.10.1.254 0 100 0 254 ?
 ! R8#show ip bgp
 BGP table version is 103, local router ID is 150.1.8.8
 Status codes: s suppressed, d damped, h history, * valid, > best, i - internal,
 r RIB-failure, S Stale, m multipath, b backup-path, f RT-Filter,
 x best-external, a additional-path, c RIB-compressed,
 Origin codes: i - IGP, e - EGP, ? - incomplete
 RPKI validation codes: V valid, I invalid, N Not found
 Network Next Hop Metric LocPrf Weight Path
 *> 28.119.16.0/24 155.1.108.10 0 0 54 i
 *> 28.119.17.0/24 155.1.108.10 0 0 54 i
 * i 51.51.51.51/32 192.10.1.254 0 100 0 254 ?
 *>i 192.10.1.254 0 100 0 254 ?
 *> 114.0.0.0 155.1.108.10 0 54 i
 *> 115.0.0.0 155.1.108.10 0 54 i
 *> 116.0.0.0 155.1.108.10 0 54 i
 *> 117.0.0.0 155.1.108.10 0 54 i
 *> 118.0.0.0 155.1.108.10 0 54 i
 *> 119.0.0.0 155.1.108.10 0 54 i
 *> 155.1.0.0 0.0.0.0 32768 i
 s> 155.1.58.0/24 0.0.0.0 0 32768 i
 r i 192.10.1.0 192.10.1.254 0 100 0 254 ?
 r>i 192.10.1.254 0 100 0 254 ?
 * i 205.90.31.0 192.10.1.254 0 100 0 254 ?
 *>i 192.10.1.254 0 100 0 254 ?
 * i 220.20.3.0 192.10.1.254 0 100 0 254 ?
 *>i 192.10.1.254 0 100 0 254 ?
 * i 222.22.2.0 192.10.1.254 0 100 0 254 ?
 *>i 192.10.1.254 0 100 0 254 ?
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CCIE Routing & Switching v5 Workbook - CCIE R&S v5 Advanced Technology Labs - BGP
 BGP Backdoor
 A Note On Section Initial Configuration Files : You must load the initial configuration files for the section, named Basic BGP Routing , which can be found in CCIE R&S v5 Topology Diagrams & Initial Configurations. Reference the Advanced Technology Labs BGP Diagram in order to complete this task.
 Task
 Ensure that the BGP configuration to influence path selection from the previous task is removed (bgp maxas-limit).Shutdown the BGP peering between AS 100 and AS 300.Create a new Loopback1 interface in R7 with the IP address 150.1.77.77/24 and advertise it into BGP.Configure R1 and R4 so that they prefer to reach the new subnet via EIGRP, as opposed to eBGP.
 Configuration
 BGP prefixes learned from eBGP peers have the AD value of 20, the lowest among all dynamic routing protocols. This was done intentionally to prevent possible routing loops caused by redistribution of BGP routes into IGP. The local router always trusts the prefixes learned from external peers because they have passed the loop detection test.
 In some cases, two autonomous systems may be connected by a “backdoor” link used to exchange routes between the ASs dynamically, by means of an IGP. This may be the result of a split or merger. In any case, the issue is that the backdoor link is usually preferred to exchange traffic between the two ASs. However, if both systems peer with another external AS, the border BGP routers will choose the prefix advertised via eBGP over the same prefix received across the backdoor link
 http://labs.ine.com/workbook/view/rs-v5-workbook/task/ccie-r-s-v5-topology-diagrams-initial-configurations-MTk3Ng==
 http://labs.ine.com/workbook/view/rs-v5-workbook/task/ccie-r-s-v5-topology-diagrams-initial-configurations-MTk3Ng==
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via IGP. For example, in our scenario, AS 300 and AS 100 run the EIGRP on the “backdoor” link connecting R6 and R7. When we shutdown the BGP peering session between the mentioned routers, the only way they can exchange routing information is by means of IGP. When the new prefix is advertised into BGP from R7, R1 and R4 will learn it via eBGP and EIGRP simultaneously. Based on the preferred AD for eBGP prefixes, R1 and R4 will choose suboptimal paths across AS 200, instead of the backdoor link.
 To resolve this issue, you may change the AD of eBGP routes in R1 and R4, but this may increase the risk of routing loops. There is a special command in the BGP configuration mode used to explicitly change the distance of an eBGP prefix:
 network <subnet> mask <netmask> backdoor . Remember that the purpose of this command is to change the AD of a particular eBGP prefix from 20 to 200, not to advertise a new network. Thus, the command applies to non-local prefixes as well. When the command is entered, the eBGP speakers will prefer paths learned via IGP and utilize the backdoor link:
 R7:
 router bgp 300
 neighbor 155.1.67.6 shutdown
 network 150.1.77.0 mask 255.255.255.0
 !
 interface Loopback1
 ip address 150.1.77.77 255.255.255.0
 R1, R4:
 router bgp 100
 network 150.1.77.0 mask 255.255.255.0 backdoor
 Verification
 Check the route for the new prefix in R1’s RIB before you apply the backdoor configuration. Based on eBGP AD, the prefix learned via BGP is preferred:
 R1#show ip route 150.1.77.0
 Routing entry for 150.1.77.0/24 Known via "bgp 100", distance 20, metric 0
 Tag 200, type external
 Last update from 155.1.13.3 00:00:02 ago
 Routing Descriptor Blocks:
 * 155.1.13.3, from 155.1.13.3, 00:00:02 ago
 Route metric is 0, traffic share count is 1
 AS Hops 2
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Route tag 200
 MPLS label: none
 Apply the solution and see how the routing information has changed for the prefix. R1 now prefers the route learned via EIGRP over the eBGP path:
 R1#sh ip route 150.1.77.0
 Routing entry for 150.1.77.0/24 Known via "eigrp 100", distance 90, metric 131072, type internal
 Redistributing via eigrp 100
 Last update from 155.1.146.6 on GigabitEthernet1.146, 00:00:01 ago
 Routing Descriptor Blocks:
 * 155.1.146.6, from 155.1.146.6, 00:00:01 ago, via GigabitEthernet1.146
 Route metric is 131072, traffic share count is 1
 Total delay is 5020 microseconds, minimum bandwidth is 1000000 Kbit
 Reliability 255/255, minimum MTU 1500 bytes
 Loading 1/255, Hops 2
 Look at the BGP table entry for the same prefix. As you can see, the prefix is marked with “RIB Failure” state. This means that BGP was unable to insert the best path into RIB, because there is another prefix with a better AD:
 R1#show ip bgp 150.1.77.0
 BGP routing table entry for 150.1.77.0/24, version 131 Paths: (2 available, best #2, table default,
 RIB-failure(17) - next-hop mismatch)
 Advertised to update-groups:
 2
 Refresh Epoch 3
 200 300, (Received from a RR-client)
 155.1.45.5 (metric 3072) from 155.1.146.4 (150.1.4.4)
 Origin IGP, metric 0, localpref 100, valid, internal
 rx pathid: 0, tx pathid: 0
 Refresh Epoch 3
 200 300
 155.1.13.3 from 155.1.13.3 (150.1.3.3)
 Origin IGP, localpref 100, valid, external, best
 rx pathid: 0, tx pathid: 0x0
 ! R1#show ip bgp rib-failure
 Network Next Hop RIB-failure RIB-NH Matches
 150.1.77.0/24 155.1.13.3 Higher admin distance
 n/a
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CCIE Routing & Switching v5 Workbook - CCIE R&S v5 Advanced Technology Labs - BGP
 BGP Aggregation
 A Note On Section Initial Configuration Files : You must load the initial configuration files for the section, named Basic BGP Routing , which can be found in CCIE R&S v5 Topology Diagrams & Initial Configurations. Reference the Advanced Technology Labs BGP Diagram in order to complete this task.
 Task
 Ensure that the BGP configuration from the previous task is removed.Configure R2 with four new Loopback interfaces with the IP addresses 10.0.0.1/24, 10.0.1.1/24, 10.0.2.1/24, and 10.0.3.1/24.Advertise an aggregate route for these networks that does not overlap any other IPv4 address space.
 Configuration
 Route aggregation is the key for information hiding. It is critical to BGP because of the tremendous amount of routing information passed on the Internet. There are three basic ways to do summarization in BGP:
 Create a summary prefix in IGP and advertise it into BGP using the network
 command. This is usually accomplished by creating a static route to Null0 in the routing table of the advertising router. This is a common way to advertise local prefixes into BGP. However, you cannot summarize external BGP prefixes using this method.Use auto-summarization. As discussed in another task, this method summarizes networks to their classful boundaries and only applies to redistributed prefixes or when using the classful network command. It is not used in modern networks.Summarize prefixes found in BGP tables by using the aggregate-address command.
 http://labs.ine.com/workbook/view/rs-v5-workbook/task/ccie-r-s-v5-topology-diagrams-initial-configurations-MTk3Ng==
 http://labs.ine.com/workbook/view/rs-v5-workbook/task/ccie-r-s-v5-topology-diagrams-initial-configurations-MTk3Ng==
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This is the most flexible way to do summarization, because it may be applied to any paths learned by the BGP speaker.
 In the next few tasks, we will work with the last command. It has many options, and it allows manipulating BGP attributes when aggregating prefixes. In the simplest form, the syntax for the command is aggregate-address <prefix> <mask> . For the command to work, there must be a subnet in the BGP table that is encompassed by the summarized prefix. For example, if you issue the command aggregate-address
 192.168.0.0 255.255.0.0 , at least one subnet, such as 192.168.1.0/24, must be in the BGP table (Loc-RIB), but it does not necessarily need to be in the router’s routing table (RIB).
 If you do not specify any additional options to the command, it will create a new prefix in the BGP table with an empty AS_PATH. It will look like the new prefix was originated in the local AS. The new prefix will automatically have the weight value of 32768 and have a special attribute called ATOMIC_AGGREGATE assigned. The new attribute is informational and tells the other BGP speakers that this prefix is a result of route aggregation, and some information (like AS_PATH or other attributes) from the original prefixes may be missing. In addition to the ATOMIC_AGGREGATE attribute, BGP attaches another attribute called AGGREGATOR to the summarized prefix. This attribute specifies the AS number and the BGP router-ID of the aggregating router. Just like the ATOMIC_AGGREGATE, the new attribute is also informational.
 For every aggregate, the BGP process will install an automatic static route to Null0 for the new prefix, to prevent routing loops. Remember that the original (specific) prefixes are still advertised, unlike in IGP, where summarization automatically suppresses more specific prefixes.
 In our scenario, we must come up with the most effective summary prefix for the subnets. Using the classic summarization rules, we write all prefixes in binary format:
 10.0.0.1=00000110.00000000.000000| 00.00000001
 10.0.1.1=00000110.00000000.000000| 01.00000001
 10.0.2.1=00000110.00000000.000000| 10.00000001
 10.0.3.1=00000110.00000000.000000| 11.00000001
 Based on that output, we select the maximum common part for all four prefixes, and shift the subnet prefix length by the number of bits stripped. The result is 10.0.0.0/22, or 10.0.0.0 255.255.252.0.
 R2:
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interface Loopback100
 ip address 10.0.0.1 255.255.255.0
 !
 interface Loopback101
 ip address 10.0.1.1 255.255.255.0
 !
 interface Loopback102
 ip address 10.0.2.1 255.255.255.0
 !
 interface Loopback103
 ip address 10.0.3.1 255.255.255.0
 !
 router bgp 200
 network 10.0.0.0 mask 255.255.255.0
 network 10.0.1.0 mask 255.255.255.0
 network 10.0.2.0 mask 255.255.255.0
 network 10.0.3.0 mask 255.255.255.0
 aggregate-address 10.0.0.0 255.255.252.0
 Verification
 Check the summary prefix in the BGP table of R2. Notice the atomic-aggregate attribute on this prefix and the aggregator attribute value (aggregated by 200 150.1.2.2):
 R2#show ip bgp 10.0.0.0/22
 BGP routing table entry for 10.0.0.0/22, version 194
 Paths: (1 available, best #1, table default)
 Flag: 0x820
 Advertised to update-groups: (Pending Update Generation)
 1
 Refresh Epoch 1 Local, ( aggregated by 200 150.1.2.2
 )
 0.0.0.0 from 0.0.0.0 (150.1.2.2) Origin IGP, localpref 100, weight 32768 , valid, aggregated
 , local, atomic-aggregate
 , best
 rx pathid: 0, tx pathid: 0x0
 Now check the summary route to Null0 installed in the routing table of R2:
 R2#show ip route 10.0.0.0 255.255.252.0
 Routing entry for 10.0.0.0/22 Known via "bgp 200", distance 200, metric 0, type locally generated
 Routing Descriptor Blocks: * directly connected, via Null0
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Route metric is 0, traffic share count is 1
 AS Hops 0
 MPLS label: none
 Confirm that the summary prefix did not suppress the more specific routes. Take R4, for instance:
 R4#show ip bgp regexp _200$
 BGP table version is 230, local router ID is 150.1.4.4
 Status codes: s suppressed, d damped, h history, * valid, > best, i - internal,
 r RIB-failure, S Stale, m multipath, b backup-path, f RT-Filter,
 x best-external, a additional-path, c RIB-compressed,
 Origin codes: i - IGP, e - EGP, ? - incomplete
 RPKI validation codes: V valid, I invalid, N Not found
 Network Next Hop Metric LocPrf Weight Path
 * i 10.0.0.0/24 155.1.13.3 0 100 0 200 i
 *> 155.1.45.5 0 200 i
 * i 10.0.0.0/22 155.1.13.3 0 100 0 200 i
 *> 155.1.45.5 0 200 i
 * i 10.0.1.0/24 155.1.13.3 0 100 0 200 i
 *> 155.1.45.5 0 200 i
 * i 10.0.2.0/24 155.1.13.3 0 100 0 200 i
 *> 155.1.45.5 0 200 i
 * i 10.0.3.0/24 155.1.13.3 0 100 0 200 i
 *> 155.1.45.5 0 200 i
 *> 155.1.0.0 155.1.45.5 0 200 i
 * i 155.1.13.3 0 100 0 200 i
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CCIE Routing & Switching v5 Workbook - CCIE R&S v5 Advanced Technology Labs - BGP
 BGP Aggregation - Summary Only
 A Note On Section Initial Configuration Files : You must load the initial configuration files for the section, named Basic BGP Routing With Aggregation , which can be found in CCIE R&S v5 Topology Diagrams & Initial Configurations. Reference the Advanced Technology Labs BGP Diagram in order to complete this task.
 Task
 R2 has been preconfigured to inject a summary into BGP for its connected Loopback prefixes.Modify the aggregation configuration on R2 so that no other devices besides R2 can see the specific prefixes that make up the summary.
 Configuration
 As you learned in the previous scenario, BGP summarization using the aggregate-
 address command creates new prefixes in the BGP table but does not suppress the advertisement of the specific prefixes that make up the summary. To generate just the summary prefix, use the option summary-only after the aggregate-address
 command. The BGP process will automatically suppress advertisement of the prefixes in the BGP table encompassed by the new summary address. This is probably the most common use of the aggregation command, because usually only the summarized prefix should be advertised.
 R2:
 router bgp 200
 aggregate-address 10.0.0.0 255.255.252.0 summary-only
 http://labs.ine.com/workbook/view/rs-v5-workbook/task/ccie-r-s-v5-topology-diagrams-initial-configurations-MTk3Ng==
 http://labs.ine.com/workbook/view/rs-v5-workbook/task/ccie-r-s-v5-topology-diagrams-initial-configurations-MTk3Ng==
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Verification
 Look at R2’s BGP table. Notice that all specific prefixes are marked with “s,” meaning “suppressed.” They are not advertised to any peers, only the summary prefix is advertised:
 R2#show ip bgp | include 10.0.
 s> 10.0.0.0/24 0.0.0.0 0 32768 i
 *> 10.0.0.0/22 0.0.0.0 32768 i
 s> 10.0.1.0/24 0.0.0.0 0 32768 i
 s> 10.0.2.0/24 0.0.0.0 0 32768 i
 s> 10.0.3.0/24 0.0.0.0 0 32768 i
 ! R2#show ip bgp neighbors 155.1.0.5 advertised-routes
 BGP table version is 198, local router ID is 150.1.2.2
 Status codes: s suppressed, d damped, h history, * valid, > best, i - internal,
 r RIB-failure, S Stale, m multipath, b backup-path, f RT-Filter,
 x best-external, a additional-path, c RIB-compressed,
 Origin codes: i - IGP, e - EGP, ? - incomplete
 RPKI validation codes: V valid, I invalid, N Not found
 Network Next Hop Metric LocPrf Weight Path
 *> 10.0.0.0/22 0.0.0.0 32768 i
 *> 51.51.51.51/32 192.10.1.254 0 0 254 ?
 r> 192.10.1.0 192.10.1.254 0 0 254 ?
 *> 205.90.31.0 192.10.1.254 0 0 254 ?
 *> 220.20.3.0 192.10.1.254 0 0 254 ?
 *> 222.22.2.0 192.10.1.254 0 0 254 ?
 Total number of prefixes 6
 Connectivity is preserved nonetheless, because the summary prefix is enough to reach back to the new interfaces of R2:
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R2#ping 220.20.3.1 source Loopback1101
 Type escape sequence to abort.
 Sending 5, 100-byte ICMP Echos to 220.20.3.1, timeout is 2 seconds:
 Packet sent with a source address of 10.0.1.1 !!!!!
 Success rate is 100 percent (5/5), round-trip min/avg/max = 4/7/18 ms
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CCIE Routing & Switching v5 Workbook - CCIE R&S v5 Advanced Technology Labs - BGP
 BGP Aggregation - Suppress Map
 A Note On Section Initial Configuration Files : You must load the initial configuration files for the section, named Basic BGP Routing With Aggregation , which can be found in CCIE R&S v5 Topology Diagrams & Initial Configurations. Reference the Advanced Technology Labs BGP Diagram in order to complete this task.
 Task
 R2 has been preconfigured to inject a summary into BGP for its connected Loopback prefixes.Modify the aggregation configuration on R2 so that R2 advertises 10.0.2.0/24 prefix in addition to the summary route, but everything else is suppressed.
 Configuration
 When you specify the summary-only keyword, all specific prefixes are suppressed. It is possible to suppress prefixes selectively, using a route-map associated via the parameter suppress-map . The prefixes permitted by this route-map are suppressed; prefixes denied by this route-map are NOT suppressed when performing summarization. For example:
 ip prefix-list SUPPRESS_PREFIX 150.1.1.0/24
 !
 route-map SUPPRESS_MAP permit 10
 match ip address prefix-list SUPPRESS_PREFIX
 !
 router bgp 200
 aggregate-address 150.1.0.0 mask 255.255.0.0 suppress-map SUPPRESS_MAP
 Imagine that prefixes 150.1.1.0/24, 150.1.2.0/24, and 150.1.3.0/24 are in the BGP
 http://labs.ine.com/workbook/view/rs-v5-workbook/task/ccie-r-s-v5-topology-diagrams-initial-configurations-MTk3Ng==
 http://labs.ine.com/workbook/view/rs-v5-workbook/task/ccie-r-s-v5-topology-diagrams-initial-configurations-MTk3Ng==
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table. The above command will produce the new summary prefix 150.1.0.0/16 and suppress only one prefix: 150.1.1.0/24. In our scenario, all prefixes are suppressed with the exception of 10.0.2.0/24. We use a prefix list to match the subnet and a special “deny” statement in the route map to exclude this prefix from suppression. Other prefixes match the “permit” entry in the end of the route-map and are suppressed.
 R2:
 ip prefix-list NET_2 permit 10.0.2.0/24
 !
 route-map SUPPRESS_MAP deny 10
 match ip address prefix-list NET_2
 !
 route-map SUPPRESS_MAP permit 100
 !
 router bgp 200
 aggregate-address 10.0.0.0 255.255.252.0 suppress-map SUPPRESS_MAP
 Verification
 Look at R2’s BGP table again. Now you can see that the prefix 10.0.2.0/24 is not suppressed. Furthermore, you can confirm that it is being advertised to R2’s peers:
 R2#show ip bgp | include 10.0
 s> 10.0.0.0/24 0.0.0.0 0 32768 i
 *> 10.0.0.0/22 0.0.0.0 32768 i
 s> 10.0.1.0/24 0.0.0.0 0 32768 i
 *> 10.0.2.0/24 0.0.0.0 0 32768 i
 s> 10.0.3.0/24 0.0.0.0 0 32768 i
 ! R2#show ip bgp neighbors 155.1.0.5 advertised-routes
 BGP table version is 221, local router ID is 150.1.2.2
 Status codes: s suppressed, d damped, h history, * valid, > best, i - internal,
 r RIB-failure, S Stale, m multipath, b backup-path, f RT-Filter,
 x best-external, a additional-path, c RIB-compressed,
 Origin codes: i - IGP, e - EGP, ? - incomplete
 RPKI validation codes: V valid, I invalid, N Not found
 Network Next Hop Metric LocPrf Weight Path
 *> 10.0.0.0/22 0.0.0.0 32768 i
 *> 10.0.2.0/24 0.0.0.0 0 32768 i
 *> 51.51.51.51/32 192.10.1.254 0 0 254 ?
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r> 192.10.1.0 192.10.1.254 0 0 254 ?
 *> 205.90.31.0 192.10.1.254 0 0 254 ?
 *> 220.20.3.0 192.10.1.254 0 0 254 ?
 *> 222.22.2.0 192.10.1.254 0 0 254 ?
 Total number of prefixes 7
 You can observe the new aggregate prefix generation by using the debug ip bgp
 command. Enable debugging and enter the aggregation command under the BGP process. Notice that the debug output shows the suppressed prefixes and explicitly states that 10.0.2.0/24 is not suppressed:
 R2(config)#router bgp 200
 R2(config-router)#do debug ip bgp
 BGP debugging is on for address family: IPv4 Unicast
 R2(config-router)#aggregate-address 10.0.0.0 255.255.252.0 suppress-map SUPPRESS_MAP
 !
 BGP: Sched timer-wheel running slow by 1 ticks
 BGP(0): Aggregate processing for IPv4 Unicast BGP(0): For aggregate 10.0.0.0/22
 BGP(0): 10.0.0.0/22 subtree has an entry 10.0.0.0/24
 BGP(0): sub-prefix : 10.0.0.0/24
 BGP(0): 10.0.0.0/22 subtree has an entry 10.0.0.0/24
 BGP(0): 10.0.0.0/22 aggregate has 10.0.0.0/24 more-specific
 BGP(0): 10.0.0.0/22 aggregate updated
 BGP(0): 10.0.0.0/22 subtree has an entry 10.0.0.0/24
 BGP(0): Found sub-prefix 10.0.0.0/24: suppressed
 BGP(0): Found sub-prefix 10.0.0.0/22:
 BGP(0): Found sub-prefix 10.0.1.0/24: suppressed BGP(0): Found sub-prefix 10.0.2.0/24: Not matched
 BGP(0): Found sub-prefix 10.0.3.0/24: suppressed
 BGP(0): Suppress sub-prefix 28.119.16.0/24 : out of range
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CCIE Routing & Switching v5 Workbook - CCIE R&S v5 Advanced Technology Labs - BGP
 BGP Aggregation - Unsuppress Map
 A Note On Section Initial Configuration Files : You must load the initial configuration files for the section, named Basic BGP Routing With Aggregation , which can be found in CCIE R&S v5 Topology Diagrams & Initial Configurations. Reference the Advanced Technology Labs BGP Diagram in order to complete this task.
 Task
 R2 has been preconfigured to inject a summary into BGP for its connected Loopback prefixes.
 Remove the summarization configured on R2, but leave the network statements for all of the loopbacks.
 Using the summary-only feature, configure R3 and R5 to originate an aggregate route for these networks that does not overlap any other IPv4 address space.Using the unsuppress-map feature configure the network as follows:
 Traffic from AS 100 going to the prefix 10.0.1.0/24 always transits AS 300 unless the link between R3 and R7 is down.Traffic from AS 100 going to other subnets of the aggregate should use best path as selected by BGP.
 Configuration
 This scenario demonstrates one of the common uses for the aggregate-address
 command. Local networks are advertised into BGP and aggregated by the border BGP speakers.
 It is often desirable to load-balance traffic ingress to the local AS, so that traffic to some subnets enters via one BGP peer and the other peer is used as the entry point for other subnets. Generally, to accomplish this, you need to advertise all specific prefixes on both uplinks and use AS_PATH prepending to modify prefixes’
 http://labs.ine.com/workbook/view/rs-v5-workbook/task/ccie-r-s-v5-topology-diagrams-initial-configurations-MTk3Ng==
 http://labs.ine.com/workbook/view/rs-v5-workbook/task/ccie-r-s-v5-topology-diagrams-initial-configurations-MTk3Ng==
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preference. This scheme implements load balancing and provides backup in case of any uplink failures.
 However, it is possible to achieve the same goal using a different technique. It is based on the fact that classless routing always prefers the most specific prefix to reach the destinations. If there is a specific prefix in the routing table (for example, 10.0.1.0/24) and the summary one (for example, 10.0.0.0/22), the router will prefer /24 and use /22 only if the most specific prefix vanishes. Thus, by configuring the border BGP peers for advertising both the summary and selected specific prefixes, you may achieve the same load-balancing with the necessary level of redundancy.
 To implement this technique, you may use the unsuppress-map BGP feature. This feature can only be configured on the router that performs prefix aggregation using the command aggregate-address with summary-only . The feature uses a special route-map that matches and permits the prefixes required to be unsuppressed and is applied only on a per-neighbor basis as follows:
 router bgp 100
 neighbor 150.1.37.7 unsuppress-map UNSUPPRESS
 When the aggregate route is advertised to the selected peer, all the suppressed prefixes found in the local BGP table are matched against the configured
 unsuppress-map . The matching prefixes are advertised in addition to the summary prefix. Other peers or the local BGP table are not affected by this configuration.
 In this scenario, R3 and R5 perform prefix aggregation. R3 is configured to unsuppress and advertise one specific prefix: 10.0.1.0/24 to R7. When AS 100 receives these prefixes, it prefers to reach 10.0.1.0/24 via AS 300, because this is the way that explicit prefix (most specific) has traveled to reach AS 100.
 R2:
 router bgp 200
 no aggregate-address 10.0.0.0 255.255.252.0
 R3:
 ip prefix-list NET_1 permit 10.0.1.0/24
 !
 route-map UNSUPPRESS_MAP permit 10
 match ip address prefix-list NET_1
 !
 router bgp 200
 aggregate-address 10.0.0.0 255.255.252.0 summary-only
 neighbor 155.1.37.7 unsuppress-map UNSUPPRESS_MAP
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R5:
 router bgp 200
 aggregate-address 10.0.0.0 255.255.252.0 summary-only
 Verification
 Start your verification by looking at the BGP tables of R3 and R5. Notice that all specific prefixes are suppressed:
 R3#show ip bgp | include 10.0
 s>i 10.0.0.0/24 155.1.23.2 0 100 0 i
 * i 10.0.0.0/22 155.1.0.5 0 100 0 i
 s>i 10.0.1.0/24 155.1.23.2 0 100 0 i
 s>i 10.0.2.0/24 155.1.23.2 0 100 0 i
 s>i 10.0.3.0/24 155.1.23.2 0 100 0 i
 R5#show ip bgp | include 10.0
 s>i 10.0.0.0/24 155.1.0.2 0 100 0 i
 *> 10.0.0.0/22 0.0.0.0 32768 i
 s>i 10.0.1.0/24 155.1.0.2 0 100 0 i
 s>i 10.0.2.0/24 155.1.0.2 0 100 0 i
 s>i 10.0.3.0/24 155.1.0.2 0 100 0 i
 Look at the routes that R3 advertises to R7. Notice that the prefix 10.0.1.0/24 is included, even though it is marked as “suppressed.” This means that the prefix was unsuppressed by the configured feature:
 R3#show ip bgp neighbors 155.1.37.7 advertised-routes | include 10.0
 *> 10.0.0.0/22 0.0.0.0 32768 i s>i 10.0.1.0/24
 155.1.23.2 0 100 0 i
 Now take any router in AS 100. Look up the route 10.0.1.0/24 in the local routing table. Notice that it points to R7 and the number of AS hops is 2:
 R6#show ip route 10.0.1.0
 Routing entry for 10.0.1.0/24
 Known via "bgp 100", distance 20, metric 0
 Tag 300, type external
 Last update from 155.1.67.7 00:03:56 ago
 Routing Descriptor Blocks: * 155.1.67.7, from 155.1.67.7, 00:03:56 ago
 Route metric is 0, traffic share count is 1 AS Hops 2
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Route tag 300
 MPLS label: none
 At the same time, all unsuppressed prefixes are preferred via R1, because they are covered by the summary route and R1 is a more direct path than through R7:
 R6#show ip route 10.0.2.0
 Routing entry for 10.0.0.0/22
 Known via "bgp 100", distance 200, metric 0
 Tag 200, type internal
 Last update from 155.1.13.3 00:05:57 ago
 Routing Descriptor Blocks:
 * 155.1.13.3, from 155.1.146.1, 00:05:57 ago
 Route metric is 0, traffic share count is 1 AS Hops 1
 Route tag 200
 MPLS label: none
 If you look at R6’s BGP table, you will notice that the path to 10.0.0.0/22 is via R3, whereas the path to 10.0.1.0/24 is via R7:
 R6#show ip bgp
 BGP table version is 96, local router ID is 150.1.6.6
 Status codes: s suppressed, d damped, h history, * valid, > best, i - internal,
 r RIB-failure, S Stale, m multipath, b backup-path, f RT-Filter,
 x best-external, a additional-path, c RIB-compressed,
 Origin codes: i - IGP, e - EGP, ? - incomplete
 RPKI validation codes: V valid, I invalid, N Not found
 Network Next Hop Metric LocPrf Weight Path *>i 10.0.0.0/22 155.1.13.3
 0 100 0 200 i
 * 155.1.67.7 0 300 200 i *> 10.0.1.0/24 155.1.67.7
 0 300 200 i
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CCIE Routing & Switching v5 Workbook - CCIE R&S v5 Advanced Technology Labs - BGP
 BGP Aggregation - AS-Set
 A Note On Section Initial Configuration Files : You must load the initial configuration files for the section, named Basic BGP Routing With Aggregation , which can be found in CCIE R&S v5 Topology Diagrams & Initial Configurations. Reference the Advanced Technology Labs BGP Diagram in order to complete this task.
 Task
 Ensure that all summarization configuration on R3 and R5 from previous task is removed.Configure R5 to aggregate the subnets 112.0.0.0/24–119.0.0.0/24 into one prefix using the optimal prefix length.Ensure that the new summary prefix is not accepted by AS 54 peers.Do not use any filtering techniques to accomplish this.
 Configuration
 It is important to remember that aggregation hides information previously found in the specific prefixes. This includes all attributes, such as NEXT_HOP, AS_PATH, and so on. The new prefix appears to be originated from within the local AS where aggregation is perfpormed. This causes no problems if all specific prefixes belong to the local AS. However, when you summarize prefixes learned from other ASs, information hiding may result in the following dangerous consequences:
 Suboptimal routing, caused by loss of path information, such as AS_PATH, MED and so on.Routing loops, because removing the AS_PATH attribute and replacing it with an empty list prevents the BGP loop-detection mechanism from working properly.
 The second issue is more dangerous. To prevent it, it is possible to insert a special
 http://labs.ine.com/workbook/view/rs-v5-workbook/task/ccie-r-s-v5-topology-diagrams-initial-configurations-MTk3Ng==
 http://labs.ine.com/workbook/view/rs-v5-workbook/task/ccie-r-s-v5-topology-diagrams-initial-configurations-MTk3Ng==
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new member into the AS_PATH of the newly created summary prefix. This element is called AS_SET and contains the AS numbers found in all AS_PATHs of the specific prefixes. This list of AS numbers is unordered, unlike the regular AS_SEQUENCE element. Its only use is for routing loop prevention; when BGP receives a prefix, it scans the AS_PATH attribute. If the local AS number is found in any of the AS_SET or AS_SEQUENCE elements, the prefix is dropped.
 By default, the aggregated address in BGP will not include the AS-Set information. To force the use of this information, specify the as-set option as follows: aggregate-
 address <subnet> <mask> as-set . In our scenario, BGP router in AS 200 aggregates the prefixes learned from another ASs. If the as-set feature is not used, both R9 and R10 would have accepted the new summary prefix; when R9 or R10 loose the specifc route to prefix 113.0.0.0, for example, they would route to AS 200 for this prefix, while AS 200 never had it to begin with. The solution aggregates the prefixes using the following bitmap breakdown:
 01110|000.00000000.00000000.00000000
 01110|001.00000000.00000000.00000000
 ...
 01110|111.00000000.00000000.00000000
 This results in the summary prefix of 112.0.0.0/5, or the same as 112.0.0.0 248.0.0.0
 R5:
 router bgp 200
 aggregate-address 112.0.0.0 248.0.0.0 summary-only as-set
 Verification
 If you look at R5’s BGP table, you see that prefix 112.0.0.0/5 has the AS_PATH attribute in the format {54,50,60}, listing all AS numbers found in prefixes received from R9 and R10:
 R5#show ip bgp
 BGP table version is 46, local router ID is 150.1.5.5
 Status codes: s suppressed, d damped, h history, * valid, > best, i - internal,
 r RIB-failure, S Stale, m multipath, b backup-path, f RT-Filter,
 x best-external, a additional-path, c RIB-compressed,
 Origin codes: i - IGP, e - EGP, ? - incomplete
 RPKI validation codes: V valid, I invalid, N Not found
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Network Next Hop Metric LocPrf Weight Path
 * i 10.0.0.0/24 155.1.23.2 0 100 0 i
 *>i 155.1.0.2 0 100 0 i
 * i 10.0.1.0/24 155.1.23.2 0 100 0 i
 *>i 155.1.0.2 0 100 0 i
 * i 10.0.2.0/24 155.1.23.2 0 100 0 i
 *>i 155.1.0.2 0 100 0 i
 * i 10.0.3.0/24 155.1.23.2 0 100 0 i
 *>i 155.1.0.2 0 100 0 i
 * i 28.119.16.0/24 155.1.108.10 0 100 0 54 i
 *>i 155.1.108.10 0 100 0 54 i
 * i 28.119.17.0/24 155.1.108.10 0 100 0 54 i
 *>i 155.1.108.10 0 100 0 54 i
 * i 51.51.51.51/32 192.10.1.254 0 100 0 254 ?
 *>i 192.10.1.254 0 100 0 254 ?
 s>i 112.0.0.0 155.1.108.10 0 100 0 54 50 60 i
 s i 155.1.108.10 0 100 0 54 50 60 i
 *> 112.0.0.0/5 0.0.0.0 100 32768 {54,50,60} i
 <output omitted>
 Look at the detailed information for the new BGP prefix and notice the aggregator and the AS_SET attributes:
 R5#show ip bgp 112.0.0.0 248.0.0.0
 BGP routing table entry for 112.0.0.0/5, version 34
 Paths: (1 available, best #1, table default)
 Advertised to update-groups:
 18 19 20
 Refresh Epoch 1 {54,50,60}, (aggregated by 200 150.1.5.5)
 0.0.0.0 from 0.0.0.0 (150.1.5.5)
 Origin IGP, localpref 100, weight 32768, valid, aggregated, local, best
 rx pathid: 0, tx pathid: 0x0
 When R9 and R10 receive this prefix, they will detect the loop and drop the update. Look at what R7 is sending to R9 (in AS 54):
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R7#show ip bgp neighbors 155.1.79.9 advertised-routes | include 112.0.0.0
 *> 112.0.0.0 155.1.79.9 0 0 54 50 60 i
 *> 112.0.0.0/5 155.1.37.3 0 200 {54,50,60} i
 When R9 receives these prefixes and sees its own AS, it automatically drops them because of BGP's loop prevention mechanics. If as-set had NOT been used, the 112.0.0.0/5 prefix would have been accepted by R9 (and R10):
 R9(config)#access-list 100 permit ip 112.0.0.0 7.255.255.255 any
 ! R9#debug ip bgp updates 100 in
 R9#clear ip bgp * soft
 BGP(0): 155.1.79.7 rcv UPDATE about 112.0.0.0/8 -- DENIED due to: AS-PATH contains our own AS;
 BGP(0): 155.1.79.7 rcv UPDATE about 113.0.0.0/8 -- DENIED due to: AS-PATH contains our own AS;
 BGP(0): 155.1.79.7 rcv UPDATE about 114.0.0.0/8 -- DENIED due to: AS-PATH contains our own AS;
 BGP(0): 155.1.79.7 rcv UPDATE about 115.0.0.0/8 -- DENIED due to: AS-PATH contains our own AS;
 BGP(0): 155.1.79.7 rcv UPDATE about 116.0.0.0/8 -- DENIED due to: AS-PATH contains our own AS;
 BGP(0): 155.1.79.7 rcv UPDATE about 117.0.0.0/8 -- DENIED due to: AS-PATH contains our own AS;
 BGP(0): 155.1.79.7 rcv UPDATE about 118.0.0.0/8 -- DENIED due to: AS-PATH contains our own AS;
 BGP(0): 155.1.79.7 rcv UPDATE about 119.0.0.0/8 -- DENIED due to: AS-PATH contains our own AS;
 BGP(0): 155.1.79.7 rcv UPDATE w/ attr: nexthop 155.1.79.7 , origin i, aggregated by 200 150.1.5.5
 , originator 0.0.0.0, merged path 300 200 {54,50,60}, AS_PATH
 , community , extended community , SSA attribute BGP(0): 155.1.79.7 rcv UPDATE about
 112.0.0.0/5 -- DENIED due to: AS-PATH contains our own AS;

Page 957
                        

CCIE Routing & Switching v5 Workbook - CCIE R&S v5 Advanced Technology Labs - BGP
 BGP Aggregation - Attribute-Map
 A Note On Section Initial Configuration Files : You must load the initial configuration files for the section, named Basic BGP Routing With Aggregation , which can be found in CCIE R&S v5 Topology Diagrams & Initial Configurations. Reference the Advanced Technology Labs BGP Diagram in order to complete this task.
 Task
 Ensure that all summarization configuration on R5 is removed before starting this task.Configure R5 to aggregate the subnets 112.0.0.0/8–119.0.0.0/8 into one prefix using the optimal prefix length. Use the as-set command on this summary.Configure R8 to mark the prefix 112.0.0.0/8 received from R10 with the community value of “no-export”.Ensure that this community value propagates across AS 200.Configure R5 so that the summary prefix 112.0.0.0/5 is still advertised to AS 300 and AS 100.
 Configuration
 When you use the as-set parameter to the aggregate-address command, the resulting prefix will inherit “additive” attributes of the specific prefixes. This includes the AS_PATH attributes, condensed into AS_SET and the community attributes, which are grouped together from all prefixes. We will explore community signaling in further detail, but for now remember that any prefix bearing the community attribute value of “no-export” is not advertised to the adjacent ASs.
 In our scenario, we have R8 tagging just one prefix—112.0.0.0/8 with the community value of “no-export”. However, when R5 aggregates all prefixes into one, the summary prefix inherits the “no-export” community from one of the specific
 http://labs.ine.com/workbook/view/rs-v5-workbook/task/ccie-r-s-v5-topology-diagrams-initial-configurations-MTk3Ng==
 http://labs.ine.com/workbook/view/rs-v5-workbook/task/ccie-r-s-v5-topology-diagrams-initial-configurations-MTk3Ng==
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routes. In effect, AS 200 speakers will not be able to advertise the summary prefix to the neighbors.
 The solution to this problem is the use of the attribute-map parameter to the aggregate-address command. This parameter specifies the route-map that sets BGP
 attributes for the newly generated prefix. You may set any configuration BGP value, such as metric, origin, local-preference, and so on. However, in our case we are interested in setting the community attribute value for the summary. The route-map applies the set community none command and erases all communities for the new prefix. Naturally, all routers are configured to propagate communities across AS 200.
 R2:
 router bgp 200
 neighbor 155.1.0.5 send-community
 neighbor 155.1.23.3 send-community
 R3:
 router bgp 200
 neighbor 155.1.0.5 send-community
 neighbor 155.1.23.2 send-community
 neighbor 155.1.58.8 send-community
 R8:
 no ip prefix-list NET_112
 ip prefix-list NET_112 permit 112.0.0.0/8
 !
 no route-map SET_COMMUNITY
 route-map SET_COMMUNITY permit 10
 match ip address prefix-list NET_112
 set community no-export
 !
 route-map SET_COMMUNITY permit 100
 !
 router bgp 200
 neighbor 155.1.108.10 route-map SET_COMMUNITY in
 neighbor 155.1.58.5 send-community
 neighbor 155.1.23.3 send-community
 R5:
 route-map ATTR_MAP
 set community none
 !
 router bgp 200
 aggregate-address 112.0.0.0 248.0.0.0 summary-only as-set attribute-map ATTR_MAP
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neighbor 155.1.58.8 send-community
 neighbor 155.1.0.2 send-community
 neighbor 155.1.0.3 send-community
 Verification
 Check the BGP table of R8 and confirm that the prefix 112.0.0.0/8 is marked with the community attribute “no-export”:
 R8#show ip bgp 112.0.0.0 255.0.0.0
 BGP routing table entry for 112.0.0.0/8, version 49 Paths: (1 available, best #1, table default,
 not advertised to EBGP peer
 )
 Advertised to update-groups:
 5
 Refresh Epoch 3
 54 50 60
 155.1.108.10 from 155.1.108.10 (31.3.0.1)
 Origin IGP, localpref 100, valid, external, best Community: no-export
 rx pathid: 0, tx pathid: 0x0
 Check the BGP tables of R5 for the prefix 112.0.0.0/5 before you apply the solution for this task to R5; only use as-set on the aggregate-address command so that you can observe the community value on the aggregate. Notice that the summary prefix has the “no-export” community attached as well. This prevents the summary prefix from being advertised to AS 100 and AS 300. Confirm that other BGP speakers, such as R2, also have the summary prefix tagged with “no-export” community:
 R5#show ip bgp 112.0.0.0 248.0.0.0
 BGP routing table entry for 112.0.0.0/5, version 75 Paths: (1 available, best #1, table default,
 not advertised to EBGP peer
 )
 Advertised to update-groups:
 21 22
 Refresh Epoch 1
 {54,50,60}, (aggregated by 200 150.1.5.5)
 0.0.0.0 from 0.0.0.0 (150.1.5.5)
 Origin IGP, localpref 100, weight 32768, valid, aggregated, local, best Community: no-export
 rx pathid: 0, tx pathid: 0x0
 ! R2#show ip bgp 112.0.0.0 248.0.0.0
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BGP routing table entry for 112.0.0.0/5, version 80 Paths: (2 available, best #2, table default,
 not advertised to EBGP peer
 )
 Not advertised to any peer
 Refresh Epoch 2 {54,50,60}, ( aggregated by 200 150.1.5.5
 )
 155.1.0.5 from 155.1.23.3 (150.1.3.3)
 Origin IGP, metric 0, localpref 100, valid, internal Community: no-export
 Originator: 150.1.5.5, Cluster list: 150.1.3.3
 rx pathid: 0, tx pathid: 0
 Refresh Epoch 4 {54,50,60}, ( aggregated by 200 150.1.5.5
 )
 155.1.0.5 from 155.1.0.5 (150.1.5.5)
 Origin IGP, metric 0, localpref 100, valid, internal, best Community: no-export
 rx pathid: 0, tx pathid: 0x0
 Apply the solution to R5 and check the BGP table entry for 112.0.0.0/5 again. Confirm that the summary prefix does not have any community values now, and R5 advertises it to any eBGP peer:
 R5#show ip bgp 112.0.0.0 248.0.0.0
 BGP routing table entry for 112.0.0.0/5, version 76
 Paths: (1 available, best #1, table default)
 Advertised to update-groups:
 20 21 22
 Refresh Epoch 1
 {54,50,60}, (aggregated by 200 150.1.5.5)
 0.0.0.0 from 0.0.0.0 (150.1.5.5)
 Origin IGP, localpref 100, weight 32768, valid, aggregated, local, best
 rx pathid: 0, tx pathid: 0x0
 ! R5#show ip bgp neighbors 155.1.45.4 advertised-routes
 BGP table version is 84, local router ID is 150.1.5.5
 Status codes: s suppressed, d damped, h history, * valid, > best, i - internal,
 r RIB-failure, S Stale, m multipath, b backup-path, f RT-Filter,
 x best-external, a additional-path, c RIB-compressed,
 Origin codes: i - IGP, e - EGP, ? - incomplete
 RPKI validation codes: V valid, I invalid, N Not found
 Network Next Hop Metric LocPrf Weight Path
 *>i 10.0.0.0/24 155.1.0.2 0 100 0 i
 *>i 10.0.1.0/24 155.1.0.2 0 100 0 i
 *>i 10.0.2.0/24 155.1.0.2 0 100 0 i
 *>i 10.0.3.0/24 155.1.0.2 0 100 0 i
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*>i 28.119.16.0/24 155.1.108.10 0 100 0 54 i
 *>i 28.119.17.0/24 155.1.108.10 0 100 0 54 i
 *>i 51.51.51.51/32 192.10.1.254 0 100 0 254 ?
 *> 112.0.0.0/5 0.0.0.0 100 32768 {54,50,60} i
 *>i 155.1.0.0 155.1.58.8 0 100 0 i
 r>i 192.10.1.0 192.10.1.254 0 100 0 254 ?
 *>i 205.90.31.0 192.10.1.254 0 100 0 254 ?
 *>i 220.20.3.0 192.10.1.254 0 100 0 254 ?
 *>i 222.22.2.0 192.10.1.254 0 100 0 254 ?
 Total number of prefixes 13
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CCIE Routing & Switching v5 Workbook - CCIE R&S v5 Advanced Technology Labs - BGP
 BGP Aggregation - Advertise Map
 A Note On Section Initial Configuration Files : You must load the initial configuration files for the section, named Basic BGP Routing With Aggregation , which can be found in CCIE R&S v5 Topology Diagrams & Initial Configurations. Reference the Advanced Technology Labs BGP Diagram in order to complete this task.
 Task
 Configure R2 with two new Loopback interfaces with the IPv4 addresses 222.22.0.1/24 and 222.22.1.1/24 and advertise them into BGP.Configure R7 with a new Loopback interface with the IPv4 address 222.22.3.1/24 and advertise it into BGP.Configure R4 and R6 to advertise the aggregate 222.22.0.0/22 into BGP:
 Include as much of the original AS-Path information as possible while still allowing devices in AS 300 to install the aggregate in the BGP table.
 Configuration
 When using the as-set keyword with BGP aggregation, some of the specific prefix attributes got mixed together in the new prefix. Specifically, you should watch out for the resulting AS_SET and list of community attributes. In the previous task, you learned how to modify some of the aggregated prefix attributes. However, you cannot manipulate an important attribute such as AS_SET directly. Instead, you may specify the specific prefixes that will be used to make up the attribute list for the aggregate prefix. This is accomplished by using the advertise-map parameter to the
 aggregate-address command. The route-map used as advertise-map should permit specific prefixes to be used to compose the aggregate attributes, such as AS_SET. You can use only access-list, prefix-list, or as-path access-lists to match the specific prefixes. Information from the prefixes denied by the route-map is not used when constructing the resulting summary-prefix. You may use this method to remove the
 http://labs.ine.com/workbook/view/rs-v5-workbook/task/ccie-r-s-v5-topology-diagrams-initial-configurations-MTk3Ng==
 http://labs.ine.com/workbook/view/rs-v5-workbook/task/ccie-r-s-v5-topology-diagrams-initial-configurations-MTk3Ng==
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prefixes with unwanted BGP community attributes as well.
 In our scenario, the AS_SET attribute for the summary route should be composed of AS numbers 200, 254, and 300. However, by using the advertise-map parameter, we filter out prefix originated in AS 300 and thus end up with AS_SET of {200,254}. This allows AS 300 accepting back the summary prefix.
 R2:
 interface Loopback220
 ip address 222.22.0.1 255.255.255.0
 !
 interface Loopback221
 ip address 222.22.1.1 255.255.255.0
 !
 router bgp 200
 network 222.22.0.0 mask 255.255.255.0
 network 222.22.1.0 mask 255.255.255.0
 R7:
 interface Loopback 223
 ip address 222.22.3.1 255.255.255.0
 !
 router bgp 300
 network 222.22.3.0 mask 255.255.255.0
 R4, R6:
 ip prefix-list AS300_PREFIX permit 222.22.3.0/24
 !
 route-map ADVERTISE_MAP deny 10
 match ip address prefix-list AS300_PREFIX
 !
 route-map ADVERTISE_MAP permit 100
 !
 router bgp 100
 aggregate-address 222.22.0.0 255.255.252.0 summary-only as-set advertise-map ADVERTISE_MAP
 Verification
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Check the specific and the summary prefix at any BGP speaker that performs summarization. Notice the AS_PATH attributes of the specific prefixes, especially for the prefix 222.22.3.0/24. The AS_SET for the summary /22 does not include AS 300:
 R6#show ip bgp
 BGP table version is 52, local router ID is 150.1.6.6
 Status codes: s suppressed, d damped, h history, * valid, > best, i - internal,
 r RIB-failure, S Stale, m multipath, b backup-path, f RT-Filter,
 x best-external, a additional-path, c RIB-compressed,
 Origin codes: i - IGP, e - EGP, ? - incomplete
 RPKI validation codes: V valid, I invalid, N Not found
 <snip>
 * 220.20.3.0 155.1.67.7 0 300 200 254 ?
 *>i 155.1.13.3 0 100 0 200 254 ?
 s 222.22.0.0 155.1.67.7 0 300 200 i
 s>i 155.1.13.3 0 100 0 200 i
 *> 222.22.0.0/22 0.0.0.0 100 32768 {200,254} ?
 * i 155.1.146.4 0 100 0 {200,254} ?
 s 222.22.1.0 155.1.67.7 0 300 200 i
 s>i 155.1.13.3 0 100 0 200 i
 s 222.22.2.0 155.1.67.7 0 300 200 254 ?
 s>i 155.1.13.3 0 100 0 200 254 ?
 s i 222.22.3.0 155.1.13.3 0 100 0 200 300 i
 s> 155.1.67.7 0 0 300 i
 Now check R7’s BGP table and notice that the summary prefix is there:
 R7#show ip bgp
 BGP table version is 34, local router ID is 150.1.7.7
 Status codes: s suppressed, d damped, h history, * valid, > best, i - internal,
 r RIB-failure, S Stale, m multipath, b backup-path, f RT-Filter,
 x best-external, a additional-path, c RIB-compressed,
 Origin codes: i - IGP, e - EGP, ? - incomplete
 RPKI validation codes: V valid, I invalid, N Not found
 Network Next Hop Metric LocPrf Weight Path
 <snip>
 * 220.20.3.0 155.1.67.6 0 100 200 254 ?
 *> 155.1.37.3 0 200 254 ?
 *> 222.22.0.0 155.1.37.3 0 200 i
 *> 222.22.0.0/22 155.1.67.6 0 0 100 {200,254} ?
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*> 222.22.1.0 155.1.37.3 0 200 i
 *> 222.22.2.0 155.1.37.3 0 200 254 ?
 *> 222.22.3.0 0.0.0.0 0 32768 i
 If the summarization performed on R4 and R6 did not make use of the advertise-map filtering out AS 300, the as-set by itself would have included all ASs in the AS_SET, including AS 300, and R7 would have dropped this update.
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CCIE Routing & Switching v5 Workbook - CCIE R&S v5 Advanced Technology Labs - BGP
 BGP Communities
 A Note On Section Initial Configuration Files : You must load the initial configuration files for the section, named Basic BGP Routing , which can be found in CCIE R&S v5 Topology Diagrams & Initial Configurations. Reference the Advanced Technology Labs BGP Diagram in order to complete this task.
 Task
 Configure AS 100 to set local-preference attribute to 200 for eBGP prefixes tagged with community value 100:200.Configure R5 in AS 200 to signal AS 100 to prefer path to the prefixes originated in AS 60 via R4.
 Configuration
 BGP Communities are optional transitive attributes used mainly to associate an administrative tag to a route. All prefixes with the same community essentially belong to the same group and share some property. Using communities allows for manipulation of BGP prefixes based on their “meaning” (customer prefixes, peer prefixes, upstream networks, etc.), not the network values. Even though the BGP community attribute is transitive, Cisco IOS routers do not pass it across BGP sessions by default. To start sending the community values to a particular peer, you must activate this feature by using the command neighbor <IP> send-community .
 There could be many communities associated with a BGP prefix, and every community attribute has a 32-bit value. There are two formats to read a community value: raw, as a 32-bit number, and structured, as a pair AS Number:16-bit value . The second format makes it easier to interpret communities, because they naturally point to the AS that originated the tagging. Note that by default community values are displayed in 32-bit format, and to use the structured notation you must enter the
 http://labs.ine.com/workbook/view/rs-v5-workbook/task/ccie-r-s-v5-topology-diagrams-initial-configurations-MTk3Ng==
 http://labs.ine.com/workbook/view/rs-v5-workbook/task/ccie-r-s-v5-topology-diagrams-initial-configurations-MTk3Ng==
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global configuration command ip bgp-community new-format . Because there are no ASs numbered 0 or 65535, the BGP community ranges 0x0000:0x0000-0x0000:0xFFFF and 0xFFFF:0x0000-0xFFFF:0xFFFF are reserved and not available for public use. There are three well-known BGP community values from reserved range: NO_EXPORT (0xFFFF:0xFF01), NO_ADVERTISE (0xFFFF:0xFF02), and NO_EXPORT_SUBCONFED (0xFFFF:0xFF03) interpreted by all BGP speakers. We will discuss their use in separate tasks.
 Other community values do not trigger any special BGP processing unless you configure your BGP speaker to do so. The most common use of communities is to signal a neighboring AS (because the attribute is transitive) some special sort of treatment to apply to the tagged prefixes. For example, imagine a company with its own AS being a customer of two ISPs in separate ASs. Every ISP may implement a policy, in which routes tagged with a community value, say AS#:101, are prepended with ISP’s AS# when advertised upstream. This allows the customer to instruct the ISPs for prepending of specific prefixes and thus adjusting BGP bestpath selection in the upstream AS. More advanced uses include implementing community-based filtering, such as using communities to signal “advertise this prefix only to directly connected peers” or using communities to signal QoS policy. As you can see, communities could be used to implement almost any configurable policy. However, the use of community values should be agreed between two ASs, because semantic interpretation is left to the administrator.
 To set a community value, use the route-map command set community <value1>
 <value2> ... <valueN> or set community additive <value1> <value2> ... <valueN> . The former command will impose a new set of community values on the prefix. The other command will add the specified communities to the list already attached to the path. To match a community value, you must configure a community-list and use it in a route-map later. There are two types of lists: standard and expanded. A list could be either numbered (1–99 for standard, 100–500 for expanded) or named. Standard community list entries permit or deny a community value, such as the following:
 ip community-list 1 permit 100:10 100:20
 ip community-list 1 deny no-export
 For an entry to match, all mentioned community values must exist in the prefix. For example, the first line in the example above would match only prefixes with two community values: 100:10 and 100:20. Essentially, OR logic is implemented by setting multiple entries, and AND logic is implemented for values in a single line.
 Expanded community lists allow the use of regular expressions for community matching. This is helpful when you need to match a range of community values. Before applying an expanded community-list, BGP engine will order the
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communities for every prefix numerically (because the communities are just 32 bit values) and remove the duplicates. This allows for deterministic construction of regular expressions. We will illustrate the use of the most common wildcard characters:
 ^100:1_200:1 Match communities 100:1 and 200:1 in the beginning (^ anchor) of the community list. Here, “_” means the “space” separating different community values. Notice that the prefix may not have any community values ranged between 100:1 and 200:1 because of the community ordering. Also, the prefix may not have any community less than 100:1 because this is the first community in the list.
 300:2$ Match the community 300:2 at the end of the community list ($ anchor). The prefix may not have any community greater than 300:2 because this is the last value in the list.
 400:[2-9]_ Match a range of communities ([] specify a range) such as 400:1, 400:2,..., 400:9. The use of “_” at the end is important; without it, this pattern would also match 400:22, 400:2333, and so on. This may be one of the most useful wildcard constructs for matching community ranges.
 100:1.*_ Illustrates the use of two wildcard characters. The “.” matches any digit (you may also use [0-9] in this context), and “*” means “repeat the previous pattern zero or more times.” The pattern above would match 100:1, 100:2, 100:22, 100:11, and so on. You may use “+” instead of “*”, which means “repeat one or more times.” Thus, 100:1.+_ will not match against 100:1.
 100:([0-9]2)+_ Demonstrates the use of “()” for grouping. Here, “[0-9]2” is treated as a single group for the operator “+”. Thus, the pattern would match 100:1212, 100:2222, 100:0202, and so on.
 100:1_|100:2_ Here we use the alternation symbol “|”. The pattern would match either 100:1 or 100:2. You may use “|” with grouping such as 100:(12)|(22) that will match 100:12 or 100:22.
 In spite of expanded community lists flexibility, you usually need only the standard lists, because the number of destination groups is usually limited. In our scenario, AS 100 advertises to its peers that the community 100:200 is treated as having local preference of 200 inside the AS. To implement this policy, we configure inbound route-maps on R1,R4 and R6 matching the community 100:200 and setting the local-preference to 200. R5 matches the prefixes originated in AS 60 and marks them with the community value of 100:200, signaling the preferred path.
 R5:
 no ip as-path access-list 1
 ip as-path access-list 1 permit 60$
 !
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route-map SET_COMMUNITY permit 10
 match as-path 1
 set community 100:200
 !
 route-map SET_COMMUNITY permit 100
 router bgp 200
 neighbor 155.1.45.4 send-community
 neighbor 155.1.45.4 route-map SET_COMMUNITY out
 R1:
 ip community-list standard 100:200 permit 100:200
 !
 route-map SET_LOCAL_PREFERENCE permit 10
 match community 100:200
 set local-preference 200
 !
 route-map SET_LOCAL_PREFERENCE permit 100
 !
 router bgp 100
 neighbor 155.1.13.3 route-map SET_LOCAL_PREFERENCE in
 R4:
 ip community-list standard 100:200 permit 100:200
 !
 route-map SET_LOCAL_PREFERENCE permit 10
 match community 100:200
 set local-preference 200
 !
 route-map SET_LOCAL_PREFERENCE permit 100
 !
 router bgp 100
 neighbor 155.1.45.5 route-map SET_LOCAL_PREFERENCE in
 R6:
 ip community-list standard 100:200 permit 100:200
 !
 route-map SET_LOCAL_PREFERENCE permit 10
 match community 100:200
 set local-preference 200
 !
 route-map SET_LOCAL_PREFERENCE permit 100
 !
 router bgp 100
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neighbor 155.1.67.7 route-map SET_LOCAL_PREFERENCE in
 Verification
 Check the paths toward prefixes originated in AS 60 on R4. Notice the local preference of 200 associated with the path via R5:
 R4#show ip bgp regexp 60$
 BGP table version is 40, local router ID is 150.1.4.4
 Status codes: s suppressed, d damped, h history, * valid, > best, i - internal,
 r RIB-failure, S Stale, m multipath, b backup-path, f RT-Filter,
 x best-external, a additional-path, c RIB-compressed,
 Origin codes: i - IGP, e - EGP, ? - incomplete
 RPKI validation codes: V valid, I invalid, N Not found
 Network Next Hop Metric LocPrf Weight Path
 *> 112.0.0.0 155.1.45.5 200 0 200 54 50 60 i
 *> 113.0.0.0 155.1.45.5 200 0 200 54 50 60 i
 Because local preference is passed throughout the AS, all other routers in AS100 will use R4 as the exit point out of AS100 for all prefixes originated in AS 60. Check R6, for example:
 R6#show ip bgp regexp 60$
 BGP table version is 32, local router ID is 150.1.6.6
 Status codes: s suppressed, d damped, h history, * valid, > best, i - internal,
 r RIB-failure, S Stale, m multipath, b backup-path, f RT-Filter,
 x best-external, a additional-path, c RIB-compressed,
 Origin codes: i - IGP, e - EGP, ? - incomplete
 RPKI validation codes: V valid, I invalid, N Not found
 Network Next Hop Metric LocPrf Weight Path
 * 112.0.0.0 155.1.67.7 0 300 54 50 60 i
 *>i 155.1.45.5 0 200 0 200 54 50 60 i
 * 113.0.0.0 155.1.67.7 0 300 54 50 60 i
 *>i 155.1.45.5 0 200 0 200 54 50 60 i
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Look at the BGP attributes for 113.0.0.0/8 on R4. Notice the local preference and the community value. The community is presented in unstructured format. Configure the router to display the communities in structured format:
 R4#show ip bgp 113.0.0.0
 BGP routing table entry for 113.0.0.0/8, version 40
 Paths: (1 available, best #1, table default)
 Advertised to update-groups:
 1
 Refresh Epoch 3
 200 54 50 60
 155.1.45.5 from 155.1.45.5 (150.1.5.5) Origin IGP, localpref 200
 , valid, external, best Community: 6553800
 rx pathid: 0, tx pathid: 0x0
 ! R4#configure terminal
 Enter configuration commands, one per line. End with CNTL/Z. R4(config)#ip bgp-community new-format
 ! R4#show ip bgp 113.0.0.0
 BGP routing table entry for 113.0.0.0/8, version 40
 Paths: (1 available, best #1, table default)
 Advertised to update-groups:
 1
 Refresh Epoch 3
 200 54 50 60
 155.1.45.5 from 155.1.45.5 (150.1.5.5) Origin IGP, localpref 200
 , valid, external, best Community: 100:200
 rx pathid: 0, tx pathid: 0x0
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CCIE Routing & Switching v5 Workbook - CCIE R&S v5 Advanced Technology Labs - BGP
 BGP Communities - No-Advertise
 A Note On Section Initial Configuration Files : You must load the initial configuration files for the section, named Basic BGP Routing , which can be found in CCIE R&S v5 Topology Diagrams & Initial Configurations. Reference the Advanced Technology Labs BGP Diagram in order to complete this task.
 Task
 Configure R2 so that it does not advertise prefixes received from AS 254 to any peer.Do not use any sort of prefix filtering to accomplish this.
 Configuration
 The well-known NO_ADVERTISE BGP community signals the BGP speaker not to advertise the particular prefix to any BGP peer. This may be useful to limit the scope of routing information to just directly connected neighbors. In our scenario, we set the community attribute inbound on prefixes received from R10. This makes R2 think that the prefixes should not be advertised to any other peers.
 R2:
 route-map SET_COMMUNITY
 set community no-advertise
 !
 router bgp 200
 neighbor 192.10.1.254 route-map SET_COMMUNITY in
 Verification
 http://labs.ine.com/workbook/view/rs-v5-workbook/task/ccie-r-s-v5-topology-diagrams-initial-configurations-MTk3Ng==
 http://labs.ine.com/workbook/view/rs-v5-workbook/task/ccie-r-s-v5-topology-diagrams-initial-configurations-MTk3Ng==

Page 973
                        

Verify the BGP prefixes received from AS 254. Look at the detailed information for any of the prefixes. Confirm that community no-advertise prevents routes from being advertised to any peer:
 R2#show ip bgp regexp _254$
 BGP table version is 26, local router ID is 150.1.2.2
 Status codes: s suppressed, d damped, h history, * valid, > best, i - internal,
 r RIB-failure, S Stale, m multipath, b backup-path, f RT-Filter,
 x best-external, a additional-path, c RIB-compressed,
 Origin codes: i - IGP, e - EGP, ? - incomplete
 RPKI validation codes: V valid, I invalid, N Not found
 Network Next Hop Metric LocPrf Weight Path
 *> 51.51.51.51/32 192.10.1.254 0 0 254 ?
 r> 192.10.1.0 192.10.1.254 0 0 254 ?
 *> 205.90.31.0 192.10.1.254 0 0 254 ?
 *> 220.20.3.0 192.10.1.254 0 0 254 ?
 *> 222.22.2.0 192.10.1.254 0 0 254 ?
 ! R2#clear ip bgp * soft
 ! R2#show ip bgp 205.90.31.0
 BGP routing table entry for 205.90.31.0/24, version 29 Paths: (1 available, best #1, table default,
 not advertised to any peer
 )
 Not advertised to any peer
 Refresh Epoch 2
 254
 192.10.1.254 from 192.10.1.254 (31.3.0.1)
 Origin incomplete, metric 0, localpref 100, valid, external, best Community: no-advertise
 rx pathid: 0, tx pathid: 0x0
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 BGP Communities - No-Export
 A Note On Section Initial Configuration Files : You must load the initial configuration files for the section, named Basic BGP Routing , which can be found in CCIE R&S v5 Topology Diagrams & Initial Configurations. Reference the Advanced Technology Labs BGP Diagram in order to complete this task.
 Task
 Configure R2 so that AS 254 prefixes received from R10 are constrained to stay within AS 200.
 Configuration
 The well-known NO_EXPORT community instructs the BGP speaker to advertise the prefix only across iBGP peering links. This restricts the prefix to remain within the boundaries of the local AS. One good use of this feature is prefix aggregation. Imagine that your local AS has multiple connections to some other AS. You advertise a summary of all your internal prefixes using the aggregate-address
 command out of all links. However, you want just the adjacent AS to select the best entry point based on the MED attribute. This could be accomplished by advertising the specific prefixes tagged with NO_EXPORT community along with the aggregates. The neighboring AS would be able to select the best path based on the specific information (MED) but will not advertise the specifics any further, thus containing the routing information.
 In our scenario, we simply tag all prefixes received from R10 with the community NO_EXPORT. Because the community value must propagate to all peers, we enable sending community in all AS 200’s BGP speakers. There is no need to send BGP communities to all speakers; just make sure the border speakers always receive the community-tagged routes.
 http://labs.ine.com/workbook/view/rs-v5-workbook/task/ccie-r-s-v5-topology-diagrams-initial-configurations-MTk3Ng==
 http://labs.ine.com/workbook/view/rs-v5-workbook/task/ccie-r-s-v5-topology-diagrams-initial-configurations-MTk3Ng==
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R2:
 route-map SET_COMMUNITY permit 10
 no set community
 set community no-export
 !
 router bgp 200
 neighbor 155.1.23.3 send-community
 neighbor 155.1.0.5 send-community
 neighbor 192.10.1.254 route-map SET_COMMUNITY in
 R3:
 router bgp 200
 neighbor 155.1.0.5 send-community
 R5:
 router bgp 200
 neighbor 155.1.0.3 send-community
 Verification
 Find the prefixes learned from AS 254. Check these prefixes in the BGP tables of R3 and R5. Make sure they are tagged with no-export community. For example, we verify one prefix: 205.90.31.0/24. Recall that you may need to do a route-refresh to apply the new policy (adding communities) to the routes from AS 254:
 R2#clear ip bgp * soft
 ! R2#show ip bgp regexp 254$
 BGP table version is 36, local router ID is 150.1.2.2
 Status codes: s suppressed, d damped, h history, * valid, > best, i - internal,
 r RIB-failure, S Stale, m multipath, b backup-path, f RT-Filter,
 x best-external, a additional-path, c RIB-compressed,
 Origin codes: i - IGP, e - EGP, ? - incomplete
 RPKI validation codes: V valid, I invalid, N Not found
 Network Next Hop Metric LocPrf Weight Path
 *> 51.51.51.51/32 192.10.1.254 0 0 254 ?
 r> 192.10.1.0 192.10.1.254 0 0 254 ?
 *> 205.90.31.0 192.10.1.254 0 0 254 ?
 *> 220.20.3.0 192.10.1.254 0 0 254 ?
 *> 222.22.2.0 192.10.1.254 0 0 254 ?
 ! R3#show ip bgp 205.90.31.0
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BGP routing table entry for 205.90.31.0/24, version 45 Paths: (2 available, best #1, table default,
 not advertised to EBGP peer
 )
 Advertised to update-groups:
 2 4
 Refresh Epoch 3
 254, (Received from a RR-client)
 192.10.1.254 (metric 2560000512) from 155.1.23.2 (150.1.2.2)
 Origin incomplete, metric 0, localpref 100, valid, internal, best Community: no-export
 rx pathid: 0, tx pathid: 0x0
 Refresh Epoch 2
 254
 192.10.1.254 (metric 2560000512) from 155.1.0.5 (150.1.5.5)
 Origin incomplete, metric 0, localpref 100, valid, internal Community: no-export
 Originator: 150.1.2.2, Cluster list: 150.1.5.5
 rx pathid: 0, tx pathid: 0
 ! R5#show ip bgp 205.90.31.0
 BGP routing table entry for 205.90.31.0/24, version 39 Paths: (2 available, best #2, table default,
 not advertised to EBGP peer
 )
 Advertised to update-groups:
 2 4
 Refresh Epoch 2
 254
 192.10.1.254 (metric 2560001280) from 155.1.0.3 (150.1.3.3)
 Origin incomplete, metric 0, localpref 100, valid, internal Community: no-export
 Originator: 150.1.2.2, Cluster list: 150.1.3.3
 rx pathid: 0, tx pathid: 0
 Refresh Epoch 3
 254, (Received from a RR-client)
 192.10.1.254 (metric 2560001280) from 155.1.0.2 (150.1.2.2)
 Origin incomplete, metric 0, localpref 100, valid, internal, best Community: no-export
 rx pathid: 0, tx pathid: 0x0
 Confirm that AS 254 prefixes are not among the prefixes advertised by AS 200 to other ASs. Check this by inspecting the advertised routes on AS 200 border peers:
 R3#show ip bgp nei 155.1.13.1 advertised-routes
 BGP table version is 47, local router ID is 150.1.3.3
 Status codes: s suppressed, d damped, h history, * valid, > best, i - internal,
 r RIB-failure, S Stale, m multipath, b backup-path, f RT-Filter,
 x best-external, a additional-path, c RIB-compressed,
 Origin codes: i - IGP, e - EGP, ? - incomplete

Page 977
                        

RPKI validation codes: V valid, I invalid, N Not found
 Network Next Hop Metric LocPrf Weight Path
 *>i 28.119.16.0/24 155.1.108.10 0 100 0 54 i
 *>i 28.119.17.0/24 155.1.108.10 0 100 0 54 i
 *>i 112.0.0.0 155.1.108.10 0 100 0 54 50 60 i
 *>i 113.0.0.0 155.1.108.10 0 100 0 54 50 60 i
 *>i 114.0.0.0 155.1.108.10 0 100 0 54 i
 *>i 115.0.0.0 155.1.108.10 0 100 0 54 i
 *>i 116.0.0.0 155.1.108.10 0 100 0 54 i
 *>i 117.0.0.0 155.1.108.10 0 100 0 54 i
 *>i 118.0.0.0 155.1.108.10 0 100 0 54 i
 *>i 119.0.0.0 155.1.108.10 0 100 0 54 i
 *>i 155.1.0.0 155.1.58.8 0 100 0 i
 Total number of prefixes 11
 ! R3#show ip bgp nei 155.1.37.7 advertised-routes
 BGP table version is 47, local router ID is 150.1.3.3
 Status codes: s suppressed, d damped, h history, * valid, > best, i - internal,
 r RIB-failure, S Stale, m multipath, b backup-path, f RT-Filter,
 x best-external, a additional-path, c RIB-compressed,
 Origin codes: i - IGP, e - EGP, ? - incomplete
 RPKI validation codes: V valid, I invalid, N Not found
 Network Next Hop Metric LocPrf Weight Path
 *>i 28.119.16.0/24 155.1.108.10 0 100 0 54 i
 *>i 28.119.17.0/24 155.1.108.10 0 100 0 54 i
 *>i 112.0.0.0 155.1.108.10 0 100 0 54 50 60 i
 *>i 113.0.0.0 155.1.108.10 0 100 0 54 50 60 i
 *>i 114.0.0.0 155.1.108.10 0 100 0 54 i
 *>i 115.0.0.0 155.1.108.10 0 100 0 54 i
 *>i 116.0.0.0 155.1.108.10 0 100 0 54 i
 *>i 117.0.0.0 155.1.108.10 0 100 0 54 i
 *>i 118.0.0.0 155.1.108.10 0 100 0 54 i
 *>i 119.0.0.0 155.1.108.10 0 100 0 54 i
 *>i 155.1.0.0 155.1.58.8 0 100 0 i
 Total number of prefixes 11
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CCIE Routing & Switching v5 Workbook - CCIE R&S v5 Advanced Technology Labs - BGP
 BGP Communities - Local-AS
 A Note On Section Initial Configuration Files : You must load the initial configuration files for the section, named Basic BGP Routing , which can be found in CCIE R&S v5 Topology Diagrams & Initial Configurations. Reference the Advanced Technology Labs BGP Diagram in order to complete this task.
 Task
 Modify the routers in AS 100 so that R1 and R4 are in the same BGP sub-confederation, using AS 65014:
 R6 should be in the sub-confederation 65006.Keep AS 100 as the public AS that is used to peer with other external ASs.
 Advertise R4’s Loopback0 prefix in BGP, but make sure that inside AS 100 only R1 receives it.
 Configuration
 The well-known community Local-AS, or NO_EXPORT_SUBCONFED in IETF RFC terms, serves the same purpose as the NO_EXPORT community, but within a sub-confederation boundaries. That is, prefixes tagged by this community are not advertised to external sub-confederation peers (that is, peers in other sub-confederations) AND to regular eBGP peers. In effect, the prefix is contained within a single sub-confederation. The use of Local-AS community is the same as of NO_EXPORT community, but only within the single confederation boundaries. For example, you may use it for routing optimization toward prefixes aggregated within a sub-confederation.
 http://labs.ine.com/workbook/view/rs-v5-workbook/task/ccie-r-s-v5-topology-diagrams-initial-configurations-MTk3Ng==
 http://labs.ine.com/workbook/view/rs-v5-workbook/task/ccie-r-s-v5-topology-diagrams-initial-configurations-MTk3Ng==
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In our example, R4 advertises its local Loopback0 subnet into BGP and tags it with the Local-AS community. This prevents the prefix from leaking out of AS 65014 boundaries.
 R1:
 no router bgp 100
 router bgp 65014
 bgp confederation identifier 100
 bgp confederation peers 65006
 neighbor 155.1.13.3 remote-as 200
 neighbor 155.1.146.4 remote-as 65014
 neighbor 155.1.146.6 remote-as 65006
 R4:
 route-map SET_COMMUNITY
 set community local-as
 !
 no router bgp 100
 router bgp 65014
 bgp confederation identifier 100
 neighbor 155.1.45.5 remote-as 200
 neighbor 155.1.146.1 remote-as 65014
 neighbor 155.1.146.1 send-community
 network 150.1.4.4 mask 255.255.255.255 route-map SET_COMMUNITY
 R6:
 no router bgp 100
 router bgp 65006
 bgp confederation identifier 100
 bgp confederation peers 65014
 neighbor 155.1.67.7 remote-as 300
 neighbor 155.1.146.1 remote-as 65014
 Verification
 Verify that the prefix is tagged with the community value of Local-AS and is not advertised to eBGP peers on R4:
 R4#show ip bgp 150.1.4.4
 BGP routing table entry for 150.1.4.4/32, version 12 Paths: (1 available, best #1, table default,
 not advertised outside local AS
 )
 Advertised to update-groups:
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1
 Refresh Epoch 1
 Local
 0.0.0.0 from 0.0.0.0 (150.1.4.4)
 Origin IGP, metric 0, localpref 100, weight 32768, valid, sourced, local, best Community: local-AS
 rx pathid: 0, tx pathid: 0x0
 Now confirm that the prefix gets into R1’s BGP table and is not advertised to any other peer, such as R6 or another eBGP neighbor such as R3:
 R1#show ip bgp 150.1.4.0
 BGP routing table entry for 150.1.4.4/32, version 12 Paths: (1 available, best #1, table default,
 not advertised outside local AS
 , RIB-failure(17))
 Not advertised to any peer
 Refresh Epoch 1
 Local
 155.1.146.4 from 155.1.146.4 (150.1.4.4)
 Origin IGP, metric 0, localpref 100, valid, confed-internal, best Community: local-AS
 rx pathid: 0, tx pathid: 0x0
 ! R1#show ip bgp neighbors 155.1.146.6 advertised-routes
 BGP table version is 13, local router ID is 150.1.1.1
 Status codes: s suppressed, d damped, h history, * valid, > best, i - internal,
 r RIB-failure, S Stale, m multipath, b backup-path, f RT-Filter,
 x best-external, a additional-path, c RIB-compressed,
 Origin codes: i - IGP, e - EGP, ? - incomplete
 RPKI validation codes: V valid, I invalid, N Not found
 Network Next Hop Metric LocPrf Weight Path
 *> 28.119.16.0/24 155.1.13.3 0 200 54 i
 *> 28.119.17.0/24 155.1.13.3 0 200 54 i
 *> 112.0.0.0 155.1.13.3 0 200 54 50 60 i
 *> 113.0.0.0 155.1.13.3 0 200 54 50 60 i
 *> 114.0.0.0 155.1.13.3 0 200 54 i
 *> 115.0.0.0 155.1.13.3 0 200 54 i
 *> 116.0.0.0 155.1.13.3 0 200 54 i
 *> 117.0.0.0 155.1.13.3 0 200 54 i
 *> 118.0.0.0 155.1.13.3 0 200 54 i
 *> 119.0.0.0 155.1.13.3 0 200 54 i
 *> 155.1.0.0 155.1.13.3 0 200 i
 R1#show ip bgp neighbors 155.1.13.3 advertised-routes
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Total number of prefixes 0
 Check on R6:
 R6#show ip bgp 150.1.4.0
 % Network not in table
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CCIE Routing & Switching v5 Workbook - CCIE R&S v5 Advanced Technology Labs - BGP
 BGP Communities - Deleting
 You must load the initial configuration files for the section, Basic BGP Routing , which can be found in CCIE R&S v5 Topology Diagrams & Initial Configurations. Reference the Advanced Technology Labs BGP Diagram to complete this task.
 Task
 Configure R2 to tag prefixes received from AS 254 with the community values “254:200”, “200:254”, and “200:123”.Configure AS 300 to add the community value 300:200 to the list of communities and send them to AS 100.Configure AS 300 to remove any communities attached by AS 200, (communities starting with “200:”).
 Configuration
 In complicated community signaling environments, it may become necessary to remove a subset of communities associated with a prefix. For example, when passing a transit prefix to another AS, you may want to remove community values attached by downstream AS, yet retain community values attached by the AS of origin. Or you may want to delete the no-export community for a prefix, while leaving other communities intact.
 Deleting a subset of community list is possible using a special IOS feature. The configuration is as follows. First, you create a community access-list (standard or expanded). This list specifies the communities to be removed. It is flexible to use expanded access-lists to be able to remove community ranges—for example, by matching “200:[0-9]+_” you will erase any community set in AS 200. Then, you create a route-map to delete the communities using the following syntax:
 set comm-list [<NAME>|<NUMBER>] delete . You may set your own communities while
 http://labs.ine.com/workbook/view/rs-v5-workbook/task/ccie-r-s-v5-topology-diagrams-initial-configurations-MTk3Ng==
 http://labs.ine.com/workbook/view/rs-v5-workbook/task/ccie-r-s-v5-topology-diagrams-initial-configurations-MTk3Ng==
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deleting the others.
 In our scenario, R7 is configured to remove any communities matching the pattern “200:[0-9]+” and attach its own community “300:200”. This is performed using a single route-map entry.
 R2:
 route-map SET_COMMUNITY 10
 no set community
 set community 200:254 254:200 200:123
 !
 router bgp 200
 neighbor 155.1.23.3 send-community
 neighbor 155.1.0.5 send-community
 neighbor 192.10.1.254 route-map SET_COMMUNITY in
 !
 ip bgp-community new-format
 R3:
 router bgp 200
 neighbor 155.1.37.7 send-community
 !
 ip bgp-community new-format
 R6:
 ip bgp-community new-format
 R7:
 ip community-list expanded AS200 permit 200:[0-9]+_
 !
 route-map RESET_COMMUNITY permit 10
 set community 300:200 additive
 set comm-list AS200 delete
 !
 router bgp 300
 neighbor 155.1.67.6 send-community
 neighbor 155.1.37.3 route-map RESET_COMMUNITY in
 !
 ip bgp-community new-format
 Verification
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Trace any prefix from AS 254 through the BGP tables of R3, R7, and R6. Notice how the BGP communities associated with the prefix change every time.
 R3#show ip bgp 205.90.31.0
 BGP routing table entry for 205.90.31.0/24, version 50
 Paths: (2 available, best #1, table default)
 Advertised to update-groups:
 1 2 4 5
 Refresh Epoch 5
 254, (Received from a RR-client)
 192.10.1.254 (metric 2560000512) from 155.1.23.2 (150.1.2.2)
 Origin incomplete, metric 0, localpref 100, valid, internal, best
 Community: 200:123 200:254 254:200
 rx pathid: 0, tx pathid: 0x0
 Refresh Epoch 2
 254
 192.10.1.254 (metric 2560000512) from 155.1.0.5 (150.1.5.5)
 Origin incomplete, metric 0, localpref 100, valid, internal Community: 200:123 200:254 254:200
 Originator: 150.1.2.2, Cluster list: 150.1.5.5
 rx pathid: 0, tx pathid: 0
 R7 deletes all community values starting with “200:”.
 R7#show ip bgp 205.90.31.0
 BGP routing table entry for 205.90.31.0/24, version 37
 Paths: (2 available, best #1, table default)
 Advertised to update-groups:
 1 2
 Refresh Epoch 3
 200 254
 155.1.37.3 from 155.1.37.3 (150.1.3.3)
 Origin incomplete, localpref 100, valid, external, best Community: 254:200 300:200
 rx pathid: 0, tx pathid: 0x0
 Refresh Epoch 1
 100 200 254
 155.1.67.6 from 155.1.67.6 (150.1.6.6)
 Origin incomplete, localpref 100, valid, external
 rx pathid: 0, tx pathid: 0
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The same set of communities is associated with the prefix in R6’s BGP table. Notice that only the prefix learned via AS 300 is tagged.
 R6#show ip bgp 205.90.31.0
 BGP routing table entry for 205.90.31.0/24, version 15
 Paths: (2 available, best #2, table default)
 Advertised to update-groups:
 2
 Refresh Epoch 2
 300 200 254
 155.1.67.7 from 155.1.67.7 (150.1.7.7)
 Origin incomplete, localpref 100, valid, external Community: 254:200 300:200
 rx pathid: 0, tx pathid: 0
 Refresh Epoch 1
 (65014) 200 254
 155.1.13.3 (metric 3072) from 155.1.146.1 (150.1.1.1)
 Origin incomplete, metric 0, localpref 100, valid, confed-external, best
 rx pathid: 0, tx pathid: 0x0
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 BGP Conditional Advertisement
 A Note On Section Initial Configuration Files : You must load the initial configuration files for the section, named Basic BGP Routing , which can be found in CCIE R&S v5 Topology Diagrams & Initial Configurations. Reference the Advanced Technology Labs BGP Diagram in order to complete this task.
 Task
 Configure R3 in such a way that AS 300 uses AS 100 to get to all prefixes learned from AS 254.If the link between R1 and R3 goes down, traffic from AS 300 to AS 254 should be rerouted directly to AS 200.
 Configuration
 Conditional advertisement allows the BGP speaker to advertise a set of BGP prefixes to a peer only if certain other prefixes are present or not present in the local BGP table. Thus, the existence (or non-existence) of those “trigger” prefixes is used as a condition to advertise selected prefixes to a peer. Conditional advertisements are helpful in situations with multiple uplinks to different ASs. For example, assume that your AS is connected to a pair of ISPs. One ISP charges you more, so you only want to use it in case of emergency with the primary ISP. Based on this, you want to advertise your local prefixes to the “expensive” ISP only if the primary fails. To detect the primary ISP failure, you track a certain prefix learned from the primary ISP. This allows for more sophisticated tracking of the connectivity issue, compared to simply tracking the interface state. When the tracked prefix is gone, all local prefixes are announced to the “expensive” ISP until the moment the tracked prefix appears again.
 The syntax for conditional advertisement is as follows:** neighbor <IP> advertise-map
 MAP1 {non-exist|exist-map} MAP2
 http://labs.ine.com/workbook/view/rs-v5-workbook/task/ccie-r-s-v5-topology-diagrams-initial-configurations-MTk3Ng==
 http://labs.ine.com/workbook/view/rs-v5-workbook/task/ccie-r-s-v5-topology-diagrams-initial-configurations-MTk3Ng==
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**. The configuration involves defining two route-maps. One route-map (MAP1) selects the prefixes to be advertised to the peer. These prefixes must already exist in the local BGP table. The other route-map (MAP2) selects the prefixes to be tracked in the local BGP table. If this is a “non-exist” map, the condition is triggered when no prefixes in the BGP table match the route-map. If this is an “exist” map, the condition is triggered when there is a prefix in the BGP table matching the route-map. The BGP process performs condition verification every time the BGP scanner runs (60 seconds by default), so it may take some time after your configuration change before the conditional advertisement occurs.
 In our scenario, we advertise the link connecting R1 and R3 into BGP. We then create a route-map matching this prefix. This route-map is used as a “non-exist” condition for the advertisement of AS 254 prefixes. The prefixes are selected using an AS_PATH access-list matching the regular expression “254$”.
 R3:
 ip as-path access-list 1 permit 254$
 !
 route-map ADVERTISE_MAP permit 10
 match as-path 1
 !
 ip prefix-list LINK_R1_R3 permit 155.1.13.0/24
 !
 route-map NON_EXIST_MAP permit 10
 match ip address prefix-list LINK_R1_R3
 !
 router bgp 200
 network 155.1.13.0 mask 255.255.255.0
 neighbor 155.1.37.7 advertise-map ADVERTISE_MAP non-exist-map NON_EXIST_MAP
 Verification
 Check the “normal” conditions, when the link between R1 and R3 is up. The prefix is in R3’s BGP table:
 R3#show ip bgp 155.1.13.0
 BGP routing table entry for 155.1.13.0/24, version 18
 Paths: (1 available, best #1, table default)
 Advertised to update-groups:
 1 2 3 4
 Refresh Epoch 1
 Local 0.0.0.0 from 0.0.0.0 (150.1.3.3)
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Origin IGP, metric 0, localpref 100, weight 32768, valid, sourced, local, best
 rx pathid: 0, tx pathid: 0x0
 AS 254 prefixes are not advertised to R7, even though they are in the local BGP table:
 R3#show ip bgp regexp 254$
 BGP table version is 23, local router ID is 150.1.3.3
 Status codes: s suppressed, d damped, h history, * valid, > best, i - internal,
 r RIB-failure, S Stale, m multipath, b backup-path, f RT-Filter,
 x best-external, a additional-path, c RIB-compressed,
 Origin codes: i - IGP, e - EGP, ? - incomplete
 RPKI validation codes: V valid, I invalid, N Not found
 Network Next Hop Metric LocPrf Weight Path
 * i 51.51.51.51/32 192.10.1.254 0 100 0 254 ?
 *>i 192.10.1.254 0 100 0 254 ?
 r i 192.10.1.0 192.10.1.254 0 100 0 254 ?
 r>i 192.10.1.254 0 100 0 254 ?
 * i 205.90.31.0 192.10.1.254 0 100 0 254 ?
 *>i 192.10.1.254 0 100 0 254 ?
 * i 220.20.3.0 192.10.1.254 0 100 0 254 ?
 *>i 192.10.1.254 0 100 0 254 ?
 * i 222.22.2.0 192.10.1.254 0 100 0 254 ?
 *>i 192.10.1.254 0 100 0 254 ?
 ! R3#show ip bgp neighbors 155.1.37.7 advertised-routes
 BGP table version is 23, local router ID is 150.1.3.3
 Status codes: s suppressed, d damped, h history, * valid, > best, i - internal,
 r RIB-failure, S Stale, m multipath, b backup-path, f RT-Filter,
 x best-external, a additional-path, c RIB-compressed,
 Origin codes: i - IGP, e - EGP, ? - incomplete
 RPKI validation codes: V valid, I invalid, N Not found
 Network Next Hop Metric LocPrf Weight Path
 *>i 28.119.16.0/24 155.1.108.10 0 100 0 54 i
 *>i 28.119.17.0/24 155.1.108.10 0 100 0 54 i
 *>i 112.0.0.0 155.1.108.10 0 100 0 54 50 60 i
 *>i 113.0.0.0 155.1.108.10 0 100 0 54 50 60 i
 *>i 114.0.0.0 155.1.108.10 0 100 0 54 i
 *>i 115.0.0.0 155.1.108.10 0 100 0 54 i
 *>i 116.0.0.0 155.1.108.10 0 100 0 54 i
 *>i 117.0.0.0 155.1.108.10 0 100 0 54 i
 *>i 118.0.0.0 155.1.108.10 0 100 0 54 i
 *>i 119.0.0.0 155.1.108.10 0 100 0 54 i
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*>i 155.1.0.0 155.1.58.8 0 100 0 i
 *> 155.1.13.0/24 0.0.0.0 0 32768 i
 Total number of prefixes 12
 Check the state of the advertise map associated with R7. Notice that the status is “Withdraw,” meaning that prefixes matching the advertise-map are not advertised to R7:
 R3#show ip bgp neighbors 155.1.37.7
 BGP neighbor is 155.1.37.7, remote AS 300, external link
 <snip> Condition-map NON_EXIST_MAP, Advertise-map ADVERTISE_MAP, status: Withdraw
 <snip>
 Disable the link connecting R1 and R3, and check the prefixes advertised to R7. Notice that AS254 prefixes are now advertised:
 R1:
 interface GigabitEthernet 1.13
 shutdown
 R3:
 interface GigabitEthernet 1.13
 shutdown
 Note that in this scenario, we need to disable both sides of the link. The devices being used are not connected via a true point-to-point link, so if only one side is shutdown, the other side will stay up and will keep advertising the link into IGP. R3 will eventually learn about its own connected route via IGP and will pull it into the BGP table by virtue of the network command for 155.1.13.0/24. This will make the 155.1.13.0/24 network appear in the BGP table and the non-exist map will never trigger. Shutting down the link on both sides would not be necessary if the routers were connected via a true point-to-point link.
 Ensure that 155.1.13.0/24 is not in the BGP table of R3 and that R7 is now receiving AS254 prefixes via R3:
 R3#show ip bgp 155.1.13.0/24
 % Network not in table
 ! R3#show ip bgp neighbors 155.1.37.7 advertised-routes
 BGP table version is 65, local router ID is 150.1.3.3
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Status codes: s suppressed, d damped, h history, * valid, > best, i - internal,
 r RIB-failure, S Stale, m multipath, b backup-path, f RT-Filter,
 x best-external, a additional-path, c RIB-compressed,
 Origin codes: i - IGP, e - EGP, ? - incomplete
 RPKI validation codes: V valid, I invalid, N Not found
 Network Next Hop Metric LocPrf Weight Path
 *>i 28.119.16.0/24 155.1.108.10 0 100 0 54 i
 *>i 28.119.17.0/24 155.1.108.10 0 100 0 54 i
 *>i 51.51.51.51/32 192.10.1.254 0 100 0 254 ?
 *>i 112.0.0.0 155.1.108.10 0 100 0 54 50 60 i
 *>i 113.0.0.0 155.1.108.10 0 100 0 54 50 60 i
 *>i 114.0.0.0 155.1.108.10 0 100 0 54 i
 *>i 115.0.0.0 155.1.108.10 0 100 0 54 i
 *>i 116.0.0.0 155.1.108.10 0 100 0 54 i
 *>i 117.0.0.0 155.1.108.10 0 100 0 54 i
 *>i 118.0.0.0 155.1.108.10 0 100 0 54 i
 *>i 119.0.0.0 155.1.108.10 0 100 0 54 i
 *>i 155.1.0.0 155.1.58.8 0 100 0 i
 r>i 192.10.1.0 192.10.1.254 0 100 0 254 ?
 *>i 205.90.31.0 192.10.1.254 0 100 0 254 ?
 *>i 220.20.3.0 192.10.1.254 0 100 0 254 ?
 *>i 222.22.2.0 192.10.1.254 0 100 0 254 ?
 Total number of prefixes 16
 ! R7#show ip bgp regexp _254$
 BGP table version is 73, local router ID is 150.1.7.7
 Status codes: s suppressed, d damped, h history, * valid, > best, i - internal,
 r RIB-failure, S Stale, m multipath, b backup-path, f RT-Filter,
 x best-external, a additional-path, c RIB-compressed,
 Origin codes: i - IGP, e - EGP, ? - incomplete
 RPKI validation codes: V valid, I invalid, N Not found
 Network Next Hop Metric LocPrf Weight Path
 *> 51.51.51.51/32 155.1.37.3 0 200 254 ?
 * 155.1.67.6 0 100 200 254 ?
 *> 192.10.1.0 155.1.37.3 0 200 254 ?
 * 155.1.67.6 0 100 200 254 ?
 *> 205.90.31.0 155.1.37.3 0 200 254 ?
 * 155.1.67.6 0 100 200 254 ?
 *> 220.20.3.0 155.1.37.3 0 200 254 ?
 * 155.1.67.6 0 100 200 254 ?
 *> 222.22.2.0 155.1.37.3 0 200 254 ?
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* 155.1.67.6 0 100 200 254 ?
 Check the advertise-map associated with R7, and confirm that the status is now “Advertise”:
 R3#show ip bgp neighbors 155.1.37.7
 BGP neighbor is 155.1.37.7, remote AS 300, external link
 <snip> Condition-map NON_EXIST_MAP, Advertise-map ADVERTISE_MAP, status: Advertise
 <snip>
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CCIE Routing & Switching v5 Workbook - CCIE R&S v5 Advanced Technology Labs - BGP
 BGP Conditional Route Injection
 A Note On Section Initial Configuration Files : You must load the initial configuration files for the section, named Basic BGP Routing , which can be found in CCIE R&S v5 Topology Diagrams & Initial Configurations. Reference the Advanced Technology Labs BGP Diagram in order to complete this task.
 Task
 Ensure that BGP Conditional Route Advertisement configuration from the previous task is removed and Ethernet link between R1 and R3 is up .Configure R2 with four new Loopback interfaces with the IPv4 addresses
 10.0.0.1/24, 10.0.1.1/24, 10.0.2.1/24, and 10.0.3.1/24, and advertise it into BGP.
 Configure R2 to originate an aggregate route for these networks that does not overlap any IPv4 address space.Ensure that no other devices in the BGP network see the individual subnet routes of this aggregate.
 Configure BGP Conditional Route Injection on R7 and R8 as follows: Traffic from AS 54 going to the subnet 10.0.1.0/24 enters via R7.Traffic to the subnet 10.0.2.0/24 enters via R8.
 Do not allow the more specific routes to be advertised to R5 and R3 from R8 or to R3 and R6 from R7.
 Configuration
 Conditional Route Injection (CRI) is special feature that allows a BGP speaker to “de-aggregate” a particular prefix. As you know, aggregation is critical to large-scale routing for reducing routing table size and increasing stability. CRI operation is the opposite of aggregation, and its purpose is to create specific prefixes at the administrator’s discretion. This may be useful for optimizing routing by advertising
 http://labs.ine.com/workbook/view/rs-v5-workbook/task/ccie-r-s-v5-topology-diagrams-initial-configurations-MTk3Ng==
 http://labs.ine.com/workbook/view/rs-v5-workbook/task/ccie-r-s-v5-topology-diagrams-initial-configurations-MTk3Ng==
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some specific subnets of the aggregate across a certain path. CRI is similar to the BGP unsuppress-map feature, but it will work on any router, not just the one originating the aggregate prefix. However, because of the lack of information about the prefixes that were summarized, you must explicitly set the prefixes to be injected into the BGP table.
 To configure CRI, you need two route-maps. The first route-map specifies the prefixes to be injected into the BGP table by means of the set ip address prefix-
 list <MAP1> command. The le and ge keywords in the prefix-list entries are ignored. In addition to setting the prefixes, you may also set other BGP attributes, such as Weight, Local Preference, Origin, Metric, Community list, and so on. The AS_PATH attribute is reset to an empty list, to reflect the fact that prefixes were originated in the local AS. By default, the new prefixes don’t have a Local Preference value assigned and the Weight attribute is reset to zero (unlike 32768 for locally originated prefixes). This could be changed by setting these values manually. The second route-map defines the conditions that must be met for the new prefixes to be injected. This route-map must have two match statements. The first statement is match ip address prefix-list <MAP2> , and it matches the prefix list defining the aggregated prefix. The second statement is match ip route-source prefix-list <NAME> . This prefix-list should match the IP address of the BGP peer that advertised the aggregate to the local router. Remember that this is NOT the NEXT_HOP attribute of the aggregate prefix. It is the IP address used to establish the BGP session with a peer that sent the update to the local system. The two route-maps are then used as follows:
 route bgp <AS#>
 bgp inject-map <MAP1> exist-map <MAP2>
 The result is that prefixes matching MAP1 are injected in the local BGP table if the conditions specified by MAP2 have been met.
 R2:
 interface Loopback100
 ip address 10.0.0.1 255.255.255.0
 !
 interface Loopback101
 ip address 10.0.1.1 255.255.255.0
 !
 interface Loopback102
 ip address 10.0.2.1 255.255.255.0
 !
 interface Loopback103
 ip address 10.0.3.1 255.255.255.0
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!
 router bgp 200
 network 10.0.0.0 mask 255.255.255.0
 network 10.0.1.0 mask 255.255.255.0
 network 10.0.2.0 mask 255.255.255.0
 network 10.0.3.0 mask 255.255.255.0
 aggregate-address 10.0.0.0 255.255.252.0 summary-only
 R7:
 ip prefix-list INJECT_PREFIX permit 10.0.1.0/24
 ip prefix-list AGGREGATE permit 10.0.0.0/22
 ip prefix-list ROUTE_SOURCE permit 155.1.37.3/32
 !
 route-map INJECT_MAP permit 10
 set ip address prefix-list INJECT_PREFIX
 set origin igp
 !
 route-map EXIST_MAP permit 10
 match ip address prefix-list AGGREGATE
 match ip route-source ROUTE_SOURCE
 !
 route-map DENY_INJECT_PREFIX deny 10
 match ip address prefix-list INJECT_PREFIX
 !
 route-map DENY_INJECT_PREFIX permit 100
 !
 router bgp 300
 bgp inject-map INJECT_MAP exist-map EXIST_MAP
 neighbor 155.1.67.6 route-map DENY_INJECT_PREFIX out
 neighbor 155.1.37.3 route-map DENY_INJECT_PREFIX out
 R8:
 ip prefix-list INJECT_PREFIX permit 10.0.2.0/24
 ip prefix-list AGGREGATE permit 10.0.0.0/22
 ip prefix-list ROUTE_SOURCE permit 155.1.23.3/32
 !
 route-map INJECT_MAP permit 10
 set ip address prefix-list INJECT_PREFIX
 set origin igp
 !
 route-map EXIST_MAP permit 10
 match ip address prefix-list AGGREGATE
 match ip route-source ROUTE_SOURCE
 !
 route-map DENY_INJECT_PREFIX deny 10
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match ip address prefix-list INJECT_PREFIX
 !
 route-map DENY_INJECT_PREFIX permit 100
 !
 router bgp 200
 bgp inject-map INJECT_MAP exist-map EXIST_MAP
 neighbor 155.1.58.5 route-map DENY_INJECT_PREFIX out
 neighbor 155.1.23.3 route-map DENY_INJECT_PREFIX out
 Verification
 Check R7 and R8’s BGP routing table. Confirm that the aggregate prefix is there. Then check the paths injected into the BGP table. Notice that the NEXT_HOP attribute for these prefixes is taken from the aggregate prefix:
 R7#show ip bgp 10.0.0.0 255.255.252.0
 BGP routing table entry for 10.0.0.0/22, version 80
 Paths: (2 available, best #2, table default)
 Advertised to update-groups:
 1 2
 Refresh Epoch 7
 100 200, (aggregated by 200 150.1.2.2)
 155.1.67.6 from 155.1.67.6 (150.1.6.6) Origin IGP, localpref 100, valid, external,
 atomic-aggregate
 rx pathid: 0, tx pathid: 0
 Refresh Epoch 3
 200, (aggregated by 200 150.1.2.2) 155.1.37.3 from 155.1.37.3
 (150.1.3.3) Origin IGP, localpref 100, valid, external, atomic-aggregate , best
 rx pathid: 0, tx pathid: 0x0
 ! R8#shoe ip bgp 10.0.0.0 255.255.252.0
 BGP routing table entry for 10.0.0.0/22, version 171
 Paths: (2 available, best #1, table default)
 Advertised to update-groups:
 2
 Refresh Epoch 5
 Local, (aggregated by 200 150.1.2.2) 155.1.23.2 (metric 3840) from 155.1.23.3
 (150.1.3.3) Origin IGP, metric 0, localpref 100, valid, internal, atomic-aggregate , best
 Originator: 150.1.2.2, Cluster list: 150.1.3.3
 rx pathid: 0, tx pathid: 0x0
 Refresh Epoch 9
 Local, (aggregated by 200 150.1.2.2)
 155.1.0.2 (metric 25856256) from 155.1.58.5 (150.1.5.5)
 Origin IGP, metric 0, localpref 100, valid, internal, atomic-aggregate

Page 996
                        

Originator: 150.1.2.2, Cluster list: 150.1.5.5
 rx pathid: 0, tx pathid: 0
 ! R7#show ip bgp injected-paths
 BGP table version is 86, local router ID is 150.1.7.7
 Status codes: s suppressed, d damped, h history, * valid, > best, i - internal,
 r RIB-failure, S Stale, m multipath, b backup-path, f RT-Filter,
 x best-external, a additional-path, c RIB-compressed,
 Origin codes: i - IGP, e - EGP, ? - incomplete
 RPKI validation codes: V valid, I invalid, N Not found
 Network Next Hop Metric LocPrf Weight Path
 * 10.0.1.0/24 155.1.37.3 0 i
 *> 155.1.67.6 0 i
 ! R8#show ip bgp injected-paths
 BGP table version is 177, local router ID is 150.1.8.8
 Status codes: s suppressed, d damped, h history, * valid, > best, i - internal,
 r RIB-failure, S Stale, m multipath, b backup-path, f RT-Filter,
 x best-external, a additional-path, c RIB-compressed,
 Origin codes: i - IGP, e - EGP, ? - incomplete
 RPKI validation codes: V valid, I invalid, N Not found
 Network Next Hop Metric LocPrf Weight Path * i 10.0.2.0/24
 155.1.0.2 0 i *>i 155.1.23.2
 0 i
 Check the advertised prefixes. For AS 54 to select the paths to 10.0.1.0/24 and 10.0.2.0/24 via R7 and R8, respectively:
 R7#show ip bgp neighbors 155.1.79.9 advertised-routes | include 10.0.
 *> 10.0.0.0/22 155.1.37.3 0 200 i
 *> 10.0.1.0/24 155.1.67.6 0 i
 ! R8#show ip bgp neighbors 155.1.108.10 advertised-routes | include 10.0.
 *>i 10.0.0.0/22 155.1.23.2 0 100 0 i
 *>i 10.0.2.0/24 155.1.23.2 0 i
 Make sure the prefixes are not advertised to R3, R5, or R6:
 R8#show ip bgp neighbors 155.1.58.5 advertised-routes
 BGP table version is 177, local router ID is 150.1.8.8
 Status codes: s suppressed, d damped, h history, * valid, > best, i - internal,
 r RIB-failure, S Stale, m multipath, b backup-path, f RT-Filter,
 x best-external, a additional-path, c RIB-compressed,
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Origin codes: i - IGP, e - EGP, ? - incomplete
 RPKI validation codes: V valid, I invalid, N Not found
 Network Next Hop Metric LocPrf Weight Path
 *> 28.119.16.0/24 155.1.108.10 0 0 54 i
 *> 28.119.17.0/24 155.1.108.10 0 0 54 i
 *> 112.0.0.0 155.1.108.10 0 54 50 60 i
 *> 113.0.0.0 155.1.108.10 0 54 50 60 i
 *> 114.0.0.0 155.1.108.10 0 54 i
 *> 115.0.0.0 155.1.108.10 0 54 i
 *> 116.0.0.0 155.1.108.10 0 54 i
 *> 117.0.0.0 155.1.108.10 0 54 i
 *> 118.0.0.0 155.1.108.10 0 54 i
 *> 119.0.0.0 155.1.108.10 0 54 i
 *> 155.1.0.0 0.0.0.0 32768 i
 Total number of prefixes 11
 ! R8#show ip bgp neighbors 155.1.23.3 advertised-routes
 BGP table version is 177, local router ID is 150.1.8.8
 Status codes: s suppressed, d damped, h history, * valid, > best, i - internal,
 r RIB-failure, S Stale, m multipath, b backup-path, f RT-Filter,
 x best-external, a additional-path, c RIB-compressed,
 Origin codes: i - IGP, e - EGP, ? - incomplete
 RPKI validation codes: V valid, I invalid, N Not found
 Network Next Hop Metric LocPrf Weight Path
 *> 28.119.16.0/24 155.1.108.10 0 0 54 i
 *> 28.119.17.0/24 155.1.108.10 0 0 54 i
 *> 112.0.0.0 155.1.108.10 0 54 50 60 i
 *> 113.0.0.0 155.1.108.10 0 54 50 60 i
 *> 114.0.0.0 155.1.108.10 0 54 i
 *> 115.0.0.0 155.1.108.10 0 54 i
 *> 116.0.0.0 155.1.108.10 0 54 i
 *> 117.0.0.0 155.1.108.10 0 54 i
 *> 118.0.0.0 155.1.108.10 0 54 i
 *> 119.0.0.0 155.1.108.10 0 54 i
 *> 155.1.0.0 0.0.0.0 32768 i
 Total number of prefixes 11
 ! R7#sh ip bgp neighbors 155.1.67.6 advertised-routes
 BGP table version is 86, local router ID is 150.1.7.7
 Status codes: s suppressed, d damped, h history, * valid, > best, i - internal,
 r RIB-failure, S Stale, m multipath, b backup-path, f RT-Filter,
 x best-external, a additional-path, c RIB-compressed,
 Origin codes: i - IGP, e - EGP, ? - incomplete
 RPKI validation codes: V valid, I invalid, N Not found
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Network Next Hop Metric LocPrf Weight Path
 *> 10.0.0.0/22 155.1.37.3 0 200 i
 *> 28.119.16.0/24 155.1.79.9 0 54 i
 *> 28.119.17.0/24 155.1.79.9 0 54 i
 *> 51.51.51.51/32 155.1.37.3 0 200 254 ?
 *> 112.0.0.0 155.1.79.9 0 0 54 50 60 i
 *> 113.0.0.0 155.1.79.9 0 0 54 50 60 i
 *> 114.0.0.0 155.1.79.9 0 0 54 i
 *> 115.0.0.0 155.1.79.9 0 0 54 i
 *> 116.0.0.0 155.1.79.9 0 0 54 i
 *> 117.0.0.0 155.1.79.9 0 0 54 i
 *> 118.0.0.0 155.1.79.9 0 0 54 i
 *> 119.0.0.0 155.1.79.9 0 0 54 i
 *> 155.1.0.0 0.0.0.0 32768 i
 *> 192.10.1.0 155.1.37.3 0 200 254 ?
 *> 205.90.31.0 155.1.37.3 0 200 254 ?
 *> 220.20.3.0 155.1.37.3 0 200 254 ?
 *> 222.22.2.0 155.1.37.3 0 200 254 ?
 Total number of prefixes 17
 ! R7#show ip bgp neighbors 155.1.37.3 advertised-routes
 BGP table version is 86, local router ID is 150.1.7.7
 Status codes: s suppressed, d damped, h history, * valid, > best, i - internal,
 r RIB-failure, S Stale, m multipath, b backup-path, f RT-Filter,
 x best-external, a additional-path, c RIB-compressed,
 Origin codes: i - IGP, e - EGP, ? - incomplete
 RPKI validation codes: V valid, I invalid, N Not found
 Network Next Hop Metric LocPrf Weight Path
 *> 10.0.0.0/22 155.1.37.3 0 200 i
 *> 28.119.16.0/24 155.1.79.9 0 54 i
 *> 28.119.17.0/24 155.1.79.9 0 54 i
 *> 51.51.51.51/32 155.1.37.3 0 200 254 ?
 *> 112.0.0.0 155.1.79.9 0 0 54 50 60 i
 *> 113.0.0.0 155.1.79.9 0 0 54 50 60 i
 *> 114.0.0.0 155.1.79.9 0 0 54 i
 *> 115.0.0.0 155.1.79.9 0 0 54 i
 *> 116.0.0.0 155.1.79.9 0 0 54 i
 *> 117.0.0.0 155.1.79.9 0 0 54 i
 *> 118.0.0.0 155.1.79.9 0 0 54 i
 *> 119.0.0.0 155.1.79.9 0 0 54 i
 *> 155.1.0.0 0.0.0.0 32768 i
 *> 192.10.1.0 155.1.37.3 0 200 254 ?
 *> 205.90.31.0 155.1.37.3 0 200 254 ?
 *> 220.20.3.0 155.1.37.3 0 200 254 ?
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*> 222.22.2.0 155.1.37.3 0 200 254 ?
 Total number of prefixes 17
 ! R7#debug ip bgp updates 155.1.79.9 out
 R7#clear ip bgp 155.1.79.9 soft out
 BGP(0): updating injected prefix 10.0.1.0/24, from source prefix 10.0.0.0/22
 BGP(0): updating injected prefix 10.0.1.0/24, from source prefix 10.0.0.0/22
 BGP(0): retaining injected prefix 10.0.1.0/24, from source prefix 10.0.0.0/22
 BGP(0): retaining injected prefix 10.0.1.0/24, from source prefix 10.0.0.0/22
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CCIE Routing & Switching v5 Workbook - CCIE R&S v5 Advanced Technology Labs - BGP
 BGP Filtering with Prefix-Lists
 A Note On Section Initial Configuration Files : You must load the initial configuration files for the section, named Basic BGP Routing , which can be found in CCIE R&S v5 Topology Diagrams & Initial Configurations. Reference the Advanced Technology Labs BGP Diagram in order to complete this task.
 Task
 Configure a prefix-list on R2 so that it does not accept the prefix 222.22.2.0/24 from R10:
 This prefix-list should be applied directly to the neighbor.Configure a prefix-list on R7 so that it does not accept any prefixes with a subnet mask greater than /22 from R9:
 This prefix-list should be applied through a route-map to the neighbor.
 Configuration
 Prefix lists are the most preferable way to filter subnets in BGP based on their IP addressing information. Prefix list is an ordered sequence of entries in which each entry specifies either a single IP prefix or a range of prefixes. Prefix lists are stored in efficient data structures, allowing for very fast lookup and information retrieval. They have certain performance benefits over the standard and extended IOS access-lists when used for prefix filtering. Here is the syntax for a typical prefix-list entry:
 ip prefix-list <NAME>seq <Num> { permit | deny } <Subnet> / <Prefix > [ ge <Length1>] [ le
 <Length2>]
 Entries in a prefix list are processed sequentially, until the first match. As soon as
 http://labs.ine.com/workbook/view/rs-v5-workbook/task/ccie-r-s-v5-topology-diagrams-initial-configurations-MTk3Ng==
 http://labs.ine.com/workbook/view/rs-v5-workbook/task/ccie-r-s-v5-topology-diagrams-initial-configurations-MTk3Ng==
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the match is found, the processing is stopped and the associated action is performed. The <Subnet>/<Prefix> pair specifies the major subnet that all prefixes matching this entry should belong to. For example, this could be 192.168.0.0/16 or 172.16.8.0/24, any valid classless prefix. The modifiers ge and le are optional and used to specify a prefix range. Specifically, a prefix matches the entry if:
 1. The prefix is a subnet of <Subnet>/<Prefix> . That is, the prefix subnet is a subset of and prefix-length is greater than or equal to <Prefix> .
 2. The prefix length is less than or equal to <Length2> . That is, if the le
 modifier is used, the prefix length must be within the [<Prefix>, <Length2>]
 range. For example, with 192.168.0.0/16 le 24 , an example of valid prefix is 192.168.2.0/24 or 192.168.0.0/22, because both prefixes are subnets to 192.168.0.0/16 and have prefix-length less than or equal to 24. However, 192.168.2.128/25 will not match the above prefix-list entry.
 3. The prefix length is greater than or equal to <Length1> but less than 32 if the ge modifier is used. That is, the prefix-length should be within the
 [<Length1>,32] range. It is obvious that <Length1> should be greater than or equal to <Prefix> . Take, for example, the prefix-list entry 172.16.3.0/24
 ge 25 . It would match 172.16.3.128/25, 172.16.3.0/30, and 172.16.3.1/32, but not 172.16.3.0/24.
 If both le and ge modifiers are in use, the resulting prefix-length range is between <Length1> and <Length2> inclusive. For example, 172.16.0.0/16 ge 24 le 30 would
 match 172.16.0.0/24, 172.16.3.0/24, 172.16.3.252/30, and so on.
 Two common questions with prefix-lists are how to match the default route and how to match all prefixes. The entries are permit 0.0.0.0/0 and permit 0.0.0.0/0 le 32 , respectively. The first entry matches the prefix with the prefix-length of zero and the network part of 0.0.0.0. The second entry matches any subnet of 0.0.0.0/0, which encompasses the whole IPv4 address space. Prefix lists could be applied directly to a BGP peer using the command neighbor <IP> prefix-list <NAME [in|out] or a route-map matching the prefix-list. The latter is preferable because it allows for more flexible policy editing.
 R2:
 ip prefix-list BLOCK_222 deny 222.22.2.0/24
 ip prefix-list BLOCK_222 permit 0.0.0.0/0 le 32
 !
 router bgp 200
 neighbor 192.10.1.254 prefix-list BLOCK_222 in
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R7:
 ip prefix-list SHORTER_THAN_22 permit 0.0.0.0/0 le 22
 !
 route-map FROM_R9 permit 100
 match ip address prefix-list SHORTER_THAN_22
 !
 router bgp 300
 neighbor 155.1.79.9 route-map FROM_R9 in
 Verification
 Compare the BGP table of R2 before and after you apply the prefix list:
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R2#show ip bgp regexp 254$
 BGP table version is 103, local router ID is 150.1.2.2
 Status codes: s suppressed, d damped, h history, * valid, > best, i - internal,
 r RIB-failure, S Stale, m multipath, b backup-path, f RT-Filter,
 x best-external, a additional-path, c RIB-compressed,
 Origin codes: i - IGP, e - EGP, ? - incomplete
 RPKI validation codes: V valid, I invalid, N Not found
 Network Next Hop Metric LocPrf Weight Path
 *> 51.51.51.51/32 192.10.1.254 0 0 254 ?
 r> 192.10.1.0 192.10.1.254 0 0 254 ?
 *> 205.90.31.0 192.10.1.254 0 0 254 ?
 *> 220.20.3.0 192.10.1.254 0 0 254 ?
 *> 222.22.2.0 192.10.1.254 0 0 254 ?
 ! R2#show ip bgp regexp 254$
 BGP table version is 104, local router ID is 150.1.2.2
 Status codes: s suppressed, d damped, h history, * valid, > best, i - internal,
 r RIB-failure, S Stale, m multipath, b backup-path, f RT-Filter,
 x best-external, a additional-path, c RIB-compressed,
 Origin codes: i - IGP, e - EGP, ? - incomplete
 RPKI validation codes: V valid, I invalid, N Not found
 Network Next Hop Metric LocPrf Weight Path
 *> 51.51.51.51/32 192.10.1.254 0 0 254 ?
 r> 192.10.1.0 192.10.1.254 0 0 254 ?
 *> 205.90.31.0 192.10.1.254 0 0 254 ?
 *> 220.20.3.0 192.10.1.254 0 0 254 ?
 Compare the BGP tables of R7 and R8. Notice that /24 prefixes are only learned by R8, and R7 filters them out:
 R8#show ip bgp regexp _54$
 BGP table version is 179, local router ID is 150.1.8.8
 Status codes: s suppressed, d damped, h history, * valid, > best, i - internal,
 r RIB-failure, S Stale, m multipath, b backup-path, f RT-Filter,
 x best-external, a additional-path, c RIB-compressed,
 Origin codes: i - IGP, e - EGP, ? - incomplete
 RPKI validation codes: V valid, I invalid, N Not found
 Network Next Hop Metric LocPrf Weight Path
 *> 28.119.16.0/24 155.1.108.10 0 0 54 i

Page 1004
                        

*> 28.119.17.0/24 155.1.108.10 0 0 54 i
 *> 114.0.0.0 155.1.108.10 0 54 i
 *> 115.0.0.0 155.1.108.10 0 54 i
 *> 116.0.0.0 155.1.108.10 0 54 i
 *> 117.0.0.0 155.1.108.10 0 54 i
 *> 118.0.0.0 155.1.108.10 0 54 i
 *> 119.0.0.0 155.1.108.10 0 54 i
 *> 118.0.0.0 54.1.1.254 0 0 54 i
 * i 204.12.1.254 0 100 0 54 i
 *> 119.0.0.0 54.1.1.254 0 0 54 i
 * i 204.12.1.254 0 100 0 54 i
 Notice that R8 is learning them directly from R10. R7 still learns the /24s, but they are not accepted from R9 because of the filter. The /24s in R7's BGP table are received from R3 and R6, not directly from R9. However, other shorter prefixes that were not filtered, such as 114.0.0.0, are received from R9:
 R7#show ip bgp regexp _54$
 BGP table version is 91, local router ID is 150.1.7.7
 Status codes: s suppressed, d damped, h history, * valid, > best, i - internal,
 r RIB-failure, S Stale, m multipath, b backup-path, f RT-Filter,
 x best-external, a additional-path, c RIB-compressed,
 Origin codes: i - IGP, e - EGP, ? - incomplete
 RPKI validation codes: V valid, I invalid, N Not found
 Network Next Hop Metric LocPrf Weight Path * 28.119.16.0/24 155.1.67.6
 0 100 200 54 i *> 155.1.37.3
 0 200 54 i * 28.119.17.0/24 155.1.67.6
 0 100 200 54 i *> 155.1.37.3
 0 200 54 i
 * 114.0.0.0 155.1.37.3 0 200 54 i
 *> 155.1.79.9 0 0 54 i
 * 115.0.0.0 155.1.37.3 0 200 54 i
 *> 155.1.79.9 0 0 54 i
 * 116.0.0.0 155.1.37.3 0 200 54 i
 *> 155.1.79.9 0 0 54 i
 * 117.0.0.0 155.1.37.3 0 200 54 i
 *> 155.1.79.9 0 0 54 i
 * 118.0.0.0 155.1.37.3 0 200 54 i
 *> 155.1.79.9 0 0 54 i
 * 119.0.0.0 155.1.37.3 0 200 54 i
 *> 155.1.79.9 0 0 54 i
 ! R7#debug ip bgp updates 155.1.79.9 in
 R7#clear ip bgp 155.1.79.9 soft in
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!
 BGP: nbr_topo global 155.1.79.9 IPv4 Unicast:base (0x7F64EA6239A0:1) rcvd Refresh Start-of-RIB
 BGP: nbr_topo global 155.1.79.9 IPv4 Unicast:base (0x7F64EA6239A0:1) refresh_epoch is 9
 BGP(0): 155.1.79.9 rcvd UPDATE w/ attr: nexthop 155.1.79.9, origin i, metric 0, merged path 54, AS_PATH , community 54
 BGP(0): 155.1.79.9 rcvd 114.0.0.0/8...duplicate ignored
 BGP(0): 155.1.79.9 rcvd 115.0.0.0/8...duplicate ignored
 BGP(0): 155.1.79.9 rcvd UPDATE w/ attr: nexthop 155.1.79.9, origin i, merged path 54, AS_P
 R7#ATH BGP(0): 155.1.79.9 rcvd 28.119.16.0/24 -- DENIED due to: route-map;
 BGP(0): 155.1.79.9 rcvd 28.119.17.0/24 -- DENIED due to: route-map;
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CCIE Routing & Switching v5 Workbook - CCIE R&S v5 Advanced Technology Labs - BGP
 BGP Filtering with Standard Access-Lists
 A Note On Section Initial Configuration Files : You must load the initial configuration files for the section, named Basic BGP Routing , which can be found in CCIE R&S v5 Topology Diagrams & Initial Configurations. Reference the Advanced Technology Labs BGP Diagram in order to complete this task.
 Task
 Ensure that the prefix filtering configuration from the previous task is removed.Configure a standard access-list on R2 so that it does not accept any prefix with the address 222.22.2.0 from R10:
 This access-list should be applied directly to the neighbor.Configure a standard access-list on R7 so that it does not accept any prefixes with an even number in the first octet from R9:
 This access-list should be applied through a route-map to the neighbor.
 Configuration
 Using a standard access-list for BGP filtering is not as performance-effective as using prefix lists. In addition, a standard access-list does not allow you to specify the prefix-length, only the subnet numbers. However, this approach offers some unique features not available with prefix-lists, such as selecting a range of subnet numbers.
 Remember that a standard access-list selects a subnet based on the pre-defined number and a wildcard mask. The wildcard mask is a 32-bit value that specifies the bits in the subnet numbers to be ignored. If a bit in the wildcard mask is 0, the respective subnet bit value is “fixed.” If a bit in the wildcard mask is 1, the respective subnet bit value could be either 0 or 1. For example, take the combination 192.168.0.0 0.0.255.255. The leading 16 bits of the subnet number are fixed at their value of 192.168. However, the remaining 16 bits could take any value, because the
 http://labs.ine.com/workbook/view/rs-v5-workbook/task/ccie-r-s-v5-topology-diagrams-initial-configurations-MTk3Ng==
 http://labs.ine.com/workbook/view/rs-v5-workbook/task/ccie-r-s-v5-topology-diagrams-initial-configurations-MTk3Ng==
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wildcard mask bits are all ones. Thus, the construct would match 192.168.0.1, 192.168.2.0, 192.168.32.128, and so on.
 Because the wildcard mask does not represent the prefix subnet mask, you may make it discontinuous. This allows for some “oddball” filtering, such as permitting odd/even prefixes. Because of the binary nature of the wildcard mask, the number of prefixes selected is always a power of 2: 2^0, 2^1, 2^2, and so on. For example, the combination 23.0.1.0 14.0.0.255 would match 8x256 subnets (3 bits set to 1 in the first octet and 8 bits set to 1 in the last octet), such as 23.0.1.64, 21.0.1.128, 17.0.1.32, and so on. The key is to transform the subnet number into binary format and apply the wildcard mask by walking over all possible combinations.
 In this scenario, we create an access-list that matches all prefixes with the odd first octet. This means that the first octet must always have the lowest-significant bit set to one. This results in the corresponding wildcard bit set to 0 all the time. All other bits don’t matter, so we can set the remaining wildcard bits to ones. The resulting combination is 1.0.0.0 254.255.255.255.
 To associate the access-list with a BGP peer, use the command neighbor <IP>
 distribute-list [in|out] . Note that you cannot use prefix-list-based and access-list-based filtering at the same time; that is, you cannot apply the** distribute-
 list/prefix-list ** commands at the same time for the same peer. However, you may freely mix those commands in a route-map.
 R2:
 ip access-list standard BLOCK_222
 deny 222.22.2.0
 permit any
 !
 router bgp 200
 neighbor 192.10.1.254 distribute-list BLOCK_222 in
 R7:
 ip access-list standard ODD_FIRST_OCTET
 permit 1.0.0.0 254.255.255.255
 !
 route-map FROM_R9 permit 100
 match ip address ODD_FIRST_OCTET
 !
 router bgp 300
 neighbor 155.1.79.9 route-map FROM_R9 in
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Verification
 Check R7’s BGP table. Notice that prefixes received from R9 all have odd first octet values:
 R7#show ip bgp regexp _54$
 BGP table version is 95, local router ID is 150.1.7.7
 Status codes: s suppressed, d damped, h history, * valid, > best, i - internal,
 r RIB-failure, S Stale, m multipath, b backup-path, f RT-Filter,
 x best-external, a additional-path, c RIB-compressed,
 Origin codes: i - IGP, e - EGP, ? - incomplete
 RPKI validation codes: V valid, I invalid, N Not found
 Network Next Hop Metric LocPrf Weight Path
 * 28.119.16.0/24 155.1.67.6 0 100 200 54 i
 *> 155.1.37.3 0 200 54 i
 * 28.119.17.0/24 155.1.67.6 0 100 200 54 i
 *> 155.1.37.3 0 200 54 i
 * 114.0.0.0 155.1.67.6 0 100 200 54 i
 *> 155.1.37.3 0 200 54 i
 * 115.0.0.0 155.1.37.3 0 200 54 i
 *> 155.1.79.9 0 0 54 i
 * 116.0.0.0 155.1.67.6 0 100 200 54 i
 *> 155.1.37.3 0 200 54 i
 * 117.0.0.0 155.1.37.3 0 200 54 i
 *> 155.1.79.9 0 0 54 i
 * 118.0.0.0 155.1.67.6 0 100 200 54 i
 *> 155.1.37.3 0 200 54 i
 Network Next Hop Metric LocPrf Weight Path
 * 119.0.0.0 155.1.37.3 0 200 54 i
 *> 155.1.79.9 0 0 54 i
 Notice all of the routes with an even first octet getting denied in the following debug:
 R7#debug ip bgp updates 155.1.79.9 in
 R7#clear ip bgp 155.1.79.9 soft in
 !
 BGP: nbr_topo global 155.1.79.9 IPv4 Unicast:base (0x7F64EA6239A0:1) rcvd Refresh Start-of-RIB
 BGP: nbr_topo global 155.1.79.9 IPv4 Unicast:base (0x7F64EA6239A0:1) refresh_epoch is 11
 BGP(0): 155.1.79.9 rcvd UPDATE w/ attr: nexthop 155.1.79.9, origin i, metric 0, merged path 54, AS_PATH , community 54
 BGP(0): 155.1.79.9 rcvd 114.0.0.0/8 -- DENIED due to: route-map;
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BGP(0): 155.1.79.9 rcvd 115.0.0.0/8...duplicate ignored
 BGP(0): 155.1.79.9 rcvd UPDATE w/ attr: nexthop 155.1.79.9, origin i, merged path 54, AS_PATH
 BGP(0): 155.1.79.9 rcvd 28.119.16.0/24 -- DENIED due to: route-map;
 BGP(0): 155.1.79.9 rcvd 28.119.17.0/24 -- DENIED due to: route-map;
 BGP(0): 155.1.79.9 rcvd UPDATE w/ attr: nexthop 155.1.79.9, origin i, metric 0, merged path 54, AS_PATH
 BGP(0): 155.1.79.9 rcvd 116.0.0.0/8 -- DENIED due to: route-map;
 BGP(0): 155.1.79.9 rcvd 117.0.0.0/8...duplicate ignored BGP(0): 155.1.79.9
 rcvd 118.0.0.0/8 -- DENIED due to: route-map;
 BGP(0): 155.1.79.9 rcvd 119.0.0.0/8...duplicate ignored
 BGP(0: 155.1.79.9 rcvd UPDATE w/ attr: nexthop 155.1.79.9, origin i, metric 0, merged path 54 50 60, AS_PATH
 BGP(0): 155.1.79.9 rcvd 112.0.0.0/8 -- DENIED due to: route-map;
 BGP(0): 155.1.79.9 rcvd 113.0.0.0/8...duplicate ignored
 BGP: nbr_topo global 155.1.79.9 IPv4 Unicast:base (0x7F64EA6239A0:1) rcvd Refresh End-of-RIB
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CCIE Routing & Switching v5 Workbook - CCIE R&S v5 Advanced Technology Labs - BGP
 BGP Filtering with Extended Access-Lists
 A Note On Section Initial Configuration Files : You must load the initial configuration files for the section, named Basic BGP Routing , which can be found in CCIE R&S v5 Topology Diagrams & Initial Configurations. Reference the Advanced Technology Labs BGP Diagram in order to complete this task.
 Task
 Ensure that the prefix filtering configuration from the previous task is removed.Configure an extended access-list on R7 as follows:
 It does not accept any prefixes with an even third octet and with a subnet mask greater than or equal to /22 from R9.This list should apply directly to the neighbor.
 Configuration
 Extended access-lists add more functionality to BGP prefixes filtering. In addition to matching the subnet numbers, they also allow for subnet mask matching. A typical extended access-list entry in the format permit {proto} <src-subnet> <src-mask> <dst-
 subnet> <dst-mask> [options] is treated as follows. First, the protocol field and other options are ignored. Next, the <src-subnet> <src-mask> pair is used to build an expression for prefix subnet matching. The pair <dst-subnet> <dst-mask> is used as an expression to match prefixes subnet mask.
 For example, the statement permit ip 192.168.0.0 0.0.0.255 255.255.255.0 0.0.0.255
 would match any prefix with the subnet number in the range 192.168.0.0-192.168.0.255 AND having the prefix length of /24 or greater. It is possible to use more sophisticated constructs based on the wildcard bits logic, but this usually makes the configuration hard to read and interpret. Here are more examples:
 http://labs.ine.com/workbook/view/rs-v5-workbook/task/ccie-r-s-v5-topology-diagrams-initial-configurations-MTk3Ng==
 http://labs.ine.com/workbook/view/rs-v5-workbook/task/ccie-r-s-v5-topology-diagrams-initial-configurations-MTk3Ng==
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permit ip 10.0.0.0 0.0.0.0 255.255.0.0 0.0.0.0 - matches 10.0.0.0/16 - Only
 permit ip 10.0.0.0 0.0.0.0 255.255.255.0 0.0.0.0 - matches 10.0.0.0/24 - Only
 permit ip 10.1.1.0 0.0.0.0 255.255.255.0 0.0.0.0 - matches 10.1.1.0/24 - Only
 permit ip 10.0.0.0 0.0.255.0 255.255.255.0 0.0.0.0 - matches 10.0.X.0/24 - Any number in the third octet of the network with a /24 subnet mask
 permit ip 10.0.0.0 0.255.255.0 255.255.255.0 0.0.0.0 - matches 10.X.X.0/24 - Any number in the second and third octet of the network with a /24 subnet mask
 permit ip 10.0.0.0 0.255.255.255 255.255.255.240 0.0.0.0 - matches 10.X.X.X/28 - Any number in the second, third, and fourth octet of the network with a /28 subnet mask
 permit ip 10.0.0.0 0.255.255.255 255.255.255.0 0.0.0.255 - matches 10.X.X.X/24 to 10.X.X.X/32 - Any number in the second, third, and fourth octet of the network with a /24 to /32 subnet mask
 permit ip 10.0.0.0 0.255.255.255 255.255.255.128 0.0.0.127 - matches 10.X.X.X/25 to 10.X.X.X/32 - Any number in the second, third, and fourth octet of the network with a /25 to /32 subnet mask
 In this scenario, we create a special entry that matches only the prefixes with the even third octet AND a mask length greater than or equal than 22. The second requirement is accomplished by translating the prefix length of 22 into binary and then into the decimal form: 255.255.252.0. Now we construct the wildcard mask that permits the remaining bit to take any value and end up with 255.255.252.0 0.0.3.255.
 R7:
 ip access-list extended EVEN_3RD_MASK_GT_22
 deny ip 0.0.0.0 255.255.254.255 255.255.252.0 0.0.3.255
 permit ip any any
 !
 router bgp 300
 neighbor 155.1.79.9 distribute-list EVEN_3RD_MASK_GT_22 in
 Verification
 Check the BGP table in R7. Notice that the prefix 28.119.16.0/24 is not being received from R9. This is the only prefix matching the access-list (third octet even and prefix-length of 24). 28.119.16.0/24 is still received from R6 and R3, however:
 R7#show ip bgp regexp ^54
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BGP table version is 23, local router ID is 150.1.7.7
 Status codes: s suppressed, d damped, h history, * valid, > best, i - internal,
 r RIB-failure, S Stale, m multipath, b backup-path, f RT-Filter,
 x best-external, a additional-path, c RIB-compressed,
 Origin codes: i - IGP, e - EGP, ? - incomplete
 RPKI validation codes: V valid, I invalid, N Not found
 Network Next Hop Metric LocPrf Weight Path
 * 28.119.16.0/24 155.1.67.6 0 100 200 54 i
 *> 155.1.37.3 0 200 54 i
 *> 28.119.17.0/24 155.1.79.9 0 54 i
 * 155.1.37.3 0 200 54 i
 *> 114.0.0.0 155.1.79.9 0 0 54 i
 * 155.1.37.3 0 200 54 i
 *> 115.0.0.0 155.1.79.9 0 0 54 i
 * 155.1.37.3 0 200 54 i
 *> 116.0.0.0 155.1.79.9 0 0 54 i
 * 155.1.37.3 0 200 54 i
 *> 117.0.0.0 155.1.79.9 0 0 54 i
 * 155.1.37.3 0 200 54 i
 *> 118.0.0.0 155.1.79.9 0 0 54 i
 * 155.1.37.3 0 200 54 i
 *> 119.0.0.0 155.1.79.9 0 0 54 i
 * 155.1.37.3 0 200 54 i
 ! R7#debug ip bgp updates 155.1.79.9 in
 R7#clear ip bgp 155.1.79.9 soft in
 !
 BGP: nbr_topo global 155.1.79.9 IPv4 Unicast:base (0x7F64EE941D70:1) rcvd Refresh Start-of-RIB
 BGP: nbr_topo global 155.1.79.9 IPv4 Unicast:base (0x7F64EE941D70:1) refresh_epoch is 2
 BGP(0): 155.1.79.9 rcvd UPDATE w/ attr: nexthop 155.1.79.9, origin i, metric 0, merged path 54, AS_PATH , community 54
 BGP(0): 155.1.79.9 rcvd 114.0.0.0/8...duplicate ignored
 BGP(0): 155.1.79.9 rcvd 115.0.0.0/8...duplicate ignored
 BGP(0): 155.1.79.9 rcvd UPDATE w/ attr: nexthop 155.1.79.9, origin i, merged path 54, AS_PATH
 BGP(0): 155.1.79.9 rcvd 28.119.16.0/24 -- DENIED due to: distribute/prefix-list;
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CCIE Routing & Switching v5 Workbook - CCIE R&S v5 Advanced Technology Labs - BGP
 BGP Regular Expressions
 You must load the initial configuration files for the section, Basic BGP Routing , which can be found in CCIE R&S v5 Topology Diagrams & Initial Configurations. Reference the Advanced Technology Labs BGP Diagram to complete this task.
 Task
 Create a new Loopback1 on each device R1–R6 with IPv4 addresses in the format Y.Y.Y.Y/24, where Y is your device number, and advertise it into BGP.Configure an AS-Path access-list on R7 so that AS 300 cannot be used as transit for AS 100:
 This access-list should be applied directly to R6.Configure a local-preference modification on R8 and R3 as follows:
 Traffic from AS 200 going to prefixes originated in AS 54 is always sent to R8.Traffic to prefixes that transit AS 54 but were not originated in AS 54 is always sent to R3.
 Configure R3 so that routes learned from AS 254 are not advertised to R1.
 Configuration
 Filtering based on the AS_PATH attribute is done using BGP regular expressions. Regular expressions are matched against the AS_PATH strings. Remember that AS_PATH can be constructed of the following elements: AS_SET (unordered list of AS numbers), AS_SEQUENCE (ordered list of AS numbers), AS_CONFED_SET, and AS_CONFED_SEQUENCE, which are the same elements but consist of the confederation AS numbers. For the purpose of matching, the AS_PATH attribute is viewed as a string starting with the adjacent AS number on the leftmost position, and the originating AS number in the rightmost position. When matching the
 http://labs.ine.com/workbook/view/rs-v5-workbook/task/ccie-r-s-v5-topology-diagrams-initial-configurations-MTk3Ng==
 http://labs.ine.com/workbook/view/rs-v5-workbook/task/ccie-r-s-v5-topology-diagrams-initial-configurations-MTk3Ng==
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AS_SET attribute, enclose the AS numbers in curly brackets and separate them with commas; for example, {100,200,300}. When matching a confederation path, enclose the AS numbers in parentheses, using backslashes to escape the special meaning of the character: “\(100\)”.
 We will discuss the most useful types of regexp patterns suitable for many “real-life” situations. You may read more about BGP regular expressions basics in our blog post Understanding BGP Regular Expressions. First, recall the basic regular expression meta-characters or modifiers:
 1. “.” – any character2. “?” – repeat the previous character one or zero times3. “*” – repeat the previous character zero or any times4. “+” – repeat the previous character one or more times5. “^” – match the beginning of a string6. “$” – match the end of a string7. “[]” – range or elements8. “_” – match the “space” separating AS numbers OR the end of the AS_PATH list
 Other important regexp features include grouping and back-referencing. You can use parentheses to group AS numbers, such as (123 124 1+), and every group is assigned a number starting from left to right. For example, in the string “1 2 (3 4) 5 6 (7 8)”, the first group is assigned the number 1 and the second group number 2. You can later “recall” the grouping by using the commands \1, \2, and so on for the group numbers. For example, the string “(1 2) 3 \1” would match “1 2 3 1 2”. You may use the pipe character “|” in addition to the grouping characters for the concept of alternation. For example, (1 2)|(5 6) would match “1 2” or “5 6”. Now the practical examples:
 “^$” - means an empty AS_PATH attribute, which identifies the prefixes advertised in the local AS.
 “^254_” - means prefixes received from the directly adjacent AS 254. Note that using “_” is important, because there could be another adjacent AS with the number starting with 254.
 “_254_” - prefixes transiting AS 254. The “_” characters are needed to clearly separate the AS number.
 “_254$” - means prefixes originated in the AS 254. This expression matches the rightmost position in the string, meaning that the expression could be of arbitrary length.
 http://blog.internetworkexpert.com/2008/01/06/understanding-bgp-regular-expressions/
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“^([0-9]+)_254” - routes from the AS 254 when it’s just “one-hop” away.
 “^254_([0-9]+)” - prefixes from the clients of the directly connected AS 254.
 “^(254_)+([0-9]+)” - prefixes from the clients of the adjacent AS 254, accounting for the fact that AS 254 may do AS_PATH prepending.
 “^254_([0-9]+_)+” - prefixes from the clients of the adjacent AS 254, accounting for the fact that the clients may do AS_PATH prepending.
 ^\(65100\) - prefixes learned from the confederation peer 65100.
 You configure BGP regular-expression using the IP AS-PATH access-lists: ip as-path access-list <N> {permit|deny} <Regexp> . This access-list might be applied
 as a filter-list to a peer using the syntax: neighbor <IP> filter-list <N> [in|out] . However, the best approach is to match AS_PATH access-lists under a route-map applied to the peer ( match as-path ), because this allows for flexible policy editing. Features are applied in the following order:
 For inbound updates:
 1. route-map2. filter-list3. prefix-list OR distribute-list
 For outbound updates:
 1. prefix-list OR distribute-list2. filter-list3. route-map
 Remember that you may test regular expressions on the BGP table by using the commands show ip bgp regexp and show ip bgp quote-regexp . The latter command allows use of the “|” character to additionally filter the output.
 R1:
 interface Loopback1
 ip address 1.1.1.1 255.255.255.0
 !
 router bgp 100
 network 1.1.1.0 mask 255.255.255.0
 R2:
 interface Loopback1
 ip address 2.2.2.2 255.255.255.0
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!
 router bgp 200
 network 2.2.2.0 mask 255.255.255.0
 R3:
 interface Loopback1
 ip address 3.3.3.3 255.255.255.0
 !
 ip as-path access-list 1 deny _54$
 ip as-path access-list 1 permit _54_
 !
 ip as-path access-list 2 permit _254$
 !
 route-map FROM_R7 permit 10
 match as-path 1
 set local-preference 200
 !
 route-map FROM_R7 permit 100
 !
 route-map TO_R1 deny 10
 match as-path 2
 !
 route-map TO_R1 permit 100
 !
 router bgp 200
 network 3.3.3.0 mask 255.255.255.0
 neighbor 155.1.37.7 route-map FROM_R7 in
 neighbor 155.1.13.1 route-map TO_R1 out
 R4:
 interface Loopback1
 ip address 4.4.4.4 255.255.255.0
 !
 router bgp 100
 network 4.4.4.0 mask 255.255.255.0
 R5:
 interface Loopback1
 ip address 5.5.5.5 255.255.255.0
 !
 !
 router bgp 200
 network 5.5.5.0 mask 255.255.255.0
 R6:
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interface Loopback1
 ip address 6.6.6.6 255.255.255.0
 !
 router bgp 100
 network 6.6.6.0 mask 255.255.255.0
 R7:
 ip as-path access-list 1 permit ^$
 !
 route-map NO_TRANSIT permit 100
 match as-path 1
 !
 router bgp 300
 neighbor 155.1.67.6 route-map NO_TRANSIT out
 R8:
 ip as-path access-list 1 permit _54$
 !
 route-map FROM_R10 permit 10
 match as-path 1
 set local-preference 200
 !
 route-map FROM_R10 permit 100
 !
 router bgp 200
 neighbor 155.1.108.10 route-map FROM_R10 in
 Verification
 Look at R7’s BGP table. Even though there are prefixes learned from AS 100, they are not being advertised to R6.
 R7#show ip bgp regexp ^200
 BGP table version is 27, local router ID is 150.1.7.7
 Status codes: s suppressed, d damped, h history, * valid, > best, i - internal,
 r RIB-failure, S Stale, m multipath, b backup-path, f RT-Filter,
 x best-external, a additional-path, c RIB-compressed,
 Origin codes: i - IGP, e - EGP, ? - incomplete
 RPKI validation codes: V valid, I invalid, N Not found
 Network Next Hop Metric LocPrf Weight Path
 * 1.1.1.0/24 155.1.37.3 0 200 100 i
 *> 2.2.2.0/24 155.1.37.3 0 200 i
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*> 3.3.3.0/24 155.1.37.3 0 0 200 i
 *> 5.5.5.0/24 155.1.37.3 0 200 i
 * 6.6.6.0/24 155.1.37.3 0 200 100 i
 *> 8.8.8.0/24 155.1.37.3 0 200 i
 * 28.119.16.0/24 155.1.37.3 0 200 54 i
 * 28.119.17.0/24 155.1.37.3 0 200 54 i
 *> 51.51.51.51/32 155.1.37.3 0 200 254 ?
 * 114.0.0.0 155.1.37.3 0 200 54 i
 * 115.0.0.0 155.1.37.3 0 200 54 i
 * 116.0.0.0 155.1.37.3 0 200 54 i
 * 117.0.0.0 155.1.37.3 0 200 54 i
 * 118.0.0.0 155.1.37.3 0 200 54 i
 * 119.0.0.0 155.1.37.3 0 200 54 i
 * 155.1.0.0 155.1.37.3 0 200 i
 *> 192.10.1.0 155.1.37.3 0 200 254 ?
 *> 205.90.31.0 155.1.37.3 0 200 254 ?
 *> 220.20.3.0 155.1.37.3 0 200 254 ?
 *> 222.22.2.0 155.1.37.3 0 200 254 ?
 ! R7#show ip bgp neighbors 155.1.67.6 advertised-routes
 BGP table version is 27, local router ID is 150.1.7.7
 Status codes: s suppressed, d damped, h history, * valid, > best, i - internal,
 r RIB-failure, S Stale, m multipath, b backup-path, f RT-Filter,
 x best-external, a additional-path, c RIB-compressed,
 Origin codes: i - IGP, e - EGP, ? - incomplete
 RPKI validation codes: V valid, I invalid, N Not found
 Network Next Hop Metric LocPrf Weight Path
 *> 155.1.0.0 0.0.0.0 32768 i
 Total number of prefixes 1
 Check R2’s BGP table. Notice that prefixes transit across AS 54 have NEXT_HOP pointing to R3 (R7's next hop reachable via R3). At the same time, AS 54 originated prefixes have their NEXT_HOP pointing to R8 (R10's next hop reachable via R8).
 R2#show ip bgp quote-regexp _54_
 BGP table version is 53, local router ID is 150.1.2.2
 Status codes: s suppressed, d damped, h history, * valid, > best, i - internal,
 r RIB-failure, S Stale, m multipath, b backup-path, f RT-Filter,
 x best-external, a additional-path, c RIB-compressed,
 Origin codes: i - IGP, e - EGP, ? - incomplete
 RPKI validation codes: V valid, I invalid, N Not found
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Network Next Hop Metric LocPrf Weight Path
 *>i 28.119.16.0/24 155.1.108.10 0 200 0 54 i
 * i 155.1.108.10 0 200 0 54 i
 *>i 28.119.17.0/24 155.1.108.10 0 200 0 54 i
 * i 155.1.108.10 0 200 0 54 i
 *>i 112.0.0.0 155.1.37.7 0 200 0 300 54 50 60 i
 * i 155.1.37.7 0 200 0 300 54 50 60 i
 *>i 113.0.0.0 155.1.37.7 0 200 0 300 54 50 60 i
 * i 155.1.37.7 0 200 0 300 54 50 60 i
 * i 114.0.0.0 155.1.108.10 0 200 0 54 i
 *>i 155.1.108.10 0 200 0 54 i
 * i 115.0.0.0 155.1.108.10 0 200 0 54 i
 *>i 155.1.108.10 0 200 0 54 i
 * i 116.0.0.0 155.1.108.10 0 200 0 54 i
 *>i 155.1.108.10 0 200 0 54 i
 * i 117.0.0.0 155.1.108.10 0 200 0 54 i
 *>i 155.1.108.10 0 200 0 54 i
 * i 118.0.0.0 155.1.108.10 0 200 0 54 i
 *>i 155.1.108.10 0 200 0 54 i
 * i 119.0.0.0 155.1.108.10 0 200 0 54 i
 *>i 155.1.108.10 0 200 0 54 i
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 BGP Filtering with Maximum Prefix
 You must load the initial configuration files for the section, Basic BGP Routing , which can be found in CCIE R&S v5 Topology Diagrams & Initial Configurations. Reference the Advanced Technology Labs BGP Diagram to complete this task.
 Task
 Configure R8 so that the peering session to R10 is torn down if R8 learns more than
 20 BGP prefixes from that neighbor.
 When 16 prefixes are received from R10, R8 should begin generating warning messages.When down, the peering should attempt to restart after three minutes.
 Configure R7 so that if more than 20 prefixes are learned from R3, warning messages should be generated, but the peering session should NOT be terminated.
 Configuration
 Filtering based on maximum-prefix number is an important BGP security feature. The number of BGP prefixes on the Internet is many hundreds of thousands. It is possible to overwhelm a BGP speaker’s table by injecting too many prefixes and putting too much stress on router’s CPU or memory. Cisco IOS supports special feature that limit the maximum number of prefixes received over a BGP session. The command is neighbor <IP> maximum-prefix <Number> [<Threshold%>] [warning-
 only]|[restart <minutes>] .
 By default, the router permanently shuts down the session that exceeds the maximum-prefix limit specified by the <Number> parameter. The <Threshold%> value specifies the percent value applied to <Number> to generate a warning syslog message. The default threshold is 75%. For example, if the prefix limit is 1000, the warning message is generated after 750 prefixes have been learned from this
 http://labs.ine.com/workbook/view/rs-v5-workbook/task/ccie-r-s-v5-topology-diagrams-initial-configurations-MTk3Ng==
 http://labs.ine.com/workbook/view/rs-v5-workbook/task/ccie-r-s-v5-topology-diagrams-initial-configurations-MTk3Ng==
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neighbor.
 If you don’t want the session to be shut down when the maximum prefix number has been reached, you can specify the warning-only keyword. This instructs the router to generate two warning messages: one for 75%*<Maximum> number of prefixes and another when the <Maximum> has been crossed. Another option is to use the
 restart <minutes> parameter. With this option set, the router will tear down the session when it reaches the maximum threshold but restore it after the number of
 <minutes> has passed.
 R8:
 router bgp 200
 neighbor 155.1.108.10 maximum-prefix 20 80 restart 3
 R7:
 router bgp 300
 neighbor 155.1.37.3 maximum-prefix 20 warning-only
 Verification
 You may get the following message on R7 because of an excessive number of prefixes received. Also, the commands below will display the current prefix-limit settings.
 %BGP-4-MAXPFX: Number of prefixes received from 155.1.37.3 (afi 0) reaches 20, max 20
 ! R7#show ip bgp neighbors 155.1.37.3 | include Maximum|Thresh
 Maximum prefixes allowed 20 (warning-only)
 Threshold for warning message 75%
 Maximum output segment queue size: 50
 ! R8#show ip bgp neighbors 155.1.108.10 | include Maximum|rest
 Maximum prefixes allowed 20 Threshold for warning message 80%
 , restart interval 3 min
 Maximum output segment queue size: 50
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CCIE Routing & Switching v5 Workbook - CCIE R&S v5 Advanced Technology Labs - BGP
 BGP Default Routing
 You must load the initial configuration files for the section, Basic BGP Routing , which can be found in CCIE R&S v5 Topology Diagrams & Initial Configurations. Reference the Advanced Technology Labs BGP Diagram to complete this task.
 Task
 Ensure that all previous BGP configuration from the previous task is removed.Configure R2 to originate a default route to R3 and R5 via BGP.This default route should be withdrawn if R2's link to R10 goes down.
 Configuration
 BGP default routing could be helpful when a stub AS uses just one uplink or uses primary-backup uplinks scenario. The upstream eBGP peers could be configured to advertise just the default route information. You may inject a default route into BGP by using the network 0.0.0.0 mask 0.0.0.0 command, as long as there is a default route in the RIB. However, this will advertise the default route to all BGP neighbors. To selectively generate a default route, use the command neighbor <IP> default-
 originate [route-map <CONDITION>] . Without the route-map parameter, this command will generate a default route and send it to the configured peer. It is not required to have a matching default route in the BGP table or the RIB.
 You can make the default-route advertisement conditional by associating a route-map with the statement. In this case, the default route is advertised if the route-map match conditions are satisfied. You can match ip addresses with the route-map by using either standard, extended access-list or prefix-lists. When using extended ACLs, you can match both the prefix and the subnet mask range in the same way you specify that for BGP filtering. In our scenario, we are required to advertise the default route only if the interface connecting R2 to R10 is up. This is accomplished by matching the prefix corresponding to the interface subnet 192.10.1.0/24. For
 http://labs.ine.com/workbook/view/rs-v5-workbook/task/ccie-r-s-v5-topology-diagrams-initial-configurations-MTk3Ng==
 http://labs.ine.com/workbook/view/rs-v5-workbook/task/ccie-r-s-v5-topology-diagrams-initial-configurations-MTk3Ng==
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more advanced scenarios, you may create reliable static routes, tracking the next hop reachability and matching the reliable prefix within the conditional route-map.
 R2:
 ip prefix-list LINK_TO_R10 permit 192.10.1.0/24
 !
 route-map DEFAULT permit 10
 match ip address prefix-list LINK_TO_R10
 !
 router bgp 200
 neighbor 155.1.23.3 default-originate route-map DEFAULT
 neighbor 155.1.0.5 default-originate route-map DEFAULT
 Verification
 Make sure both R3 and R5 receive the default route from R2.
 R3#show ip bgp 0.0.0.0
 BGP routing table entry for 0.0.0.0/0, version 60
 Paths: (2 available, best #2, table default)
 Advertised to update-groups:
 1 2 3
 Refresh Epoch 3
 Local
 155.1.0.2 from 155.1.0.5 (150.1.5.5)
 Origin IGP, metric 0, localpref 100, valid, internal Originator: 150.1.2.2
 , Cluster list: 150.1.5.5
 rx pathid: 0, tx pathid: 0
 Refresh Epoch 3
 Local, (Received from a RR-client) 155.1.23.2 from 155.1.23.2 ( 150.1.2.2
 )
 Origin IGP, metric 0, localpref 100, valid, internal, best
 rx pathid: 0, tx pathid: 0x0
 ! R5#show ip bgp 0.0.0.0
 BGP routing table entry for 0.0.0.0/0, version 51
 Paths: (2 available, best #2, table default)
 Advertised to update-groups:
 1 2
 Refresh Epoch 3
 Local
 155.1.23.2 (metric 3584) from 155.1.0.3 (150.1.3.3)
 Origin IGP, metric 0, localpref 100, valid, internal Originator: 150.1.2.2
 , Cluster list: 150.1.3.3
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rx pathid: 0, tx pathid: 0
 Refresh Epoch 3
 Local, (Received from a RR-client) 155.1.0.2 from 155.1.0.2 ( 150.1.2.2
 )
 Origin IGP, metric 0, localpref 100, valid, internal, best
 rx pathid: 0, tx pathid: 0x0
 Now configure R2 to debug BGP updates for the prefix 0.0.0.0. Disable the interface connected to R10 and observe how R2 sends BGP WITHDRAW messages to R3 and R5.
 R2(config)#access-list 99 permit 0.0.0.0
 R2#debug ip bgp updates 99
 BGP updates debugging is on for access list 99 for address family: IPv4 Unicast
 ! R2#configure terminal
 Enter configuration commands, one per line. End with CNTL/Z. R2(config)#interface GigabitEthernet1.210
 R2(config-if)#shutdown
 !
 %BGP_SESSION-5-ADJCHANGE: neighbor 192.10.1.254 IPv4 Unicast topology base removed from session Interface flap
 BGP: topo global:IPv4 Unicast:base Remove_fwdroute for 0.0.0.0
 BGP(0): (base) 155.1.0.5 send unreachable (format) 0.0.0.0/0

Page 1025
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 BGP Local AS
 You must load the initial configuration files for the section, Basic BGP Routing , which can be found in CCIE R&S v5 Topology Diagrams & Initial Configurations. Reference the Advanced Technology Labs BGP Diagram to complete this task.
 Task
 AS 100 is planning transition to the AS number 146. Configure R4 and R6 to use the new AS number; R1 should still use the old AS 100.Ensure that all BGP peering relationships are maintained, but do not modify the configurations of any routers other than R1, R4, and R6.Advertise R4 and R6's Loopback0 into BGP.
 Configuration
 The Hide Local Autonomous System feature could be useful when migrating an autonomous system to a different AS number. When the AS has multiple eBGP peering links, it may become time consuming to negotiate the AS number change with all peering partners. In this case, you may reconfigure the local BGP speakers to use the new AS number but advertise the old AS in BGP OPEN messages and BGP updates. This could be enforced on a per-eBGP peer basis using the command neighbor <IP> local-as <OldAS> [no-prepend] .
 The local-as <OldAS> command instructs the local router to advertise the <OldAS>
 number in BGP OPEN messages instead of the AS number specified with the router bgp <NewAS> command. In addition, all BGP prefixes advertised to this eBGP
 peer would have the AS numbers <OldAS> <NewAS> preprended in front of every BGP update’s AS_PATH attribute. Thus, the external system may continue with the local system using the old AS number. Also, the external system will see the updates coming from the <OldAS> looking like they first transited <NewAS>. This is
 http://labs.ine.com/workbook/view/rs-v5-workbook/task/ccie-r-s-v5-topology-diagrams-initial-configurations-MTk3Ng==
 http://labs.ine.com/workbook/view/rs-v5-workbook/task/ccie-r-s-v5-topology-diagrams-initial-configurations-MTk3Ng==
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necessary to avoid BGP routing loops.
 If you specify the no-prepend keyword, any routes received from the eBGP peer will not have <OldAS> prepended upon reception. By default, the AS number specified with the local-as command (<OldAS>) is prepended to all updates received, to avoid potential routing loops. However, this may cause problems with partial transitions, when part of your AS is using the new AS number, and another part is still using the old AS number. The routers using the old number will reject such updates because the same AS number is present in AS_PATH.
 In our scenario, only R4 and R6 have been reconfigured to use the new AS number 146. R1 is still using AS 100 and has been reconfigured to peer eBGP with R4 and R6. To make R1 accept prefixes coming from other ASs that are peering with R4 and R6, we use the no-prepend keyword when peering using the local-as feature with R5 and R7.
 R1:
 router bgp 100
 no neighbor 155.1.146.4 route-reflector-client
 no neighbor 155.1.146.6 route-reflector-client
 neighbor 155.1.146.4 remote-as 146
 neighbor 155.1.146.6 remote-as 146
 neighbor 155.1.13.3 remote-as 200
 R4:
 no router bgp 100
 router bgp 146
 network 150.1.4.4 mask 255.255.255.255
 neighbor 155.1.146.1 remote-as 100
 neighbor 155.1.45.5 remote-as 200
 neighbor 155.1.45.5 local-as 100 no-prepend
 R6:
 no router bgp 100
 router bgp 146
 network 150.1.6.6 mask 255.255.255.255
 neighbor 155.1.146.1 remote-as 100
 neighbor 155.1.67.7 remote-as 300
 neighbor 155.1.67.7 local-as 100 no-prepend
 Verification
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Observe how the Local-AS feature appears in the respective command’s output. Then check R1’s BGP table and notice that routes learned from AS 54 appear as though they transited through AS 146.
 R6#show ip bgp neighbors 155.1.67.7 | include local
 BGP neighbor is 155.1.67.7, remote AS 300, local AS 100 no-prepend
 , external link
 ! R1#show ip bgp regexp _54$
 BGP table version is 105, local router ID is 150.1.1.1
 Status codes: s suppressed, d damped, h history, * valid, > best, i - internal,
 r RIB-failure, S Stale, m multipath, b backup-path, f RT-Filter,
 x best-external, a additional-path, c RIB-compressed,
 Origin codes: i - IGP, e - EGP, ? - incomplete
 RPKI validation codes: V valid, I invalid, N Not found
 Network Next Hop Metric LocPrf Weight Path
 * 28.119.16.0/24 155.1.146.6 0 146 300 54 i
 * 155.1.146.4 0 146 200 54 i
 *> 155.1.13.3 0 200 54 i
 * 28.119.17.0/24 155.1.146.6 0 146 300 54 i
 * 155.1.146.4 0 146 200 54 i
 *> 155.1.13.3 0 200 54 i
 * 114.0.0.0 155.1.146.6 0 146 300 54 i
 * 155.1.146.4 0 146 200 54 i
 *> 155.1.13.3 0 200 54 i
 * 115.0.0.0 155.1.146.6 0 146 300 54 i
 * 155.1.146.4 0 146 200 54 i
 *> 155.1.13.3 0 200 54 i
 * 116.0.0.0 155.1.146.6 0 146 300 54 i
 * 155.1.146.4 0 146 200 54 i
 *> 155.1.13.3 0 200 54 i
 * 117.0.0.0 155.1.146.6 0 146 300 54 i
 * 155.1.146.4 0 146 200 54 i
 *> 155.1.13.3 0 200 54 i
 * 118.0.0.0 155.1.146.6 0 146 300 54 i
 * 155.1.146.4 0 146 200 54 i
 *> 155.1.13.3 0 200 54 i
 * 119.0.0.0 155.1.146.6 0 146 300 54 i
 * 155.1.146.4 0 146 200 54 i
 *> 155.1.13.3 0 200 54 i
 Prefixes advertised via eBGP to R7 ( local-as no-prepend peer) have AS_PATH prepended with “100 146”. Remember that the no-prepend feature applies only to
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inbound learned routes. All externally advertised routes still have the local-as number prepended:
 R7#show ip bgp regexp _146$
 BGP table version is 72, local router ID is 150.1.7.7
 Status codes: s suppressed, d damped, h history, * valid, > best, i - internal,
 r RIB-failure, S Stale, m multipath, b backup-path, f RT-Filter,
 x best-external, a additional-path, c RIB-compressed,
 Origin codes: i - IGP, e - EGP, ? - incomplete
 RPKI validation codes: V valid, I invalid, N Not found
 Network Next Hop Metric LocPrf Weight Path
 *> 150.1.4.4/32 155.1.37.3 0 200 100 146 i
 *> 150.1.6.6/32 155.1.67.6 0 0 100 146 i
 Disable the “no-prepend” feature in R6 and check the BGP routes learned from AS AS300. Note that now they have the AS number 100 prepended in front of their AS_PATH attribute.
 R6:
 router bgp 146
 neighbor 155.1.67.7 local-as 100
 R6#show ip bgp regexp _54$
 BGP table version is 26, local router ID is 150.1.6.6
 Status codes: s suppressed, d damped, h history, * valid, > best, i - internal,
 r RIB-failure, S Stale, m multipath, b backup-path, f RT-Filter,
 x best-external, a additional-path, c RIB-compressed,
 Origin codes: i - IGP, e - EGP, ? - incomplete
 RPKI validation codes: V valid, I invalid, N Not found
 Network Next Hop Metric LocPrf Weight Path
 * 28.119.16.0/24 155.1.67.7 0 100 300 54 i
 *> 155.1.146.1 0 100 200 54 i
 * 28.119.17.0/24 155.1.67.7 0 100 300 54 i
 *> 155.1.146.1 0 100 200 54 i
 * 114.0.0.0 155.1.67.7 0 100 300 54 i
 *> 155.1.146.1 0 100 200 54 i
 * 115.0.0.0 155.1.67.7 0 100 300 54 i
 *> 155.1.146.1 0 100 200 54 i
 * 116.0.0.0 155.1.67.7 0 100 300 54 i
 *> 155.1.146.1 0 100 200 54 i
 * 117.0.0.0 155.1.67.7 0 100 300 54 i
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*> 155.1.146.1 0 100 200 54 i
 * 118.0.0.0 155.1.67.7 0 100 300 54 i
 *> 155.1.146.1 0 100 200 54 i
 * 119.0.0.0 155.1.67.7 0 100 300 54 i
 *> 155.1.146.1 0 100 200 54 i
 The AS 100 attribute in the AS_PATH prevents the AS 54 originated routes learned via R6 from being accepted by R1. R1 shows only the prefixes learned via R4. Compare the previous output on R1 before the no-prepend command mas removed to the one below. Now R1 only received AS54 routes from its direct eBGP peering with R3, and from R4. The routes from R6 are dropped as they contain AS 100 in the AS_PATH.
 R1#show ip bgp regexp _54$
 BGP table version is 107, local router ID is 150.1.1.1
 Status codes: s suppressed, d damped, h history, * valid, > best, i - internal,
 r RIB-failure, S Stale, m multipath, b backup-path, f RT-Filter,
 x best-external, a additional-path, c RIB-compressed,
 Origin codes: i - IGP, e - EGP, ? - incomplete
 RPKI validation codes: V valid, I invalid, N Not found
 Network Next Hop Metric LocPrf Weight Path
 * 28.119.16.0/24 155.1.146.4 0 146 200 54 i
 *> 155.1.13.3 0 200 54 i
 * 28.119.17.0/24 155.1.146.4 0 146 200 54 i
 *> 155.1.13.3 0 200 54 i
 * 114.0.0.0 155.1.146.4 0 146 200 54 i
 *> 155.1.13.3 0 200 54 i
 * 115.0.0.0 155.1.146.4 0 146 200 54 i
 *> 155.1.13.3 0 200 54 i
 * 116.0.0.0 155.1.146.4 0 146 200 54 i
 *> 155.1.13.3 0 200 54 i
 * 117.0.0.0 155.1.146.4 0 146 200 54 i
 *> 155.1.13.3 0 200 54 i
 * 118.0.0.0 155.1.146.4 0 146 200 54 i
 *> 155.1.13.3 0 200 54 i
 * 119.0.0.0 155.1.146.4 0 146 200 54 i
 *> 155.1.13.3 0 200 54 i
 ! R1#debug ip bgp updates 155.1.146.6 in
 R1#clear ip bgp 155.1.146.6 soft in
 !
 BGP: nbr_topo global 155.1.146.6 IPv4 Unicast:base (0x7F413B47FC60:1) rcvd Refresh Start-of-RIB
 BGP: nbr_topo global 155.1.146.6 IPv4 Unicast:base (0x7F413B47FC60:1) refresh_epoch is 2
 BGP(0): 155.1.146.6 rcv UPDATE w/ attr: nexthop 155.1.146.6
 , origin i, originator 0.0.0.0, merged path 146 100
 300 54 50 60, AS_PATH , community , extended community , SSA attribute
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BGPSSA ssacount is 0 BGP(0):
 155.1.146.6 rcv UPDATE about 112.0.0.0/8 -- DENIED due to: AS-PATH contains our own AS;
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 BGP Local AS Replace-AS/Dual-AS
 You must load the initial configuration files for the section, Basic BGP Routing , which can be found in CCIE R&S v5 Topology Diagrams & Initial Configurations. Reference the Advanced Technology Labs BGP Diagram to complete this task.
 Task
 Ensure that all local-as BGP configurations from the previous task are removed.AS 100 is planning transition to the AS number 146. Configure R1, R4, and R6 to use the new AS number.Configure R1 as the route-reflector of R4 and R6.All external Autonomous Systems should be unaware of the new AS numbers used by these routers.R5 should peer with R4 using the AS number 146.Advertise R1, R4, and R6's Loopback0 into BGP.
 Configuration
 Remember that when configuring the hide local AS feature, the external peers see both the local-AS and the real AS number prepended in front of the AS_PATH. Sometimes it is desirable to completely hide the “real” AS number (the one configured via the router bgp <RealAS> command). To accomplish this, use the
 no-prepend replace-as parameters to the local-as command. This combination will replace the real AS number with the one specified in the local-as command. The respective neighbor will be tricked into thinking that all routers are received from the AS number configured with the local-as command, because this number will appear in the AS_PATH and BGP OPEN message. Remember that such replacement could lead to routing loops, if the original AS were partitioned using two AS numbers.
 http://labs.ine.com/workbook/view/rs-v5-workbook/task/ccie-r-s-v5-topology-diagrams-initial-configurations-MTk3Ng==
 http://labs.ine.com/workbook/view/rs-v5-workbook/task/ccie-r-s-v5-topology-diagrams-initial-configurations-MTk3Ng==
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With the replace-AS feature configured, the external peer could be configured to peer using the real AS number—for example, the AS number that would be used after migration. In this case, it is possible to configure the “hiding” peer to initiate/accept BGP sessions using both AS numbers (the real number and the local number). The external peer will accept the correct number and negotiate the BGP session. The “hiding” peer will then use the negotiated AS number to prepend the updates sent to the external peer.
 R1:
 no router bgp 100
 router bgp 146
 network 150.1.1.1 mask 255.255.255.255
 neighbor 155.1.146.4 remote-as 146
 neighbor 155.1.146.6 remote-as 146
 neighbor 155.1.146.4 route-reflector-client
 neighbor 155.1.146.6 route-reflector-client
 neighbor 155.1.13.3 remote-as 200
 neighbor 155.1.13.3 local-as 100 no-prepend replace-as
 R4:
 no router bgp 100
 router bgp 146
 network 150.1.4.4 mask 255.255.255.255
 neighbor 155.1.146.1 remote-as 146
 neighbor 155.1.45.5 remote-as 200
 neighbor 155.1.45.5 local-as 100 no-prepend replace-as dual-as
 R5:
 router bgp 200
 neighbor 155.1.45.4 remote-as 146
 R6:
 no router bgp 100
 router bgp 146
 network 150.1.6.6 mask 255.255.255.255
 neighbor 155.1.146.1 remote-as 146
 neighbor 155.1.67.7 remote-as 300
 neighbor 155.1.67.7 local-as 100 no-prepend replace-as
 Verification
 Look at R3’s and R7’s prefixes received from AS 146. Notice that only AS 100 is

Page 1033
                        

prepended to those prefixes by AS 146 speakers, even though the real AS is 146.
 R3#show ip bgp neighbors 155.1.13.1 routes
 BGP table version is 106, local router ID is 150.1.3.3
 Status codes: s suppressed, d damped, h history, * valid, > best, i - internal,
 r RIB-failure, S Stale, m multipath, b backup-path, f RT-Filter,
 x best-external, a additional-path, c RIB-compressed,
 Origin codes: i - IGP, e - EGP, ? - incomplete
 RPKI validation codes: V valid, I invalid, N Not found
 Network Next Hop Metric LocPrf Weight Path
 * 112.0.0.0 155.1.13.1 0 100
 300 54 50 60 i * 113.0.0.0 155.1.13.1 0 100
 300 54 50 60 i *> 150.1.1.1/32 155.1.13.1 0 0 100
 i *> 150.1.4.4/32 155.1.13.1 0 100
 i *> 150.1.6.6/32 155.1.13.1 0 100
 i
 Total number of prefixes 5
 ! R7#show ip bgp neighbors 155.1.67.6 routes
 BGP table version is 81, local router ID is 150.1.7.7
 Status codes: s suppressed, d damped, h history, * valid, > best, i - internal,
 r RIB-failure, S Stale, m multipath, b backup-path, f RT-Filter,
 x best-external, a additional-path, c RIB-compressed,
 Origin codes: i - IGP, e - EGP, ? - incomplete
 RPKI validation codes: V valid, I invalid, N Not found
 Network Next Hop Metric LocPrf Weight Path
 *> 150.1.1.1/32 155.1.67.6 0 100
 i *> 150.1.4.4/32 155.1.67.6 0 100
 i *> 150.1.6.6/32 155.1.67.6 0 0 100
 i
 Total number of prefixes 3
 At the same time, R5 peers with R4 via the Dual-AS feature. All prefixes received from R4 have AS_PATH prepended with AS 146, not AS 100.
 R5#show ip bgp neighbors 155.1.45.4 routes
 BGP table version is 95, local router ID is 150.1.5.5
 Status codes: s suppressed, d damped, h history, * valid, > best, i - internal,
 r RIB-failure, S Stale, m multipath, b backup-path, f RT-Filter,
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x best-external, a additional-path, c RIB-compressed,
 Origin codes: i - IGP, e - EGP, ? - incomplete
 RPKI validation codes: V valid, I invalid, N Not found
 Network Next Hop Metric LocPrf Weight Path
 * 112.0.0.0 155.1.45.4 0 146
 300 54 50 60 i * 113.0.0.0 155.1.45.4 0 146
 300 54 50 60 i *> 150.1.1.1/32 155.1.45.4 0 146
 i *> 150.1.4.4/32 155.1.45.4 0 0 146
 i *> 150.1.6.6/32 155.1.45.4 0 146
 i
 Total number of prefixes 5
 Reconfigure R5 for peering using the AS number 100. Then check the routes received from R4. Notice that now AS_PATH is prepended with the AS number 100, not 146.
 R5#configure terminal
 Enter configuration commands, one per line. End with CNTL/Z. R5(config)#router bgp 200
 R5(config-router)#neighbor 155.1.45.4 remote-as 100
 ! R5#show ip bgp neighbors 155.1.45.4 routes
 BGP table version is 104, local router ID is 150.1.5.5
 Status codes: s suppressed, d damped, h history, * valid, > best, i - internal,
 r RIB-failure, S Stale, m multipath, b backup-path, f RT-Filter,
 x best-external, a additional-path, c RIB-compressed,
 Origin codes: i - IGP, e - EGP, ? - incomplete
 RPKI validation codes: V valid, I invalid, N Not found
 Network Next Hop Metric LocPrf Weight Path
 * 112.0.0.0 155.1.45.4 0 100
 300 54 50 60 i * 113.0.0.0 155.1.45.4 0 100
 300 54 50 60 i *> 150.1.1.1/32 155.1.45.4 0 100
 i *> 150.1.4.4/32 155.1.45.4 0 0 100
 i *> 150.1.6.6/32 155.1.45.4 0 100
 i
 Total number of prefixes 5
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 BGP Remove Private AS
 You must load the initial configuration files for the section, Basic Remove Private AS , which can be found in CCIE R&S v5 Topology Diagrams & Initial Configurations. Reference the Advanced Technology Labs BGP Diagram to complete this task.
 Task
 Reconfigure R7 to be in private AS 65089, and adjust the peering settings accordingly. Disable R7's peering with R9.Create and advertise Loopback1 interface in R7 with the IPv4 address 7.7.7.7/24.Configure AS 100 and AS 200 speakers to strip the private AS number when advertising the prefixes to AS 254 and AS 54.
 Configuration
 Private AS numbers in the range 64512–65535 are often assigned to small enterprises that use BGP to peer with their ISPs. Private AS numbers are similar to RFC 1918 IP addressing, which allows for consuming AS numbers on the Internet. However, private AS numbers should not appear on the public Internet, because many sites may originate the same number. Thus, the AS that provides upstream connection for the private site should remove the private AS numbers from the AS_PATH attribute.
 The command to perform the AS_PATH stripping in IOS is neighbor <IP> remove-
 private-as . All BGP updates sent over this session are inspected to have a sequence of private AS numbers in the beginning of the AS_PATH. All private numbers are then removed, and the local AS number is prepended. In situations where the private AS sequence is not located in the beginning of the AS_PATH, the stripping will not work and the AS_PATH will remain unmodified.
 http://labs.ine.com/workbook/view/rs-v5-workbook/task/ccie-r-s-v5-topology-diagrams-initial-configurations-MTk3Ng==
 http://labs.ine.com/workbook/view/rs-v5-workbook/task/ccie-r-s-v5-topology-diagrams-initial-configurations-MTk3Ng==
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R2:
 router bgp 200
 neighbor 192.10.1.254 remove-private-as
 R3:
 router bgp 200
 neighbor 155.1.37.7 remote-as 65089
 R6:
 router bgp 146
 neighbor 155.1.67.7 remote-as 65089
 R7:
 no router bgp 300
 router bgp 65089
 neighbor 155.1.79.9 shutdown
 neighbor 155.1.67.6 remote-as 100
 neighbor 155.1.37.3 remote-as 200
 network 7.7.7.0 mask 255.255.255.0
 !
 interface Loopback1
 ip address 7.7.7.7 255.255.255.0
 R8:
 router bgp 200
 neighbor 155.1.108.10 remove-private-as
 Verification
 Check the paths advertised to R8 on R10. Notice the AS_PATH attribute for the prefix 7.7.7.0/24. This is the output of Adj-RIBs-Out, and the result of the private AS removal and local AS prepending is not yet shown.
 R8#show ip bgp neighbors 155.1.108.10 advertised-routes
 BGP table version is 145, local router ID is 150.1.8.8
 Status codes: s suppressed, d damped, h history, * valid, > best, i - internal,
 r RIB-failure, S Stale, m multipath, b backup-path, f RT-Filter,
 x best-external, a additional-path, c RIB-compressed,
 Origin codes: i - IGP, e - EGP, ? - incomplete
 RPKI validation codes: V valid, I invalid, N Not found
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Network Next Hop Metric LocPrf Weight Path
 *>i 7.7.7.0/24 155.1.37.7 0 100 0 65089 i
 *>i 51.51.51.51/32 192.10.1.254 0 100 0 254 ?
 *>i 150.1.1.1/32 155.1.45.4 0 100 0 100 i
 *>i 150.1.4.4/32 155.1.45.4 0 100 0 100 i
 *>i 150.1.6.6/32 155.1.45.4 0 100 0 100 i
 *> 155.1.0.0 0.0.0.0 32768 i
 r>i 192.10.1.0 192.10.1.254 0 100 0 254 ?
 *>i 205.90.31.0 192.10.1.254 0 100 0 254 ?
 *>i 220.20.3.0 192.10.1.254 0 100 0 254 ?
 *>i 222.22.2.0 192.10.1.254 0 100 0 254 ?
 Total number of prefixes 10
 Now check R10’s BGP table. Notice that the prefix 7.7.7.0/24 appears with the AS_PATH of 200; the private AS number has been removed.
 R10#show ip bgp neighbors 155.1.108.8 routes
 BGP table version is 104, local router ID is 31.3.0.1
 Status codes: s suppressed, d damped, h history, * valid, > best, i - internal,
 r RIB-failure, S Stale, m multipath, b backup-path, f RT-Filter,
 x best-external, a additional-path, c RIB-compressed,
 Origin codes: i - IGP, e - EGP, ? - incomplete
 RPKI validation codes: V valid, I invalid, N Not found
 Network Next Hop Metric LocPrf Weight Path
 *> 7.7.7.0/24 155.1.108.8 0 200 i
 *> 51.51.51.51/32 155.1.108.8 0 200 254 ?
 *> 150.1.1.1/32 155.1.108.8 0 200 100 i
 *> 150.1.4.4/32 155.1.108.8 0 200 100 i
 *> 150.1.6.6/32 155.1.108.8 0 200 100 i
 r> 155.1.0.0 155.1.108.8 0 0 200 i
 *> 192.10.1.0 155.1.108.8 0 200 254 ?
 *> 205.90.31.0 155.1.108.8 0 200 254 ?
 *> 220.20.3.0 155.1.108.8 0 200 254 ?
 *> 222.22.2.0 155.1.108.8 0 200 254 ?
 Total number of prefixes 10
 Shut down the BGP peering session between R3 and R7. This will make AS 200 accept the prefix from AS 146 (100) with the AS_PATH “100 65089”. In real life, AS

Page 1038
                        

100 should have removed the private AS when advertising the prefix to AS 200. However, we intentionally left this misconfiguration.
 R7:
 neighbor 155.1.37.3 shutdown
 R8#show ip bgp neighbors 155.1.108.10 advertised-routes
 R8#show ip bgp neighbors 155.1.108.10 advertised-routes
 BGP table version is 147, local router ID is 150.1.8.8
 Status codes: s suppressed, d damped, h history, * valid, > best, i - internal,
 r RIB-failure, S Stale, m multipath, b backup-path, f RT-Filter,
 x best-external, a additional-path, c RIB-compressed,
 Origin codes: i - IGP, e - EGP, ? - incomplete
 RPKI validation codes: V valid, I invalid, N Not found
 Network Next Hop Metric LocPrf Weight Path
 *>i 7.7.7.0/24 155.1.45.4 0 100 0 100 65089 i
 *>i 51.51.51.51/32 192.10.1.254 0 100 0 254 ?
 *>i 150.1.1.1/32 155.1.45.4 0 100 0 100 i
 *>i 150.1.4.4/32 155.1.45.4 0 100 0 100 i
 *>i 150.1.6.6/32 155.1.45.4 0 100 0 100 i
 *> 155.1.0.0 0.0.0.0 32768 i
 r>i 192.10.1.0 192.10.1.254 0 100 0 254 ?
 *>i 205.90.31.0 192.10.1.254 0 100 0 254 ?
 *>i 220.20.3.0 192.10.1.254 0 100 0 254 ?
 *>i 222.22.2.0 192.10.1.254 0 100 0 254 ?
 Total number of prefixes 10
 Check R10’s BGP table and notice that the private AS has not been stripped, because it was not the first AS number in the AS_PATH.
 R10#show ip bgp neighbors 155.1.108.8 routes
 BGP table version is 105, local router ID is 31.3.0.1
 Status codes: s suppressed, d damped, h history, * valid, > best, i - internal,
 r RIB-failure, S Stale, m multipath, b backup-path, f RT-Filter,
 x best-external, a additional-path, c RIB-compressed,
 Origin codes: i - IGP, e - EGP, ? - incomplete
 RPKI validation codes: V valid, I invalid, N Not found
 Network Next Hop Metric LocPrf Weight Path
 *> 7.7.7.0/24 155.1.108.8 0 200 100 65089 i
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*> 51.51.51.51/32 155.1.108.8 0 200 254 ?
 *> 150.1.1.1/32 155.1.108.8 0 200 100 i
 *> 150.1.4.4/32 155.1.108.8 0 200 100 i
 *> 150.1.6.6/32 155.1.108.8 0 200 100 i
 r> 155.1.0.0 155.1.108.8 0 0 200 i
 *> 192.10.1.0 155.1.108.8 0 200 254 ?
 *> 205.90.31.0 155.1.108.8 0 200 254 ?
 *> 220.20.3.0 155.1.108.8 0 200 254 ?
 *> 222.22.2.0 155.1.108.8 0 200 254 ?
 Total number of prefixes 10
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 BGP Dampening
 You must load the initial configuration files for the section, Basic BGP Routing , which can be found in CCIE R&S v5 Topology Diagrams & Initial Configurations. Reference the Advanced Technology Labs BGP Diagram to complete this task.
 Task
 Ensure that all BGP configuration from the previous task is removed, and that all peerings that were shut down are re-established.Create a Loopback1 interface in R1 with the IPv4 address 1.1.1.1/24 and advertise it into BGP.Configure AS 200 routers to suppress advertisement of oscillating networks.After a prefix flaps two times in a row, the advertisement should resume in 5 minutes.
 Configuration
 Network instabilities (such as unreliable links) may cause BGP prefix flapping. A flap is a network prefix going up and down or vice-versa; in other words, a change in reachability state. Prefix flapping is dangerous to network stability, because it causes network withdraws and best-path re-computations. Moreover, a flapping prefix may cause recursive route withdraws, resulting in massive BGP table changes. Two methods for reducing the impact of network instabilities are summarization (information hiding) and prefix dampening. Summarization aggregates reachability information and hides flaps of the specific prefixes constituting a summary. Dampening is the process of suppressing a flapping prefix advertisement until the moment it becomes “stable.” This introduces some “inertial” mechanism to new prefix advertisement, delaying the change announcements for oscillating prefixes.
 The idea of dampening is to suppress a prefix based on the number of flaps
 http://labs.ine.com/workbook/view/rs-v5-workbook/task/ccie-r-s-v5-topology-diagrams-initial-configurations-MTk3Ng==
 http://labs.ine.com/workbook/view/rs-v5-workbook/task/ccie-r-s-v5-topology-diagrams-initial-configurations-MTk3Ng==
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accounted and un-suppress the prefix only after an exponentially decaying timer expires. Every time a prefix flaps, it is assigned an additive penalty value, 1000 by default. If this is just an attribute change, such as Local-Preference or AS_PATH, the penalty is halved, 500 by default. If the prefix becomes unavailable after flapping at least once, the BGP process still keeps it in the table, marked in “history” state to account for further flaps and penalty accumulation. If the accumulated penalty value exceeds the Suppress Limit, which defaults to 2000, the BGP process will mark the route as damped. Even though the prefix could be currently “active” (flapped from down to up), BGP will not advertise it to any peers. Every five seconds the BGP process exponentially decreases the penalty value assigned to the prefix. The exponential decay process has one parameter, Half-Life time period, which specifies the amount of time needed to decrease the current penalty to the value twice smaller. That is, the decay process follows the equation P(t) = P(0)/2^(t/Half_Life) , with the default Half_Life time of 15 minutes. As soon as the penalty falls below the Reuse Limit, the router will unsuppress the prefix and start advertising it again. The decision to unsuppress a prefix is made every 10 seconds.
 When facing tasks similar to the current scenario, you should understand that they assume some “ideal” conditions. That is, when the scenario says “flaps two times in a row,” you may assume that the flaps are immediately one after another. This results in an accumulated penalty of 2000 and the route being damped. We now need to find the Half_Life value that will make the router reuse the prefix in 5 minutes. We take the penalty evolution equation and write it as follows:
 P(5) = P(0)/2^(5/Half_Life)
 And substitute P(5)=750 (the reuse limit) and P(0)=2000 (Suppress Limit). The equation then becomes:
 2000/750=2^(5/Half_Life)
 From this equation, we can find the Half_Life value by taking logarithm of the both sides:
 Half_Life=5*Ln(2)/Ln(200/75)=3.5 (approximately)
 We may round the result up to 4 minutes. That is, the task could be accomplished by setting the Half_Life value to 4 minutes. Now, the BGP command to apply the dampening parameters is bgp dampening [<Half_Life> <ReuseLimit> <SuppressLimit>
 <MaximumSuppressTime>] . The last parameter, <MaximumSuppressTime> , specifies the time limit to keep the prefix damped if it keeps oscillating. The default value is 4xHalf_Life
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or 60 minutes. The router sets the maximum penalty value based on this timer using the formula Max_Penalty = ReuseLimit *2^(MaximumSuppressTime/Half_Life) . You may review the current dampening parameters (if enabled) by using the command show ip bgp dampening parameters .
 R2, R3, R5, R8:
 router bgp 200
 bgp dampening 4 750 2000 16
 R1:
 !
 ! We adjust the advertisement interval to minimize prefix batching
 ! and make R1 advertise prefix changes as soon as possible
 !
 router bgp 100
 network 1.1.1.0 mask 255.255.255.0
 neighbor 155.1.13.3 advertisement-interval 0
 !
 interface Loopback1
 ip address 1.1.1.1 255.255.255.0
 Verification
 Start by checking the BGP dampening parameters in any of the AS 200 routers. Next, go to R1 and shutdown/no shutdown Loopback1 interface a few times, emulating route flaps, enough to accumulate the suppress-limit penalty in AS 200 routers.
 R3#show ip bgp dampening parameters
 dampening 4 750 2000 16 Half-life time : 4 mins
 Decay Time : 620 secs
 Max suppress penalty: 12000 Max suppress time: 16 mins
 Suppress penalty : 2000 Reuse penalty : 750
 Inspect the dampened path and flap statistics in R3. Notice the character “d”, indicating that the prefixes have been damped.
 R3#show ip bgp dampening dampened-paths
 BGP table version is 50, local router ID is 150.1.3.3
 Status codes: s suppressed, d damped, h history, * valid, > best, i - internal,

Page 1043
                        

r RIB-failure, S Stale, m multipath, b backup-path, f RT-Filter,
 x best-external, a additional-path, c RIB-compressed,
 Origin codes: i - IGP, e - EGP, ? - incomplete
 RPKI validation codes: V valid, I invalid, N Not found
 Network From Reuse Path *d 1.1.1.0/24 155.1.37.7
 00:06:50 300 100 i *d 1.1.1.0/24 155.1.13.1
 00:01:14 100 i
 ! R3#show ip bgp dampening flap-statistics
 BGP table version is 51, local router ID is 150.1.3.3
 Status codes: s suppressed, d damped, h history, * valid, > best, i - internal,
 r RIB-failure, S Stale, m multipath, b backup-path, f RT-Filter,
 x best-external, a additional-path, c RIB-compressed,
 Origin codes: i - IGP, e - EGP, ? - incomplete
 RPKI validation codes: V valid, I invalid, N Not found
 Network From Flaps Duration Reuse Path d 1.1.1.0/24 155.1.37.7
 4 00:02:37 00:08:30 300 100 *d 155.1.13.1
 7 00:02:37 00:00:44 100
 Check R3’s BGP table for the prefix 1.1.1.0/24. Notice that the prefix appears as damped and not advertised to any peer. If you check R2’s BGP table after this, you will notice that the prefix is there but not received from R3. Because the advertisement intervals of AS 100 toward AS 54 are the default, this flap will be somewhat throttled and not cause the issue that we artificially introduced by setting the advertisement interval to 0 between R1 and R3.
 R3#show ip bgp
 BGP table version is 52, local router ID is 150.1.3.3
 Status codes: s suppressed, d damped, h history, * valid, > best, i - internal,
 r RIB-failure, S Stale, m multipath, b backup-path, f RT-Filter,
 x best-external, a additional-path, c RIB-compressed,
 Origin codes: i - IGP, e - EGP, ? - incomplete
 RPKI validation codes: V valid, I invalid, N Not found
 Network Next Hop Metric LocPrf Weight Path *d 1.1.1.0/24 155.1.37.7
 0 300 100 i *d 155.1.13.1
 0 0 100 i
 ! R3#show ip bgp 1.1.1.0
 BGP routing table entry for 1.1.1.0/24, version 54
 Paths: (4 available, best #1, table default)
 Advertised to update-groups:
 1 2 3
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Refresh Epoch 1
 54 300 100, (Received from a RR-client)
 155.1.108.10 (metric 2560001280) from 155.1.58.8 (150.1.8.8)
 Origin IGP, metric 0, localpref 100, valid, internal, best
 rx pathid: 0, tx pathid: 0x0
 Refresh Epoch 1
 54 300 100
 155.1.108.10 (metric 2560001280) from 155.1.0.5 (150.1.5.5)
 Origin IGP, metric 0, localpref 100, valid, internal
 Originator: 150.1.8.8, Cluster list: 150.1.5.5
 rx pathid: 0, tx pathid: 0
 Refresh Epoch 1 300 100, ( suppressed due to dampening
 )
 155.1.37.7 from 155.1.37.7 (150.1.7.7)
 Origin IGP, localpref 100, valid, external Dampinfo: penalty 2737
 , flapped 4 times in 00:03:35, reuse in 00:07:30
 rx pathid: 0, tx pathid: 0
 Refresh Epoch 1 100, ( suppressed due to dampening
 )
 155.1.13.1 from 155.1.13.1 (150.1.1.1)
 Origin IGP, metric 0, localpref 100, valid, external Dampinfo: penalty 4787
 , flapped 7 times in 00:03:35, reuse in 00:10:40
 rx pathid: 0, tx pathid: 0
 ! R2#show ip bgp 1.1.1.0
 BGP routing table entry for 1.1.1.0/24, version 52
 Paths: (2 available, best #1, table default)
 Advertised to update-groups:
 1
 Refresh Epoch 1 54 300 100
 155.1.108.10 (metric 2560001536) from 155.1.0.5 (150.1.5.5)
 Origin IGP, metric 0, localpref 100, valid, internal, best
 Originator: 150.1.8.8, Cluster list: 150.1.5.5
 rx pathid: 0, tx pathid: 0x0
 Refresh Epoch 1 54 300 100
 155.1.108.10 (metric 2560001536) from 155.1.23.3 (150.1.3.3)
 Origin IGP, metric 0, localpref 100, valid, internal
 Originator: 150.1.8.8, Cluster list: 150.1.3.3
 rx pathid: 0, tx pathid: 0
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 BGP Dampening with Route-Map
 You must load the initial configuration files for the section, Basic BGP Routing , which can be found in CCIE R&S v5 Topology Diagrams & Initial Configurations. Reference the Advanced Technology Labs BGP Diagram to complete this task.
 Task
 Configure Loopback1 interface in R1 with the IPv4 address 1.1.1.1/24 and advertise it into BGP.Configure Loopback1 interface on R7 with the IPv4 address of 7.7.7.7/24 and advertise it into BGP.Configure AS 200 routers to suppress advertisement of oscillating networks.After a prefix flaps two times in a row, the advertisement should resume in 5 minutes.Ensure that the dampening process applies only to AS 100 originated routes and does not affect any other prefixes.
 Configuration
 Sometimes it might be desirable to apply dampening only to a certain set of routes, such as to the prefixes originated from the “problematic” AS. Another good example might be a set of prefixes describing critical network resources that must always be available. To account for such situations, it is possible to use a route map with the BGP dampening command to select prefixes eligible for dampening. The command is bgp dampening route-map <MAP_NAME> , where the route-map may match IP addresses using access-lists, prefix-lists, and as-path lists. For every route-map entry you may set specific dampening parameters using the command set dampening <Half_Life>
 <ReuseLimit> <SuppressLimit> <MaximumSuppressTime> . For this task, we create an AS_PATH access-list matching the paths originated in AS 100 and set the dampening parameters using the Half-Life value of 4 minutes.
 http://labs.ine.com/workbook/view/rs-v5-workbook/task/ccie-r-s-v5-topology-diagrams-initial-configurations-MTk3Ng==
 http://labs.ine.com/workbook/view/rs-v5-workbook/task/ccie-r-s-v5-topology-diagrams-initial-configurations-MTk3Ng==
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R2, R3, R5, R8:
 ip as-path access-list 100 permit _100$
 !
 route-map DAMPENING
 match as-path 100
 set dampening 4 750 2000 16
 !
 router bgp 200
 bgp dampening route-map DAMPENING
 R1:
 !
 ! We adjust the advertisement interval to minimize prefix batching
 ! and make R1 advertise prefix changes ASAP
 !
 router bgp 100
 network 1.1.1.0 mask 255.255.255.0
 neighbor 155.1.13.3 advertisement-interval 0
 !
 interface Loopback1
 ip address 1.1.1.1 255.255.255.0
 R7:
 router bgp 300
 network 7.7.7.0 mask 255.255.255.0
 !
 interface Loopback1
 ip address 7.7.7.7 255.255.255.0
 Verification
 Configure R3 for BGP dampening debugging. Then configure R7 for minimal advertisement interval and do a number of consecutive shutdowns/no shutdowns for its Loopback1 interface. After this, go to R1 and perform the same series of operations on Loopback1.
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R7(config)#router bgp 300
 R7(config-router)#neighbor 155.1.37.3 advertisement-interval 0
 ! R 3#debug ip bgp dampening
 BGP dampening debugging is on for address family: IPv4 Unicast
 Check BGP dampening settings in R3. Notice that the dampening settings apply only to the prefixes matching the route map. Then check the output for the debugging command activated above. Notice that the only prefix tracked by the dampening process is 1.1.1.0/24.
 R3#show ip bgp dampening parameters
 dampening 4 750 2000 16 (route-map DAMPENING 10) Half-life time : 4 mins
 Decay Time : 620 secs
 Max suppress penalty: 12000 Max suppress time: 16 mins
 Suppress penalty : 2000 Reuse penalty : 750
 EvD: charge penalty 1000, new accum. penalty 1000, flap count 1
 EvD: unsuppress item left in reuse timer array with penalty 1000
 BGP(0): charge penalty for 1.1.1.0/24 path 100 with halflife-time 4 reuse/suppress 750/2000
 BGP(0): flapped 1 times since 00:00:00. New penalty is 1000
 EvD: charge penalty 1000, new accum. penalty 1000, flap count 1
 EvD: unsuppress item left in reuse timer array with penalty 1000
 BGP(0): charge penalty for 1.1.1.0/24 path 300 100 with halflife-time 4 reuse/suppress 750/20
 BGP(0): flapped 1 times since 00:00:00. New penalty is 1000
 EvD: accum. penalty 1000, not suppressed
 EvD: accum. penalty decayed to 1000 after 4 second(s)
 EvD: charge penalty 1000, new accum. penalty 2000, flap count 2
 EvD: unsuppress item left in reuse timer array with penalty 2000
 BGP(0): charge penalty for 1.1.1.0/24 path 100 with halflife-time 4 reuse/suppress 750/2000
 BGP(0): flapped 2 times since 00:00:04. New penalty is 2000
 EvD: accum. penalty 1971, not suppressed
 EvD: accum. penalty decayed to 1942 after 8 second(s)
 EvD: charge penalty 1000, new accum. penalty 2942, flap count 3
 EvD: unsuppress item left in reuse timer array with penalty 2942
 BGP(0): charge penalty for 1.1.1.0/24 path 100 with halflife-time 4 reuse/suppress 750/2000
 BGP(0): flapped 3 times since 00:00:13. New penalty is 2942
 EvD: accum. penalty decayed to 971 after 14 second(s)
 EvD: accum. penalty decayed to 2942 after 1 second(s)
 BGP(0): suppress 1.1.1.0/24 path 100 for 00:07:40 (penalty 2858)
 halflife-time 4, reuse/suppress 750/2000
 EvD: accum. penalty 2858, now suppressed with a reuse intervals of 46
 EvD: accum. penalty 929, not suppressed
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EvD: accum. penalty decayed to 2776 after 13 second(s)
 EvD: charge penalty 1000, new accum. penalty 3776, flap count 4
 EvD: accum. penalty 3776, now suppressed with a reuse intervals of 56
 BGP(0): charge penalty for 1.1.1.0/24 path 100 with halflife-time 4 reuse/suppress 750/2000
 BGP(0): flapped 4 times since 00:00:38. New penalty is 3776
 EvD: accum. penalty 3776, now suppressed with a reuse intervals of 56
 EvD: accum. penalty decayed to 3776 after 3 second(s)
 EvD: charge penalty 1000, new accum. penalty 4776, flap count 5
 EvD: accum. penalty 4776, now suppressed with a reuse intervals of 64
 BGP(0): charge penalty for 1.1.1.0/24 path 100 with halflife-time 4 reuse/suppress 750/2000
 BGP(0): flapped 5 times since 00:00:41. New penalty is 4776
 EvD: accum. penalty 4707, now suppressed with a reuse intervals of 64
 EvD: accum. penalty decayed to 815 after 45 second(s)
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 BGP Timers Tuning
 You must load the initial configuration files for the section, Basic BGP Routing , which can be found in CCIE R&S v5 Topology Diagrams & Initial Configurations. Reference the Advanced Technology Labs BGP Diagram to complete this task.
 Task
 Ensure that the BGP configuration from the last task is removed, including the advertisement interval on R7.Configure R2’s BGP process to process conditional route advertisement every 20 seconds.R2 should not batch routing updates to R10 and advertise them immediately.Configure R2 so that session de-activation happens within 15 seconds of no session activity.
 Configuration
 The BGP routing process is complicated and uses many data structures and periodically scheduled tasks. One of the most important BGP processes is “BGP scanner,” which performs the following important functions:
 1. Runs through all prefixes in BGP table and checks the validity and reachability of the BGP NEXT_HOP attribute.
 2. Performs conditional advertisement and route injection.3. Imports new routes into the BGP table from RIB (via network and redistribute
 commands).4. Performs route dampening.
 Later you will see that some of this periodic behavior became event driven in recent
 http://labs.ine.com/workbook/view/rs-v5-workbook/task/ccie-r-s-v5-topology-diagrams-initial-configurations-MTk3Ng==
 http://labs.ine.com/workbook/view/rs-v5-workbook/task/ccie-r-s-v5-topology-diagrams-initial-configurations-MTk3Ng==
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IOS releases (BGP next-hop trigger feature). However, for now what’s important is that the BGP scanner runs every 60 seconds by default. You can change this interval by using the command bgp scan-time <5-60> . The shorter the interval, the better the routing convergence, but the more load is put on the router’s CPU. You may check the BGP scanner runs by using the command debug ip bgp events .
 Another important BGP process is “BGP I/O,” which processes BGP UPDATE and KEEPALIVE messages. By default, BGP batches all new prefixes and delays the sending of an update packet to the peer until the next advertisement-interval timer expires. This interval is configured on a per-peer basis using the command
 neighbor <IP> advertisement-interval <seconds> . Decreasing this interval (the minimum value is zero) improves BGP convergence but generates more BGP traffic and puts more stress on the router’s CPU.
 The last important timer is the BGP session keepalive interval. Keepalives are important for validating BGP session health, to avoid routing black holes. BGP peers advertise the hold time interval when establishing the BGP peering session and send KEEPALIVE message to inform each other of their availability. Peers may advertise different hold-time intervals—it is only important that the peer receive the KEEPALIVE message until its hold-time interval expires. You can change the keepalive and hold-time periods on a per-process basis by using the command
 timers bgp <keepalive> <holdtime> . The default values are 60 and 180 for keepalive and holdtime intervals, respectively. Setting the keepalive interval too small results in faster peering deactivation detection, but it may lead to “false positives” and disruption of the BGP session by mistake and excessive route flapping. Remember that you must completely reset the BGP session for the new keepalive timers to take effect. If you want to observe the BGP keepalive exchange process, use the command debug ip bgp keepalive .
 Read this article for a detailed explanation on BGP convergence: Understanding BGP Convergence
 Configuration
 R2:
 router bgp 200
 timers bgp 5 15
 neighbor 192.10.1.254 advertisement-interval 0
 bgp scan-time 20
 http://blog.ine.com/2010/11/22/understanding-bgp-convergence/
 http://blog.ine.com/2010/11/22/understanding-bgp-convergence/
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Verification
 Check the timer values using the show commands demonstrated below. Note that you must clear the BGP session between R2 and R10 for the new bgp timer values to be negotiated.
 R2#show ip bgp summary | include scan
 BGP activity 18/0 prefixes, 46/15 paths, scan interval 20 secs
 ! R2#show ip bgp neighbors 192.10.1.254 | inc advertisement|keepal
 Last read 00:00:08, last write 00:00:48, hold time is 180, keepalive interval is 60 seconds
 Configured hold time is 15, keepalive interval is 5 seconds
 Default minimum time between advertisement runs is 30 seconds
 Minimum time between advertisement runs is 0 seconds
 ! R2#clear ip bgp 192.10.1.254
 R2#show ip bgp neighbors 192.10.1.254 | inc advertisement|keepal
 Last read 00:00:00, last write 00:00:03, hold time is 15, keepalive interval is 5 seconds
 Configured hold time is 15, keepalive interval is 5 seconds
 Default minimum time between advertisement runs is 30 seconds
 Minimum time between advertisement runs is 0 seconds
 Notice that after clearing the session, the 'configured timers' match the active timers on the session. Read this article for a detailed explanation on BGP convergence: Understanding BGP Convergence
 http://blog.ine.com/2010/11/22/understanding-bgp-convergence/

Page 1052
                        

CCIE Routing & Switching v5 Workbook - CCIE R&S v5 Advanced Technology Labs - BGP
 BGP Fast Fallover
 You must load the initial configuration files for the section, Basic BGP Routing , which can be found in CCIE R&S v5 Topology Diagrams & Initial Configurations. Reference the Advanced Technology Labs BGP Diagram to complete this task.
 Task
 Disable the BGP feature in R3 that allows for eBGP peering session deactivation when a physical interface goes down.Configure all of R3’s BGP peering sessions for fast peering deactivation.
 Configuration
 It is common to have eBGP peers directly connected across a physical interface. With point-to-point links, this allows for fast external session deactivation based on the interface protocol state. That is, as soon as the interface connecting to an external peer signals protocols down, the BGP process may deactivate the peering session without waiting for the hold-down time to expire. This feature is enabled by default for eBGP sessions using the BGP process command bgp fast-external-
 fallover . Notice that this feature is only efficient when the peering session is established across the non-shared link; using it on NBMA and Ethernet interfaces might be inefficient.
 A more advanced version of this feature is available in the recent IOS release. The new feature is called “fast peering session deactivation support” and could be configured on a per-neighbor basis using the command neighbor <IP> fall-over . This feature applies to both iBGP and eBGP (mostly multi-hop) sessions and does not depend on interface state. The IGP route used to reach the peer configured for fast session deactivation is monitored by the BGP process. When the IGP route disappears, the BGP session gets immediately torn down unless there is a backup IGP route to reach the peer. Thus, the new feature is event driven and allows for
 http://labs.ine.com/workbook/view/rs-v5-workbook/task/ccie-r-s-v5-topology-diagrams-initial-configurations-MTk3Ng==
 http://labs.ine.com/workbook/view/rs-v5-workbook/task/ccie-r-s-v5-topology-diagrams-initial-configurations-MTk3Ng==
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fast detection of peering issues even for iBGP (non-direct) sessions. Notice that this feature has the same limitation as the fast-external-fallover; if the peer is connected via a shared interface, the router may not detect the loss of the directly connected IGP network. In situations like this, you may use point-to-point NBMA subinterfaces or reliable static /32 routes on the shared NBMA or Ethernet interfaces. BFD (Bidirectional Forwarding Detection) can be tied to the neighbor <IP> fall-over to overcome connections over shared segments.
 Remember that convergence improvements result in less stable topology. To minimize the impact of IGP instabilities on BGP tables, use event dampening technologies (such as ip dampening) and prefix summarization.
 R3:
 router bgp 200
 no bgp fast-external-fallover
 neighbor 155.1.0.5 fall-over
 neighbor 155.1.13.1 fall-over
 neighbor 155.1.23.2 fall-over
 neighbor 155.1.37.7 fall-over
 neighbor 155.1.58.8 fall-over
 Verification
 To test the fast fall-over feature, configure R7 and R8 to stop advertising the aggregate for 155.1.0.0/16. This is needed because R4 and R6 generate a summary prefix 155.1.0.0/16, which is injected into RIB and could be used as a backup route to reach any BGP next-hop in AS 200. Another way to accomplish this would be to use the bgp nexthop route-map <route-map> command on R3. This route-map can match a prefix-list that specifies a prefix length. For example, we could use '0.0.0.0/0 ge 24' on the prefix-list and this would make R3 only consider next-hops that are at least /24's. If the /24 IGP route is lost but the /16 aggregate is still in IGP, R3 would not use the aggregate because it does not meet the required length specified in the prefix-list.
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R7:
 router bgp 300
 no aggregate-address 155.1.0.0 255.255.0.0
 R8:
 router bgp 200
 no aggregate-address 155.1.0.0 255.255.0.0
 Verify that R3’s iBGP peering session is enabled for fast fall-over. Then activate a BGP debugging command for RIB watching and shut down the link connecting R5 and R8. Recall that because these routers are not connected via a true point-to-point link, we must shut down both sides of the link to simulate a link down even. If we only shut down the link on R8, R5 will still advertise GigabitEthernet1.58 into IGP because its side will not go down.
 R3#show ip bgp neighbors 155.1.58.8 | include [Ff]all
 Fall over configured for session
 ! R3#debug ip bgp rib-filter
 BGP Rib filter debugging is on
 ! R5, R8
 interface GigabitEthernet1.58
 shutdown
 BGP RIB_RWATCH: (default:ipv4:base) T 155.1.58.0/24 EVENT RIB update DOWN
 BGP RIB_RWATCH: (default:ipv4:base) N 155.1.58.0/24 QP Schedule query
 BGP RIB_RWATCH: (default:ipv4:base) T 155.1.58.0/24 EVENT Query did not find route
 BGP RIB_RWATCH: (default:ipv4:base) R 155.1.58.0/24 d=90 p=1 -> Tu0 155.1.0.5 base 26880256 Deleting
 BGP RIB_RWATCH: Adding to client notification queue
 BGP RIB_RWATCH: Adding to client notification queue
 BGP RIB_RWATCH: (default:ipv4:base) W 155.1.58.8/32 c=0x7F8368ED1D08 C
 R3#lient notified unreachable
 BGP RIB_RWATCH: (default:ipv4:base) W 155.1.58.8/32 c=0x7F8360DCC0B0 Client notified unreachable
 %BGP-5-NBR_RESET: Neighbor 155.1.58.8 reset (Route to peer lost)
 %BGP-5-ADJCHANGE: neighbor 155.1.58.8 Down Route to peer lost
 %BGP_SESSION-5-ADJCHANGE: neighbor 155.1.58.8 IPv4 Unicast topology base removed from session Route to peer lost
 BGP RIB_RWATCH: (default:ipv4:base) T 28.119.16.0/24 EVENT RIB update MODIFY
 BGP RIB_RWATCH: (default:ipv4:base) T 28.119.17.0/24 EVENT RIB
 BGP RIB_RWATCH: (default:ipv4:base) T 112.0.0.0/8 EVENT RIB update MODIFY
 BGP RIB_RWATCH: (default:ipv4:base) T 113.0.0.0/8 EVENT RIB update MODIFY
 BGP RIB_RWATCH: (default:ipv4:base) T 114.0.0.0/8 EVENT RIB update MODIFY
 BGP RIB_RWATCH: (default:ipv4:base) T 115.0.0.0/8 EVENT RIB update MODIFY
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BGP RIB_RWATCH: (default:ipv4:base) T 116.0.0.0/8 EVENT RIB update MODIFY
 BGP RIB_RWATCH: (default:ipv4:base) T 117.0.0.0/8 EVENT RIB update MODIFY
 BGP RIB_RWATCH: (default:ipv4:base) T 118.0.0.
 BGP RIB_RWATCH: (default:ipv4:base) T 119.0.0.0/8 EVENT RIB update MODIFY
 BGP RIB_RWATCH: (default:ipv4:base) T 155.1.58.0/24 EVENT RIB update UP
 BGP RIB_RWATCH: (default:ipv4:base) N 155.1.58.0/24 Adding route
 BGP RIB_RWATCH: (default:ipv4:base) R 155.1.58.0/24 d=0 p=0 -> Updating
 BGP RIB_RWATCH: (default:ipv4:base) N 155.1.58.8/32 Adding internal track
 Notice that the peering with R8 is torn down as soon as the route is lost. R5, however, did not tear down its session with R8! This is because R5 does not have fall-over configured toward R8, and fast-external fall-over mechanism only happens for eBGP sessions by default. R5 loses its EIGRP adjacency with R8, but it still has 155.1.58.0/24 in its BGP table. This is why toward the end of the debug from R3 you can observe the "EVENT RIB UP" and "Adding route". R3 installs the BGP route, but because there is no connectivity toward R8 due to the link being shut down, the session will never get established.
 R5#show ip route 155.1.58.8
 Routing entry for 155.1.58.0/24
 Known via "bgp 200", distance 200, metric 0, type internal
 Last update from 155.1.58.8 00:00:06 ago
 Routing Descriptor Blocks:
 * 155.1.58.8, from 155.1.58.8, 00:00:06 ago
 Route metric is 0, traffic share count is 1
 AS Hops 0
 MPLS label: none
 R5 will tear down its session with R8 based on default BGP timers, 180 seconds. If R5 had 'fall-over' configured toward R8, R5's peering would have been terminated as soon as the link was shut down.
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CCIE Routing & Switching v5 Workbook - CCIE R&S v5 Advanced Technology Labs - BGP
 BGP Outbound Route Filtering
 You must load the initial configuration files for the section, Basic BGP Routing , which can be found in CCIE R&S v5 Topology Diagrams & Initial Configurations. Reference the Advanced Technology Labs BGP Diagram to complete this task.
 Task
 R7 and R5 should filter out the prefixes 112.0.0.0/8 and 114.0.0.0/8 from being advertised to R6 and R4, respectively.The filtering configuration should be applied to routers R4 and R6.
 Configuration
 ORF, or outbound route filtering, is the technique that allows a BGP peer to “push” a filter to the remote neighbor. The neighbor then applies the prefix filter to the outbound updates sent to the peer that pushed the filter. This feature is particularly helpful in situations where BGP peers exchange large amounts of BGP information. Applying filtering outbound on the remote peer instead of inbound on the local peer significantly decreases the amount of routing information sent across the link. There are two types of ORF filters defined in IETF’s draft: prefix-list based and community based. Cisco IOS supports only the prefix-list ORFs.
 In BGP terms, ORF is a special capability negotiated during the establishment of a BGP session. A peer may advertise its willingness to send, receive, or both send and receive the ORFs. You must enable this capability on peering routers before configuring ORFs. The command to enable the feature in the IOS routers is
 neighbor <IP> capability orf prefix-list [send|receive|both] . You must reset the BGP session to negotiate the new capabilities.
 To configure and push an ORF, you must define a prefix list and apply it to the peer’s session using the command neighbor <IP> prefix-list <NAME> in . The list must
 http://labs.ine.com/workbook/view/rs-v5-workbook/task/ccie-r-s-v5-topology-diagrams-initial-configurations-MTk3Ng==
 http://labs.ine.com/workbook/view/rs-v5-workbook/task/ccie-r-s-v5-topology-diagrams-initial-configurations-MTk3Ng==
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be inbound, because this is the natural direction for ORF. If the session has ORF send capability enabled, the list will be pushed to the remote peer and installed as an outbound filter after you do a session refresh using the clear ip bgp <IP> soft in
 prefix-filter command. This command pushes the prefix list and requires route refresh (re-advertisement) from the peer.
 R7:
 router bgp 300
 neighbor 155.1.67.6 capability orf prefix-list both
 R5:
 router bgp 200
 neighbor 155.1.45.4 capability orf prefix-list both
 R6:
 ip prefix-list ORF deny 112.0.0.0/8
 ip prefix-list ORF deny 114.0.0.0/8
 ip prefix-list ORF permit 0.0.0.0/0 le 32
 !
 router bgp 100
 neighbor 155.1.67.7 capability orf prefix-list both
 neighbor 155.1.67.7 prefix-list ORF in
 R4:
 ip prefix-list ORF deny 112.0.0.0/8
 ip prefix-list ORF deny 114.0.0.0/8
 ip prefix-list ORF permit 0.0.0.0/0 le 32
 !
 router bgp 100
 neighbor 155.1.45.5 capability orf prefix-list both
 neighbor 155.1.45.5 prefix-list ORF in
 Verification
 To verify ORFs, issue the following “show” command on any of the routers “pushing” the filters, such as on R6. Notice that the new capability has been negotiated and the list sent.
 R6#show ip bgp neighbors 155.1.67.7
 BGP neighbor is 155.1.67.7, remote AS 300, external link
 <snip> For address family: IPv4 Unicast
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Session: 155.1.67.7
 BGP table version 141, neighbor version 141/0
 Output queue size : 0
 Index 4, Advertise bit 0
 4 update-group member
 AF-dependant capabilities:
 Outbound Route Filter (ORF) type (128) Prefix-list:
 Send-mode: advertised, received
 Receive-mode: advertised, received Outbound Route Filter (ORF): sent;
 Incoming update prefix filter list is ORF
 Slow-peer detection is disabled
 Slow-peer split-update-group dynamic is disabled
 Interface associated: GigabitEthernet1.67
 Sent Rcvd
 Prefix activity: ---- ----
 Prefixes Current: 8 15 (Consumes 1800 bytes)
 Prefixes Total: 18 15
 Implicit Withdraw: 0 0
 Explicit Withdraw: 10 0
 Used as bestpath: n/a 10
 Used as multipath: n/a 0
 Outbound Inbound
 Local Policy Denied Prefixes: -------- -------
 Bestpath from this peer: 10 n/a
 Total: 10 0
 Get to the other side of the connection and check the prefix list received by R7. Notice the name for the list, constructed from the peer’s IP address.
 R7#show ip bgp neighbors 155.1.67.6 received prefix-filter
 Address family: IPv4 Unicast
 ip prefix-list 155.1.67.6: 3 entries
 seq 5 deny 112.0.0.0/8
 seq 10 deny 114.0.0.0/8
 seq 15 permit 0.0.0.0/0 le 32
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CCIE Routing & Switching v5 Workbook - CCIE R&S v5 Advanced Technology Labs - BGP
 BGP Soft Reconfiguration
 You must load the initial configuration files for the section, Basic BGP Routing , which can be found in CCIE R&S v5 Topology Diagrams & Initial Configurations. Reference the Advanced Technology Labs BGP Diagram to complete this task.
 Task
 Configure R2 to accept all prefixes from R 10 irrespective of the configured inbound filters, and store them all locally.
 Configuration
 Until RFC2918 introduced the Route Refresh capability to BGP, it was impossible to signal a remote BGP peer to re-advertise the prefixes (Adj-RIB-Out) to the local peer. This feature is very helpful in situations where the local peer changes inbound filtering policy and needs the peer to re-advertise the routing information. The only way to accomplish the policy refresh was to tear down and re-establish the peering session, which could be very resource consuming and cause connectivity disruption. Before the Route Refresh capability became standardized, one workaround was to use the so-called soft-reconfiguration approach.
 http://labs.ine.com/workbook/view/rs-v5-workbook/task/ccie-r-s-v5-topology-diagrams-initial-configurations-MTk3Ng==
 http://labs.ine.com/workbook/view/rs-v5-workbook/task/ccie-r-s-v5-topology-diagrams-initial-configurations-MTk3Ng==

Page 1060
                        

When a local BGP speaker is configured to apply soft-reconfiguration to a peer using the command neighbor <IP> soft-reconfiguration inbound the speaker will accept ALL prefixes from the remote peer and store them in a separate memory buffer (of course, a session reset is required for this operation to initialize). The prefixes are then processed via the inbound filters and the resulting information imported into Adj-RIB-In and finally to the BGP table. Every time the local policy changes, there is no need to re-establish the peering session but simply apply the filters to the stored information. The penalty is the extra memory needed to store the routing information from the peer. Of course, this feature became deprecated with the introduction of Route Refresh capability.
 R2:
 router bgp 200
 neighbor 192.10.1.254 soft-reconfiguration inbound
 Verification
 Check the routes received and stored from R10.
 R2#show ip bgp neighbors 192.10.1.254 received-routes
 BGP table version is 101, local router ID is 150.1.2.2
 Status codes: s suppressed, d damped, h history, * valid, > best, i - internal,
 r RIB-failure, S Stale, m multipath, b backup-path, f RT-Filter,
 x best-external, a additional-path, c RIB-compressed,
 Origin codes: i - IGP, e - EGP, ? - incomplete
 RPKI validation codes: V valid, I invalid, N Not found
 Network Next Hop Metric LocPrf Weight Path
 *> 51.51.51.51/32 192.10.1.254 0 0 254 ?
 r> 192.10.1.0 192.10.1.254 0 0 254 ?
 *> 205.90.31.0 192.10.1.254 0 0 254 ?
 *> 220.20.3.0 192.10.1.254 0 0 254 ?
 *> 222.22.2.0 192.10.1.254 0 0 254 ?
 Total number of prefixes 5
 Apply a prefix filter to the peering session with R10, filtering all possible prefixes. Apply soft reset to the peering session and check the Adj-RIB-In (routes received from R10 after filtering) with the total number of routes received from R10.
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R2(config)#ip prefix-list TEST deny 0.0.0.0/0 le 32
 R2(config)#router bgp 200
 R2(config-router)#neighbor 192.10.1.254 prefix-list TEST in
 ! R2#clear ip bgp 192.10.1.254 soft in
 R2#show ip bgp neighbors 192.10.1.254 routes
 Total number of prefixes 0
 ! R2#show ip bgp neighbors 192.10.1.254 received-routes
 Status codes: s suppressed, d damped, h history, * valid, > best, i - internal,
 r RIB-failure, S Stale, m multipath, b backup-path, f RT-Filter,
 x best-external, a additional-path, c RIB-compressed,
 Origin codes: i - IGP, e - EGP, ? - incomplete
 RPKI validation codes: V valid, I invalid, N Not found
 Network Next Hop Metric LocPrf Weight Path
 * 51.51.51.51/32 192.10.1.254 0 0 254 ?
 * 192.10.1.0 192.10.1.254 0 0 254 ?
 * 205.90.31.0 192.10.1.254 0 0 254 ?
 * 220.20.3.0 192.10.1.254 0 0 254 ?
 * 222.22.2.0 192.10.1.254 0 0 254 ?
 Total number of prefixes 5
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CCIE Routing & Switching v5 Workbook - CCIE R&S v5 Advanced Technology Labs - BGP
 BGP Next-Hop Trigger
 You must load the initial configuration files for the section, Basic BGP Routing , which can be found in CCIE R&S v5 Topology Diagrams & Initial Configurations. Reference the Advanced Technology Labs BGP Diagram to complete this task.
 Task
 Configure R3 to respond to BGP prefixes’ next-hop changes within 30 seconds of IGP prefix change.For this scope, configure and advertise into BGP a new Loopback1 prefix on R8 with IPv4 address of 8.8.8.8/24.
 Configuration
 The BGP NEXT_HOP attribute is often used for recursive lookup through the IGP table to resolve the actual next-hop interface and router. Until IOS 12.3(14)T, BGP was accounting for IGP information changes only during periodic BGP scans with the interval defined by the command bgp scan-time <seconds> . With the default value of 60 seconds, it was impossible to react to IGP topology changes between the runs of the BGP scanner process.
 Since IOS 12.3(14)T, the next-hop tracking behavior has changed from periodic to event driven. This behavior is enabled by default using the command bgp nexthop
 trigger enable . BGP process registers the NEXT_HOP attribute values with the RIB table watch process. As soon as any change that affects an existing NEXT_HOP occurs, the watch process notifies the BGP router process. If the change results in prefix withdrawn, the BGP process immediately removes the prefix. All other notification are delayed and batched until the time-interval specified by the command bgp nexthop trigger delay <seconds> expires. After this, a full BGP table walk occurs, performing best-path computations for all prefixes. The delay value
 http://labs.ine.com/workbook/view/rs-v5-workbook/task/ccie-r-s-v5-topology-diagrams-initial-configurations-MTk3Ng==
 http://labs.ine.com/workbook/view/rs-v5-workbook/task/ccie-r-s-v5-topology-diagrams-initial-configurations-MTk3Ng==
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should be tuned according to the IGP convergence speed to avoid unnecessary full table walks. That is, it is desirable to have IGP fully converged after an initial change (or sequence of change) until the full BGP walk has started.
 R3:
 router bgp 200
 bgp nexthop trigger delay 30
 Verification
 Advertise a new network 8.8.8.0/24 into BGP on R8. Then remove the NHRP mapping on R3 for R5, and clear the nhrp process on R3. This will lead to R3 and R5 losing EIGRP adjacency. Before this, enable the following debugging on R3.
 debug ip bgp event nexthop :
 R8:
 interface Loopback1
 ip address 8.8.8.8 255.255.255.0
 !
 router bgp 200
 network 8.8.8.0 mask 255.255.255.0
 R3:
 interface Tunnel 0
 no ip nhrp map 155.1.0.5 169.254.100.5
 Observe the debugging output on R3. Notice that the BGP process responds to IGP changes and schedules a BGP table walk in 30 seconds.
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R3#clear ip nhrp
 R3#clear crypto sa
 ! %DUAL-5-NBRCHANGE: EIGRP-IPv4 100: Neighbor 155.1.0.5 (Tunnel0) is down
 : holding time expired
 EvD: accum. penalty decayed to 0 after 232 second(s)
 BGP(IPv4 Unicast): Nexthop modified, reuse in 00:00:19, 19000 , scheduling nexthop scan in 30 secs
 EvD: accum. penalty decayed to 500 after 0 second(s)
 BGP(IPv4 Unicast): Nexthop modified, reuse in 00:00:27, 27000 , timer already running
 BGP: NHOP scanner event timer
 BGP: Nexthop walk for IPv4 Unicast
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CCIE Routing & Switching v5 Workbook - CCIE R&S v5 Advanced Technology Labs - BGP
 BGP TTL Security
 You must load the initial configuration files for the section, Basic BGP Routing , which can be found in CCIE R&S v5 Topology Diagrams & Initial Configurations. Reference the Advanced Technology Labs BGP Diagram to complete this task.
 Task
 Configure R3 to accept TCP packets from eBGP peers only if they are no more than one hop away.
 Configuration
 The Generalized TTL Security Mechanism (GTSM) defined in RFC 3682 specifies a protection method against BGP session hijacking and resource exhaustion attacks. Generally, the BGP process listens on the TCP port 179 and accepts all TCP SYN packets destined to this port, unless they are filtered by an ACL. It is possible to generate a barrage of spoofed packets imitating a valid BGP session and inject false information (if the session is unauthenticated) or generate a TCP SYN-flooding attack.
 GTSM utilizes the simple fact that every router on the path to the BGP speaker decrements the TTL field in IP packets by one. Based on this, it is possible to identify potentially spoofed packets by looking at their TTL field; the packets sent from “afar” will have the TTL field below some threshold. It is possible to define a “secure radius” in the number of hop counts to accept the incoming IP packets. For example, if all BGP peers are within 10 hops from the local BGP speaker, all incoming IP packets will have their TTL field set to no less than 245. This is because all IP packets start with TTL=255 and the field is decremented by every hop on the path. Thus, by accepting the IP packets with TTL greater than or equal to 245, it is possible to minimize the risk of spoofed packets reaching the BGP process. Notice that the usefulness of GTSM feature decreases as the diameter of eBGP Multihop
 http://labs.ine.com/workbook/view/rs-v5-workbook/task/ccie-r-s-v5-topology-diagrams-initial-configurations-MTk3Ng==
 http://labs.ine.com/workbook/view/rs-v5-workbook/task/ccie-r-s-v5-topology-diagrams-initial-configurations-MTk3Ng==
 http://tools.ietf.org/html/rfc3682
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session grows.
 To configure the TTL security checks for a BGP peer, use the command neighbor
 <IP> ttl-security hops <hop-count> . This command applies to eBGP peering sessions only (either directly-connected or multihop) and specifies the number of hops the remote peer could be away from the local speaker. Remember that the internal BGP sessions are not protected, and therefore the internal network is assumed to be “trusted.” All incoming TCP packets targeted at the BGP port with an IP TTL value below (255 - <hop-count>) are silently discarded by the router. In addition, the feature sets the TTL value for outgoing TCP/IP packets to 255 to make sure the remote peer will accept the local packets. The GTSM feature is mutually exclusive with the ebgp-multihop BGP feature. This is because the eBGP session by default sets TTL=1 in the outgoing IP packets and with the multihop <n> session parameter, the TTL value is set to <n>, which is not compatible with GTSM. Therefore, make sure you configure the GTSM feature on both sides of the peering link.
 R1:
 router bgp 100
 neighbor 155.1.13.3 ttl-security hops 1
 R3:
 router bgp 200
 neighbor 155.1.13.1 ttl-security hops 1
 neighbor 155.1.37.7 ttl-security hops 1
 R7:
 router bgp 300
 neighbor 155.1.37.3 ttl-security hops 1
 Verification
 Check the GTSM settings for eBGP peers on R3. Repeat the same verifications on R1 and R7:
 R3#show ip bgp neighbors 155.1.13.1 | inc hop
 External BGP neighbor may be up to 1 hop away.
 ! R3#show ip bgp neighbors 155.1.37.7 | inc hop
 External BGP neighbor may be up to 1 hop away.
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CCIE Routing & Switching v5 Workbook - CCIE R&S v5 Advanced Technology Labs - BGP
 BGP AllowAS in
 You must load the initial configuration files for the section, Basic BGP Routing , which can be found in CCIE R&S v5 Topology Diagrams & Initial Configurations. Reference the Advanced Technology Labs BGP Diagram to complete this task.
 Task
 Configure R2 and R8 to advertise networks 2.2.2.0/24 and 8.8.8.0/24 into BGP. Configure new Loopback1 interfaces for this scope.
 Configure AS 200 border routers so that if AS 200 is partitioned, the remaining segments could transit AS 100 to recover connectivity.
 Configuration
 The BGP loop-prevention mechanism does not allow a BGP speaker to accept prefixes with the local AS number in the AS_PATH list. However, in some cases, it would be desirable to accept the routes originated in the same AS via another AS. There are two common scenarios:
 1. The company’s network is partitioned, and every partition connects to the Internet or ISP. Every network has its own set of prefixes but uses the same AS number. In this case, for the partitions to exchange prefixes, they must accept the NLRIs with the same AS number.
 2. The company connects to an ISP and wants to use it as a transit path in case the company’s network becomes segmented due to an emergency. In this case, the prefixes advertised to the ISP must be accepted back by the border peers.
 Cisco IOS allows for accepting the prefixes with the local AS number from a specific peer using the command neighbor <IP> allowas-in [<count>] . Here, <count> is the number of the local AS number occurrences in the AS_PATH attribute, which
 http://labs.ine.com/workbook/view/rs-v5-workbook/task/ccie-r-s-v5-topology-diagrams-initial-configurations-MTk3Ng==
 http://labs.ine.com/workbook/view/rs-v5-workbook/task/ccie-r-s-v5-topology-diagrams-initial-configurations-MTk3Ng==
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defaults to one. This parameter serves a purpose similar to the hop-count limit in distance-vector protocol and implements the well-known count-to-infinity loop prevention technique.
 To prevent routing loops with this feature, you should be careful when implementing prefix aggregation. Specifically, only one “partition” or border peer can implement summarization, or summarization should not be used at all. Otherwise, the upstream ASs will have trouble selecting the proper entry point to the AS partitions. Needless to mention, using the AllowAS in feature is highly NOT recommended and only advised as a last resort. In a Layer 3 MPLS-VPNs environment, this feature can be used safely by sites that connect into the same service provider and don't have a backdoor link. The sites can all share the same AS and configure neighbor <IP>
 allowas-in [<count>] toward their provider edge router. Alternatively, the service provider can use the neighbor <IP> as-override command if the customer sites of the Layer 3 MPLS VPN have routers that don't support allowas-in.
 R2:
 interface Loopback1
 ip address 2.2.2.2 255.255.255.0
 !
 router bgp 200
 network 2.2.2.0 mask 255.255.255.0
 R3:
 router bgp 200
 neighbor 155.1.13.1 allowas-in
 R5:
 router bgp 200
 neighbor 155.1.45.4 allowas-in
 R8:
 interface Loopback1
 ip address 8.8.8.8 255.255.255.0
 !
 router bgp 200
 network 8.8.8.0 mask 255.255.255.0
 Verification
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Configure the routers so that AS 200 is split into two parts. To accomplish this, configure the routers as follows:
 R3:
 router eigrp 100
 passive-interface GigabitEthernet1.37
 passive-interface GigabitEthernet1.13
 R5:
 router eigrp 100
 passive-interface Tunnel0
 passive-interface GigabitEthernet1.45
 !
 interface Tunnel0
 shutdown
 Check the BGP tables of R3 and R5 for the prefixes originated in AS 200 (note that you must give the BGP network time to converge). Notice that both R3 and R5 accept those prefixes because of the AllowAS in feature. Then trace the route from R2 to R8 between the two configured subnets and make sure connectivity is maintained.
 R3#show ip bgp regexp _200$
 BGP table version is 543, local router ID is 150.1.3.3
 Status codes: s suppressed, d damped, h history, * valid, > best, i - internal,
 r RIB-failure, S Stale, m multipath, b backup-path, f RT-Filter,
 x best-external, a additional-path, c RIB-compressed,
 Origin codes: i - IGP, e - EGP, ? - incomplete
 RPKI validation codes: V valid, I invalid, N Not found
 Network Next Hop Metric LocPrf Weight Path
 *> 8.8.8.0/24 155.1.13.1 0 100 200 i
 ! R5#show ip bgp regexp _200$
 BGP table version is 22, local router ID is 150.1.5.5
 Status codes: s suppressed, d damped, h history, * valid, > best, i - internal,
 r RIB-failure, S Stale, m multipath, b backup-path, f RT-Filter,
 x best-external, a additional-path, c RIB-compressed,
 Origin codes: i - IGP, e - EGP, ? - incomplete
 RPKI validation codes: V valid, I invalid, N Not found
 Network Next Hop Metric LocPrf Weight Path
 *> 2.2.2.0/24 155.1.45.4 0 100 200 i
 ! R2#traceroute 8.8.8.8 source loopback1
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Type escape sequence to abort.
 Tracing the route to 8.8.8.8
 VRF info: (vrf in name/id, vrf out name/id)
 1 155.1.23.3 13 msec 2 msec 2 msec
 2 155.1.13.1 9 msec 4 msec 20 msec
 3 155.1.146.4 23 msec 9 msec 6 msec
 4 155.1.45.5 11 msec 10 msec 10 msec 5 155.1.58.8 38 msec * 47 msec
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CCIE Routing & Switching v5 Workbook - CCIE R&S v5 Advanced Technology Labs - Multicast
 PIM Dense Mode
 You must load the initial configuration files for the section, Initial Multicast , which can be found in CCIE R&S v5 Topology Diagrams & Initial Configurations. Reference the Advanced Technology Labs Multicast Diagram to complete this task.
 Task
 Enable PIM dense-mode multicast delivery on the Ethernet path between R6 and R10.
 Do not enable PIM on the DMVPN cloud.To test this configuration, configure R10’s GigabitEthernet1.10 interface to join the multicast group 224.10.10.10.
 Make sure that R6 can ping this multicast group.
 Configuration
 Multicast traffic distribution uses the concept of “constrained” flooding. This means that packets destined to a particular multicast group are flooded only on the links that lead to the actual group subscribers. The constrained flooding procedure consists of two parts:
 Building a multicast distribution tree for a group—aka Shortest Path Tree or SPT.Flooding the actual multicast packets down the SPT, while performing Reverse Path Forwarding (RPF) to avoid loops.
 We are going to work mostly with Protocol Independent Multicast (PIM) Dense Mode and Sparse Mode. PIM is a special signaling protocol that does not distribute any routing information on its own. Rather, PIM uses the unicast routing table to perform RPF checks. This procedure is the core of multicast routing. When the router receives a multicast packet, it looks at the source IP address for the packet.
 http://labs.ine.com/workbook/view/rs-v5-workbook/task/ccie-r-s-v5-topology-diagrams-initial-configurations-MTk3Ng==
 http://labs.ine.com/workbook/view/rs-v5-workbook/task/ccie-r-s-v5-topology-diagrams-initial-configurations-MTk3Ng==
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The router looks up the source IP address in the unicast routing table and determines the outgoing interface for this packet. If this outgoing interface does not match the interface where the packet was received, the router drops the packet. This behavior intends to eliminate potential packet loops, which may occur when routers flood multicast packets. Only the immediate upstream router (with respect to the source of the multicast stream) is allowed to send us multicast packets.
 If the packet passes the RPF check, the router will determine the outgoing interface list (OIL) for this packet, that is, the branches of the multicast distribution tree. The OIL never includes the input interface; this is the well-known split horizon rule. The SPT should be signaled by PIM, based on the active subscribers across the network. However, PIM Dense Mode (PIM DM) does not use any explicit signaling to join a multicast distribution tree. Instead, it uses the inverse logic approach. All routers initially flood packets out of all their multicast-enabled interfaces. If the downstream router determines that it does not have any directly connected subscribers or other routers willing to receive multicast traffic, it sends a special PIM Prune message to the upstream router. The upstream router then excludes the particular interface from the OIL for the pruned group.
 PIM DM works fine in small networks with a lot of subscribers. However, it has one inherent scalability limitation: excessive flooding. Every Pruned interface state expires in 3 minutes by default, and then flooding out of this interface resumes again, until the upstream does not receive another PIM Prune message on the interface. This is needed to ensure that no node in the network potentially misses multicast traffic. This periodic flood and prune behavior is what makes PIM Dense mode non-scalable.
 The obvious benefit of PIM DM is its “plug-and-play” behavior. As soon as you configure PIM DM in your network, you can start sending multicast traffic, and the traffic is flooded to all interested subscribers.
 R4:
 ip multicast-routing distributed
 !
 interface GigabitEthernet1.146
 ip pim dense-mode
 !
 interface GigabitEthernet1.45
 ip pim dense-mode
 R6:
 interface GigabitEthernet1.146
 ip pim dense-mode
 R5:
 ip multicast-routing distributed
 !
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interface GigabitEthernet1.45
 ip pim dense-mode
 !
 interface GigabitEthernet1.58
 ip pim dense-mode
 R8:
 ip multicast-routing distributed
 !
 interface GigabitEthernet1.58
 ip pim dense-mode
 !
 interface GigabitEthernet1.108
 ip pim dense-mode
 R10:
 ip multicast-routing distributed
 !
 interface GigabitEthernet1.108
 ip pim dense-mode
 !
 interface GigabitEthernet1.10
 ip igmp join-group 224.10.10.10
 ip pim dense-mode
 Verification
 Start your basic verification by looking for PIM neighbors and PIM interfaces. Notice the PIM version and mode on every interface, and make sure they match the requirements in the tasks.
 R5#show ip pim neighbor
 PIM Neighbor Table
 Mode: B - Bidir Capable, DR - Designated Router, N - Default DR Priority,
 P - Proxy Capable, S - State Refresh Capable, G - GenID Capable
 Neighbor Interface Uptime/Expires Ver DR
 Address Prio/Mode
 155.1.45.4 GigabitEthernet1.45 00:02:15/00:01:27 v2 1 / S P G
 155.1.58.8 GigabitEthernet1.58 00:02:05/00:01:37 v2 1 / DR S P G
 !
 ! R5#show ip pim interface
 Address Interface Ver/ Nbr Query DR DR
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Mode Count Intvl Prior
 155.1.45.5 GigabitEthernet1.45 v2/D 1 30 1 155.1.45.5
 155.1.58.5 GigabitEthernet1.58 v2/D 1 30 1 155.1.58.8
 Ping the group and confirm that the packets reach the destination. Note from configuration that on the client side, which is R6, multicast routing does not need to be enabled.
 R6#ping 224.10.10.10 repeat 100
 Type escape sequence to abort.
 Sending 100, 100-byte ICMP Echos to 224.10.10.10, timeout is 2 seconds:
 ... Reply to request 3 from 155.1.108.10, 11 ms
 Reply to request 4 from 155.1.10.10, 70 ms
 Reply to request 5 from 155.1.10.10, 87 ms
 Reply to request 6 from 155.1.10.10, 160 ms
 Reply to request 7 from 155.1.10.10, 288 ms
 Reply to request 8 from 155.1.10.10, 112 ms
 Now verify multicast route states created by the traffic flow. You should see (S,G) entries corresponding to the dense-mode SPT. Notice that (*,G) states have all potential interfaces within their OILs. Look for the RPF neighbor for each entry, and make sure they match the traffic flow. The RPF neighbor of 0.0.0.0 means that this router is connected to the source, and the RP of 0.0.0.0 confirms that no RP is used for this group, so we are using PIM dense mode.
 R4#show ip mroute 224.10.10.10
 IP Multicast Routing Table
 Flags: D - Dense, S - Sparse, B - Bidir Group, s - SSM Group, C - Connected,
 L - Local, P - Pruned, R - RP-bit set, F - Register flag,
 T - SPT-bit set, J - Join SPT, M - MSDP created entry, E - Extranet,
 X - Proxy Join Timer Running, A - Candidate for MSDP Advertisement,
 U - URD, I - Received Source Specific Host Report,
 Z - Multicast Tunnel, z - MDT-data group sender,
 Y - Joined MDT-data group, y - Sending to MDT-data group,
 G - Received BGP C-Mroute, g - Sent BGP C-Mroute,
 N - Received BGP Shared-Tree Prune, n - BGP C-Mroute suppressed,
 Q - Received BGP S-A Route, q - Sent BGP S-A Route,
 V - RD & Vector, v - Vector, p - PIM Joins on route,
 x - VxLAN group
 Outgoing interface flags: H - Hardware switched, A - Assert winner, p - PIM Join
 Timers: Uptime/Expires
 Interface state: Interface, Next-Hop or VCD, State/Mode
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(*, 224.10.10.10), 00:01:07/stopped, RP 0.0.0.0, flags: D
 Incoming interface: Null, RPF nbr 0.0.0.0
 Outgoing interface list:
 GigabitEthernet1.45, Forward/Dense, 00:01:07/stopped
 GigabitEthernet1.146, Forward/Dense, 00:01:07/stopped
 ( 155.1.146.6, 224.10.10.10
 ), 00:01:07/00:01:52, flags: T
 Incoming interface: GigabitEthernet1.146, RPF nbr 155.1.146.6
 Outgoing interface list: GigabitEthernet1.45, Forward/Dense
 , 00:01:07/stopped
 !
 ! R5#show ip mroute 224.10.10.10
 IP Multicast Routing Table
 Flags: D - Dense, S - Sparse, B - Bidir Group, s - SSM Group, C - Connected,
 L - Local, P - Pruned, R - RP-bit set, F - Register flag,
 T - SPT-bit set, J - Join SPT, M - MSDP created entry, E - Extranet,
 X - Proxy Join Timer Running, A - Candidate for MSDP Advertisement,
 U - URD, I - Received Source Specific Host Report,
 Z - Multicast Tunnel, z - MDT-data group sender,
 Y - Joined MDT-data group, y - Sending to MDT-data group,
 G - Received BGP C-Mroute, g - Sent BGP C-Mroute,
 N - Received BGP Shared-Tree Prune, n - BGP C-Mroute suppressed,
 Q - Received BGP S-A Route, q - Sent BGP S-A Route,
 V - RD & Vector, v - Vector, p - PIM Joins on route,
 x - VxLAN group
 Outgoing interface flags: H - Hardware switched, A - Assert winner, p - PIM Join
 Timers: Uptime/Expires
 Interface state: Interface, Next-Hop or VCD, State/Mode
 (*, 224.10.10.10), 00:02:28/stopped, RP 0.0.0.0, flags: D
 Incoming interface: Null, RPF nbr 0.0.0.0
 Outgoing interface list:
 GigabitEthernet1.58, Forward/Dense, 00:02:28/stopped
 GigabitEthernet1.45, Forward/Dense, 00:02:28/stopped
 ( 155.1.146.6, 224.10.10.10
 ), 00:02:28/00:00:31, flags: T
 Incoming interface: GigabitEthernet1.45, RPF nbr 155.1.45.4
 Outgoing interface list: GigabitEthernet1.58, Forward/Dense
 , 00:02:28/stopped
 !
 ! R8#show ip mroute 224.10.10.10
 IP Multicast Routing Table
 Flags: D - Dense, S - Sparse, B - Bidir Group, s - SSM Group, C - Connected,
 L - Local, P - Pruned, R - RP-bit set, F - Register flag,
 T - SPT-bit set, J - Join SPT, M - MSDP created entry, E - Extranet,

Page 1076
                        

X - Proxy Join Timer Running, A - Candidate for MSDP Advertisement,
 U - URD, I - Received Source Specific Host Report,
 Z - Multicast Tunnel, z - MDT-data group sender,
 Y - Joined MDT-data group, y - Sending to MDT-data group,
 G - Received BGP C-Mroute, g - Sent BGP C-Mroute,
 N - Received BGP Shared-Tree Prune, n - BGP C-Mroute suppressed,
 Q - Received BGP S-A Route, q - Sent BGP S-A Route,
 V - RD & Vector, v - Vector, p - PIM Joins on route,
 x - VxLAN group
 Outgoing interface flags: H - Hardware switched, A - Assert winner, p - PIM Join
 Timers: Uptime/Expires
 Interface state: Interface, Next-Hop or VCD, State/Mode
 (*, 224.10.10.10), 00:03:32/stopped, RP 0.0.0.0, flags: D
 Incoming interface: Null, RPF nbr 0.0.0.0
 Outgoing interface list:
 GigabitEthernet1.108, Forward/Dense, 00:03:32/stopped
 GigabitEthernet1.58, Forward/Dense, 00:03:32/stopped
 ( 155.1.146.6, 224.10.10.10
 ), 00:03:32/00:02:27, flags: T
 Incoming interface: GigabitEthernet1.58, RPF nbr 155.1.58.5
 Outgoing interface list: GigabitEthernet1.108, Forward/Dense
 , 00:03:32/stopped
 !
 ! R10#show ip mroute 224.10.10.10
 IP Multicast Routing Table
 Flags: D - Dense, S - Sparse, B - Bidir Group, s - SSM Group, C - Connected,
 L - Local, P - Pruned, R - RP-bit set, F - Register flag,
 T - SPT-bit set, J - Join SPT, M - MSDP created entry, E - Extranet,
 X - Proxy Join Timer Running, A - Candidate for MSDP Advertisement,
 U - URD, I - Received Source Specific Host Report,
 Z - Multicast Tunnel, z - MDT-data group sender,
 Y - Joined MDT-data group, y - Sending to MDT-data group,
 G - Received BGP C-Mroute, g - Sent BGP C-Mroute,
 N - Received BGP Shared-Tree Prune, n - BGP C-Mroute suppressed,
 Q - Received BGP S-A Route, q - Sent BGP S-A Route,
 V - RD & Vector, v - Vector, p - PIM Joins on route,
 x - VxLAN group
 Outgoing interface flags: H - Hardware switched, A - Assert winner, p - PIM Join
 Timers: Uptime/Expires
 Interface state: Interface, Next-Hop or VCD, State/Mode
 (*, 224.10.10.10), 00:05:02/stopped, RP 0.0.0.0, flags: DCL
 Incoming interface: Null, RPF nbr 0.0.0.0
 Outgoing interface list:
 GigabitEthernet1.10, Forward/Dense, 00:05:02/stopped
 GigabitEthernet1.108, Forward/Dense, 00:05:02/stopped
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( 155.1.146.6, 224.10.10.10
 ), 00:04:43/00:02:08, flags: LT
 Incoming interface: GigabitEthernet1.108, RPF nbr 155.1.108.8
 Outgoing interface list: GigabitEthernet1.10, Forward/Dense
 , 00:04:43/stopped
 Another way to check the RPF neighbor and RPF interface is by using the following command.
 R5#show ip rpf 155.1.146.6
 RPF information for ? (155.1.146.6) RPF interface: GigabitEthernet1.45
 RPF neighbor: ? (155.1.45.4)
 RPF route/mask: 155.1.146.0/24 RPF type: unicast (eigrp 100)
 Doing distance-preferred lookups across tables
 RPF topology: ipv4 multicast base, originated from ipv4 unicast base
 As stated previously, the unicast routing table is used to look up the RPF interface for the source of the packet. In this case, the source was 155.1.146.6. This command looks at the RIB and sees that there is a route for 155.1.146.0/24 via EIGRP. The interface that is used for this route is GigabitEthernet1.45. Because this is where the multicast traffic is received on R5, the RPF check passes.
 R5#show ip route 155.1.146.6
 Routing entry for 155.1.146.0/24
 Known via "eigrp 100", distance 90, metric 3072, type internal
 Redistributing via eigrp 100, ospf 1
 Advertised by ospf 1 subnets
 Last update from 155.1.45.4 on GigabitEthernet1.45, 00:58:47 ago
 Routing Descriptor Blocks: * 155.1.45.4, from 155.1.45.4, 00:58:47 ago, via GigabitEthernet1.45
 Route metric is 3072, traffic share count is 1
 Total delay is 20 microseconds, minimum bandwidth is 1000000 Kbit
 Reliability 255/255, minimum MTU 1500 bytes
 Loading 1/255, Hops 1
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CCIE Routing & Switching v5 Workbook - CCIE R&S v5 Advanced Technology Labs - Multicast
 Multicast RPF Failure
 You must load the initial configuration files for the section, Initial Multicast , which can be found in CCIE R&S v5 Topology Diagrams & Initial Configurations. Reference the Advanced Technology Labs Multicast Diagram to complete this task.
 Task
 Enable PIM dense-mode multicast delivery on the Ethernet path between R6 and R10.
 Don't enable PIM on the GigabitEthernet1.45 link between R4 and R5 but instead enable it on the Tunnel10 connection between R1 and R5.
 To test this configuration, configure R10’s GigabitEthernet1.10 interface to join the multicast group 224.10.10.10.
 Make sure that R6 can ping this multicast group.
 Configuration
 The RPF check procedure was discussed in the previous task. RPF failures occur in two general situations: packets being flooded out of the wrong interface (good, prevents looping) or unicast shortest paths not matching multicast distribution trees (bad, PIM-enabled interface does not follow the unicast routing table). Situations of the second type generally occur in the following cases:
 Duplicate paths to the multicast source exist, and PIM is not enabled on all links. In this situation, the router may receive multicast packets on an interface that is not on the shortest path to the source. As an extreme solution to this situation, PIM might be enabled on the links where IGP is not running.There are multiple routing protocols in the network, and the router might have paths to the source learned via different protocols. In this situation, the router may receive
 http://labs.ine.com/workbook/view/rs-v5-workbook/task/ccie-r-s-v5-topology-diagrams-initial-configurations-MTk3Ng==
 http://labs.ine.com/workbook/view/rs-v5-workbook/task/ccie-r-s-v5-topology-diagrams-initial-configurations-MTk3Ng==
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multicast packets on an interface running RIP, while thinking the shortest path to the source is via OSPF.
 Warning! Use of static routes may the change a local router’s perception of the shortest paths and force it to reject otherwise valid multicast packets.
 Additionally, temporary RPF failures may happen in situations where the network is unstable and the routers keep changing their shortest path tables. The best way to find and isolate the RPF issue in your lab is probably to run the debug ip mfib pak
 command on all routers, starting from the one closest to the destination and moving upstream to the source. This command will show you process-switched multicast packets and signal any RPF issues. Note that you may need to enter the commands
 no ip mfib cef input and no ip mfib cef output on all interfaces where multicast packets are received; this will disable cef switching of multicast packets on the interfaces where it is specified.
 The easiest way to deal with an RPF failure is to manually provide RPF information using the ip mroute command. This command is local to the router and specifies the RPF next-hop or interface for the given subnet. The syntax for the command is
 ip mroute <SOURCE> <MASK> [RPF-IP-Address|<Interface-Name>] [distance] . It is important to understand that this command does not specify any unicast forwarding rules. Instead, it creates an ordered table of entries to look up for RPF information. When a multicast packet is received, the router will first try to find a matching entry in the mroute table, to determine the RPF interface. Note that the mroute table is ordered in the same way in which you enter the ip mroute commands, so you should enter the most specific mroutes first. When the router finds RPF information in both the mroute table and the unicast routing table, it prefers mroute information, because it has a better distance (zero). However, connected routes still have preference over any other RPF source. You may change the mroute administrative distance to make it less preferred than the unicast routing table information.
 R1:
 ip multicast-routing distributed
 !
 interface GigabitEthernet1.146
 ip pim dense-mode
 !
 interface Tunnel 10
 ip pim dense-mode
 R4:
 ip multicast-routing distributed
 !
 interface GigabitEthernet1.146
 ip pim dense-mode
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R6:
 interface GigabitEthernet1.146
 ip pim dense-mode
 R5:
 ip multicast-routing distributed
 !
 interface Tunnel 10
 ip pim dense-mode
 !
 interface GigabitEthernet1.58
 ip pim dense-mode
 !
 ip mroute 0.0.0.0 0.0.0.0 Tunnel10
 R8:
 ip multicast-routing distributed
 !
 interface GigabitEthernet1.58
 ip pim dense-mode
 !
 interface GigabitEthernet1.108
 ip pim dense-mode
 R10:
 ip multicast-routing distributed
 !
 interface GigabitEthernet1.108
 ip pim dense-mode
 !
 interface GigabitEthernet1.10
 ip igmp join-group 224.10.10.10
 ip pim dense-mode
 Verification
 Try pinging the group before you apply the mroute needed to correct the RPF lookup error.
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R6#ping 224.10.10.10 repeat 10000
 Type escape sequence to abort.
 Sending 100, 100-byte ICMP Echos to 224.10.10.10, timeout is 2 seconds: ..........
 Check the multicast routing table on R5. Notice that the (S,G) state for our flow has no Incoming Interface field (it’s Null); this means that the traffic is not arriving on the RPF interface.
 R5#show ip mroute 224.10.10.10
 IP Multicast Routing Table
 Flags: D - Dense, S - Sparse, B - Bidir Group, s - SSM Group, C - Connected,
 L - Local, P - Pruned, R - RP-bit set, F - Register flag,
 T - SPT-bit set, J - Join SPT, M - MSDP created entry, E - Extranet,
 X - Proxy Join Timer Running, A - Candidate for MSDP Advertisement,
 U - URD, I - Received Source Specific Host Report,
 Z - Multicast Tunnel, z - MDT-data group sender,
 Y - Joined MDT-data group, y - Sending to MDT-data group,
 G - Received BGP C-Mroute, g - Sent BGP C-Mroute,
 N - Received BGP Shared-Tree Prune, n - BGP C-Mroute suppressed,
 Q - Received BGP S-A Route, q - Sent BGP S-A Route,
 V - RD & Vector, v - Vector, p - PIM Joins on route,
 x - VxLAN group
 Outgoing interface flags: H - Hardware switched, A - Assert winner, p - PIM Join
 Timers: Uptime/Expires
 Interface state: Interface, Next-Hop or VCD, State/Mode
 (*, 224.10.10.10), 00:00:34/stopped, RP 0.0.0.0, flags: D
 Incoming interface: Null, RPF nbr 0.0.0.0
 Outgoing interface list:
 GigabitEthernet1.58, Forward/Dense, 00:00:34/stopped
 Tunnel10, Forward/Dense, 00:00:34/stopped
 ( 155.1.146.6, 224.10.10.10
 ), 00:00:34/00:02:25, flags: Incoming interface: Null , RPF nbr 0.0.0.0
 Outgoing interface list:
 Tunnel10, Forward/Dense, 00:00:34/stopped
 GigabitEthernet1.58, Forward/Dense, 00:00:34/stopped
 You can easily see RPF failures when you enable multicast packet debugging.
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R5#configure terminal
 Enter configuration commands, one per line. End with CNTL/Z. R5(config)#interface Tunnel10
 R5(config-if)#no ip mfib cef input
 R5(config-if)#no ip mfib cef output
 !
 ! R5#debug ip mfib pak
 MFIB IPv4 pak debugging enabled for default IPv4 table
 MFIBv4(0x0): Pkt ( 155.1.146.6,224.10.10.10
 ) from Tunnel10 (PS) Queued signalling for routing protocol MFIBv4(0x0): Pkt ( 155.1.146.6,224.10.10.10
 ) from Tunnel10 (PS)
 Packet is marked as not to be forwarded by MFIB. Hence it will not be preserved - dropping
 MFIBv4(0x0): Pkt ( 155.1.146.6,224.10.10.10
 ) from Tunnel10 (PS) Queued signalling for routing protocol MFIBv4(0x0): Pkt ( 155.1.146.6,224.10.10.10
 ) from Tunnel10 (PS)
 Packet is marked as not to be forwarded by MFIB. Hence it will not be preserved - dropping
 MFIBv4(0x0): Pkt ( 155.1.146.6,224.10.10.10
 ) from Tunnel10 (PS) Queued signalling for routing protocol MFIBv4(0x0): Pkt ( 155.1.146.6,224.10.10.10
 ) from Tunnel10 (PS)
 Packet is marked as not to be forwarded by MFIB. Hence it will not be preserved - dropping
 Now apply the static multicast route on R5. A static default mroute will be enough in this situation.
 R5(config)#ip mroute 0.0.0.0 0.0.0.0 Tunnel10
 !
 ! R6#ping 224.10.10.10 repeat 10000
 Type escape sequence to abort.
 Sending 10000, 100-byte ICMP Echos to 224.10.10.10, timeout is 2 seconds:
 ......................................................................
 Reply to request 114 from 155.1.108.10, 99 ms
 Reply to request 115 from 155.1.10.10, 79 ms
 Reply to request 116 from 155.1.10.10, 41 ms
 Reply to request 117 from 155.1.10.10, 28 ms
 Reply to request 118 from 155.1.10.10, 13 ms
 Reply to request 119 from 155.1.10.10, 21 ms
 Reply to request 120 from 155.1.10.10, 21 ms
 Reply to request 121 from 155.1.10.10, 64 ms
 Reply to request 122 from 155.1.10.10, 14 ms
 Reply to request 123 from 155.1.10.10, 11 ms
 Reply to request 124 from 155.1.10.10, 17 ms
 Reply to request 125 from 155.1.10.10, 7 ms
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Reply to request 126 from 155.1.10.10, 12 ms
 Now the corresponding mroute state has a valid input interface and the OIL is not empty. Notice that the RPF neighbor information is taken from the mroute cache, per the output of the show command.
 R5#show ip mroute
 IP Multicast Routing Table
 Flags: D - Dense, S - Sparse, B - Bidir Group, s - SSM Group, C - Connected,
 L - Local, P - Pruned, R - RP-bit set, F - Register flag,
 T - SPT-bit set, J - Join SPT, M - MSDP created entry, E - Extranet,
 X - Proxy Join Timer Running, A - Candidate for MSDP Advertisement,
 U - URD, I - Received Source Specific Host Report,
 Z - Multicast Tunnel, z - MDT-data group sender,
 Y - Joined MDT-data group, y - Sending to MDT-data group,
 G - Received BGP C-Mroute, g - Sent BGP C-Mroute,
 N - Received BGP Shared-Tree Prune, n - BGP C-Mroute suppressed,
 Q - Received BGP S-A Route, q - Sent BGP S-A Route,
 V - RD & Vector, v - Vector, p - PIM Joins on route,
 x - VxLAN group
 Outgoing interface flags: H - Hardware switched, A - Assert winner, p - PIM Join
 Timers: Uptime/Expires
 Interface state: Interface, Next-Hop or VCD, State/Mode
 (*, 224.10.10.10), 00:09:11/stopped, RP 0.0.0.0, flags: D
 Incoming interface: Null, RPF nbr 0.0.0.0
 Outgoing interface list:
 GigabitEthernet1.58, Forward/Dense, 00:09:11/stopped
 Tunnel10, Forward/Dense, 00:09:11/stopped
 ( 155.1.146.6, 224.10.10.10
 ), 00:03:09/00:02:50, flags: T Incoming interface: Tunnel10 , RPF nbr 155.1.15.1, Mroute
 Outgoing interface list: GigabitEthernet1.58
 , Forward/Dense, 00:03:09/stopped
 Keep in mind that because we used a "default" mroute out of the Tunnel10 interface on R5, all RPF checks performed on R5 will now resolve to that interface. This may not be the desired behavior in certain scenarios. In this case, R5 is only performing an RPF check against the source of the multicast traffic, which is 155.1.146.6. However, if we join a group on R6 and send traffic to it from R10, R5 will perform an RPF check against 155.1.108.10 and it will fail because it will not be coming in the Tunnel10 interface.

Page 1084
                        

R5#show ip rpf 155.1.108.10
 RPF information for ? (155.1.108.10) RPF interface: Tunnel10
 RPF neighbor: ? (155.1.15.1)
 RPF route/mask: 0.0.0.0/0 RPF type: multicast ( static
 )
 Doing distance-preferred lookups across tables
 RPF topology: ipv4 multicast base
 To fix this, we can just use a more specific mroute on R5 for 155.1.146.6.
 R5#configure terminal
 Enter configuration commands, one per line. End with CNTL/Z.
 R5(config)#no ip mroute 0.0.0.0 0.0.0.0 Tunnel 10
 R5(config)#ip mroute 155.1.146.6 255.255.255.255 Tunnel 10
 !
 ! R5#show ip rpf 155.1.108.10
 RPF information for ? (155.1.108.10) RPF interface: GigabitEthernet1.58
 RPF neighbor: ? (155.1.58.8)
 RPF route/mask: 155.1.108.0/24 RPF type: unicast ( eigrp 100
 )
 Doing distance-preferred lookups across tables
 RPF topology: ipv4 multicast base, originated from ipv4 unicast base
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CCIE Routing & Switching v5 Workbook - CCIE R&S v5 Advanced Technology Labs - Multicast
 PIM Sparse Mode
 You must load the initial configuration files for the section, Initial Multicast , which can be found in CCIE R&S v5 Topology Diagrams & Initial Configurations. Reference the Advanced Technology Labs Multicast Diagram to complete this task.
 Task
 Enable PIM sparse-mode multicast delivery on the Ethernet path between R6 and R10.Statically configure R5’s Loopback0 as the Rendezvous Point.Configure R10’s GigabitEthernet1.10 interface to join the group 224.10.10.10, and ensure that R6 can send multicast packets to this group.
 Configuration
 PIM Sparse Mode is the scalable version of the multicast signaling protocol. Instead of flooding multicast traffic to all potential receivers, PIM SM builds explicit multicast distribution trees from the receivers to the sources. For this reason, this model does not consume large amounts of network resources like PIM DM’s flood-and-prune behavior does.
 To build an explicit tree to the source, receivers and sources should have a way to dynamically discover each other. This is facilitated by the use of Rendezvous Points, or RPs. An RP is a special router known to both sources and receivers. If a receiver is interested in traffic for a multicast group G, it first builds a multicast distribution tree toward the RP as the fictive “source.” This is facilitated by PIM Join messages; the resulting tree is called a shared tree (also called "RP Tree" or "*,G Tree") and it is designated as (*,G). When a source appears in the network, the closest multicast router will contact the RP using PIM Register messages. The PIM Register messages are sent toward the RP across the unicast shortest path,
 http://labs.ine.com/workbook/view/rs-v5-workbook/task/ccie-r-s-v5-topology-diagrams-initial-configurations-MTk3Ng==
 http://labs.ine.com/workbook/view/rs-v5-workbook/task/ccie-r-s-v5-topology-diagrams-initial-configurations-MTk3Ng==
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encapsulated in a unicast packet. In fact, a dynamic Tunnel interface is created on all routers in the PIM network to encapsulate these register messages toward the RP. This interface is not configurable, but exists to solve some of the complexities of the unicast registration mechanism of PIM. PIM should be enabled along the shortest path to the RP, or the RPF check for the RP will fail and the registration process will not be completed.
 When registration completes, the RP builds a new SPT toward the source using PIM Join messages and starts forwarding received multicast traffic down the (*,G) tree. When the receivers see traffic going down the (*,G) tree from the actual source, they initiate a PIM Join toward the source, building another SPT designated as the (S,G) tree. This new tree follows the optimal path to the source and removes the RP as a possible “bottleneck” of all multicast traffic flows. This process of switching from (*,G) to the (S,G) tree is called multicast SPT switchover. Finally, the receiving router will send a special Prune message toward the RP designated as (S, G, RPbit). This will prune back the duplicate traffic down the (*,G) tree from the RP.
 Configuring the RP for multicast groups is a crucial part of PIM SM setup. In this scenario, we use a static RP configuration on every router using the command
 ip pim rp-address <IP> [<ACL>] [override] . The ACL parameter lists the groups that are mapped to this particular RP. You could have multiple RP’s using different group lists on every router, for the purpose of load-balancing. Later we will see ways of automatically disseminating RP information using Auto-RP and BSR protocols. But for now, remember that the override parameter will force the router to retain static information even if a different RP for the group is learned via Auto-RP. Contrary to dynamic routing protocols, static RPs are overridden by default by dynamically learned RPs using Auto-RP or BSR. The override parameter ensures that statically configured RPs are not overridden by Auto-RP or BSR learned RPs.
 In previous versions of IOS, the SPT switch over had a parameter that could be used to influence how much traffic should be received down the (*,G) tree before switching over. In previous versions of IOS, this threshold could be changed by using the command ip pim spt-threshold [<Rate in Kbps>|infinity] . However, newer versions such as the one used in these demonstrations, only allows two parameters, 0 or infinity, essentially either always switching (0, the default) over as soon as the first packet is received or never switching over (infinity). By setting the rate to infinity, you can effectively disable the use of the shortest-path tree entirely, and all information will be received down the shared tree.
 R4:
 ip multicast-routing distributed
 ip pim rp-address 150.1.5.5
 !
 interface GigabitEthernet1.146
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ip pim sparse-mode
 !
 interface GigabitEthernet1.45
 ip pim sparse-mode
 R6:
 ip multicast-routing distributed
 ip pim rp-address 150.1.5.5
 !
 interface GigabitEthernet1.146
 ip pim sparse-mode
 R5:
 ip multicast-routing distributed
 ip pim rp-address 150.1.5.5
 !
 interface GigabitEthernet1.45
 ip pim sparse-mode
 !
 interface GigabitEthernet1.58
 ip pim sparse-mode
 R8:
 ip multicast-routing distributed
 ip pim rp-address 150.1.5.5
 !
 interface GigabitEthernet1.58
 ip pim sparse-mode
 !
 interface GigabitEthernet1.108
 ip pim sparse-mode
 R10:
 ip multicast-routing distributed
 ip pim rp-address 150.1.5.5
 !
 interface GigabitEthernet1.108
 ip pim sparse-mode
 !
 interface GigabitEthernet1.10
 ip igmp join-group 224.10.10.10
 ip pim sparse-mode
 Verification
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Before you source any traffic, verify that R10 has joined the shared tree toward the RP. Notice the (*,G) states and the RP address for the group.
 R10#show ip mroute
 IP Multicast Routing Table
 Flags: D - Dense, S - Sparse, B - Bidir Group, s - SSM Group, C - Connected,
 L - Local, P - Pruned, R - RP-bit set, F - Register flag,
 T - SPT-bit set, J - Join SPT, M - MSDP created entry, E - Extranet,
 X - Proxy Join Timer Running, A - Candidate for MSDP Advertisement,
 U - URD, I - Received Source Specific Host Report,
 Z - Multicast Tunnel, z - MDT-data group sender,
 Y - Joined MDT-data group, y - Sending to MDT-data group,
 G - Received BGP C-Mroute, g - Sent BGP C-Mroute,
 N - Received BGP Shared-Tree Prune, n - BGP C-Mroute suppressed,
 Q - Received BGP S-A Route, q - Sent BGP S-A Route,
 V - RD & Vector, v - Vector, p - PIM Joins on route,
 x - VxLAN group
 Outgoing interface flags: H - Hardware switched, A - Assert winner, p - PIM Join
 Timers: Uptime/Expires
 Interface state: Interface, Next-Hop or VCD, State/Mode
 ( *, 224.10.10.10 ), 00:10:11/00:02:49, RP 150.1.5.5
 , flags: SJCL Incoming interface: GigabitEthernet1.108, RPF nbr 155.1.108.8
 Outgoing interface list:
 GigabitEthernet1.10, Forward/Sparse, 00:10:10/00:02:49
 !
 ! R8#show ip mroute
 IP Multicast Routing Table
 Flags: D - Dense, S - Sparse, B - Bidir Group, s - SSM Group, C - Connected,
 L - Local, P - Pruned, R - RP-bit set, F - Register flag,
 T - SPT-bit set, J - Join SPT, M - MSDP created entry, E - Extranet,
 X - Proxy Join Timer Running, A - Candidate for MSDP Advertisement,
 U - URD, I - Received Source Specific Host Report,
 Z - Multicast Tunnel, z - MDT-data group sender,
 Y - Joined MDT-data group, y - Sending to MDT-data group,
 G - Received BGP C-Mroute, g - Sent BGP C-Mroute,
 N - Received BGP Shared-Tree Prune, n - BGP C-Mroute suppressed,
 Q - Received BGP S-A Route, q - Sent BGP S-A Route,
 V - RD & Vector, v - Vector, p - PIM Joins on route,
 x - VxLAN group
 Outgoing interface flags: H - Hardware switched, A - Assert winner, p - PIM Join
 Timers: Uptime/Expires
 Interface state: Interface, Next-Hop or VCD, State/Mode
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( *, 224.10.10.10 ), 00:12:02/00:03:15, RP 150.1.5.5
 , flags: S Incoming interface: GigabitEthernet1.58, RPF nbr 155.1.58.5
 Outgoing interface list:
 GigabitEthernet1.108, Forward/Sparse, 00:12:02/00:03:15
 The RP itself shows the RPF neighbor of 0.0.0.0 for the (*,G) state, meaning it is the RPF neighbor. At the same time, R4 has no (*,G) state for the group 224.10.10.10 because it is not on the shared tree.
 R5#show ip mroute
 IP Multicast Routing Table
 Flags: D - Dense, S - Sparse, B - Bidir Group, s - SSM Group, C - Connected,
 L - Local, P - Pruned, R - RP-bit set, F - Register flag,
 T - SPT-bit set, J - Join SPT, M - MSDP created entry, E - Extranet,
 X - Proxy Join Timer Running, A - Candidate for MSDP Advertisement,
 U - URD, I - Received Source Specific Host Report,
 Z - Multicast Tunnel, z - MDT-data group sender,
 Y - Joined MDT-data group, y - Sending to MDT-data group,
 G - Received BGP C-Mroute, g - Sent BGP C-Mroute,
 N - Received BGP Shared-Tree Prune, n - BGP C-Mroute suppressed,
 Q - Received BGP S-A Route, q - Sent BGP S-A Route,
 V - RD & Vector, v - Vector, p - PIM Joins on route,
 x - VxLAN group
 Outgoing interface flags: H - Hardware switched, A - Assert winner, p - PIM Join
 Timers: Uptime/Expires
 Interface state: Interface, Next-Hop or VCD, State/Mode
 ( *, 224.10.10.10 ), 00:13:17/00:02:58, RP 150.1.5.5
 , flags: S Incoming interface: Null, RPF nbr 0.0.0.0
 Outgoing interface list:
 GigabitEthernet1.58, Forward/Sparse, 00:13:17/00:02:58
 !
 ! R4#show ip mroute 224.10.10.10
 Group 224.10.10.10 not found
 When you start pinging from R6 and check mroute states on R4, you will notice that the (*,G) state for the group 224.10.10.10 is “prune” because there are no receivers for this group below R4. At the same time, there is an (S,G) state toward R6 that enables traffic flow from R6 down to R10.
 R6#ping 224.10.10.10 repeat 100
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Type escape sequence to abort.
 Sending 100, 100-byte ICMP Echos to 224.10.10.10, timeout is 2 seconds:
 Reply to request 0 from 155.1.108.10, 199 ms
 Reply to request 0 from 155.1.10.10, 199 ms
 Reply to request 1 from 155.1.10.10, 89 ms
 Reply to request 2 from 155.1.10.10, 20 ms
 Reply to request 3 from 155.1.10.10, 48 ms
 !
 ! R4#show ip mroute
 IP Multicast Routing Table
 Flags: D - Dense, S - Sparse, B - Bidir Group, s - SSM Group, C - Connected,
 L - Local, P - Pruned, R - RP-bit set, F - Register flag,
 T - SPT-bit set, J - Join SPT, M - MSDP created entry, E - Extranet,
 X - Proxy Join Timer Running, A - Candidate for MSDP Advertisement,
 U - URD, I - Received Source Specific Host Report,
 Z - Multicast Tunnel, z - MDT-data group sender,
 Y - Joined MDT-data group, y - Sending to MDT-data group,
 G - Received BGP C-Mroute, g - Sent BGP C-Mroute,
 N - Received BGP Shared-Tree Prune, n - BGP C-Mroute suppressed,
 Q - Received BGP S-A Route, q - Sent BGP S-A Route,
 V - RD & Vector, v - Vector, p - PIM Joins on route,
 x - VxLAN group
 Outgoing interface flags: H - Hardware switched, A - Assert winner, p - PIM Join
 Timers: Uptime/Expires
 Interface state: Interface, Next-Hop or VCD, State/Mode
 (*, 224.10.10.10), 00:00:07/stopped, RP 150.1.5.5, flags: SP
 Incoming interface: GigabitEthernet1.45, RPF nbr 155.1.45.5
 Outgoing interface list: Null
 ( 155.1.146.6, 224.10.10.10
 ), 00:00:07/00:02:52, flags: T
 Incoming interface: GigabitEthernet1.146, RPF nbr 155.1.146.6
 Outgoing interface list:
 GigabitEthernet1.45, Forward/Sparse, 00:00:07/00:03:24
 When you look at the mroutes on R5, notice that there is a (*,224.10.10.10) state representing the shared tree and a (155.1.146.6,224.10.10.10) state representing the SPT built by the RP. This SPT is used to connect the multicast source to the shared tree.
 R5#show ip mroute
 IP Multicast Routing Table
 Flags: D - Dense, S - Sparse, B - Bidir Group, s - SSM Group, C - Connected,
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L - Local, P - Pruned, R - RP-bit set, F - Register flag,
 T - SPT-bit set, J - Join SPT, M - MSDP created entry, E - Extranet,
 X - Proxy Join Timer Running, A - Candidate for MSDP Advertisement,
 U - URD, I - Received Source Specific Host Report,
 Z - Multicast Tunnel, z - MDT-data group sender,
 Y - Joined MDT-data group, y - Sending to MDT-data group,
 G - Received BGP C-Mroute, g - Sent BGP C-Mroute,
 N - Received BGP Shared-Tree Prune, n - BGP C-Mroute suppressed,
 Q - Received BGP S-A Route, q - Sent BGP S-A Route,
 V - RD & Vector, v - Vector, p - PIM Joins on route,
 x - VxLAN group
 Outgoing interface flags: H - Hardware switched, A - Assert winner, p - PIM Join
 Timers: Uptime/Expires
 Interface state: Interface, Next-Hop or VCD, State/Mode
 ( *, 224.10.10.10
 ), 00:16:53/00:03:18, RP 150.1.5.5, flags: S
 Incoming interface: Null, RPF nbr 0.0.0.0
 Outgoing interface list:
 GigabitEthernet1.58, Forward/Sparse, 00:16:53/00:03:18
 ( 155.1.146.6, 224.10.10.10
 ), 00:01:39/00:01:54, flags: T Incoming interface: GigabitEthernet1.45
 , RPF nbr 155.1.45.4
 Outgoing interface list: GigabitEthernet1.58
 , Forward/Sparse, 00:01:39/00:03:18
 On R8, the SPT and shared tree overlap (follow the same paths), but in other scenarios they may differ, and this can result in RPF issues.
 R8#show ip mroute
 IP Multicast Routing Table
 Flags: D - Dense, S - Sparse, B - Bidir Group, s - SSM Group, C - Connected,
 L - Local, P - Pruned, R - RP-bit set, F - Register flag,
 T - SPT-bit set, J - Join SPT, M - MSDP created entry, E - Extranet,
 X - Proxy Join Timer Running, A - Candidate for MSDP Advertisement,
 U - URD, I - Received Source Specific Host Report,
 Z - Multicast Tunnel, z - MDT-data group sender,
 Y - Joined MDT-data group, y - Sending to MDT-data group,
 G - Received BGP C-Mroute, g - Sent BGP C-Mroute,
 N - Received BGP Shared-Tree Prune, n - BGP C-Mroute suppressed,
 Q - Received BGP S-A Route, q - Sent BGP S-A Route,
 V - RD & Vector, v - Vector, p - PIM Joins on route,
 x - VxLAN group
 Outgoing interface flags: H - Hardware switched, A - Assert winner, p - PIM Join
 Timers: Uptime/Expires
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Interface state: Interface, Next-Hop or VCD, State/Mode
 ( *, 224.10.10.10
 ), 00:18:03/00:03:07, RP 150.1.5.5, flags: S Incoming interface: GigabitEthernet1.58
 , RPF nbr 155.1.58.5
 Outgoing interface list: GigabitEthernet1.108
 , Forward/Sparse, 00:18:03/00:03:07
 ( 155.1.146.6, 224.10.10.10
 ), 00:02:49/00:00:10, flags: T Incoming interface: GigabitEthernet1.58
 , RPF nbr 155.1.58.5
 Outgoing interface list: GigabitEthernet1.108
 , Forward/Sparse, 00:02:49/00:03:07
 R10 has a similar output. Notice that on R10 the 'L' flag is set. This means that the router itself has joined the group.
 R10#sh ip mroute
 IP Multicast Routing Table
 Flags: D - Dense, S - Sparse, B - Bidir Group, s - SSM Group, C - Connected, L - Local
 , P - Pruned, R - RP-bit set, F - Register flag,
 T - SPT-bit set, J - Join SPT, M - MSDP created entry, E - Extranet,
 X - Proxy Join Timer Running, A - Candidate for MSDP Advertisement,
 U - URD, I - Received Source Specific Host Report,
 Z - Multicast Tunnel, z - MDT-data group sender,
 Y - Joined MDT-data group, y - Sending to MDT-data group,
 G - Received BGP C-Mroute, g - Sent BGP C-Mroute,
 N - Received BGP Shared-Tree Prune, n - BGP C-Mroute suppressed,
 Q - Received BGP S-A Route, q - Sent BGP S-A Route,
 V - RD & Vector, v - Vector, p - PIM Joins on route,
 x - VxLAN group
 Outgoing interface flags: H - Hardware switched, A - Assert winner, p - PIM Join
 Timers: Uptime/Expires
 Interface state: Interface, Next-Hop or VCD, State/Mode
 ( *, 224.10.10.10
 ), 00:19:02/stopped, RP 150.1.5.5, flags: SJCL Incoming interface: GigabitEthernet1.108
 , RPF nbr 155.1.108.8
 Outgoing interface list: GigabitEthernet1.10
 , Forward/Sparse, 00:19:01/00:02:06
 ( 155.1.146.6, 224.10.10.10 ), 00:03:47/00:02:12, flags: L
 JT Incoming interface: GigabitEthernet1.108
 , RPF nbr 155.1.108.8
 Outgoing interface list: GigabitEthernet1.10
 , Forward/Sparse, 00:03:47/00:02:06
 When R6 sent the first multicast packet to 224.10.10.10, it was encapsulated inside
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of a PIM Register message toward the RP. There is a dynamically created Tunnel interface on all PIM Sparse-Mode routers that is used for this register message encapsulation. The PIM register Tunnel can also be observed from any router on the PIM Sparse Mode network, but we will look at it from R6 because this is where the registers were sent from.
 R6#show ip pim tunnel
 Tunnel0
 Type : PIM Encap
 RP : 150.1.5.5
 Source: 155.1.146.6
 This Tunnel interface appears in "show ip interface brief," but it does not appear in the running configuration. As mentioned previously, this interface is not configurable.
 R6#configure terminal
 Enter configuration commands, one per line. End with CNTL/Z. R6(config)#interface Tunnel0
 %Tunnel0 used by PIM for Registering, configuration not allowed
 We can see the configuration of this interface by using the following command.
 R6#show derived-config interface tunnel0
 Building configuration...
 Derived configuration : 201 bytes
 !
 interface Tunnel0
 description Pim Register Tunnel (Encap) for RP 150.1.5.5
 ip unnumbered GigabitEthernet1.146
 tunnel source GigabitEthernet1.146
 tunnel destination 150.1.5.5
 tunnel tos 192
 end
 On the RP, two Tunnel interfaces are created, one for encapsulating the PIM Register messages and another one for decapsulating them.
 R5#show ip pim tunnel
 Tunnel1
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Type : PIM Encap
 RP : 150.1.5.5*
 Source: 155.1.45.5
 Tunnel2* Type : PIM Decap
 RP : 150.1.5.5*
 Source: -
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CCIE Routing & Switching v5 Workbook - CCIE R&S v5 Advanced Technology Labs - Multicast
 PIM Sparse-Dense Mode
 You must load the initial configuration files for the section, Initial Multicast , which can be found in CCIE R&S v5 Topology Diagrams & Initial Configurations. Reference the Advanced Technology Labs Multicast Diagram to complete this task.
 Task
 Enable sparse-dense-mode multicast delivery on the Ethernet path between R6 and R10.
 Do not enable PIM on the DMVPN link between R4 and R5.Statically configure R5's Loopback0 interface as the Rendezvous Point for groups in the range 224.0.0.0/8.Configure R10’s GigabitEthernet1.10 interface to join the groups 224.10.10.10 and 239.0.0.1, and ensure that R6 can send multicast packets to both groups.
 Configuration
 PIM Sparse-Dense mode is a hybrid of the Sparse and Dense mode operations. However, it does not define any extension to the PIM protocol. Rather, when you apply the command ip pim sparse-dense-mode to an interface, the router will forward traffic for both sparse and dense multicast groups out of this interface. A “sparse” multicast group is the one that has an RP defined. This mode of operation is useful when you have a range of groups that you want to be delivered using the simple dense-mode. As we will see later, Auto-RP groups are a good example of dense-mode groups needed to be flooded along with sparse-groups.
 Most of the time you don’t have to define PIM SM/DM interfaces, unless you are using the Cisco proprietary Auto-RP protocol. The problem with PIM SM/DM is that any group that does not have an RP defined is treated like a dense-mode group. Consider a situation in which some routers lose RP information for their sparse-
 http://labs.ine.com/workbook/view/rs-v5-workbook/task/ccie-r-s-v5-topology-diagrams-initial-configurations-MTk3Ng==
 http://labs.ine.com/workbook/view/rs-v5-workbook/task/ccie-r-s-v5-topology-diagrams-initial-configurations-MTk3Ng==
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mode groups. For example, say some routers haven’t received Auto-RP announcements for some time and the old information has expired. In this situation, these routers will switch all groups to dense-mode and start flooding the network with multicast traffic. To prevent this behavior, you should either use PIM SM only along with a standard RP information dissemination protocol, such as BSR, or issue the command no ip dm-fallback on all PIM SM/DM routers. This will prevent the DM fallback behavior and only allow forwarding for sparse-mode groups.
 R4:
 ip access-list standard SPARSE_GROUPS
 permit 224.0.0.0 0.255.255.255
 !
 ip multicast-routing distributed
 ip pim rp-address 150.1.5.5 SPARSE_GROUPS
 !
 interface GigabitEthernet1.146
 ip pim sparse-dense-mode
 !
 interface GigabitEthernet1.45
 ip pim sparse-dense-mode
 R6:
 ip access-list standard SPARSE_GROUPS
 permit 224.0.0.0 0.255.255.255
 !
 ip multicast-routing distributed
 ip pim rp-address 150.1.5.5 SPARSE_GROUPS
 !
 interface GigabitEthernet1.146
 ip pim sparse-dense-mode
 R5:
 ip access-list standard SPARSE_GROUPS
 permit 224.0.0.0 0.255.255.255
 !
 ip multicast-routing distributed
 ip pim rp-address 150.1.5.5 SPARSE_GROUPS
 !
 interface GigabitEthernet1.45
 ip pim sparse-dense-mode
 !
 interface GigabitEthernet1.58
 ip pim sparse-dense-mode
 R8:
 ip access-list standard SPARSE_GROUPS
 permit 224.0.0.0 0.255.255.255
 !
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ip multicast-routing distributed
 ip pim rp-address 150.1.5.5 SPARSE_GROUPS
 !
 interface GigabitEthernet1.58
 ip pim sparse-dense-mode
 !
 interface GigabitEthernet1.108
 ip pim sparse-dense-mode
 R10:
 ip access-list standard SPARSE_GROUPS
 permit 224.0.0.0 0.255.255.255
 !
 ip multicast-routing distributed
 ip pim rp-address 150.1.5.5 SPARSE_GROUPS
 !
 interface GigabitEthernet1.108
 ip pim sparse-dense-mode
 !
 interface GigabitEthernet1.10
 ip igmp join-group 224.10.10.10
 ip igmp join-group 239.0.0.1
 ip pim sparse-dense-mode
 Verification
 First, ping the group that has no RP from R6. Notice that all routers on the path to the receiver create (S,G) dense state entries. There is also a corresponding (*,G) state, but it has an RP value of 0.0.0.0 and has all PIM-enabled interfaces listed in the OIL.
 R6#ping 239.0.0.1 repeat 100
 Type escape sequence to abort.
 Sending 100, 100-byte ICMP Echos to 239.0.0.1, timeout is 2 seconds:
 ... Reply to request 3 from 155.1.108.10, 20 ms
 Reply to request 4 from 155.1.10.10, 45 ms
 Reply to request 5 from 155.1.10.10, 6 ms
 Reply to request 6 from 155.1.10.10, 31 ms
 Reply to request 7 from 155.1.10.10, 57 ms
 Reply to request 8 from 155.1.10.10, 69 ms
 !
 ! R4#show ip mroute 239.0.0.1
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IP Multicast Routing Table
 Flags: D - Dense, S - Sparse, B - Bidir Group, s - SSM Group, C - Connected,
 L - Local, P - Pruned, R - RP-bit set, F - Register flag,
 T - SPT-bit set, J - Join SPT, M - MSDP created entry, E - Extranet,
 X - Proxy Join Timer Running, A - Candidate for MSDP Advertisement,
 U - URD, I - Received Source Specific Host Report,
 Z - Multicast Tunnel, z - MDT-data group sender,
 Y - Joined MDT-data group, y - Sending to MDT-data group,
 G - Received BGP C-Mroute, g - Sent BGP C-Mroute,
 N - Received BGP Shared-Tree Prune, n - BGP C-Mroute suppressed,
 Q - Received BGP S-A Route, q - Sent BGP S-A Route,
 V - RD & Vector, v - Vector, p - PIM Joins on route,
 x - VxLAN group
 Outgoing interface flags: H - Hardware switched, A - Assert winner, p - PIM Join
 Timers: Uptime/Expires
 Interface state: Interface, Next-Hop or VCD, State/Mode
 ( *, 239.0.0.1), 00:00:56/stopped, RP 0.0.0.0, flags: D
 Incoming interface: Null, RPF nbr 0.0.0.0
 Outgoing interface list:
 GigabitEthernet1.45, Forward/Sparse-Dense, 00:00:56/stopped
 GigabitEthernet1.146, Forward/Sparse-Dense, 00:00:56/stopped
 ( 155.1.146.6, 239.0.0.1), 00:00:56/00:02:03, flags: T
 Incoming interface: GigabitEthernet1.146, RPF nbr 155.1.146.6
 Outgoing interface list:
 GigabitEthernet1.45, Forward/Sparse-Dense, 00:00:56/stopped
 !
 ! R5#show ip mroute 239.0.0.1
 IP Multicast Routing Table
 Flags: D - Dense, S - Sparse, B - Bidir Group, s - SSM Group, C - Connected,
 L - Local, P - Pruned, R - RP-bit set, F - Register flag,
 T - SPT-bit set, J - Join SPT, M - MSDP created entry, E - Extranet,
 X - Proxy Join Timer Running, A - Candidate for MSDP Advertisement,
 U - URD, I - Received Source Specific Host Report,
 Z - Multicast Tunnel, z - MDT-data group sender,
 Y - Joined MDT-data group, y - Sending to MDT-data group,
 G - Received BGP C-Mroute, g - Sent BGP C-Mroute,
 N - Received BGP Shared-Tree Prune, n - BGP C-Mroute suppressed,
 Q - Received BGP S-A Route, q - Sent BGP S-A Route,
 V - RD & Vector, v - Vector, p - PIM Joins on route,
 x - VxLAN group
 Outgoing interface flags: H - Hardware switched, A - Assert winner, p - PIM Join
 Timers: Uptime/Expires
 Interface state: Interface, Next-Hop or VCD, State/Mode
 ( *, 239.0.0.1), 00:01:56/stopped, RP 0.0.0.0, flags: D
 Incoming interface: Null, RPF nbr 0.0.0.0
 Outgoing interface list:
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GigabitEthernet1.58, Forward/Sparse-Dense, 00:01:56/stopped
 GigabitEthernet1.45, Forward/Sparse-Dense, 00:01:56/stopped
 ( 155.1.146.6, 239.0.0.1), 00:01:56/00:01:03, flags: T
 Incoming interface: GigabitEthernet1.45, RPF nbr 155.1.45.4
 Outgoing interface list:
 GigabitEthernet1.58, Forward/Sparse-Dense, 00:01:56/stopped
 !
 ! R8#show ip mroute 239.0.0.1
 IP Multicast Routing Table
 Flags: D - Dense, S - Sparse, B - Bidir Group, s - SSM Group, C - Connected,
 L - Local, P - Pruned, R - RP-bit set, F - Register flag,
 T - SPT-bit set, J - Join SPT, M - MSDP created entry, E - Extranet,
 X - Proxy Join Timer Running, A - Candidate for MSDP Advertisement,
 U - URD, I - Received Source Specific Host Report,
 Z - Multicast Tunnel, z - MDT-data group sender,
 Y - Joined MDT-data group, y - Sending to MDT-data group,
 G - Received BGP C-Mroute, g - Sent BGP C-Mroute,
 N - Received BGP Shared-Tree Prune, n - BGP C-Mroute suppressed,
 Q - Received BGP S-A Route, q - Sent BGP S-A Route,
 V - RD & Vector, v - Vector, p - PIM Joins on route,
 x - VxLAN group
 Outgoing interface flags: H - Hardware switched, A - Assert winner, p - PIM Join
 Timers: Uptime/Expires
 Interface state: Interface, Next-Hop or VCD, State/Mode
 ( *, 239.0.0.1), 00:03:04/stopped, RP 0.0.0.0, flags: D
 Incoming interface: Null, RPF nbr 0.0.0.0
 Outgoing interface list:
 GigabitEthernet1.108, Forward/Sparse-Dense, 00:03:04/stopped
 GigabitEthernet1.58, Forward/Sparse-Dense, 00:03:04/stopped
 ( 155.1.146.6, 239.0.0.1), 00:03:04/00:02:55, flags: T
 Incoming interface: GigabitEthernet1.58, RPF nbr 155.1.58.5
 Outgoing interface list:
 GigabitEthernet1.108, Forward/Sparse-Dense, 00:03:04/stopped
 Now, again from R6, ping the group that has an RP configured. Notice that (*,G) now represents the shared tree and is used to forward the first packets from the sources. The SPT is built by the RP, and the router is connected to the receiver.
 R6#ping 224.10.10.10 repeat 100
 Type escape sequence to abort.
 Sending 100, 100-byte ICMP Echos to 224.10.10.10, timeout is 2 seconds:
 Reply to request 0 from 155.1.108.10, 35 ms
 Reply to request 0 from 155.1.10.10, 35 ms

Page 1100
                        

Reply to request 1 from 155.1.10.10, 9 ms
 Reply to request 2 from 155.1.10.10, 6 ms
 Reply to request 3 from 155.1.10.10, 6 ms
 Reply to request 4 from 155.1.10.10, 3 ms
 !
 ! R5#show ip mroute 224.10.10.10
 IP Multicast Routing Table
 Flags: D - Dense, S - Sparse, B - Bidir Group, s - SSM Group, C - Connected,
 L - Local, P - Pruned, R - RP-bit set, F - Register flag,
 T - SPT-bit set, J - Join SPT, M - MSDP created entry, E - Extranet,
 X - Proxy Join Timer Running, A - Candidate for MSDP Advertisement,
 U - URD, I - Received Source Specific Host Report,
 Z - Multicast Tunnel, z - MDT-data group sender,
 Y - Joined MDT-data group, y - Sending to MDT-data group,
 G - Received BGP C-Mroute, g - Sent BGP C-Mroute,
 N - Received BGP Shared-Tree Prune, n - BGP C-Mroute suppressed,
 Q - Received BGP S-A Route, q - Sent BGP S-A Route,
 V - RD & Vector, v - Vector, p - PIM Joins on route,
 x - VxLAN group
 Outgoing interface flags: H - Hardware switched, A - Assert winner, p - PIM Join
 Timers: Uptime/Expires
 Interface state: Interface, Next-Hop or VCD, State/Mode
 ( *, 224.10.10.10), 00:05:33/stopped, RP 150.1.5.5, flags: S
 Incoming interface: Null, RPF nbr 0.0.0.0
 Outgoing interface list:
 GigabitEthernet1.58, Forward/Sparse-Dense, 00:05:33/00:02:52
 ( 155.1.146.6, 224.10.10.10), 00:00:11/00:03:22, flags: T
 Incoming interface: GigabitEthernet1.45, RPF nbr 155.1.45.4
 Outgoing interface list:
 GigabitEthernet1.58, Forward/Sparse-Dense, 00:00:11/00:03:18
 !
 ! R8#show ip mroute 224.10.10.10
 IP Multicast Routing Table
 Flags: D - Dense, S - Sparse, B - Bidir Group, s - SSM Group, C - Connected,
 L - Local, P - Pruned, R - RP-bit set, F - Register flag,
 T - SPT-bit set, J - Join SPT, M - MSDP created entry, E - Extranet,
 X - Proxy Join Timer Running, A - Candidate for MSDP Advertisement,
 U - URD, I - Received Source Specific Host Report,
 Z - Multicast Tunnel, z - MDT-data group sender,
 Y - Joined MDT-data group, y - Sending to MDT-data group,
 G - Received BGP C-Mroute, g - Sent BGP C-Mroute,
 N - Received BGP Shared-Tree Prune, n - BGP C-Mroute suppressed,
 Q - Received BGP S-A Route, q - Sent BGP S-A Route,
 V - RD & Vector, v - Vector, p - PIM Joins on route,
 x - VxLAN group
 Outgoing interface flags: H - Hardware switched, A - Assert winner, p - PIM Join
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Timers: Uptime/Expires
 Interface state: Interface, Next-Hop or VCD, State/Mode
 ( *, 224.10.10.10), 00:07:06/00:03:15, RP 150.1.5.5, flags: S
 Incoming interface: GigabitEthernet1.58, RPF nbr 155.1.58.5
 Outgoing interface list:
 GigabitEthernet1.108, Forward/Sparse-Dense, 00:07:06/00:03:15
 ( 155.1.146.6, 224.10.10.10), 00:01:44/00:01:15, flags: T
 Incoming interface: GigabitEthernet1.58, RPF nbr 155.1.58.5
 Outgoing interface list:
 GigabitEthernet1.108, Forward/Sparse-Dense, 00:01:44/00:03:15
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CCIE Routing & Switching v5 Workbook - CCIE R&S v5 Advanced Technology Labs - Multicast
 PIM Assert
 You must load the initial configuration files for the section, Initial Multicast , which can be found in CCIE R&S v5 Topology Diagrams & Initial Configurations. Reference the Advanced Technology Labs Multicast Diagram to complete this task.
 Task
 Enable PIM dense-mode multicast delivery on the Ethernet path between R6 and R10.
 Enable PIM dense-mode also on the Tunnel10 interface between R1 and R5.Ensure that R1 is always elected via PIM to flood traffic onto the shared VLAN 146 segment.
 Use one static mroute to fix underlying RPF issues.For testing purposes, join R6's Loopback0 to 239.6.6.6 multicast group and ensure that R10 can send packets to this group.
 Configuration
 If multiple multicast routers share a single segment, all of them could flood this segment with the same multicast traffic. For example, if both R1 and R4 receive the same multicast flow from their upstream neighbors, they will both send it to R6. From R6’s point of view, both flows are the same with respect to RPF validation. Thus, traffic duplication occurs.
 To avoid this situation, only one router is allowed to flood traffic on the shared segment. When a router detects that someone is sending traffic for the same source IP/destination group on the segment, where it has an active (S,G) state for the same group/source, it immediately originates a PIM Assert message. This message contains the source IP, the group, and the path cost to the source. The path cost is a touple (AD, Metric), where AD is the administrative distance of the routing protocol
 http://labs.ine.com/workbook/view/rs-v5-workbook/task/ccie-r-s-v5-topology-diagrams-initial-configurations-MTk3Ng==
 http://labs.ine.com/workbook/view/rs-v5-workbook/task/ccie-r-s-v5-topology-diagrams-initial-configurations-MTk3Ng==
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used to look up the source IP, and Metric is that same protocol’s metric to reach the source. The router with the best (lowest) AD value on the segment wins the assertion. If the ADs are equal, metric is used as tie-breaker. If both the AD and the metric are the same, the router with the highest IP address wins. If another router on the segment receives the Assert message and determines that it loses the assertion, it will remove the (S,G) state on its interface and stop flooding traffic. However, if it sees itself as the winner, it will emit a superior PIM Assert message to inform the other router that it should stop flooding the traffic for this (S,G) pair.
 Note that the PIM Assert procedure might be dangerous on NBMA interfaces. PIM will treat those interfaces as fully broadcast capable networks, even though not all nodes are capable of hearing each-other’s broadcast messages. Imagine a hub-and-spoke DMVPN topology. If both the hub and the spoke start flooding the segment with the same multicast traffic, PIM Assert will occur. If for some reason the spoke should win, the hub will stop sending its multicast traffic. However, all traffic coming from the spoke to the hub is NOT relayed back to the other spokes sharing the same segment, based on the RPF rule. Thus, all other spokes will effectively stop receiving the multicast traffic. To avoid this situation, either use PIM NBMA mode (described in a separate task) or make sure that the hub always wins the PIM Assert procedure. PIM NBMA mode, however, is supported only in PIM Sparse Mode.
 In our scenario, R1 and R4 run different IGPs. This is not a well-designed multicast solution, because you may want all routers to be under the same IGP. In our case, under normal circumstances, R4 would be the assert winner because EIGRP has a better AD (90) than OSPF (110). However, R1 needs a static mroute out its Tunnel10 interface to R5 to fix RPF issues. R1 will receive multicast traffic from 155.1.108.10 on its Tunnel10 interface, but its IGP route to get to that source is via its GigabitEthernet1.13 interface. Having this mroute on R1 will implicitly make R1 win the Assert procedure. R1 will report its AD to the source as 1 with a metric of 0, while R4 will report its AD to the source as 90 (EIGRP) with a metric of 3328.
 If we wanted to make R4 the Assert winner, and at the same time fix the RPF issue, we could use the distance argument at the end of the mroute on R1 to something higher than 90.
 R1:
 ip multicast-routing distributed
 !
 interface GigabitEthernet1.146
 ip pim dense-mode
 !
 interface Tunnel 10
 ip pim dense-mode
 !
 ip mroute 155.1.108.10 255.255.255.255 Tunnel10
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R4:
 ip multicast-routing distributed
 !
 interface GigabitEthernet1.146
 ip pim dense-mode
 !
 interface GigabitEthernet1.45
 ip pim dense-mode
 R6:
 ip multicast-routing distributed
 !
 interface GigabitEthernet1.146
 ip pim dense-mode
 !
 interface Loopback0
 ip pim dense-mode
 ip igmp join-group 239.6.6.6
 R5:
 ip multicast-routing distributed
 !
 interface Tunnel 10
 ip pim dense-mode
 !
 interface GigabitEthernet1.58
 ip pim dense-mode
 !
 interface GigabitEthernet1.45
 ip pim dense-mode
 R8:
 ip multicast-routing distributed
 !
 interface GigabitEthernet1.58
 ip pim dense-mode
 !
 interface GigabitEthernet1.108
 ip pim dense-mode
 R10:
 ip multicast-routing distributed
 !
 interface GigabitEthernet1.108
 ip pim dense-mode
 !
 interface GigabitEthernet1.10
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ip pim dense-mode
 Verification
 Join the group 239.6.6.6 on R6's Loopback0 and ping this IP address from R10. The group will use simple dense-mode forwarding, and R1 will be elected as the assert winner on the VLAN 146 segment. Both R1 and R4 initially try to send the traffic to R6. The PIM Assert Process stops this parallel forwarding of traffic when one router becomes the PIM Forwarder. In this case, we “rigged” the election by assigning a better Administrative Distance to R1 via the use of the mroute. At the same time, we solved the underlying RPF issue that would have prevented R1 from receiving multicast traffic from R10 on its Tunnel10 interface:
 R10#ping 239.6.6.6 repeat 1000
 Type escape sequence to abort.
 Sending 1000, 100-byte ICMP Echos to 239.6.6.6, timeout is 2 seconds:
 ... Reply to request 3 from 155.1.146.6, 30 ms
 Reply to request 4 from 150.1.6.6, 18 ms
 Reply to request 5 from 150.1.6.6, 10 ms
 Reply to request 6 from 150.1.6.6, 30 ms
 Reply to request 7 from 150.1.6.6, 20 ms
 Reply to request 8 from 150.1.6.6, 17 ms
 Reply to request 9 from 150.1.6.6, 12 ms
 The mroute entry on R1 is marked with an “A” flag, which means “Assert Winner.”.
 R1#show ip mroute 239.6.6.6
 IP Multicast Routing Table
 Flags: D - Dense, S - Sparse, B - Bidir Group, s - SSM Group, C - Connected,
 L - Local, P - Pruned, R - RP-bit set, F - Register flag,
 T - SPT-bit set, J - Join SPT, M - MSDP created entry, E - Extranet,
 X - Proxy Join Timer Running, A - Candidate for MSDP Advertisement,
 U - URD, I - Received Source Specific Host Report,
 Z - Multicast Tunnel, z - MDT-data group sender,
 Y - Joined MDT-data group, y - Sending to MDT-data group,
 G - Received BGP C-Mroute, g - Sent BGP C-Mroute,
 N - Received BGP Shared-Tree Prune, n - BGP C-Mroute suppressed,
 Q - Received BGP S-A Route, q - Sent BGP S-A Route,
 V - RD & Vector, v - Vector, p - PIM Joins on route,
 x - VxLAN group Outgoing interface flags: H - Hardware switched, A - Assert winner
 , p - PIM Join
 Timers: Uptime/Expires
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Interface state: Interface, Next-Hop or VCD, State/Mode
 (*, 239.6.6.6), 00:02:18/stopped, RP 0.0.0.0, flags: D
 Incoming interface: Null, RPF nbr 0.0.0.0
 Outgoing interface list:
 Tunnel10, Forward/Dense, 00:02:18/stopped
 GigabitEthernet1.146, Forward/Dense, 00:02:18/stopped
 ( 155.1.108.10, 239.6.6.6
 ), 00:02:18/00:00:41, flags: T
 Incoming interface: Tunnel10, RPF nbr 155.1.15.5, Mroute
 Outgoing interface list: GigabitEthernet1.146 , Forward/Dense, 00:02:18/stopped, A
 If you were to enable the following debugging on R1 before sending pings from R10, you could catch the PIM Assert message exchange between R1 and R4. Notice that R1 wins because of the better AD.
 R1#debug ip pim
 !
 ! PIM(0): Received v2 Assert on GigabitEthernet1.146 from 155.1.146.4
 PIM(0): Assert metric to source 155.1.108.10 is [90/3328]
 PIM(0): We win, our metric [1/0]
 PIM(0): Schedule to prune GigabitEthernet1.146
 PIM(0): (155.1.108.10/32, 239.6.6.6) oif GigabitEthernet1.146 in Forward state PIM(0):
 Send v2 Assert on GigabitEthernet1.146 for 239.6.6.6, source 155.1.108.10, metric [1/0]
 PIM(0): Assert metric to source 155.1.108.10 is [1/0] PIM(0): We win, our metric [1/0]
 PIM(0): (155.1.108.10/32, 239.6.6.6) oif GigabitEthernet1.146 in Forward state
 R4 prunes the interface when it loses the assert procedure from the OIL for the group 239.6.6.6. What happens if the Assert Winner stops working? Unfortunately, the Assert “Loser” has no way of knowing that the Assert “Winner” has failed and will wait three (3) minutes before timing out its pruned interface. Thus, we face a worst case scenario of loss of traffic for three minutes should the PIM Assert winner go down right after winning the election.
 R4#show ip mroute 239.6.6.6
 IP Multicast Routing Table
 Flags: D - Dense, S - Sparse, B - Bidir Group, s - SSM Group, C - Connected,
 L - Local, P - Pruned, R - RP-bit set, F - Register flag,
 T - SPT-bit set, J - Join SPT, M - MSDP created entry, E - Extranet,
 X - Proxy Join Timer Running, A - Candidate for MSDP Advertisement,
 U - URD, I - Received Source Specific Host Report,
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Z - Multicast Tunnel, z - MDT-data group sender,
 Y - Joined MDT-data group, y - Sending to MDT-data group,
 G - Received BGP C-Mroute, g - Sent BGP C-Mroute,
 N - Received BGP Shared-Tree Prune, n - BGP C-Mroute suppressed,
 Q - Received BGP S-A Route, q - Sent BGP S-A Route,
 V - RD & Vector, v - Vector, p - PIM Joins on route,
 x - VxLAN group
 Outgoing interface flags: H - Hardware switched, A - Assert winner, p - PIM Join
 Timers: Uptime/Expires
 Interface state: Interface, Next-Hop or VCD, State/Mode
 (*, 239.6.6.6), 00:03:32/stopped, RP 0.0.0.0, flags: D
 Incoming interface: Null, RPF nbr 0.0.0.0
 Outgoing interface list:
 GigabitEthernet1.45, Forward/Dense, 00:03:32/stopped
 GigabitEthernet1.146, Forward/Dense, 00:03:32/stopped
 ( 155.1.108.10, 239.6.6.6 ), 00:00:31/00:02:28, flags: PT
 Incoming interface: GigabitEthernet1.45, RPF nbr 155.1.45.5
 Outgoing interface list: GigabitEthernet1.146, Prune/Dense, 00:00:31/00:02:28
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CCIE Routing & Switching v5 Workbook - CCIE R&S v5 Advanced Technology Labs - Multicast
 PIM Accept RP
 You must load the initial configuration files for the section, Initial Multicast , which can be found in CCIE R&S v5 Topology Diagrams & Initial Configurations. Reference the Advanced Technology Labs Multicast Diagram to complete this task.
 Task
 Enable PIM sparse-mode multicast delivery on the path between R5 and R10.Configure R5’s Loopback0 as the static Rendezvous Point.Ensure that R5 and R8 will accept (*,G) joins toward R5’s Loopback0 only for groups 224.10.10.10 and 224.110.110.110.
 Configuration
 This is a security feature used by IOS routers to prevent unwanted RPs or groups from becoming active in the PIM SM multicast domain. When you configure ip pim
 accept-rp [rp-address | auto-rp] [access-list] , the local router will only accept (*,G) Join/Prune messages toward the RP-address specified in the command. Additionally, if the access-list parameter is specified, the router will only accept Join/Prune messages for groups matching this access-list. Note that regular SPT joins are not affected by this configuration.
 To implement thorough security using this feature, you must configure every router on all potential paths to the RP, or simply configure your RP. Performing this on the RP alone, however, will allow illegal joins across the network, but they will eventually be dropped at the RP.
 R5:
 ip multicast-routing distributed
 ip pim rp-address 150.1.5.5
 !
 http://labs.ine.com/workbook/view/rs-v5-workbook/task/ccie-r-s-v5-topology-diagrams-initial-configurations-MTk3Ng==
 http://labs.ine.com/workbook/view/rs-v5-workbook/task/ccie-r-s-v5-topology-diagrams-initial-configurations-MTk3Ng==
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ip access-list standard ALLOWED_GROUPS
 permit 224.10.10.10
 permit 224.110.110.110
 !
 ip pim accept-rp 150.1.5.5 ALLOWED_GROUPS
 !
 interface GigabitEthernet1.58
 ip pim sparse-mode
 R8:
 ip multicast-routing distributed
 ip pim rp-address 150.1.5.5
 !
 ip access-list standard ALLOWED_GROUPS
 permit 224.10.10.10
 permit 224.110.110.110
 !
 ip pim accept-rp 150.1.5.5 ALLOWED_GROUPS
 !
 interface GigabitEthernet1.58
 ip pim sparse-mode
 !
 interface GigabitEthernet1.108
 ip pim sparse-mode
 R10:
 ip multicast-routing distributed
 ip pim rp-address 150.1.5.5
 !
 interface GigabitEthernet1.108
 ip pim sparse-mode
 !
 interface GigabitEthernet1.10
 ip pim sparse-mode
 Verification
 Join R10’s GigabitEthernet1.10 interface to the groups 224.10.10.10 and 224.11.11.11. Observe the console output on R8.
 R10#configure terminal
 Enter configuration commands, one per line. End with CNTL/Z. R10(config)#interface GigabitEthernet1.10
 R10(config-subif)#ip igmp join-group 224.10.10.10
 R10(config-subif)#ip igmp join-group 224.11.11.11
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!
 !
 R8# %PIM-6-INVALID_RP_JOIN: Received (*, 224.0.1.40) Join from 155.1.108.10 for invalid RP 150.1.5.5
 %PIM-6-INVALID_RP_JOIN: Received (*, 224.11.11.11) Join from 155.1.108.10 for invalid RP 150.1.5.5
 Notice that R8 rejected joins toward R5’s Loopback0 for the invalid groups. If you are wondering what group 224.0.1.40 is, it’s the Auto-RP discovery group, which all routers join by default. Because we happened to specify an RP for the group range covering this particular one (default), every router attempts to join the shared tree for it. Using the show ip mroute command, you can observe that only group 224.10.10.10 has an mroute state corresponding to the shared tree.
 R8#show ip mroute 224.10.10.10
 IP Multicast Routing Table
 Flags: D - Dense, S - Sparse, B - Bidir Group, s - SSM Group, C - Connected,
 L - Local, P - Pruned, R - RP-bit set, F - Register flag,
 T - SPT-bit set, J - Join SPT, M - MSDP created entry, E - Extranet,
 X - Proxy Join Timer Running, A - Candidate for MSDP Advertisement,
 U - URD, I - Received Source Specific Host Report,
 Z - Multicast Tunnel, z - MDT-data group sender,
 Y - Joined MDT-data group, y - Sending to MDT-data group,
 G - Received BGP C-Mroute, g - Sent BGP C-Mroute,
 N - Received BGP Shared-Tree Prune, n - BGP C-Mroute suppressed,
 Q - Received BGP S-A Route, q - Sent BGP S-A Route,
 V - RD & Vector, v - Vector, p - PIM Joins on route,
 x - VxLAN group
 Outgoing interface flags: H - Hardware switched, A - Assert winner, p - PIM Join
 Timers: Uptime/Expires
 Interface state: Interface, Next-Hop or VCD, State/Mode
 (*, 224.10.10.10), 00:05:13/00:03:09, RP 150.1.5.5, flags: S
 Incoming interface: GigabitEthernet1.58, RPF nbr 155.1.58.5
 Outgoing interface list:
 GigabitEthernet1.108, Forward/Sparse, 00:05:13/00:03:09
 !
 ! R8#show ip mroute 224.11.11.11
 Group 224.11.11.11 not found
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CCIE Routing & Switching v5 Workbook - CCIE R&S v5 Advanced Technology Labs - Multicast
 PIM DR Election
 You must load the initial configuration files for the section, Initial Multicast , which can be found in CCIE R&S v5 Topology Diagrams & Initial Configurations. Reference the Advanced Technology Labs Multicast Diagram to complete this task.
 Task
 Enable PIM sparse-mode on the LAN segment between R1, R4, and R6 (GigabitEthernet1.146), and between R4 and R5's GigabitEthernet1.45.Statically configure R5’s Loopback0 interface as the Rendezvous Point.Ensure that R4 is responsible for multicast source registration with the RP for devices on the VLAN146 segment.
 Configuration
 A PIM Designated Router (DR) is elected on every multiple-access segment—that is, every segment where multiple routers share the same medium/subnet. This election process is based on the highest priority and highest IP address; the router with the numerically higher value wins the election. This process is preemptive and every new router with a better priority will preempt the previous DR.
 One purpose of a DR is to signal multicast delivery trees using PIM messages when it sees interested receivers on the shared segment by means of IGMP. Another purpose is to register active sources on the segment with the regional RP. When the DR hears multicast packets on the segment, it will check to determine whether the destination group has an RP. If it does, the data packets are encapsulated into special PIM Register messages and sent to the RP. The RP will start forwarding them down the shared tree if there are any active subscribers. At the same time, the RP will build a shortest-path tree toward the DR and send a PIM Register-Stop message to the DR to inform it that regular forwarding may start now. After this, the
 http://labs.ine.com/workbook/view/rs-v5-workbook/task/ccie-r-s-v5-topology-diagrams-initial-configurations-MTk3Ng==
 http://labs.ine.com/workbook/view/rs-v5-workbook/task/ccie-r-s-v5-topology-diagrams-initial-configurations-MTk3Ng==
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multicast traffic is delivered over the SPT. Note that PIM Register messages are subject to RPF checks, as usual. If the Register message is received on a non-RPF interface, the check will fail.
 R5:
 ip multicast-routing distributed
 ip pim rp-address 150.1.5.5
 !
 interface GigabitEthernet1.45
 ip pim sparse-mode
 R1:
 ip multicast-routing distributed
 ip pim rp-address 150.1.5.5
 !
 interface GigabitEthernet1.146
 ip pim sparse-mode
 R4:
 ip multicast-routing distributed
 ip pim rp-address 150.1.5.5
 !
 interface GigabitEthernet1.146
 ip pim sparse-mode
 ip pim dr-priority 100
 !
 interface GigabitEthernet1.45
 ip pim sparse-mode
 R6:
 ip multicast-routing distributed
 ip pim rp-address 150.1.5.5
 !
 interface GigabitEthernet1.146
 ip pim sparse-mode
 Verification
 R4#show ip pim interface GigabitEthernet1.146 detail
 GigabitEthernet1.146 is up, line protocol is up
 Internet address is 155.1.146.4/24
 Multicast switching: fast
 Multicast packets in/out: 1024/112
 Multicast TTL threshold: 0
 PIM: enabled
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PIM version: 2, mode: sparse PIM DR: 155.1.146.4 (this system)
 PIM neighbor count: 2
 PIM Hello/Query interval: 30 seconds
 PIM Hello packets in/out: 4/4
 PIM State-Refresh processing: enabled
 PIM State-Refresh origination: disabled
 PIM NBMA mode: disabled
 PIM ATM multipoint signalling: disabled
 PIM domain border: disabled
 PIM neighbors rpf proxy capable: TRUE
 PIM BFD: disabled
 PIM Non-DR-Join: FALSE
 Multicast Tagswitching: disabled
 !
 ! R1#show ip pim neighbor gigabitEthernet1.146
 PIM Neighbor Table
 Mode: B - Bidir Capable, DR - Designated Router, N - Default DR Priority,
 P - Proxy Capable, S - State Refresh Capable, G - GenID Capable
 Neighbor Interface Uptime/Expires Ver DR
 Address Prio/Mode
 155.1.146.6 GigabitEthernet1.146 00:04:25/00:01:18 v2 1 / S P G 155.1.146.4
 GigabitEthernet1.146 00:01:24/00:01:19 v2 100/ DR
 S P G
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CCIE Routing & Switching v5 Workbook - CCIE R&S v5 Advanced Technology Labs - Multicast
 PIM Accept Register
 You must load the initial configuration files for the section, Initial Multicast , which can be found in CCIE R&S v5 Topology Diagrams & Initial Configurations. Reference the Advanced Technology Labs Multicast Diagram to complete this task.
 Task
 Enable PIM sparse-mode multicast delivery on the Ethernet path between R6 and R10.
 Do not run PIM on the DMVPN link between R4 and R5.Statically configure R5’s Loopback0 interface as the Rendezvous Point.Configure R5 so that the only source allowed on the VLAN146 segment is R6.Your configuration should not affect sources on any other segments.
 Configuration
 This security feature is configured on the PIM SM Rendezvous Point and specifies the sources that are allowed to register with the RP. Remember that registration is performed by the PIM DR router, and every register message contains the original multicast packet, which includes the IP address of the multicast source and the group destination address. If the RP denies the registration, it sends a PIM Register-Stop to the DR immediately and never builds the SPT toward the source. The command to enable PIM Register message filtering is ip pim accept-register [list
 <Extended-ACL | route-map <Route-Map>] . The basis of filtering is an extended ACL in the format:
 ip access-list REGISTER_FILTER
 permit ip <source-ip> <source-wildcard> <group-address> <group-wildcard>
 http://labs.ine.com/workbook/view/rs-v5-workbook/task/ccie-r-s-v5-topology-diagrams-initial-configurations-MTk3Ng==
 http://labs.ine.com/workbook/view/rs-v5-workbook/task/ccie-r-s-v5-topology-diagrams-initial-configurations-MTk3Ng==
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In these access-lists, we can match both sources and destination groups at the same time. For example, to permit the source 155.1.146.1 to send traffic to any group via the RP, use the entry permit ip host 155.1.146.1 224.0.0.0 15.255.255.255 . Be advised that if the RP is the DR for the same segment, this filtering will not work. In newer versions of IOS code, a route-map can no longer be used with the
 ip pim accept-register command. The only parameter that can be used to do filtering with this command is an access-list, such as how this task uses it. For our scenario, we create an access-list and apply it to the ip pim accept-register
 command. The access-list only permits R6 from the VLAN 146 segment, and allows all other sources.
 R4:
 ip multicast-routing distributed
 ip pim rp-address 150.1.5.5
 !
 interface GigabitEthernet1.146
 ip pim sparse-mode
 !
 interface GigabitEthernet1.45
 ip pim sparse-mode
 R6:
 ip multicast-routing distributed
 ip pim rp-address 150.1.5.5
 !
 interface GigabitEthernet1.146
 ip pim sparse-mode
 R5:
 ip multicast-routing distributed
 ip pim rp-address 150.1.5.5
 !
 ip access-list extended VLAN146_SOURCES
 permit ip host 155.1.146.6 any
 deny ip 155.1.146.0 0.0.0.255 any
 permit ip any any
 !
 ip pim accept-register list VLAN146_SOURCES
 !
 interface GigabitEthernet1.45
 ip pim sparse-mode
 !
 interface GigabitEthernet1.58
 ip pim sparse-mode
 R8:
 ip multicast-routing distributed
 ip pim rp-address 150.1.5.5
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!
 interface GigabitEthernet1.58
 ip pim sparse-mode
 !
 interface GigabitEthernet1.108
 ip pim sparse-mode
 R10:
 ip multicast-routing distributed
 ip pim rp-address 150.1.5.5
 !
 interface GigabitEthernet1.108
 ip pim sparse-mode
 !
 interface GigabitEthernet1.10
 ip pim sparse-mode
 Verification
 First, we join R10 to group 224.10.10.10 and then try pinging it from R6. Because the IP address of R6 is permitted to register with the RP, everything goes smoothly.
 R10(config)#interface GigabitEthernet1.10
 R10(config-subif)#ip igmp join-group 224.10.10.10
 !
 ! R6#ping 224.10.10.10 repeat 100
 Type escape sequence to abort.
 Sending 100, 100-byte ICMP Echos to 224.10.10.10, timeout is 2 seconds:
 Reply to request 0 from 155.1.108.10, 78 ms
 Reply to request 0 from 155.1.10.10, 78 ms
 Reply to request 1 from 155.1.10.10, 18 ms
 Reply to request 2 from 155.1.10.10, 14 ms
 Reply to request 3 from 155.1.10.10, 7 ms
 Reply to request 4 from 155.1.10.10, 114 ms
 Reply to request 5 from 155.1.10.10, 67 ms
 Reply to request 6 from 155.1.10.10, 15 ms
 Now temporarily create interface GigabitEthernet1.146 on R7 and make R4 the DR for the LAN segment as follows.
 R7(config)#ip multicast-routing distributed
 R7(config)#ip pim rp-address 150.1.5.5
 R7(config)#interface GigabitEthernet1.146
 R7(config-subif)# encapsulation dot1Q 146
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!
 ! R4(config)#interface GigabitEthernet1.146
 R4(config-subif)#ip pim dr-priority 100
 Enable PIM debugging on R4 (the DR) using the command debug ip pim . Notice that R4 receives a Register-Stop message immediately after sending the first Register packet. However, this time the RP does not build an SPT toward the source.
 R7#ping 224.10.10.10 repeat 100
 Type escape sequence to abort.
 Sending 100, 100-byte ICMP Echos to 224.10.10.10, timeout is 2 seconds: ...
 !
 ! R4#show logging
 <snip>
 PIM(0): Adding register encap tunnel (Tunnel1) as forwarding interface of (155.1.146.7, 224.10.10.10).
 PIM(0): Received v2 Register-Stop on GigabitEthernet1.45 from 150.1.5.5
 PIM(0): for source 155.1.146.7, group 224.10.10.10
 PIM(0): Removing register encap tunnel (Tunnel1) as forwarding interface of (155.1.146.7, 224.10.10.10).
 PIM(0): Clear Registering flag to 150.1.5.5 for (155.1.146.7/32, 224.10.10.10)
 You may discover more on R5, the RP. Notice the console message that warns you about an invalid source. Also, there is no SPT entry toward the new VLAN146 IP address of R7 in the mroute table of R5. Thus, the source is not connected to the shared tree.
 R5#
 %PIM-4-INVALID_SRC_REG: Received Register from 155.1.45.4 for (155.1.146.7, 224.10.10.10),
 not willing to be RP
 !
 ! R5#show ip mroute 224.10.10.10
 IP Multicast Routing Table
 <snip>
 (*, 224.10.10.10), 00:43:51/stopped, RP 150.1.5.5, flags: S
 Incoming interface: Null, RPF nbr 0.0.0.0
 Outgoing interface list:
 GigabitEthernet1.58, Forward/Sparse, 00:43:51/00:02:58
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(155.1.146.6, 224.10.10.10), 00:00:03/00:03:28, flags: T
 Incoming interface: GigabitEthernet1.45, RPF nbr 155.1.45.4
 Outgoing interface list:
 GigabitEthernet1.58, Forward/Sparse, 00:00:03/00:03:26
 In this lab, we avoided doing verification on R1 and R4 for the Accept-Register configuration. This was to avoid issues related to packets being flooded out all-PIM enabled interfaces on these devices. In this particular configuration, this situation leads to traffic being able hit R5 (the RP) and thus being able to flow down the shared tree.
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CCIE Routing & Switching v5 Workbook - CCIE R&S v5 Advanced Technology Labs - Multicast
 Multicast Tunneling
 You must load the initial configuration files for the section, Initial Multicast , which can be found in CCIE R&S v5 Topology Diagrams & Initial Configurations. Reference the Advanced Technology Labs Multicast Diagram to complete this task.
 Task
 Configure PIM sparse-Mode between R5 and R10.Statically configure R5’s Loopback0 interface as the Rendezvous Point.Without configuring multicast routing on the transit nodes, make sure that receivers on R9 may receive multicast feeds from R10.
 Do not configure any additional IGP adjacencies to accomplish this task.Additional interfaces can be configured.For testing purposes, join R9's VLAN9 interface to multicast group 224.10.10.10.
 Configuration
 Tunneling is a common technique used with multicast technologies to traverse non-multicast capable networks. This greatly simplifies configuration, but it has the major drawback of “hiding” the real network topology and thus often prevents effective multicast replication. When configuring a tunnel, you have an option of enabling or disabling the IGP on the tunnel interface. If you plan to use the tunnel for multicast traffic delivery, it is necessary to enable PIM on the same interface. Because of the following two factors, you may easily encounter RPF failure issues:
 If no IGP is running on the tunnel, you must provide static mroutes to correct any RPF checks.If IGP is running on the tunnel interface, the cost of traversing the tunnel might be
 http://labs.ine.com/workbook/view/rs-v5-workbook/task/ccie-r-s-v5-topology-diagrams-initial-configurations-MTk3Ng==
 http://labs.ine.com/workbook/view/rs-v5-workbook/task/ccie-r-s-v5-topology-diagrams-initial-configurations-MTk3Ng==
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higher than the cost of traversing the underlying network. It is generally not a good idea to run the same IGP on the underlying network and on the tunnel. You may need to adjust metrics or provide static mroutes to correct any resulting problems.
 In our situation, we are not running an IGP on the tunnel, so we must provide static mroute statements to allow the endpoints to perform RPF checks correctly.
 R8:
 ip multicast-routing distributed
 ip pim rp-address 150.1.5.5
 !
 interface GigabitEthernet1.58
 ip pim sparse-mode
 !
 interface GigabitEthernet1.108
 ip pim sparse-mode
 R10:
 ip multicast-routing distributed
 ip pim rp-address 150.1.5.5
 !
 interface GigabitEthernet1.108
 ip pim sparse-mode
 R5:
 ip multicast-routing distributed
 ip pim rp-address 150.1.5.5
 !
 interface GigabitEthernet1.58
 ip pim sparse-mode
 !
 interface Tunnel59
 ip unnumbered Loopback0
 tunnel source Loopback0
 tunnel destination 150.1.9.9
 ip pim sparse-mode
 !
 router ospf 1
 passive-interface Tunnel59
 R9:
 ip multicast-routing distributed
 ip pim rp-address 150.1.5.5
 !
 interface GigabitEthernet1.9
 ip igmp join-group 224.10.10.10
 ip pim sparse-mode
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!
 interface Tunnel59
 ip unnumbered Loopback0
 tunnel source Loopback0
 tunnel destination 150.1.5.5
 ip pim sparse-mode
 !
 router ospf 1
 passive-interface Tunnel59
 !
 ip mroute 0.0.0.0 0.0.0.0 Tunnel59
 Verification
 Note that enabling PIM on R9's VLAN 9 interface is mandatory; otherwise, IOS will not forward multicasts out of this interface. Notice that all RPF information on R9 is condensed into a single default mroute. It overrides all checks using the unicast routing table and allows R9 to receive multicasts successfully.
 R9#show ip mroute 224.10.10.10
 IP Multicast Routing Table
 Flags: D - Dense, S - Sparse, B - Bidir Group, s - SSM Group, C - Connected,
 L - Local, P - Pruned, R - RP-bit set, F - Register flag,
 T - SPT-bit set, J - Join SPT, M - MSDP created entry, E - Extranet,
 X - Proxy Join Timer Running, A - Candidate for MSDP Advertisement,
 U - URD, I - Received Source Specific Host Report,
 Z - Multicast Tunnel, z - MDT-data group sender,
 Y - Joined MDT-data group, y - Sending to MDT-data group,
 G - Received BGP C-Mroute, g - Sent BGP C-Mroute,
 N - Received BGP Shared-Tree Prune, n - BGP C-Mroute suppressed,
 Q - Received BGP S-A Route, q - Sent BGP S-A Route,
 V - RD & Vector, v - Vector, p - PIM Joins on route,
 x - VxLAN group
 Outgoing interface flags: H - Hardware switched, A - Assert winner, p - PIM Join
 Timers: Uptime/Expires
 Interface state: Interface, Next-Hop or VCD, State/Mode
 (*, 224.10.10.10), 00:00:59/00:02:01, RP 150.1.5.5, flags: SJCL
 Incoming interface: Tunnel59, RPF nbr 150.1.5.5, Mroute
 Outgoing interface list:
 GigabitEthernet1.9, Forward/Sparse, 00:00:59/00:02:01
 !
 ! R5#show ip mroute 224.10.10.10
 IP Multicast Routing Table
 Flags: D - Dense, S - Sparse, B - Bidir Group, s - SSM Group, C - Connected,
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L - Local, P - Pruned, R - RP-bit set, F - Register flag,
 T - SPT-bit set, J - Join SPT, M - MSDP created entry, E - Extranet,
 X - Proxy Join Timer Running, A - Candidate for MSDP Advertisement,
 U - URD, I - Received Source Specific Host Report,
 Z - Multicast Tunnel, z - MDT-data group sender,
 Y - Joined MDT-data group, y - Sending to MDT-data group,
 G - Received BGP C-Mroute, g - Sent BGP C-Mroute,
 N - Received BGP Shared-Tree Prune, n - BGP C-Mroute suppressed,
 Q - Received BGP S-A Route, q - Sent BGP S-A Route,
 V - RD & Vector, v - Vector, p - PIM Joins on route,
 x - VxLAN group
 Outgoing interface flags: H - Hardware switched, A - Assert winner, p - PIM Join
 Timers: Uptime/Expires
 Interface state: Interface, Next-Hop or VCD, State/Mode
 (*, 224.10.10.10), 00:01:39/00:02:49, RP 150.1.5.5, flags: S
 Incoming interface: Null, RPF nbr 0.0.0.0
 Outgoing interface list:
 Tunnel59, Forward/Sparse, 00:01:39/00:02:49
 !
 ! R10#ping 224.10.10.10
 Type escape sequence to abort.
 Sending 100, 100-byte ICMP Echos to 224.10.10.10, timeout is 2 seconds:
 Reply to request 0 from 155.1.9.9, 95 ms
 Reply to request 0 from 155.1.9.9, 125 ms
 Reply to request 0 from 155.1.9.9, 125 ms
 Reply to request 1 from 155.1.9.9, 77 ms
 Reply to request 1 from 155.1.9.9, 77 ms
 Reply to request 1 from 155.1.9.9, 77 ms
 Reply to request 2 from 155.1.9.9, 62 ms
 Reply to request 2 from 155.1.9.9, 62 ms
 Reply to request 3 from 155.1.9.9, 20 ms
 Reply to request 4 from 155.1.9.9, 22 ms
 Reply to request 5 from 155.1.9.9, 61 ms
 Reply to request 6 from 155.1.9.9, 63 ms
 Reply to request 7 from 155.1.9.9, 138 ms
 Reply to request 8 from 155.1.9.9, 11 ms
 We did not need to use an mroute on R5 because there is no RPF check performed by R5 of any address on R9. R9, however, does have to perform an RPF check, and because the only interface with PIM on it is Tunnel59, we can safely use a "default" mroute. If we put the receiver (igmp join) on R10 and sourced the multicast from R9, we would need to also add an mroute on R5 to fix the RPF failure. In that
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scenario, we would not want to use a "default" mroute of 0.0.0.0 0.0.0.0, but instead use a more specific route toward R9's address. If we added a "default" mroute on R5 pointing out of the Tunnel59 interface, all RPF lookups would resolve to the Tunnel59 interface. Although it would work for multicast sourced from R9, if R5 did an RPF check for any other device on the network, it would fail.
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CCIE Routing & Switching v5 Workbook - CCIE R&S v5 Advanced Technology Labs - Multicast
 Auto-RP
 You must load the initial configuration files for the section, Initial Multicast , which can be found in CCIE R&S v5 Topology Diagrams & Initial Configurations. Reference the Advanced Technology Labs Multicast Diagram to complete this task.
 Task
 Enable PIM sparse-dense-mode multicast delivery on the path between R5 and R10.Using a Cisco proprietary technology, configure R5 so that it advertises itself as the RP for all multicast groups.
 Ensure that R5 also floods the information in the network.
 Configuration
 Auto-RP was the first protocol to automatically distribute RP information across the multicast domain when using PIMv1. Auto-RP is a Cisco proprietary protocol, and it was later “replaced” by the standards-based Bootstrap Router (BSR) protocol with the advent of PIMv2. However, all Cisco routers still support Auto-RP along with PIMv2 protocol.
 http://labs.ine.com/workbook/view/rs-v5-workbook/task/ccie-r-s-v5-topology-diagrams-initial-configurations-MTk3Ng==
 http://labs.ine.com/workbook/view/rs-v5-workbook/task/ccie-r-s-v5-topology-diagrams-initial-configurations-MTk3Ng==
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Auto-RP defines two new concepts: Candidate RP (cRP) and Mapping Agents (MA). cRP is any router that is willing to become an RP. You configure this router using the command ip pim send-rp-announce <Interface> scope <TTL> [group-list <Std-ACL>]
 [interval <seconds>] . The router will start sending UDP packets to the IP/Port 224.0.1.39/496 with the list of groups serviced by this particular RP. The cRP announcements are originated every 60 seconds by default, with the Time-to-Live field in the IP headers set to <TTL> , a form of administrative scoping. The interface that you specify in this command must be enabled for PIM and its IP address will be used as the RP’s IP address. The list of groups is defined using the <Std-ACL>
 access-list. You configure this list using standard access-list syntax. For example:
 access-list GROUPS permit 239.0.0.0 0.0.0.255
 access-list GROUPS permit 232.0.2.0 0.0.0.255
 access-list GROUPS deny 224.0.1.50 0.0.0.0
 The Auto-RP code will convert wildcard masks into the prefix-lengths, so you cannot use discontinuous masks. Next, the “deny” statements are interpreted as a special type of negative group announcement. This means that all groups matching this range should be treated as “dense” mode groups. We will discuss how the routers interpret the mapping entries a bit later.
 The cRP announcements are flooded across the network and reach special routers called Mapping Agents. You configure these routers using the command
 ip pim send-rp-discovery <Interface> scope <TTL> interval <Seconds> . Mapping Agents listen on the standard address 224.0.1.39 and collect all announcements from candidate RPs. After that, every mapping agent compiles a resulting list of Group to RP mappings and starts sending “RP discovery” messages to the special multicast address 224.0.1.40 port 496. The discovery messages contain an amalgam of all information learned by the mapping agents. Notice that if there are multiple MAs in the network, they will hear each other, and then all of them, except the one with the highest IP address, will cease sending discoveries. When building a discovery message, an MA will follow a few simple rules:
 If there are two announcements with the same group range but different RPs, the MA will select the announcement with the highest RP IP address.If there are two announcements where one group is a subset of another but the RPs are different, both will be sent.All other announcements are grouped together without any conflict resolution.
 All regular routers join the multicast group 224.0.1.40 and listen to the discovery messages. Based on their content, they populate their Auto-RP cache and learn about Group-to-RP mappings. The cache contains both “negative” and “positive”

Page 1126
                        

entries. When looking for an RP, Auto-RP code will first scan through negative entries. If a match is found, the group is considered to be dense. Note that RP information for the negative entries will be effectively ignored. If the group is not found in the “negative” list, the code looks it up in the positive list. Because every group in the list is bound to a particular RP, there could be conflicts when multiple RPs try to service overlapping group ranges. The receiving router uses the longest-match rule to resolve all conflicts: if there are multiple matches, only the one with the longest prefix length is selected.
 Note that “negative” statements could be defined at any cRP and affect all routers in the multicast region. For example, if a single group list contained the deny any
 statement, all groups would be treated as dense, even if there are “positive” entries. The last thing to discuss about Auto-RP is how the multicast groups 224.0.1.39 and 224.0.1.40 are propagated across the network. Because there is no explicit RP information for these groups, they must use dense mode forwarding. This requires the use of pim sparse-dense-mode on all interfaces within the multicast domain. As discussed before, this is not the safest thing to do in a large-scale network. You may want to use the no ip dm-fallback global command in such situations or use the Auto-RP Listener feature, discussed in a separate task.
 Note that you may use PIM SM mode along with Auto-RP if you define a static RP value for the Auto-RP groups (224.0.1.39 and 224.0.1.40). This will require you to use the override option when defining the static RP. By default, Auto-RP announcements override a statically configured RP. If you want them to persist, use the override keyword along with the ip pim rp-address command.
 You might be asking one question: Why is there a need for a Mapping Agent? Couldn’t candidate RPs just broadcast themselves to all routers and the latter learn/elect the best RPs directly? This is possible, but it might result in different routers electing different RPs for the same group ranges. Some routers may miss announcements of a particular candidate RP because of network outages or RP failures. Therefore, cRP information should be collected at one single point before being disseminated to the multicast routers.
 R5:
 ip multicast-routing distributed
 !
 interface GigabitEthernet1.58
 ip pim sparse-dense-mode
 !
 interface Loopback0
 ip pim sparse-dense-mode
 !
 ip pim send-rp-announce Loopback0 scope 10
 ip pim send-rp-discovery loopback0 scope 10
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R8:
 ip multicast-routing distributed
 !
 interface GigabitEthernet1.58
 ip pim sparse-dense-mode
 !
 interface GigabitEthernet1.108
 ip pim sparse-dense-mode
 R10:
 ip multicast-routing distributed
 !
 interface GigabitEthernet1.108
 ip pim sparse-dense-mode
 Verification
 Initial verification includes checking for RP to group mappings. In our case, there is just one RP, so all groups map to it. Make sure that you perform the verification on all routers, because some of them might reject discovery announcements because of RPF issues.
 R5#show ip pim rp mapping
 This system is an RP (Auto-RP)
 This system is an RP-mapping agent (Loopback0)
 Group(s) 224.0.0.0/4
 RP 150.1.5.5 (?), v2v1
 Info source: 150.1.5.5 (?), elected via Auto-RP
 Uptime: 00:07:10, expires: 00:02:47
 Uptime: 00:00:34, expires: 00:02:24
 If you are wondering what the (?) sign means, it is for the hostname of the RP. IOS will display the hostname only if the router is configured to do DNS name lookup but the IP address of the RP also has to resolve to a name.
 We can see in the mroute table of R5 that there is an (S,G) entry for both 224.0.1.39 and 224.0.1.40. The source is R5's Loopback0 because this is the interface being
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used for the cRP and Mapping Agent roles.
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R5#show ip mroute
 IP Multicast Routing Table
 Flags: D - Dense, S - Sparse, B - Bidir Group, s - SSM Group, C - Connected,
 L - Local, P - Pruned, R - RP-bit set, F - Register flag,
 T - SPT-bit set, J - Join SPT, M - MSDP created entry, E - Extranet,
 X - Proxy Join Timer Running, A - Candidate for MSDP Advertisement,
 U - URD, I - Received Source Specific Host Report,
 Z - Multicast Tunnel, z - MDT-data group sender,
 Y - Joined MDT-data group, y - Sending to MDT-data group,
 G - Received BGP C-Mroute, g - Sent BGP C-Mroute,
 N - Received BGP Shared-Tree Prune, n - BGP C-Mroute suppressed,
 Q - Received BGP S-A Route, q - Sent BGP S-A Route,
 V - RD & Vector, v - Vector, p - PIM Joins on route,
 x - VxLAN group
 Outgoing interface flags: H - Hardware switched, A - Assert winner, p - PIM
 Timers: Uptime/Expires
 Interface state: Interface, Next-Hop or VCD, State/Mode
 (*, 224.10.10.10), 00:06:40/00:02:43, RP 150.1.5.5, flags: S
 Incoming interface: Null, RPF nbr 0.0.0.0
 Outgoing interface list:
 GigabitEthernet1.58, Forward/Sparse-Dense, 00:06:40/00:02:43
 (*, 224.0.1.39), 00:09:23/stopped, RP 0.0.0.0, flags: DCL
 Incoming interface: Null, RPF nbr 0.0.0.0
 Outgoing interface list:
 Loopback0, Forward/Sparse-Dense, 00:07:40/stopped
 GigabitEthernet1.58, Forward/Sparse-Dense, 00:09:23/stopped
 ( 150.1.5.5, 224.0.1.39
 ), 00:07:40/00:02:19, flags: LT
 Incoming interface: Loopback0, RPF nbr 0.0.0.0
 Outgoing interface list:
 GigabitEthernet1.58, Forward/Sparse-Dense, 00:07:40/stopped
 (*, 224.0.1.40), 00:09:23/stopped, RP 0.0.0.0, flags: DCL
 Incoming interface: Null, RPF nbr 0.0.0.0
 Outgoing interface list:
 GigabitEthernet1.58, Forward/Sparse-Dense, 00:07:32/stopped
 Loopback0, Forward/Sparse-Dense, 00:07:39/stopped
 ( 150.1.5.5, 224.0.1.40
 ), 00:06:41/00:02:17, flags: LT
 Incoming interface: Loopback0, RPF nbr 0.0.0.0
 Outgoing interface list:
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GigabitEthernet1.58, Forward/Sparse-Dense, 00:06:41/stopped
 All other routers that received the Auto-RP Discovery messages and populated their Auto-RP cache should also have a (S,G) entry for 224.0.1.40.
 R10#show ip pim rp mapping
 PIM Group-to-RP Mappings
 Group(s) 224.0.0.0/4
 RP 150.1.5.5 (?), v2v1
 Info source: 150.1.5.5 (?), elected via Auto-RP
 Uptime: 00:10:45, expires: 00:02:08
 !
 ! R10#show ip mroute 224.0.1.40
 IP Multicast Routing Table
 Flags: D - Dense, S - Sparse, B - Bidir Group, s - SSM Group, C - Connected,
 L - Local, P - Pruned, R - RP-bit set, F - Register flag,
 T - SPT-bit set, J - Join SPT, M - MSDP created entry, E - Extranet,
 X - Proxy Join Timer Running, A - Candidate for MSDP Advertisement,
 U - URD, I - Received Source Specific Host Report,
 Z - Multicast Tunnel, z - MDT-data group sender,
 Y - Joined MDT-data group, y - Sending to MDT-data group,
 G - Received BGP C-Mroute, g - Sent BGP C-Mroute,
 N - Received BGP Shared-Tree Prune, n - BGP C-Mroute suppressed,
 Q - Received BGP S-A Route, q - Sent BGP S-A Route,
 V - RD & Vector, v - Vector, p - PIM Joins on route,
 x - VxLAN group
 Outgoing interface flags: H - Hardware switched, A - Assert winner, p - PIM Join
 Timers: Uptime/Expires
 Interface state: Interface, Next-Hop or VCD, State/Mode
 (*, 224.0.1.40), 00:11:54/stopped, RP 0.0.0.0, flags: DCL
 Incoming interface: Null, RPF nbr 0.0.0.0
 Outgoing interface list:
 GigabitEthernet1.108, Forward/Sparse-Dense, 00:11:54/stopped
 ( 150.1.5.5, 224.0.1.40
 ), 00:11:11/00:02:43, flags: PLTX
 Incoming interface: GigabitEthernet1.108, RPF nbr 155.1.108.8
 Outgoing interface list: Null
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CCIE Routing & Switching v5 Workbook - CCIE R&S v5 Advanced Technology Labs - Multicast
 Auto-RP - Multiple Candidate RPs
 You must load the initial configuration files for the section, Initial Multicast , which can be found in CCIE R&S v5 Topology Diagrams & Initial Configurations. Reference the Advanced Technology Labs Multicast Diagram to complete this task.
 Task
 Enable PIM sparse-dense-mode multicast delivery on the path between R5 and R10.Using a Cisco proprietary technology, configure the following:
 R8 as RP for group ranges 224.0.0.0–231.255.255.255R10 as RP for group ranges 232.0.0.0–239.255.255.255R5 as the Mapping Agent
 If one RP fails, the other one should provide backup for the other’s groups.The group 224.110.110.110 should be always switched in dense-mode.
 Configuration
 As discussed in the previous task, Auto-RP MAs amalgamate information learned from multiple candidate RPs and advertise RP discovery messages. You may want to use multiple RPs in cases where you want load-balancing, redundancy, or both:
 If your goal is load balancing, try to configure the group-mapping access-lists so that every RP services a range of groups.If your goal is redundancy, make both RPs service the same group ranges. The one with the highest IP address will be selected by the MA.If you want to achieve both load-balancing and redundancy, you may map RP1 to a specific group range, say 224.0.0.0-231.255.255.255, and permit 224.0.0.0 15.255.255.255 in the end of the respective ACL. Use the entry to permit the range 232.0.0.0–239.255.255.255 for RP2 along with the entry 224.0.0.0 15.255.255.255 in
 http://labs.ine.com/workbook/view/rs-v5-workbook/task/ccie-r-s-v5-topology-diagrams-initial-configurations-MTk3Ng==
 http://labs.ine.com/workbook/view/rs-v5-workbook/task/ccie-r-s-v5-topology-diagrams-initial-configurations-MTk3Ng==
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the end. This will ensure that RP1 and RP2 are used for specific group ranges, while RP1 is used for the rest of the groups when RP2 fails or vice versa. This is based on the longest match selection criteria used by the multicast routers and the fact that for overlapping ranges, the MA will only advertise the RP with the highest IP address.
 Notice that the mapping list is compiled by the MA, but still the final RP selection is performed by the multicast router. Longest match criteria is an effective rule to allow for unique RP selection along with providing redundancy.
 R5:
 ip multicast-routing distributed
 !
 interface GigabitEthernet1.58
 ip pim sparse-dense-mode
 !
 interface Loopback0
 ip pim sparse-dense-mode
 !
 ip pim send-rp-discovery Loopback0 scope 10
 R8:
 ip multicast-routing distributed
 !
 interface GigabitEthernet1.58
 ip pim sparse-dense-mode
 !
 interface GigabitEthernet1.108
 ip pim sparse-dense-mode
 !
 interface Loopback0
 ip pim sparse-dense-mode
 !
 ip access-list standard R8_GROUPS
 deny 224.110.110.110
 permit 224.0.0.0 7.255.255.255
 permit 224.0.0.0 15.255.255.255
 !
 ip pim send-rp-announce Loopback0 scope 10 group-list R8_GROUPS
 R10:
 ip multicast-routing distributed
 !
 interface GigabitEthernet1.108
 ip pim sparse-dense-mode
 !
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interface Loopback0
 ip pim sparse-dense-mode
 !
 ip access-list standard R10_GROUPS
 deny 224.110.110.110
 permit 232.0.0.0 7.255.255.255
 permit 224.0.0.0 15.255.255.255
 !
 ip pim send-rp-announce Loopback0 scope 10 group-list R10_GROUPS
 Verification
 Look at the RP mappings on R5. Notice how the MA elects the best candidate RP for a given range. The group 224.110.110.110 is negatively cached, and thus is always processes in dense-mode.
 R5#show ip pim rp mapping
 PIM Group-to-RP Mappings
 This system is an RP-mapping agent
 Group(s) 224.0.0.0/5
 RP 150.1.8.8 (?), v2v1 Info source: 150.1.8.8 (?), elected via Auto-RP
 Uptime: 00:00:53, expires: 00:02:05
 Group(s) 224.0.0.0/4
 RP 150.1.10.10 (?), v2v1 Info source: 150.1.10.10 (?), elected via Auto-RP
 Uptime: 00:00:43, expires: 00:02:12
 RP 150.1.8.8 (?), v2v1
 Info source: 150.1.8.8 (?), via Auto-RP
 Uptime: 00:00:53, expires: 00:02:03 Group(s) (-)224.110.110.110/32
 RP 150.1.10.10 (?), v2v1 Info source: 150.1.10.10 (?), elected via Auto-RP
 Uptime: 00:00:43, expires: 00:02:13
 RP 150.1.8.8 (?), v2v1
 Info source: 150.1.8.8 (?), via Auto-RP
 Uptime: 00:00:53, expires: 00:02:05
 Group(s) 232.0.0.0/5
 RP 150.1.10.10 (?), v2v1 Info source: 150.1.10.10 (?), elected via Auto-RP
 Uptime: 00:00:43, expires: 00:02:13
 Enable PIM Sparse-Dense mode on the GigabitEthernet1.45 interface between R5 and R4 so that R4 gets the Auto-RP information.
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R4:
 ip multicast-routing distributed
 !
 interface GigabitEthernet1.45
 ip pim sparse-dense-mode
 R5:
 interface GigabitEthernet1.45
 ip pim sparse-dense-mode
 Check the Auto-RP cache of R4. Notice that it only has a single RP for every range. R10 is elected as the RP for all ranges except 224.0.0.0/5.
 R4#show ip pim rp mapping
 PIM Group-to-RP Mappings
 Group(s) 224.0.0.0/5
 RP 150.1.8.8 (?), v2v1
 Info source: 155.1.45.5 (?), elected via Auto-RP
 Uptime: 00:00:20, expires: 00:02:37 Group(s) 224.0.0.0/4
 RP 150.1.10.10 (?), v2v1
 Info source: 155.1.45.5 (?), elected via Auto-RP
 Uptime: 00:00:20, expires: 00:02:38 Group(s) (-)224.110.110.110/32
 RP 150.1.10.10 (?), v2v1
 Info source: 155.1.45.5 (?), elected via Auto-RP
 Uptime: 00:00:20, expires: 00:02:38 Group(s) 232.0.0.0/5
 RP 150.1.10.10 (?), v2v1
 Info source: 155.1.45.5 (?), elected via Auto-RP
 Uptime: 00:00:20, expires: 00:02:38
 Now check to see whether the group 224.110.110.110 is forwarded using PIM Dense mode. Join 224.110.110.110 on R8's GigabitEthernet1.8 and ping it from R4.
 R8#configure terminal
 Enter configuration commands, one per line. End with CNTL/Z. R8(config)#interface GigabitEthernet1.8
 R8(config-subif)#ip pim sparse-dense-mode
 R8(config-subif)#ip igmp join-group 224.110.110.110
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Notice that the group has no RP in the mroute output, just as it should be for the dense group.
 R4#ping 224.110.110.110 repeat 100
 Type escape sequence to abort.
 Sending 100, 100-byte ICMP Echos to 224.110.110.110, timeout is 2 seconds:
 Reply to request 0 from 155.1.58.8, 66 ms
 Reply to request 1 from 155.1.8.8, 40 ms
 Reply to request 2 from 155.1.8.8, 8 ms
 Reply to request 3 from 155.1.8.8, 47 ms
 Reply to request 4 from 155.1.8.8, 13 ms
 !
 ! R5#show ip mroute 224.110.110.110
 IP Multicast Routing Table
 Flags: D - Dense, S - Sparse, B - Bidir Group, s - SSM Group, C - Connected,
 L - Local, P - Pruned, R - RP-bit set, F - Register flag,
 T - SPT-bit set, J - Join SPT, M - MSDP created entry, E - Extranet,
 X - Proxy Join Timer Running, A - Candidate for MSDP Advertisement,
 U - URD, I - Received Source Specific Host Report,
 Z - Multicast Tunnel, z - MDT-data group sender,
 Y - Joined MDT-data group, y - Sending to MDT-data group,
 G - Received BGP C-Mroute, g - Sent BGP C-Mroute,
 N - Received BGP Shared-Tree Prune, n - BGP C-Mroute suppressed,
 Q - Received BGP S-A Route, q - Sent BGP S-A Route,
 V - RD & Vector, v - Vector, p - PIM Joins on route,
 x - VxLAN group
 Outgoing interface flags: H - Hardware switched, A - Assert winner, p - PIM Join
 Timers: Uptime/Expires
 Interface state: Interface, Next-Hop or VCD, State/Mode
 (*, 224.110.110.110), 00:00:30/stopped, RP 0.0.0.0, flags: D
 Incoming interface: Null, RPF nbr 0.0.0.0
 Outgoing interface list:
 GigabitEthernet1.45, Forward/Sparse-Dense, 00:00:30/stopped
 GigabitEthernet1.58, Forward/Sparse-Dense, 00:00:30/stopped
 (155.1.45.4, 224.110.110.110), 00:00:30/00:02:29, flags: T
 Incoming interface: GigabitEthernet1.45, RPF nbr 155.1.45.4
 Outgoing interface list:
 GigabitEthernet1.58, Forward/Sparse-Dense, 00:00:30/stopped
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CCIE Routing & Switching v5 Workbook - CCIE R&S v5 Advanced Technology Labs - Multicast
 Auto-RP - Filtering Candidate RPs
 You must load the initial configuration files for the section, Initial Multicast , which can be found in CCIE R&S v5 Topology Diagrams & Initial Configurations. Reference the Advanced Technology Labs Multicast Diagram to complete this task.
 Task
 Enable PIM sparse-dense-mode multicast delivery on the path between R5 and R10.Using a Cisco proprietary technology, configure R8 and R10 as RPs.
 Configure R5 as the Mapping Agent.The group 224.110.110.110 should always be switched in dense-mode.Configure R5 to filter announcements for the group 224.110.110.110 received from R10.
 Configuration
 The Auto-RP mapping agent allows for the filtering of incoming RP announcements sent by RP candidates. This type of filtering applies only to Auto-RP announcements received by listening to the 224.0.1.39 multicast IP address and thus is only effective on Mapping Agents. You configure a filtering statement using the following syntax: ip pim rp-announce-filter [group-list <access-list> | rp-list
 <access-list>] . All access-lists are either numbered or named standard ACLs. RP announcements are inspected, and if a match is found for the group and the RP IP address, the action is taken based on the “permit” or “deny” statement. If you omit the rp-list keyword, any announcements containing groups matching the group-
 list are matched. If you omit the group-list parameter, all updates from the RPs in rp-list are matched.
 R5:
 http://labs.ine.com/workbook/view/rs-v5-workbook/task/ccie-r-s-v5-topology-diagrams-initial-configurations-MTk3Ng==
 http://labs.ine.com/workbook/view/rs-v5-workbook/task/ccie-r-s-v5-topology-diagrams-initial-configurations-MTk3Ng==
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ip multicast-routing distributed
 !
 interface GigabitEthernet1.58
 ip pim sparse-dense-mode
 !
 interface Loopback0
 ip pim sparse-dense-mode
 !
 ip access-list standard RP_LIST
 permit 150.1.10.10
 !
 ip access-list standard GROUP_LIST
 deny 224.110.110.110
 permit any
 !
 ip pim send-rp-discovery Loopback0 scope 10
 ip pim rp-announce-filter rp-list RP_LIST group-list GROUP_LIST
 R8:
 ip multicast-routing distributed
 !
 interface GigabitEthernet1.58
 ip pim sparse-dense-mode
 !
 interface GigabitEthernet1.108
 ip pim sparse-dense-mode
 !
 interface Loopback0
 ip pim sparse-dense-mode
 !
 ip access-list standard R8_GROUPS
 deny 224.110.110.110
 permit any
 !
 ip pim send-rp-announce Loopback0 scope 10 group-list R8_GROUPS
 R10:
 ip multicast-routing distributed
 !
 interface GigabitEthernet1.108
 ip pim sparse-dense-mode
 !
 interface Loopback 0
 ip pim sparse-dense-mode
 !
 ip access-list standard R10_GROUPS
 deny 224.110.110.110
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permit any
 !
 ip pim send-rp-announce Loopback0 scope 10 group-list R10_GROUPS
 Verification
 Use the command debug ip pim auto-rp on the MA to monitor the updates that are filtered.
 R5#debug ip pim auto-rp
 !
 !
 Auto-RP(0): Build mapping (224.0.0.0/4, RP:150.1.10.10), PIMv2 v1, Auto-RP(0):
 Build mapping (-224.110.110.110/32, RP:150.1.10.10), PIMv2 v1.
 Auto-RP(0): Send RP-discovery packet of length 54 on GigabitEthernet1.58 (1 RP entries)
 Auto-RP(0): Received RP-announce packet of length 54, from 150.1.10.10, RP_cnt 1, ht 10
 Auto-RP(0): Filtered -224.110.110.110/32 for RP 150.1.10.10
 !
 !
 Auto-RP(0): Mapping (224.110.110.110/32, RP:150.1.10.10) expired,
 Auto-RP(0): Build RP-Discovery packet
 Auto-RP(0): Build mapping (224.0.0.0/4, RP:150.1.10.10), PIMv2 v1, Auto-RP(0):
 Build mapping (-224.110.110.110/32, RP:150.1.8.8), PIMv2 v1.
 Auto-RP(0): Send RP-discovery packet of length 60 on GigabitEthernet1.58 (2 RP entries)
 Auto-RP(0): Received RP-announce packet of length 54, from 150.1.8.8, RP_cnt 1, ht 10
 (0): pim_add_prm:: 224.110.110.110/255.255.255.255, rp=150.1.8.8, repl = 0, ver =3
 Notice that the update from R10 for 224.110.110.110 is filtered, but R8's is not. Verify that the Auto-RP cache on the MA does not have the entry for 224.110.110.110 mapped to the RP-R10.
 R5#show ip pim rp mapping
 PIM Group-to-RP Mappings
 This system is an RP-mapping agent
 Group(s) 224.0.0.0/4
 RP 150.1.10.10 (?), v2v1
 Info source: 150.1.10.10 (?), elected via Auto-RP
 Uptime: 00:06:41, expires: 00:00:08
 RP 150.1.8.8 (?), v2v1
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Info source: 150.1.8.8 (?), via Auto-RP
 Uptime: 00:06:50, expires: 00:00:07 Group(s) (-)224.110.110.110/32
 RP 150.1.8.8 (?), v2v1
 Info source: 150.1.8.8 (?), elected via Auto-RP
 Uptime: 00:06:50, expires: 00:00:07
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CCIE Routing & Switching v5 Workbook - CCIE R&S v5 Advanced Technology Labs - Multicast
 Auto-RP Listener
 You must load the initial configuration files for the section, Initial Multicast , which can be found in CCIE R&S v5 Topology Diagrams & Initial Configurations. Reference the Advanced Technology Labs Multicast Diagram to complete this task.
 Task
 Enable PIM sparse-mode multicast delivery on the Ethernet path between R4 and R10.Using a Cisco proprietary technology, configure R8 and R10 as RPs.
 Configure R5 as the Mapping Agent.Ensure that all devices still hear Auto-RP announcements.
 Configuration
 Auto-RP listener is another solution designed to allow using Auto-RP without risking any groups falling back to dense mode forwarding. This feature works in tandem with PIM sparse mode enabled on all interfaces (not PIM SM/DM). However, two Auto-RP multicast groups 224.0.1.39 and 224.0.1.40 are flooded in dense mode. No other groups are allowed to use dense mode and thus dangerous flooding fallback is eliminated.
 R4:
 ip multicast-routing distributed
 !
 interface GigabitEthernet1.45
 ip pim sparse-mode
 !
 ip pim autorp listener
 R5:
 http://labs.ine.com/workbook/view/rs-v5-workbook/task/ccie-r-s-v5-topology-diagrams-initial-configurations-MTk3Ng==
 http://labs.ine.com/workbook/view/rs-v5-workbook/task/ccie-r-s-v5-topology-diagrams-initial-configurations-MTk3Ng==
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ip multicast-routing distributed
 !
 interface GigabitEthernet1.45
 ip pim sparse-mode
 !
 interface GigabitEthernet1.58
 ip pim sparse-mode
 !
 interface Loopback0
 ip pim sparse-mode
 !
 ip pim send-rp-discovery Loopback0 scope 10
 ip pim autorp listener
 R8:
 ip multicast-routing distributed
 !
 interface GigabitEthernet1.58
 ip pim sparse-mode
 !
 interface GigabitEthernet1.108
 ip pim sparse-mode
 !
 interface Loopback0
 ip pim sparse-mode
 !
 ip pim send-rp-announce Loopback0 scope 10
 ip pim autorp listener
 R10:
 ip multicast-routing distributed
 !
 interface GigabitEthernet1.108
 ip pim sparse-mode
 !
 interface Loopback0
 ip pim sparse-mode
 !
 ip pim send-rp-announce Loopback0 scope 10
 ip pim autorp listener
 Verification
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Make sure that all transit interfaces are configured for PIM SM. Repeat the following operation on all routers, and pay attention to the Ver/Mode field.
 R5#show ip pim interface
 Address Interface Ver/ Nbr Query DR DR
 Mode Count Intvl Prior
 155.1.45.5 GigabitEthernet1.45 v2/S
 1 30 1 155.1.45.5 155.1.58.5 GigabitEthernet1.58 v2/S
 1 30 1 155.1.58.8 150.1.5.5 Loopback0 v2/S
 0 30 1 150.1.5.5
 !
 ! R5#show ip pim autorp
 AutoRP Information:
 AutoRP is enabled.
 RP Discovery packet MTU is 1472.
 224.0.1.40 is joined on Loopback0. AutoRP groups over sparse mode interface is enabled
 PIM AutoRP Statistics: Sent/Received
 RP Announce: 0/0, RP Discovery: 0/0
 Ensure that all routers are still capable of learning Auto-RP information.
 R4#show ip pim rp mapping
 PIM Group-to-RP Mappings
 Group(s) 224.0.0.0/4
 RP 150.1.10.10 (?), v2v1
 Info source: 150.1.5.5 (?), elected via Auto-RP
 Uptime: 00:02:04, expires: 00:02:51
 Note that auto-rp listener does not change the behavior of Auto-RP, nor does it modify how both Auto-RP groups are flooded. This feature allows us to run the interfaces in sparse-mode. R5, the mapping-agent, still learns about both RPs and selects the best one.
 R5#show ip pim rp mapping
 PIM Group-to-RP Mappings
 This system is an RP-mapping agent
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Group(s) 224.0.0.0/4
 RP 150.1.10.10 (?), v2v1
 Info source: 150.1.10.10 (?), elected via Auto-RP
 Uptime: 00:04:59, expires: 00:01:59
 RP 150.1.8.8 (?), v2v1
 Info source: 150.1.8.8 (?), via Auto-RP
 Uptime: 00:05:06, expires: 00:02:53
 Check that the Auto-RP groups (224.0.1.39 and 224.0.1.40) are still forwarded without any RP information. Observe that the output shows Forward/Sparse, but the actual forwarding uses dense mode.
 R4#show ip mroute 224.0.1.40
 IP Multicast Routing Table
 Flags: D - Dense, S - Sparse, B - Bidir Group, s - SSM Group, C - Connected,
 L - Local, P - Pruned, R - RP-bit set, F - Register flag,
 T - SPT-bit set, J - Join SPT, M - MSDP created entry, E - Extranet,
 X - Proxy Join Timer Running, A - Candidate for MSDP Advertisement,
 U - URD, I - Received Source Specific Host Report,
 Z - Multicast Tunnel, z - MDT-data group sender,
 Y - Joined MDT-data group, y - Sending to MDT-data group,
 G - Received BGP C-Mroute, g - Sent BGP C-Mroute,
 N - Received BGP Shared-Tree Prune, n - BGP C-Mroute suppressed,
 Q - Received BGP S-A Route, q - Sent BGP S-A Route,
 V - RD & Vector, v - Vector, p - PIM Joins on route,
 x - VxLAN group
 Outgoing interface flags: H - Hardware switched, A - Assert winner, p - PIM Join
 Timers: Uptime/Expires
 Interface state: Interface, Next-Hop or VCD, State/Mode
 (*, 224.0.1.40), 00:06:16/stopped, RP 0.0.0.0, flags: DCL
 Incoming interface: Null, RPF nbr 0.0.0.0
 Outgoing interface list:
 GigabitEthernet1.45, Forward/Sparse, 00:06:16/stopped
 (155.1.45.5, 224.0.1.40), 00:05:59/00:02:07, flags: PLT
 Incoming interface: GigabitEthernet1.45, RPF nbr 155.1.45.5
 Outgoing interface list: Null
 Join 224.10.10.10 on R10 and ping it from R4 to ensure that multicast delivery is operational.
 R10(config)#interface GigabitEthernet1.10
 R10(config-subif)#ip pim sparse-mode
 R10(config-subif)#ip igmp join-group 224.10.10.10
 R10(config-subif)#end
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!
 ! R4#ping 224.10.10.10 rep 100
 Type escape sequence to abort.
 Sending 100, 100-byte ICMP Echos to 224.10.10.10, timeout is 2 seconds:
 Reply to request 0 from 155.1.10.10, 55 ms
 Reply to request 1 from 155.1.10.10, 23 ms
 Reply to request 1 from 155.1.108.10, 23 ms
 Reply to request 2 from 155.1.10.10, 38 ms
 Reply to request 3 from 155.1.10.10, 5 ms
 Reply to request 4 from 155.1.10.10, 7 ms
 Reply to request 5 from 155.1.10.10, 32 ms
 !
 ! R5#show ip mroute 224.10.10.10
 IP Multicast Routing Table
 Flags: D - Dense, S - Sparse, B - Bidir Group, s - SSM Group, C - Connected,
 L - Local, P - Pruned, R - RP-bit set, F - Register flag,
 T - SPT-bit set, J - Join SPT, M - MSDP created entry, E - Extranet,
 X - Proxy Join Timer Running, A - Candidate for MSDP Advertisement,
 U - URD, I - Received Source Specific Host Report,
 Z - Multicast Tunnel, z - MDT-data group sender,
 Y - Joined MDT-data group, y - Sending to MDT-data group,
 G - Received BGP C-Mroute, g - Sent BGP C-Mroute,
 N - Received BGP Shared-Tree Prune, n - BGP C-Mroute suppressed,
 Q - Received BGP S-A Route, q - Sent BGP S-A Route,
 V - RD & Vector, v - Vector, p - PIM Joins on route,
 x - VxLAN group
 Outgoing interface flags: H - Hardware switched, A - Assert winner, p - PIM Join
 Timers: Uptime/Expires
 Interface state: Interface, Next-Hop or VCD, State/Mode
 (*, 224.10.10.10), 00:00:35/stopped, RP 150.1.10.10, flags: SPF
 Incoming interface: GigabitEthernet1.58, RPF nbr 155.1.58.8
 Outgoing interface list: Null
 (155.1.45.4, 224.10.10.10), 00:00:35/00:02:58, flags: FT
 Incoming interface: GigabitEthernet1.45, RPF nbr 155.1.45.4
 Outgoing interface list:
 GigabitEthernet1.58, Forward/Sparse, 00:00:35/00:02:54
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 Auto-RP and RP/MA Placement
 You must load the initial configuration files for the section, Initial Multicast , which can be found in CCIE R&S v5 Topology Diagrams & Initial Configurations. Reference the Advanced Technology Labs Multicast Diagram to complete this task.
 Task
 Enable PIM sparse-mode multicast delivery on the Ethernet path between R3, R7, and R9.Enable PIM sparse-mode on the DMVPN connection between R2, R3, and R5.Using a Cisco proprietary technology, configure R7 the RP.
 Configure R2 as the Mapping Agent.Provide a solution that allows R2 and R3 to properly hear Auto-RP messages.
 Configuration
 As discussed previously, PIM by default treats NBMA interfaces as if they were broadcast-capable. That is, it assumes that all neighbors on a WAN cloud can hear multicast packets sent by any neighbor. However, in non-fully meshed topologies such as hub-and-spoke networks, this is not the case. When a spoke sends multicast traffic over the NBMA segment, only the hub can hear it. The hub will not forward multicast back to other spokes, based on the split-horizon rule. This problem could be solved using PIM NBMA mode, but this only works with PIM Sparse mode.
 Now the real issue is that the Auto-RP uses dense mode for RP information dissemination, so the PIM NBMA solution will not work. If a candidate RP or a Mapping Agent is placed behind the spoke node, RP information could be lost. Imagine that an MA is located behind the spoke node. Then any Auto-RP discovery messages it sends will only reach the hub node, but not the other spokes. This
 http://labs.ine.com/workbook/view/rs-v5-workbook/task/ccie-r-s-v5-topology-diagrams-initial-configurations-MTk3Ng==
 http://labs.ine.com/workbook/view/rs-v5-workbook/task/ccie-r-s-v5-topology-diagrams-initial-configurations-MTk3Ng==
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could also be the case, if the RP and the MA are both placed behind NBMA spokes. Therefore, when designing your multicast network, take care and place the MA behind the hub. RPs could still be located at spokes, as long as announcements can reach the hub.
 Other solutions include the use of sub-interfaces on the hub router or creating tunnels between the hub and the spokes. Both solutions effectively break the split-horizon rule by receiving and sending multicast packets on different interfaces. Notice that you will need static mroutes if you don’t run an IGP across the tunnel interfaces.
 R2:
 ip multicast-routing distributed
 !
 interface Loopback0
 ip pim sparse-mode
 !
 interface Tunnel0
 ip pim sparse-mode
 !
 interface Tunnel100
 ip unnumbered Loopback0
 ip pim sparse-mode
 tunnel source Loopback0
 tunnel destination 150.1.3.3
 !
 router ospf 1
 passive-interface Tunnel100
 !
 ip pim autorp listener
 ip pim send-rp-discovery Loopback0 scope 10
 ip mroute 150.1.7.7 255.255.255.255 Tunnel100
 R3:
 ip multicast-routing distributed
 !
 interface Tunnel0
 ip pim sparse-mode
 !
 interface Tunnel100
 ip unnumbered Loopback0
 ip pim sparse-mode
 tunnel source Loopback0
 tunnel destination 150.1.2.2
 !
 router ospf 1
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passive-interface Tunnel100
 !
 interface GigabitEthernet1.37
 ip pim sparse-mode
 !
 ip pim autorp listener
 ip mroute 150.1.2.2 255.255.255.255 Tunnel100
 R5:
 ip multicast-routing distributed
 !
 interface Tunnel0
 ip pim sparse-mode
 R7:
 ip multicast-routing distributed
 !
 interface GigabitEthernet1.37
 ip pim sparse-mode
 !
 interface GigabitEthernet1.79
 ip pim sparse-mode
 !
 interface Loopback0
 ip pim sparse-mode
 !
 ip pim send-rp-announce Loopback0 scope 10
 ip pim autorp listener
 R9:
 ip multicast-routing distributed
 !
 interface GigabitEthernet1.79
 ip pim sparse-mode
 !
 ip pim autorp listener
 Verification
 First, make sure that R2 is fully functional as an MA. It should be receiving announcements from R7. Check the multicast routing table for the group 224.0.1.39.
 R2#show ip mroute 224.0.1.39
 IP Multicast Routing Table
 Flags: D - Dense, S - Sparse, B - Bidir Group, s - SSM Group, C - Connected,
 L - Local, P - Pruned, R - RP-bit set, F - Register flag,
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T - SPT-bit set, J - Join SPT, M - MSDP created entry, E - Extranet,
 X - Proxy Join Timer Running, A - Candidate for MSDP Advertisement,
 U - URD, I - Received Source Specific Host Report,
 Z - Multicast Tunnel, z - MDT-data group sender,
 Y - Joined MDT-data group, y - Sending to MDT-data group,
 G - Received BGP C-Mroute, g - Sent BGP C-Mroute,
 N - Received BGP Shared-Tree Prune, n - BGP C-Mroute suppressed,
 Q - Received BGP S-A Route, q - Sent BGP S-A Route,
 V - RD & Vector, v - Vector, p - PIM Joins on route,
 x - VxLAN group
 Outgoing interface flags: H - Hardware switched, A - Assert winner, p - PIM Join
 Timers: Uptime/Expires
 Interface state: Interface, Next-Hop or VCD, State/Mode
 (*, 224.0.1.39), 00:25:08/stopped, RP 0.0.0.0, flags: DCL
 Incoming interface: Null, RPF nbr 0.0.0.0
 Outgoing interface list:
 Loopback0, Forward/Sparse, 00:25:08/stopped
 Tunnel0, Forward/Sparse, 00:25:08/stopped
 Tunnel100, Forward/Sparse, 00:23:40/stopped
 ( 150.1.7.7, 224.0.1.39
 ), 00:23:19/00:02:55, flags: LT Incoming interface: Tunnel100 , RPF nbr 150.1.3.3, Mroute
 Outgoing interface list:
 Tunnel0, Forward/Sparse, 00:23:19/stopped
 Loopback0, Forward/Sparse, 00:23:19/stopped
 Without the additional Tunnel 100 and the static mroute, R2 would not be able to hear these messages from R7. Not only do we have the issue the NBMA interface described above, but also R2 does not use the DMVPN interface to reach R7. This causes an RPF failure, and thus a static mroute is needed pointing out of the new Tunnel 100 interface. These two actions allow R2 to properly receive messages from R7 and punt them to the Auto-RP process.
 Now that R2 receives the announcements from R7, R2 needs to send out the Auto-RP discovery messages to the rest of the PIM routers. Here we encounter the NBMA issue described above again, where R2 sends the discovery messages to R5 via the DMVPN Tunnel0 interface, but R5 cannot send them back out of the DMVPN Tunnel0 so that R3 and the rest of the PIM network can hear them. The solution is to use the new Tunnel 100 interface between R2 and R3, but the RPF issue must also be resolved. R3 needs to be able to receive the discover messages from R2 via the new Tunnel 100, so a static mroute is used here also. Check the mroute table of R3 for 224.0.1.40 and notice the incoming interface and RPF neighbor.
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R3#show ip mroute 224.0.1.40
 IP Multicast Routing Table
 Flags: D - Dense, S - Sparse, B - Bidir Group, s - SSM Group, C - Connected,
 L - Local, P - Pruned, R - RP-bit set, F - Register flag,
 T - SPT-bit set, J - Join SPT, M - MSDP created entry, E - Extranet,
 X - Proxy Join Timer Running, A - Candidate for MSDP Advertisement,
 U - URD, I - Received Source Specific Host Report,
 Z - Multicast Tunnel, z - MDT-data group sender,
 Y - Joined MDT-data group, y - Sending to MDT-data group,
 G - Received BGP C-Mroute, g - Sent BGP C-Mroute,
 N - Received BGP Shared-Tree Prune, n - BGP C-Mroute suppressed,
 Q - Received BGP S-A Route, q - Sent BGP S-A Route,
 V - RD & Vector, v - Vector, p - PIM Joins on route,
 x - VxLAN group
 Outgoing interface flags: H - Hardware switched, A - Assert winner, p - PIM Join
 Timers: Uptime/Expires
 Interface state: Interface, Next-Hop or VCD, State/Mode
 (*, 224.0.1.40), 00:37:50/stopped, RP 0.0.0.0, flags: DCL
 Incoming interface: Null, RPF nbr 0.0.0.0
 Outgoing interface list:
 Tunnel0, Forward/Sparse, 00:35:59/stopped
 Tunnel100, Forward/Sparse, 00:33:30/stopped
 GigabitEthernet1.37, Forward/Sparse, 00:37:50/stopped
 ( 150.1.2.2, 224.0.1.40
 ), 00:22:43/00:02:15, flags: LT Incoming interface: Tunnel100 , RPF nbr 150.1.2.2, Mroute
 Outgoing interface list:
 Tunnel0, Prune/Sparse, 00:19:38/00:02:15, A
 GigabitEthernet1.37, Forward/Sparse, 00:22:43/stopped
 To further verify the RPF details, use the following commands on R2 or R3. Note that R3 only needs to point out of the Tunnel 100 interface for R2's loopback0, the source of the discover messages. Also, R2 only needs to resolve R7's loopback, the source of the RP announcement messages, out of the Tunnel 100 interface. This is why exact static mroutes were used on each device.
 R3#show ip rpf 150.1.2.2
 RPF information for ? (150.1.2.2) RPF interface: Tunnel100
 RPF neighbor: ? (150.1.2.2)
 RPF route/mask: 150.1.2.2/32 RPF type: multicast ( static
 )
 Doing distance-preferred lookups across tables
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RPF topology: ipv4 multicast base
 !
 ! R3#show ip route multicast 150.1.2.2
 Routing Table: multicast
 Routing entry for 150.1.2.2/32 Known via " static
 ", distance 1, metric 0
 Routing Descriptor Blocks: * directly connected, via Tunnel100
 Route metric is 0, traffic share count is 1
 !
 ! R3#show ip mfib 150.1.2.2 224.0.1.40
 Entry Flags: C - Directly Connected, S - Signal, IA - Inherit A flag,
 ET - Data Rate Exceeds Threshold, K - Keepalive
 DDE - Data Driven Event, HW - Hardware Installed
 I/O Item Flags: IC - Internal Copy, NP - Not platform switched,
 NS - Negate Signalling, SP - Signal Present,
 A - Accept, F - Forward, RA - MRIB Accept, RF - MRIB Forward,
 MA - MFIB Accept
 Forwarding Counts: Pkt Count/Pkts per second/Avg Pkt Size/Kbits per second
 Other counts: Total/RPF failed/Other drops
 I/O Item Counts: FS Pkt Count/PS Pkt Count
 Default ( 150.1.2.2,224.0.1.40
 ) Flags: HW
 SW Forwarding: 0/0/0/0, Other: 0/0/0
 HW Forwarding: 0/0/0/0, Other: 0/0/0 Tunnel100
 Flags: A
 GigabitEthernet1.37 Flags: F IC NS
 Pkts: 0/0
 Check the RP mapping tables on all PIM routers and make sure that they all have proper entries for the RP. This step also verifies that the Auto-RP messages are getting properly announced throughout the network.
 R2#show ip pim rp mapping
 PIM Group-to-RP Mappings
 This system is an RP-mapping agent (Loopback0)
 Group(s) 224.0.0.0/4
 RP 150.1.7.7 (?), v2v1
 Info source: 150.1.7.7 (?), elected via Auto-RP
 Uptime: 00:36:36, expires: 00:00:14
 !
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! R3#show ip pim rp mapping
 PIM Group-to-RP Mappings
 Group(s) 224.0.0.0/4
 RP 150.1.7.7 (?), v2v1
 Info source: 150.1.2.2 (?), elected via Auto-RP
 Uptime: 00:23:26, expires: 00:02:24
 !
 ! R5#show ip pim rp mapping
 PIM Group-to-RP Mappings
 Group(s) 224.0.0.0/4
 RP 150.1.7.7 (?), v2v1
 Info source: 150.1.2.2 (?), elected via Auto-RP
 Uptime: 00:34:52, expires: 00:02:54
 !
 ! R7#show ip pim rp mapping
 PIM Group-to-RP Mappings
 This system is an RP (Auto-RP)
 Group(s) 224.0.0.0/4
 RP 150.1.7.7 (?), v2v1
 Info source: 150.1.2.2 (?), elected via Auto-RP
 Uptime: 00:24:37, expires: 00:02:16
 !
 ! R9#show ip pim rp mapping
 PIM Group-to-RP Mappings
 Group(s) 224.0.0.0/4
 RP 150.1.7.7 (?), v2v1
 Info source: 150.1.2.2 (?), elected via Auto-RP
 Uptime: 00:25:07, expires: 00:02:45
 Join group 229.9.9.9 from R9 and send traffic to it from R3.
 R9:
 interface GigabitEthernet1.79
 ip igmp join-group 229.9.9.9
 R3#ping 229.9.9.9 rep 100
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Type escape sequence to abort.
 Sending 100, 100-byte ICMP Echos to 229.9.9.9, timeout is 2 seconds:
 Reply to request 0 from 155.1.79.9, 36 ms
 Reply to request 0 from 155.1.79.9, 48 ms
 Reply to request 0 from 155.1.79.9, 36 ms
 Reply to request 1 from 155.1.79.9, 4 ms
 Reply to request 1 from 155.1.79.9, 5 ms
 Reply to request 1 from 155.1.79.9, 5 ms
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 Filtering Auto-RP Messages
 You must load the initial configuration files for the section, Initial Multicast , which can be found in CCIE R&S v5 Topology Diagrams & Initial Configurations. Reference the Advanced Technology Labs Multicast Diagram to complete this task.
 Task
 Enable PIM sparse-mode multicast delivery on the Ethernet path between R6 and R10.Using a Cisco proprietary technology, configure R5 as the RP and R6 as the Mapping Agent.Configure R6 so that R10 cannot hear Auto-RP discovery messages.
 Configuration
 Auto-RP uses special dense-mode groups to disseminate RP information, and the information is flooded across the multicast domain. The only way to control the scope of the information is by setting the TTL to the value that roughly represents the diameter of the multicast domain. However, the problem is that this does not enforce strict administrative limits on the information scope, and per-link flooding is not controlled. The other way to filter Auto-RP announcements is to use the
 ip multicast boundary command, discussed in a separate task.
 R4:
 ip multicast-routing distributed
 ip pim autorp listener
 !
 interface GigabitEthernet1.146
 ip pim sparse-mode
 !
 interface GigabitEthernet1.45
 http://labs.ine.com/workbook/view/rs-v5-workbook/task/ccie-r-s-v5-topology-diagrams-initial-configurations-MTk3Ng==
 http://labs.ine.com/workbook/view/rs-v5-workbook/task/ccie-r-s-v5-topology-diagrams-initial-configurations-MTk3Ng==
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ip pim sparse-mode
 R6:
 ip multicast-routing distributed
 ip pim autorp listener
 !
 interface GigabitEthernet1.146
 ip pim sparse-mode
 !
 interface Loopback0
 ip pim sparse-mode
 !
 ip pim send-rp-discovery Loopback0 scope 3
 R5:
 ip multicast-routing distributed
 ip pim autorp listener
 !
 interface GigabitEthernet1.45
 ip pim sparse-mode
 !
 interface GigabitEthernet1.58
 ip pim sparse-mode
 !
 interface Loopback0
 ip pim sparse-mode
 !
 ip pim send-rp-announce Loopback0 scope 10
 R8:
 ip multicast-routing distributed
 ip pim autorp listener
 !
 interface GigabitEthernet1.58
 ip pim sparse-mode
 !
 interface GigabitEthernet1.108
 ip pim sparse-mode
 R10:
 ip multicast-routing distributed
 ip pim autorp listener
 !
 interface GigabitEthernet1.108
 ip pim sparse-mode
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Verification
 Ensure that R8 still has entries in the Auto-RP cache and that R10 does not. Note that it may take as long as three minutes for old mappings to expire from the RP mapping table. You may clear them by using clear ip pim rp-mapping .
 R10#show ip pim rp mapping
 PIM Group-to-RP Mappings
 R10#
 !
 ! R8#show ip pim rp mapping
 PIM Group-to-RP Mappings
 Group(s) 224.0.0.0/4
 RP 150.1.5.5 (?), v2v1
 Info source: 150.1.6.6 (?), elected via Auto-RP
 Uptime: 00:09:40, expires: 00:00:27
 R10's mroute table does not have (S,G) state for 224.0.1.40 from 150.1.6.6.
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R10#show ip mroute 224.0.1.40
 IP Multicast Routing Table
 Flags: D - Dense, S - Sparse, B - Bidir Group, s - SSM Group, C - Connected,
 L - Local, P - Pruned, R - RP-bit set, F - Register flag,
 T - SPT-bit set, J - Join SPT, M - MSDP created entry, E - Extranet,
 X - Proxy Join Timer Running, A - Candidate for MSDP Advertisement,
 U - URD, I - Received Source Specific Host Report,
 Z - Multicast Tunnel, z - MDT-data group sender,
 Y - Joined MDT-data group, y - Sending to MDT-data group,
 G - Received BGP C-Mroute, g - Sent BGP C-Mroute,
 N - Received BGP Shared-Tree Prune, n - BGP C-Mroute suppressed,
 Q - Received BGP S-A Route, q - Sent BGP S-A Route,
 V - RD & Vector, v - Vector, p - PIM Joins on route,
 x - VxLAN group
 Outgoing interface flags: H - Hardware switched, A - Assert winner, p - PIM Join
 Timers: Uptime/Expires
 Interface state: Interface, Next-Hop or VCD, State/Mode
 (*, 224.0.1.40), 00:14:25/00:02:37, RP 0.0.0.0, flags: DCL
 Incoming interface: Null, RPF nbr 0.0.0.0
 Outgoing interface list:
 GigabitEthernet1.108, Forward/Sparse, 00:14:25/stopped
 To inspect the TTL of the packets received on R8 from R6, we can use Flexible Netflow. We can see from this output that the packets from R6 sent to 224.0.1.40 are arriving to R8 with a TTL of 1.
 R8#configure terminal
 Enter configuration commands, one per line. End with CNTL/Z. R8(config)#flow record MAPPING_AGENT
 R8(config-flow-record)#match ipv4 protocol
 R8(config-flow-record)#match ipv4 source address
 R8(config-flow-record)#match ipv4 destination address
 R8(config-flow-record)#collect ipv4 ttl
 R8(config-flow-record)#collect interface input
 R8(config-flow-record)#exit
 R8(config)#flow monitor MAPPING_AGENT
 R8(config-flow-monitor)#record MAPPING_AGENT
 R8(config-flow-monitor)#exit
 R8(config)#interface GigabitEthernet1.58
 R8(config-subif)#ip flow monitor MAPPING_AGENT input
 !
 ! R8#show flow monitor MAPPING_AGENT cache format table
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Cache type: Normal (Platform cache)
 Cache size: 200000
 Current entries: 4
 High Watermark: 6
 Flows added: 19
 Flows aged: 15
 - Inactive timeout ( 15 secs) 15
 IPV4 SRC ADDR IPV4 DST ADDR IP PROT intf input ip ttl
 =============== =============== ======= ==================== ======
 155.1.58.5 224.0.0.5 89 Gi1.58 1
 155.1.58.5 224.0.0.13 103 Gi1.58 1
 155.1.58.5 224.0.0.10 88 Gi1.58 1
 150.1.6.6 224.0.1.40 17 Gi1.58 1
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 Multicast Boundary
 You must load the initial configuration files for the section, Initial Multicast , which can be found in CCIE R&S v5 Topology Diagrams & Initial Configurations. Reference the Advanced Technology Labs Multicast Diagram to complete this task.
 Task
 Enable PIM sparse-mode multicast delivery on the Ethernet path between R6 and R10.Using a Cisco proprietary technology, configure the following:
 R8 as RP for group ranges 224.0.0.0–231.255.255.255R10 as RP for group ranges 232.0.0.0–239.255.255.255R6 as the Mapping Agent
 If one RP fails, the other one should provide backup for the other’s groups.The group 224.110.110.110 should always be switched in dense-mode.Configure R5’s connection to VLAN 58 (GigabitEthernet1.58) so that traffic to the group range 232.0.0.0/5 cannot reach R8.
 Filter the Auto-RP messages to remove the information about this group range.
 Configuration
 http://labs.ine.com/workbook/view/rs-v5-workbook/task/ccie-r-s-v5-topology-diagrams-initial-configurations-MTk3Ng==
 http://labs.ine.com/workbook/view/rs-v5-workbook/task/ccie-r-s-v5-topology-diagrams-initial-configurations-MTk3Ng==
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The multicast boundary feature allows for setting administrative borders for multicast traffic. This feature applies filtering to both the control plane traffic (IGMP, PIM, AutoRP) and the data plane (installing multicast route states out of the configured interface). It is much more flexible than using Auto-RP TTL scoping and allows the application of finer and more granular access control. Using this feature, you may contain multicast traffic within the boundaries of your administrative domain, without relying on TTL-based filtering.
 When you apply the command ip multicast boundary <access-list> [filter-autorp] to an interface, the following filtering rules apply:
 If the access-list is a standard ACL, any ingress IGMP or PIM messages are inspected to see if the group being joined or tree being built has a match in the access-list. This might be an (S,G) or (*,G) join. Additionally, the interface is used as an outgoing interface to forward a group “G” only if the group matches the access-list.If the access-list is an extended ACL, it specifies both multicast sources and groups, using the format permit ip <src-ip> <src-wildcard> <group-address> <group-mask> . Any incoming PIM/IGMP messages are inspected, and if both the source and group are matched, they are permitted. At the same time, the interface could be used as outgoing for multicast traffic sourced off the IP addresses matching the extended access-list with the group matching the same access-list entry. If you want to match only (*,G) shared tree signaling, specify the source IP address of 0.0.0.0; this will affect PIM Join/Prune messages.
 Remember that unicast PIM Register messages are not affected by the multicast-boundary configuration and must be filtered using the respective feature. If you have specified the filter-autorp keyword, the router will inspect any Auto-RP messages (announces or discovery) and filter away those not matching the access-list. Note that the access-list must be a standard ACL if you use Auto-RP filtering. For the Auto-RP group range to be permitted, the whole range must be covered by permit statements in the access-list. If any part of the range’s group is not permitted, the whole range is removed from the advertisement.
 Starting with version 12.3(17)T, you may use in or out options with the multicast boundary command (this does not work with the filter-autorp option, though). When applied as an ingress filter, the command affects control plane traffic, IGMP/PIM Joins, and Auto-RP messages. When configured as an egress filter, it will control the interface being added to the OIL for multicast groups, allowing only the groups permitted by the access-list.
 R4:
 ip multicast-routing distributed
 ip pim autorp listener
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!
 interface GigabitEthernet1.146
 ip pim sparse-mode
 !
 interface GigabitEthernet1.45
 ip pim sparse-mode
 R6:
 ip multicast-routing distributed
 ip pim autorp listener
 !
 interface GigabitEthernet1.146
 ip pim sparse-mode
 !
 interface Loopback0
 ip pim sparse-mode
 !
 ip pim send-rp-discovery Loopback0 scope 10
 R5:
 ip multicast-routing distributed
 ip pim autorp listener
 !
 ip access-list standard PERMITTED_GROUPS
 deny 232.0.0.0 7.255.255.255
 permit any
 !
 interface GigabitEthernet1.58
 ip pim sparse-mode
 ip multicast boundary PERMITTED_GROUPS filter-autorp
 !
 interface GigabitEthernet1.45
 ip pim sparse-mode
 !
 interface Loopback0
 ip pim sparse-mode
 R8:
 ip multicast-routing distributed
 ip pim autorp listener
 !
 interface GigabitEthernet1.58
 ip pim sparse-mode
 !
 interface GigabitEthernet1.108
 ip pim sparse-mode
 !
 interface Loopback0
 ip pim sparse-mode
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!
 ip access-list standard R8_GROUPS
 deny 224.110.110.110
 permit 224.0.0.0 7.255.255.255
 permit 224.0.0.0 15.255.255.255
 !
 ip pim send-rp-announce Loopback0 scope 10 group-list R8_GROUPS
 R10:
 ip multicast-routing distributed
 ip pim autorp listener
 !
 interface GigabitEthernet1.108
 ip pim sparse-mode
 !
 interface Loopback0
 ip pim sparse-mode
 !
 ip access-list standard R10_GROUPS
 deny 224.110.110.110
 permit 232.0.0.0 7.255.255.255
 permit 224.0.0.0 15.255.255.255
 !
 ip pim send-rp-announce Loopback0 scope 10 group-list R10_GROUPS
 Verification
 Notice the following console message on R5. Because the range 224.0.0.0–239.255.255.255 advertised by both R8 and R10 overlaps with the denied group range, it is also filtered from Auto-RP announcements in addition to the explicitly denied range. This results in the following RP to group mapping in the MA. (Again, note that it may take a few moments for old mappings to expire from the RP Mapping list.)
 R5#
 %AUTORP-4-OVERLAP: AutoRP Announcement packet,
 group 224.0.0.0 with mask 240.0.0.0 removed because of multicast boundary for 232.0.0.0 with mask 248.0.0.0
 Look at the mappings on the Mapping Agent before applying the filter. Note that all of the group to RP mappings are present.
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R6#show ip pim rp mapping
 PIM Group-to-RP Mappings
 This system is an RP-mapping agent (Loopback0)
 Group(s) 224.0.0.0/5
 RP 150.1.8.8 (?), v2v1
 Info source: 150.1.8.8 (?), elected via Auto-RP
 Uptime: 00:00:39, expires: 00:00:11
 Group(s) 224.0.0.0/4
 RP 150.1.10.10 (?), v2v1
 Info source: 150.1.10.10 (?), elected via Auto-RP
 Uptime: 00:00:40, expires: 00:00:14
 RP 150.1.8.8 (?), v2v1
 Info source: 150.1.8.8 (?), via Auto-RP
 Uptime: 00:00:39, expires: 00:00:11
 Group(s) (-)224.110.110.110/32
 RP 150.1.10.10 (?), v2v1
 Info source: 150.1.10.10 (?), elected via Auto-RP
 Uptime: 00:00:40, expires: 00:00:14
 RP 150.1.8.8 (?), v2v1
 Info source: 150.1.8.8 (?), via Auto-RP
 Uptime: 00:00:39, expires: 00:00:10
 Group(s) 232.0.0.0/5
 RP 150.1.10.10 (?), v2v1
 Info source: 150.1.10.10 (?), elected via Auto-RP
 Uptime: 00:00:40, expires: 00:00:15
 Apply the filter and look at the cache again.
 R6#show ip pim rp mapping
 This system is an RP-mapping agent (Loopback0)
 Group(s) 224.0.0.0/5
 RP 150.1.8.8 (?), v2v1
 Info source: 150.1.8.8 (?), elected via Auto-RP
 Uptime: 00:05:17, expires: 00:00:13
 Group(s) (-)224.110.110.110/32
 RP 150.1.10.10 (?), v2v1
 Info source: 150.1.10.10 (?), elected via Auto-RP
 Uptime: 00:05:18, expires: 00:00:12
 RP 150.1.8.8 (?), v2v1
 Info source: 150.1.8.8 (?), via Auto-RP
 Uptime: 00:05:17, expires: 00:00:13
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Uptime: 01:34:10, expires: 00:02:46
 Based on the above output, R8 won’t even be able to join the shared trees for the denied groups, because it does not know the RP for those groups.
 R8#show ip pim rp mapping
 PIM Group-to-RP Mappings
 This system is an RP (Auto-RP)
 Group(s) 224.0.0.0/5
 RP 150.1.8.8 (?), v2v1
 Info source: 150.1.6.6 (?), elected via Auto-RP
 Uptime: 00:17:56, expires: 00:00:13
 Group(s) (-)224.110.110.110/32
 RP 150.1.10.10 (?), v2v1
 Info source: 150.1.6.6 (?), elected via Auto-RP
 Uptime: 00:17:57, expires: 00:00:13
 Recall that even though R8 is an RP, it needs to learn about itself via the Mapping Agent's Discover Messages. These messages are being filtered by R5.
 R8#show ip pim rp-hash 224.1.1.1
 RP 150.1.8.8 (?), v2v1
 Info source: 150.1.6.6 (?), elected via Auto-RP
 Uptime: 00:20:15, expires: 00:00:11
 PIMv2 Hash Value (mask 0.0.0.0)
 RP 150.1.8.8, via Auto-RP
 !
 ! R8#show ip pim rp-hash 238.8.8.8
 No RP available for this group
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CCIE Routing & Switching v5 Workbook - CCIE R&S v5 Advanced Technology Labs - Multicast
 PIM Bootstrap Router
 You must load the initial configuration files for the section, Initial Multicast , which can be found in CCIE R&S v5 Topology Diagrams & Initial Configurations. Reference the Advanced Technology Labs Multicast Diagram to complete this task.
 Task
 Enable PIM sparse-mode multicast delivery on the Ethernet path between R4 and R10.
 Do not enable PIM over the DMVPN network between R4 and R5.Configure R5 to advertise itself as the RP for all multicast groups using the standards-based protocol.
 Configuration
 Bootstrap router, or BSR, is a standards-based solution available with PIMv2 that performs the same function as Auto-RP; that is, it disseminates RP information. Both protocols use the concept of a candidate RP. However, BSR does not use any dense-mode groups to distribute RP-to-group mapping information. Instead, the information is flooded using PIM messages, on a hop-by-hop basis. That is, when a router receives a candidate RP announcement inside a PIM message, it applies an RPF check, validating that the announcement was received on the interface that is on the shortest path to the RP. If the RPF check succeeds, the message is flooded out of all PIM-enabled interfaces.
 To configure a candidate RP, use the command ip pim rp-candidate <PIM-Enabled-
 Interface> [group-list <Standard-ACL>] [interval <Seconds>] [priority <0-255>] . If you omit all arguments, the router will start advertising itself as the RP for all groups. You may specify a list of groups using the group-list argument. All entries in this list are “positive”, if you compare that to Auto-RP, and you cannot use “negative”
 http://labs.ine.com/workbook/view/rs-v5-workbook/task/ccie-r-s-v5-topology-diagrams-initial-configurations-MTk3Ng==
 http://labs.ine.com/workbook/view/rs-v5-workbook/task/ccie-r-s-v5-topology-diagrams-initial-configurations-MTk3Ng==
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groups. The priority value is used when the routers select the best RP for a given group, and lower values are preferred. The default priority is zero (which is against the standard, which specifies a value of 192), which is the highest possible value. You would very rarely want to change the priority value for a candidate RP, possibly only in cases when you want to gracefully take the RP out of service.
 Where BSR differs from Auto-RP is the bootstrap router itself. This router performs a role similar to the Auto-RP MA, by listening to candidate RP announcements. However, unlike the Auto-RP MA, BSR does not elect the best RP for every group range. Instead, for every group range it builds a set of candidate RPs, including all routers that advertised their willingness to service this group range. This is called the group range to RP set mapping.
 The resulting array of group range to RP set mappings is distributed by the BSR using PIM messages and the same flooding procedure described above. The command to configure a router as a BSR is ip pim bsr-candidate <Interface-Name>
 [hash-mask-length] [priority] . Ignore the hash-mask-length parameter for the moment, and notice the priority field. By default, the priority of zero is advertised in all BSR messages. The higher the priority value, the more preferred the BSR. The IP address of the interface used to source the BSR messages is used as a tie-breaker; if two priorities match, the higher IP is preferred. If there are multiple BSRs, they all listen to other potential BSR messages. If a BSR hears a message with a higher priority or IP address, it immediately stops its own BSR advertisements. This process ensures a unique BSR in the domain while maintaining some redundancy.
 The bootstrap messages are received by every multicast router and used to populate their RP cache. Note that it’s up to the routers to select the best matching RP from the sets advertised by the BSR router. To facilitate RP load-balancing, routers may use a special hash function to select the best RP from a set that services the same group range.
 R4:
 ip multicast-routing distributed
 !
 interface GigabitEthernet1.45
 ip pim sparse-mode
 R5:
 ip multicast-routing distributed
 !
 interface GigabitEthernet1.58
 ip pim sparse-mode
 !
 interface GigabitEthernet1.45
 ip pim sparse-mode
 !
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interface Loopback0
 ip pim sparse-mode
 !
 ip pim rp-candidate Loopback0
 ip pim bsr-candidate Loopback0
 R8:
 ip multicast-routing distributed
 !
 interface GigabitEthernet1.58
 ip pim sparse-mode
 !
 interface GigabitEthernet1.108
 ip pim sparse-mode
 R10:
 ip multicast-routing distributed
 !
 interface GigabitEthernet1.108
 ip pim sparse-mode
 Verification
 Enable PIM BSR debugging on R5 to see how BSR messages are originated. Notice that R5 sends both candidate RP and BSR router messages. After that, check the RP mappings on all multicast routers to ensure that they all received the BSR information.
 R5#debug ip pim bsr
 PIM-BSR debugging is on PIM-BSR(0): RP-set for 224.0.0.0/4
 PIM-BSR(0): RP(1) 150.1.5.5, holdtime 150 sec priority 0
 PIM-BSR(0): Bootstrap message for 150.1.5.5 originated
 PIM-BSR(0): Build v2 Candidate-RP advertisement for 150.1.5.5 priority 0, holdtime 150
 PIM-BSR(0): Candidate RP's group prefix 224.0.0.0/4
 PIM-BSR(0): Send Candidate RP Advertisement to 150.1.5.5
 PIM-BSR(0): RP 150.1.5.5, 1 Group Prefixes, Priority 0, Holdtime 150
 !
 ! R8#show ip pim bsr-router
 PIMv2 Bootstrap information
 BSR address: 150.1.5.5 (?)
 Uptime: 00:07:04, BSR Priority: 0, Hash mask length: 0
 Expires: 00:01:09
 !
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! R8#show ip pim rp mapping
 PIM Group-to-RP Mappings
 Group(s) 224.0.0.0/4
 RP 150.1.5.5 (?), v2
 Info source: 150.1.5.5 (?), via bootstrap, priority 0, holdtime 150
 Uptime: 00:07:28, expires: 00:02:04
 !
 ! R4#show ip pim rp mapping
 PIM Group-to-RP Mappings
 Group(s) 224.0.0.0/4
 RP 150.1.5.5 (?), v2
 Info source: 150.1.5.5 (?), via bootstrap, priority 0, holdtime 150
 Uptime: 00:08:47, expires: 00:01:46
 Always remember that BSR messages are subject to RPF checks. If your router does not receive BSR information, enable the command debug ip pim bsr to determine whether the locally received
 BSR packets are dropped because of RPF checks. For example, temporarily configure a static route on R4 for R5’s Loopbac 0 to make R4 think it’s reachable via R1.
 Note the RPF interface before and after applying the static route.
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R4#show ip rpf 150.1.5.5
 RPF information for ? (150.1.5.5) RPF interface: GigabitEthernet1.45
 RPF neighbor: ? (155.1.45.5)
 RPF route/mask: 150.1.5.5/32
 RPF type: unicast ( eigrp 100
 )
 Doing distance-preferred lookups across tables
 RPF topology: ipv4 multicast base, originated from ipv4 unicast base
 R4:
 ip route 150.1.5.5 255.255.255.255 155.1.146.1
 R4#show ip rpf 150.1.5.5
 failed, no route exists
 The reason why this output shows "failed, no route exists" is because we don't have a PIM neighbor on the GigabitEthernet1.146 interface. If we enable PIM on this interface and also enable PIM on either R1 or R6's GigabitEthernet1.146 interface, we would see an RPF entry.
 R1 or R6:
 interface GigabitEthernet1.146
 ip pim sparse-mode
 R4:
 interface GigabitEthernet1.146
 ip pim sparse-mode
 Now when we look at the output again, we see that R4 has an RPF entry.
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R4#show ip rpf 150.1.5.5
 RPF information for ? (150.1.5.5) RPF interface: GigabitEthernet1.146
 RPF neighbor: ? (155.1.146.1)
 RPF route/mask: 150.1.5.5/32
 RPF type: unicast ( static
 )
 Doing distance-preferred lookups across tables
 RPF topology: ipv4 multicast base, originated from ipv4 unicast base
 However, in this scenario, we have given R4 a "false" RPF entry. R5 is receiving the BSR messages from R5 on its GigabitEthernet1.45 interface, not its GigabitEthernet1.146 interface. Enabling a PIM adjacency between R4 and R1 will not fix this RPF failure because of this. Enabling PIM on this interface was just done to illustrate why R4 saw the "failed, no route exists" message when looking at the RPF entry.
 R4#debug ip pim bsr
 PIM-BSR debugging is on
 !
 ! PIM-BSR(0): bootstrap (150.1.5.5)
 on non-RPF path GigabitEthernet1.45 (expected GigabitEthernet1.146) or from non-RPF neighbor 155.1.45.5 (expected 155.1.146.1) discarded
 !
 ! R4#show ip pim rp mapping
 PIM Group-to-RP Mappings
 Another method of determining what is feeding the RPF entry is to use the following command. The unicast routing table is "replicated" to another data structure in IOS and used to feed the RPF table.
 R4#show ip route multicast 150.1.5.5
 Routing Table: multicast
 Routing entry for 150.1.5.5/32 Known via "static", distance 1, metric 0,
 replicated from topology(default)
 Routing Descriptor Blocks:
 * 155.1.146.1 (default)
 Route metric is 0, traffic share count is 1
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CCIE Routing & Switching v5 Workbook - CCIE R&S v5 Advanced Technology Labs - Multicast
 BSR - Multiple RP Candidates
 You must load the initial configuration files for the section, Initial Multicast , which can be found in CCIE R&S v5 Topology Diagrams & Initial Configurations. Reference the Advanced Technology Labs Multicast Diagram to complete this task.
 Task
 Enable PIM sparse-mode multicast delivery on the Ethernet path between R4 and R10.
 Do not enable PIM over the DMVPN network between R4 and R5.Configure R8 and R10 to advertise themselves as RP candidates for all multicast groups using the standards-based protocol.R5 should distribute this information and instruct all routers to load-balance multicast groups between the two RPs.
 Use the maximum possible hash mask length to evenly distribute the load across the RPs.
 Configuration
 As mentioned in the previous task, BSR protocol distributes multicast group ranges along with the RP-Set information. This allows the multicast routers to effectively load-balance among multiple RPs using a special procedure. This procedure is deterministic, and it ensures that for a given group ALL multicast routers will select the same RP. This is needed to make sure a source for a given group will not register to an RP that is not selected for this group. Here is how the procedure works:
 Input: Group Address (G), RP-Set (R1, R2… Rn), Mask (distributed by BSR).
 1. Among the routers in the RP-Set, select those that have the numerically
 http://labs.ine.com/workbook/view/rs-v5-workbook/task/ccie-r-s-v5-topology-diagrams-initial-configurations-MTk3Ng==
 http://labs.ine.com/workbook/view/rs-v5-workbook/task/ccie-r-s-v5-topology-diagrams-initial-configurations-MTk3Ng==
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lowest priority values. By default, all cRPs advertise a priority of zero, so they all are eligible. You may adjust the priority and take some of the RPs out of service gracefully.
 2. For every RP IP address, calculate the hash function value:
 value1 = Hash(G&Mask, R1), value2 = Hash(G&Mask, R2) … valueN = Hash(G&Mask,Rn).
 Notice that the Group IP address is ANDed with the Mask value. The mask value is propagated by the BSR using the hash-mask-length parameter. Thus, only the first hash-mask-length bits of the Group are used to calculate the hash value. The default value is zero—that is, the group IP address is ignored when computing the hash value and all groups map to the same RP.
 3. Select the RP with the highest hash function value for a given group. If the values are the same, select the RP with the highest IP address.
 Using this “pseudo-random” selection procedure, the whole multicast address space is partitioned among different RPs. Every RP will get approximately 2\^[32-hash-mask-length] groups assigned, provided that there are enough RPs to evenly distribute the load. BSR protocol implements an automatic failover procedure. If any one of the RPs were to fail, the BSR would exempt it from bootstrap messages and automatic failover would occur. The failover delay is based on the RP/BSR advertisement intervals. Of course, if there are redundant BSRs, and the primary fails, the secondary would revive and take its role. In this task, odd/even groups are distributed among two RPs, both covering the same group ranges, based on the hash mask length of 31 bits. This ensures that the load is evenly distributed among the two RPs.
 R4:
 ip multicast-routing distributed
 !
 interface GigabitEthernet1.45
 ip pim sparse-mode
 R5:
 ip multicast-routing distributed
 !
 interface GigabitEthernet1.58
 ip pim sparse-mode
 !
 interface GigabitEthernet1.45
 ip pim sparse-mode
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!
 interface Loopback0
 ip pim sparse-mode
 !
 ip pim bsr-candidate Loopback0 31
 R8:
 ip multicast-routing distributed
 !
 interface GigabitEthernet1.58
 ip pim sparse-mode
 !
 interface GigabitEthernet1.108
 ip pim sparse-mode
 !
 interface Loopback0
 ip pim sparse-mode
 !
 ip pim rp-candidate Loopback0
 R10:
 ip multicast-routing distributed
 !
 interface GigabitEthernet1.108
 ip pim sparse-mode
 !
 interface GigabitEthernet1.10
 ip pim sparse-mode
 !
 interface Loopback0
 ip pim sparse-mode
 !
 ip pim rp-candidate Loopback0
 Verification
 You can quickly find which RP will be selected for a given group by using the show ip pim rp-hash command. For example:
 R4#show ip pim rp-hash 239.1.1.1
 RP 150.1.10.10 (?), v2
 Info source: 150.1.5.5 (?), via bootstrap, priority 0, holdtime 150
 Uptime: 00:01:06, expires: 00:02:18 PIMv2 Hash Value ( mask 255.255.255.254
 ) RP 150.1.10.10, via bootstrap, priority 0, hash value 989207280
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RP 150.1.8.8, via bootstrap, priority 0, hash value 718054422
 !
 ! R4#show ip pim rp-hash 239.1.1.2
 RP 150.1.8.8 (?), v2
 Info source: 150.1.5.5 (?), via bootstrap, priority 0, holdtime 150
 Uptime: 00:02:19, expires: 00:02:10 PIMv2 Hash Value ( mask 255.255.255.254
 )
 RP 150.1.10.10, via bootstrap, priority 0, hash value 1093093598
 RP 150.1.8.8, via bootstrap, priority 0, hash value 1364246456
 Notice the RP selected for the group and the hash function values. We can also check the control-plane by joining groups and checking the corresponding the (*,G) entries.
 R5#configure terminal
 Enter configuration commands, one per line. End with CNTL/Z. R5(config)#interface GigabitEthernet1.45
 R5(config-subif)#ip igmp join-group 224.1.1.1
 R5(config-subif)#ip igmp join-group 224.1.1.2
 R5(config-subif)#end
 R8 has both groups, but only because it is in the path toward R10.
 R8#show ip mroute
 IP Multicast Routing Table
 (*, 224.1.1.1), 00:07:09/00:03:12, RP 150.1.10.10, flags: S
 Incoming interface: GigabitEthernet1.108, RPF nbr 155.1.108.10
 Outgoing interface list:
 GigabitEthernet1.58, Forward/Sparse, 00:07:09/00:03:12
 (*, 224.1.1.2), 00:07:06/00:03:15, RP 150.1.8.8, flags: S
 Incoming interface: Null, RPF nbr 0.0.0.0
 Outgoing interface list:
 GigabitEthernet1.58, Forward/Sparse, 00:07:06/00:03:15
 (*, 224.0.1.40), 00:13:07/00:02:55, RP 0.0.0.0, flags: DCL
 Incoming interface: Null, RPF nbr 0.0.0.0
 Outgoing interface list:
 GigabitEthernet1.58, Forward/Sparse, 00:13:05/00:02:47
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R10 only has the group for which it is serving as an RP.
 R10#show ip mroute
 IP Multicast Routing Table
 (*, 224.1.1.1), 00:01:11/00:03:17, RP 150.1.10.10, flags: S
 Incoming interface: Null, RPF nbr 0.0.0.0
 Outgoing interface list:
 GigabitEthernet1.108, Forward/Sparse, 00:01:11/00:03:17
 (*, 224.0.1.40), 00:07:02/00:02:51, RP 0.0.0.0, flags: DCL
 Incoming interface: Null, RPF nbr 0.0.0.0
 Outgoing interface list:
 GigabitEthernet1.108, Forward/Sparse, 00:07:00/00:02:51
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CCIE Routing & Switching v5 Workbook - CCIE R&S v5 Advanced Technology Labs - Multicast
 Filtering BSR Messages
 You must load the initial configuration files for the section, named Initial Multicast , which can be found in CCIE R&S v5 Topology Diagrams & Initial Configurations. Reference the Advanced Technology Labs Multicast Diagram to complete this task.
 Task
 Enable PIM sparse-mode multicast delivery on the path between R5 and R10.Configure R5 as the RP and BSR.Configure your network so that R10 does not learn any RP information.
 Configuration
 As you may recall, filtering Auto-RP messages requires applying the administrative multicast boundary command. Filtering BSR messages is much easier, because they are carried inside PIM. When you apply the command ip pim bsr-border on a link, BSR messages are no longer flooded or received on that link. This means that any RP or BSR advertisements are filtered, effectively creating two isolated domains of RP information exchange.
 R5:
 ip multicast-routing distributed
 !
 interface GigabitEthernet1.58
 ip pim sparse-mode
 !
 interface GigabitEthernet1.45
 ip pim sparse-mode
 !
 interface Loopback0
 ip pim sparse-mode
 http://labs.ine.com/workbook/view/rs-v5-workbook/task/ccie-r-s-v5-topology-diagrams-initial-configurations-MTk3Ng==
 http://labs.ine.com/workbook/view/rs-v5-workbook/task/ccie-r-s-v5-topology-diagrams-initial-configurations-MTk3Ng==
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!
 ip pim bsr-candidate Loopback0
 ip pim rp-candidate Loopback0
 R8:
 ip multicast-routing distributed
 !
 interface GigabitEthernet1.58
 ip pim sparse-mode
 !
 interface GigabitEthernet1.108
 ip pim sparse-mode
 ip pim bsr-border
 R10:
 ip multicast-routing distributed
 !
 interface GigabitEthernet1.108
 ip pim sparse-mode
 Verification
 Ensure that R10 did not learn any RP information via the BSR. Again, it may take a few moments for any previously existing entries to age out.
 R10#show ip pim rp mapping
 PIM Group-to-RP Mappings
 R8 is not affected by this filtering, however.
 R8#show ip pim bsr-router
 PIMv2 Bootstrap information BSR address: 150.1.5.5 (?)
 Uptime: 00:08:41, BSR Priority: 0, Hash mask length: 0
 Expires: 00:01:34
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CCIE Routing & Switching v5 Workbook - CCIE R&S v5 Advanced Technology Labs - Multicast
 Stub Multicast Routing & IGMP Helper
 You must load the initial configuration files for the section, Initial Multicast , which can be found in CCIE R&S v5 Topology Diagrams & Initial Configurations. Reference the Advanced Technology Labs Multicast Diagram to complete this task.
 Task
 Enable PIM sparse-mode multicast delivery on the Ethernet path between R6 and R10.Configure R4 as the RP and BSR.Configure R8 as the stub multicast router with R10 emulating a host on the stub segment.
 Join R10's VLAN108 interface to group 239.1.1.7 for testing.
 Configuration
 Stub multicast routing is useful in situations where you have small remote sites connected to a centralized WAN cloud across low-bandwidth links that use low-end routers. Such remote sites never perform any transit function, and they may suffer from resource starvation caused by PIM DM’s flood-and-prune behavior, or PIM SM RP announcements, RP cache growth, and mroute state proliferation.
 Assume that R5 is the central router and R8 is the stub remote router with directly connected receivers. In the case where both routers are running PIM DM, periodic flood-and-prune behavior has the capacity to overwhelm the WAN link. If both routers were to run PIM SM, R8 would have to accept RP discovery messages, build its own RP cache, and maintain states for all multicast groups joined by local receivers, thus possibly over-taxing a small router’s resources. Being a stub multicast router allows R8 to be exempted from PIM and IGMP message processing. Instead, R8 is configured to forward all IGMP messages received on its
 http://labs.ine.com/workbook/view/rs-v5-workbook/task/ccie-r-s-v5-topology-diagrams-initial-configurations-MTk3Ng==
 http://labs.ine.com/workbook/view/rs-v5-workbook/task/ccie-r-s-v5-topology-diagrams-initial-configurations-MTk3Ng==
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client-facing interface to R5. Thus, R8 never creates any group states. The command to achieve this is ip igmp helper-address <Upstream-IP> . As a result, R5 will track all IGMP states for any client on the segment connected to R8.
 Next, R8 is configured with PIM DM on both the uplink (GigabitEthernet1.58 in our case) and the client-facing interfaces. This will allow the router to flood ANY multicast traffic received from upstream sources down to clients; this is based on default PIM DM behavior, because there is no downstream router to prune the tree. Finally, R5 is configured with PIM enabled on its downstream interface, but with a special neighbor filter applied, to make sure the upstream and the downstream routers never form a PIM adjacency. This allows the upstream router to flood multicast traffic downstream, because IOS will not send a multicast packet out of a non-PIM interface. At the same time, the downstream router will not be able to prune any group using PIM signaling. The command used to filter PIM neighbors is
 ip pim neighbor-filter <ACL> where the standard ACL permits or denies particular neighbors.
 The next effect is that the upstream router (R5) builds a multicast distribution tree on behalf of the downstream router (R8) by virtue of the IGMP proxy function performed by the downstream router. At the same time, no excessive load is being put on the stub router or the stub link, effectively saving bandwidth and router resources. Essentially, R5 performs all multicast routing functions for R8, and the latter is only used as a “dumb” packet forwarder.
 R6:
 ip multicast-routing distributed
 !
 interface GigabitEthernet1.146
 ip pim sparse-mode
 R4:
 ip multicast-routing distributed
 !
 interface GigabitEthernet1.146
 ip pim sparse-mode
 !
 interface GigabitEthernet1.45
 ip pim sparse-mode
 !
 interface Loopback0
 ip pim sparse-mode
 !
 ip pim bsr-candidate Loopback0
 ip pim rp-candidate Loopback0
 R5:
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ip multicast-routing distributed
 !
 access-list 58 deny 155.1.58.8
 access-list 58 permit any
 !
 interface GigabitEthernet1.58
 ip pim sparse-mode
 ip pim neighbor-filter 58
 !
 interface GigabitEthernet1.45
 ip pim sparse-mode
 R8:
 ip multicast-routing distributed
 !
 interface GigabitEthernet1.58
 ip pim dense-mode
 !
 interface GigabitEthernet1.108
 ip pim dense-mode
 ip igmp helper-address 155.1.58.5
 We must enable PIM DM on R10’s interface connected to R8 to activate multicast processing on this interface. A neighbor filter is used allow R10 to avoid becoming PIM neighbors with R8. R10 also joins group 239.1.1.7 for testing.
 R10:
 ip multicast-routing distributed
 !
 access-list 10 deny any
 !
 interface GigabitEthernet1.108
 ip igmp join-group 239.1.1.7
 ip pim dense-mode
 ip pim neighbor-filter 10
 Verification
 Check that R5 sees the group 239.1.1.7 as directly connected on its GigabitEthernet1.58 interface. Next, ping the group from R6.
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R5#show ip igmp groups
 IGMP Connected Group Membership
 Group Address Interface Uptime Expires Last Reporter Group Accounted
 239.1.1.7 GigabitEthernet1.58 00:01:01 00:02:32 155.1.58.8
 <snip>
 !
 ! R6#ping 239.1.1.7 repeat 100
 Type escape sequence to abort.
 Sending 100, 100-byte ICMP Echos to 239.1.1.7, timeout is 2 seconds:
 Reply to request 0 from 155.1.108.10, 55 ms
 Reply to request 1 from 155.1.108.10, 23 ms
 Reply to request 2 from 155.1.108.10, 10 ms
 Reply to request 3 from 155.1.108.10, 49 ms
 Check the multicast route states on R5 and R8. Notice that R5 uses sparse-mode SPT to forward traffic down to R8. In turn, R8 simply floods the traffic using dense mode forwarding to the directly connected source.
 R5#show ip mroute 239.1.1.7
 Flags: D - Dense, S - Sparse, B - Bidir Group, s - SSM Group, C - Connected,
 L - Local, P - Pruned, R - RP-bit set, F - Register flag,
 T - SPT-bit set, J - Join SPT, M - MSDP created entry, E - Extranet,
 X - Proxy Join Timer Running, A - Candidate for MSDP Advertisement,
 U - URD, I - Received Source Specific Host Report,
 Z - Multicast Tunnel, z - MDT-data group sender,
 Y - Joined MDT-data group, y - Sending to MDT-data group,
 G - Received BGP C-Mroute, g - Sent BGP C-Mroute,
 N - Received BGP Shared-Tree Prune, n - BGP C-Mroute suppressed,
 Q - Received BGP S-A Route, q - Sent BGP S-A Route,
 V - RD & Vector, v - Vector, p - PIM Joins on route,
 x - VxLAN group
 Outgoing interface flags: H - Hardware switched, A - Assert winner, p - PIM Join
 Timers: Uptime/Expires
 Interface state: Interface, Next-Hop or VCD, State/Mode
 (*, 239.1.1.7), 00:04:13/stopped, RP 150.1.4.4, flags: SJC
 Incoming interface: GigabitEthernet1.45, RPF nbr 155.1.45.4
 Outgoing interface list:
 GigabitEthernet1.58, Forward/Sparse, 00:04:13/00:02:19
 ( 155.1.146.6, 239.1.1.7
 ), 00:00:54/00:02:05, flags: JT
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Incoming interface: GigabitEthernet1.45, RPF nbr 155.1.45.4
 Outgoing interface list: GigabitEthernet1.58, Forward/Sparse
 , 00:00:54/00:02:19
 !
 ! R8#show ip mroute 239.1.1.7
 IP Multicast Routing Table
 Flags: D - Dense, S - Sparse, B - Bidir Group, s - SSM Group, C - Connected,
 L - Local, P - Pruned, R - RP-bit set, F - Register flag,
 T - SPT-bit set, J - Join SPT, M - MSDP created entry, E - Extranet,
 X - Proxy Join Timer Running, A - Candidate for MSDP Advertisement,
 U - URD, I - Received Source Specific Host Report,
 Z - Multicast Tunnel, z - MDT-data group sender,
 Y - Joined MDT-data group, y - Sending to MDT-data group,
 G - Received BGP C-Mroute, g - Sent BGP C-Mroute,
 N - Received BGP Shared-Tree Prune, n - BGP C-Mroute suppressed,
 Q - Received BGP S-A Route, q - Sent BGP S-A Route,
 V - RD & Vector, v - Vector, p - PIM Joins on route,
 x - VxLAN group
 Outgoing interface flags: H - Hardware switched, A - Assert winner, p - PIM Join
 Timers: Uptime/Expires
 Interface state: Interface, Next-Hop or VCD, State/Mode
 (*, 239.1.1.7), 00:05:00/stopped, RP 150.1.4.4, flags: SJC
 Incoming interface: GigabitEthernet1.58, RPF nbr 155.1.58.5
 Outgoing interface list:
 GigabitEthernet1.108, Forward/Dense, 00:05:00/stopped
 ( 155.1.146.6, 239.1.1.7
 ), 00:01:42/00:01:17, flags: JT
 Incoming interface: GigabitEthernet1.58, RPF nbr 155.1.58.5
 Outgoing interface list: GigabitEthernet1.108, Forward/Dense
 , 00:01:42/stopped
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CCIE Routing & Switching v5 Workbook - CCIE R&S v5 Advanced Technology Labs - Multicast
 IGMP Filtering
 You must load the initial configuration files for the section, Initial Multicast , which can be found in CCIE R&S v5 Topology Diagrams & Initial Configurations. Reference the Advanced Technology Labs Multicast Diagram to complete this task.
 Task
 Enable PIM sparse-mode multicast delivery on the path between R8 and R10.Configure R8 as the RP and BSR.Only permit R8 to accept IGMP joins for groups in the range 239.1.1.0/24 via its connection to R10.
 Limit the number of concurrent IGMP states on the interface to 10.
 Configuration
 IGMP is the protocol used by multicast receivers to communicate their willingness to listen to a particular multicast group. When a host wants to join a multicast group, it sends an IGMP membership report message to the multicast address heard by all routers on the segment. This report contains the multicast group that the host wants to join. The multicast router may control groups allowed to be joined by the receivers. When you apply the command ip igmp access-group <ACL> to an interface, the router will filter all attempts to join groups not matching the access-list. Recall that you can accomplish this goal by using the command ip multicast boundary , but
 ip igmp access-group is more commonly used on the interfaces facing receivers. Notice that you can use either standard or extended access-lists with this command.
 If you use a standard access-list, your configuration applies to IGMP v1, v2, and v3 receivers. The hosts are allowed to listen to the channels (multicast groups) matching an entry in the access-list. If you use an extended access-list, you may also selectively filter IGMPv3 reports. IGMPv3 allows receivers to join explicit
 http://labs.ine.com/workbook/view/rs-v5-workbook/task/ccie-r-s-v5-topology-diagrams-initial-configurations-MTk3Ng==
 http://labs.ine.com/workbook/view/rs-v5-workbook/task/ccie-r-s-v5-topology-diagrams-initial-configurations-MTk3Ng==
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sources along with the multicast group. That is, every IGMPv3 report contains the list of groups along with the multicast sources that the receiver wants to listen. The access-list entry will have the format permit ip <src-ip> <src-mask> <group-ip> <group-
 mask> . If you want to filter joins to any source, use the 0.0.0.0 255.255.255.255 wildcard pair. However, if you want to filter IGMPv2 or v1 joins that don’t support explicit source specification, use the host IP address of 0.0.0.0 for the source.
 Another useful feature is limiting the number of mroute states created for the interface as a result of IGMP reports. The same command ip igmp limit <N> can be applied globally and per-interface at the same time. In the first case, it limits the aggregate number of multicast groups joined by directly connected receivers on all multicast interfaces. When applied per-interface, it limits the number of different multicast groups that can be joined on this particular interface.
 R8:
 ip multicast-routing distributed
 !
 ip access-list standard IGMP_FILTER
 permit 239.1.1.0 0.0.0.255
 !
 interface GigabitEthernet1.58
 ip pim sparse-mode
 !
 interface GigabitEthernet1.108
 ip pim sparse-mode
 ip igmp access-group IGMP_FILTER
 ip igmp limit 10
 !
 interface Loopback0
 ip pim sparse-mode
 !
 ip pim bsr-candidate Loopback0
 ip pim rp-candidate Loopback0
 R10:
 ip multicast-routing distributed
 !
 interface GigabitEthernet1.108
 ip pim sparse-mode
 !
 interface GigabitEthernet1.10
 ip pim sparse-mode

Page 1184
                        

Verification
 Check the IGMP settings on R8’s interface. Notice that the maximum number of allowed IGMP states is 10.
 R8#show ip igmp interface GigabitEthernet1.108
 GigabitEthernet1.108 is up, line protocol is up
 Internet address is 155.1.108.8/24
 IGMP is enabled on interface
 Current IGMP host version is 2
 Current IGMP router version is 2
 IGMP query interval is 60 seconds
 IGMP configured query interval is 60 seconds
 IGMP querier timeout is 120 seconds
 IGMP configured querier timeout is 120 seconds
 IGMP max query response time is 10 seconds
 Last member query count is 2
 Last member query response interval is 1000 ms Inbound IGMP access group is IGMP_FILTER
 IGMP activity: 0 joins, 0 leaves Interface IGMP State Limit : 0 active out of 10 max
 Multicast routing is enabled on interface
 Multicast TTL threshold is 0
 Multicast designated router (DR) is 155.1.108.10 IGMP querying router is 155.1.108.8 (this system)
 No multicast groups joined by this system
 Now configure R10 to join a group, such as 239.1.1.10.
 R10#configure terminal
 Enter configuration commands, one per line. End with CNTL/Z. R10(config)#
 R10(config)#interface GigabitEthernet1.108
 R10(config-subif)#ip igmp join-group 239.1.1.10
 Check R8 for this IGMP group and notice that the group is marked as "Group Accounted."
 R8#show ip igmp groups
 IGMP Connected Group Membership
 Group Address Interface Uptime Expires Last Reporter Group Accounted
 239.1.1.10 GigabitEthernet1.108 00:01:29 00:02:51 155.1.108.10 Ac
 224.0.1.40 GigabitEthernet1.58 00:03:10 00:02:54 155.1.58.8
 !
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! R8#show ip igmp interface gigabitEthernet 1.108
 GigabitEthernet1.108 is up, line protocol is up
 Internet address is 155.1.108.8/24
 IGMP is enabled on interface
 Current IGMP host version is 2
 Current IGMP router version is 2
 IGMP query interval is 60 seconds
 IGMP configured query interval is 60 seconds
 IGMP querier timeout is 120 seconds
 IGMP configured querier timeout is 120 seconds
 IGMP max query response time is 10 seconds
 Last member query count is 2
 Last member query response interval is 1000 ms
 Inbound IGMP access group is IGMP_FILTER
 IGMP activity: 1 joins, 0 leaves Interface IGMP State Limit : 1 active out of 10 max
 Multicast routing is enabled on interface
 Multicast TTL threshold is 0
 Multicast designated router (DR) is 155.1.108.10
 IGMP querying router is 155.1.108.8 (this system)
 No multicast groups joined by this system
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CCIE Routing & Switching v5 Workbook - CCIE R&S v5 Advanced Technology Labs - Multicast
 IGMP Timers
 You must load the initial configuration files for the section, Initial Multicast , which can be found in CCIE R&S v5 Topology Diagrams & Initial Configurations. Reference the Advanced Technology Labs Multicast Diagram to complete this task.
 Task
 Enable PIM sparse-mode multicast delivery on the VLAN 146 (GigabitEthernet1.146) segment between R1, R4, and R6.
 Configure R6 as the BSR and RP.Configure the designated IGMP querier on VLAN 146 so that failed multicast traffic receivers are detected and removed within 20 seconds.Designated querier failures should be detected two times faster than by default.Every active receiver should respond to general IGMP queries within 4 seconds.
 Enable PIM sparse-mode multicast delivery between R8 and R10. Configure R8 as the static RP.Configure R8 to remove multicast group state immediately after a corresponding IGMP leave report has been received for 239.1.1.0/24 groups.For testing purposes, join R10's VLAN108 interface to the 239.1.1.10 group.
 Configuration
 IGMP reports are sent asynchronously, so they might be missed by the router. Therefore, one of the multicast-capable routers sharing the same segment will be elected as the designated IGMP querier, and it will periodically send IGMP Membership queries to all hosts on the segment. Every host receiving the Membership query should respond with an IGMP report containing all joined groups.
 http://labs.ine.com/workbook/view/rs-v5-workbook/task/ccie-r-s-v5-topology-diagrams-initial-configurations-MTk3Ng==
 http://labs.ine.com/workbook/view/rs-v5-workbook/task/ccie-r-s-v5-topology-diagrams-initial-configurations-MTk3Ng==
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The designated querier is the router with the lowest IP address on the segment, if its running IGMP version 2 or 3. Notice that the PIM DR on the segment is elected based on the highest IP address by default, so some functional decoupling and load-balancing may occur if there is more than one router on the segment. In addition to sending the periodic membership queries, the designated querier also builds PIM SM shared trees on behalf of the receivers signaling multicast group membership.
 Periodic queries are sent at the interval defined by the interface-level command ip igmp query-interval <seconds> . If a non-designated multicast router does not hear
 the membership queries for more than the interval defined by the command ip igmp querier-timeout <seconds> , it will attempt to become a designated querier
 itself, assuming that the old one failed. If the latter command is not configured on the interface, the querier timeout equals twice the query-interval configured on the same interface. The default query-interval value is 60 seconds (although the RFC recommends 125 seconds).
 When IGMPv1 is configured on an interface explicitly, the router times out the group state if there is no report for this group during three consecutive membership queries (180 seconds by default). This might result in very high leave latency, because IGMPv1 has no explicit group leave message. IGMPv2 significantly enhances the procedure of leaving a multicast group, as detailed below:
 1. Every membership query message contains a special timer value, defined by the command ip igmp query-max-response-time [time-in-seconds] . Every host on the segment is supposed to send an IGMP report during the time-window defined by this interval. All hosts count to the interval value and randomly fire the IGMP report. If a host hears another report for the same group, it suppresses its own message. Thus, excessive report flooding is avoided. If there is no report for a given group during the query-max-response interval, the router removes the mroute state for this group.
 2. Every host, willing to leave a group, may send out a special IGMP Leave report for this particular group. As soon as the router receives a leave report, it generates a special IGMP group-specific query for the multicast channel in question. This query is needed to check for any other hosts on the segment that still need this group. The number of special queries generated is defined by the command ip igmp last-member-query-count <N> , which is set to 2 by default. The queries are sent at the intervals specified by the command ip igmp last-member-query-interval <milliseconds> , which is 1000 ms by default. If there is no answer to the special queries, the group state is removed from the mroute table.
 3.
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If there is just one receiver for a particular group on the segment (for example, if there is just one host connected to the router), the leave latency could be further reduced by configuring the ip igmp immediate-leave group-
 list <access-list> command. If there is an IGMP leave message received on the interface for a group matching the access-list, the mroute state is immediately removed, without any further delays. The access-list is a standard ACL that defines the groups eligible for this feature.
 Notice that the explicit leave feature is also available for IGMPv3, with the extension to the multicast group source. That is, a host may leave a particular sender for the group, while continuing to listen to other senders. For our scenario, R1 is the designated querier for the segment. Because R4 has the next-lowest IP address, it is the backup querier. In real life, you would configure every router on the segment with the same settings, but this task’s goal is to check your understanding of the querier election. For the immediate leave feature, we configure only the groups permitted by the IGMP access-group. You may configure it for all groups, because the resulting effect would be the same.
 R1:
 ip multicast-routing distributed
 !
 interface GigabitEthernet1.146
 ip pim sparse-mode
 ip igmp query-interval 20
 ip igmp querier-timeout 60
 ip igmp query-max-response-time 4
 R4:
 ip multicast-routing distributed
 !
 interface GigabitEthernet1.146
 ip igmp querier-timeout 60
 ip pim sparse-mode
 R6:
 ip multicast-routing distributed
 !
 interface GigabitEthernet1.146
 ip igmp querier-timeout 60
 ip pim sparse-mode
 !
 interface Loopback 0
 ip pim sparse-mode
 !
 ip pim bsr-candidate Loopback0
 ip pim rp-candidate Loopback0
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R8:
 ip multicast-routing distributed
 ip pim rp-address 150.1.8.8
 !
 ip access-list standard IMMEDIATE_LEAVE
 permit 239.1.1.0 0.0.0.255
 !
 interface GigabitEthernet1.108
 ip pim sparse-mode
 ip igmp immediate-leave group-list IMMEDIATE_LEAVE
 R10:
 ip multicast-routing distributed
 ip pim rp-address 150.1.8.8
 !
 interface GigabitEthernet1.108
 ip pim sparse-mode
 ip igmp join-group 239.1.1.10
 Verification
 Verify timers using the show igmp interface command.
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R1#show ip igmp interface GigabitEthernet1.146
 GigabitEthernet1.146 is up, line protocol is up
 Internet address is 155.1.146.1/24
 IGMP is enabled on interface
 Current IGMP host version is 2
 Current IGMP router version is 2 IGMP query interval is 20 seconds
 IGMP configured query interval is 20 seconds
 IGMP querier timeout is 60 seconds
 IGMP configured querier timeout is 60 seconds
 IGMP max query response time is 4 seconds
 Last member query count is 2
 Last member query response interval is 1000 ms
 Inbound IGMP access group is not set
 IGMP activity: 1 joins, 0 leaves
 Multicast routing is enabled on interface
 Multicast TTL threshold is 0
 Multicast designated router (DR) is 155.1.146.6 IGMP querying router is 155.1.146.1 (this system)
 Multicast groups joined by this system (number of users):
 224.0.1.40(1)
 Enable IGMP debugging on R8, and unsubscribe R10 from the group 239.10.10.10. Notice that the group state is removed immediately, without any additional last member queries.
 R10#configure terminal
 Enter configuration commands, one per line. End with CNTL/Z. R10(config)#interface GigabitEthernet1.108
 R10(config-subif)#no ip igmp join-group 239.1.1.10
 !
 ! R8#debug ip igmp
 !
 ! IGMP(0): Received Leave from 155.1.108.10 (GigabitEthernet1.108) for 239.1.1.10
 IGMP(0): Leave group 239.1.1.10 immediately on GigabitEthernet1.108
 IGMP(0): Deleting 239.1.1.10 on GigabitEthernet1.108
 IGMP(0): Received v2 Report on GigabitEthernet1.108 from 155.1.108.10 for 224.0.1.40
 IGMP(0): Received Group record for group 224.0.1.40, mode 2 from 155.1.108.10 for 0 sources
 IGMP(0): Updating EXCLUDE group timer for 224.0.1.40
 IGMP(0): MRT Add/Update GigabitEthernet1.108 for (*,224.0.1.40) by 0
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CCIE Routing & Switching v5 Workbook - CCIE R&S v5 Advanced Technology Labs - Multicast
 Multicast Helper Map
 You must load the initial configuration files for the section, Initial Multicast , which can be found in CCIE R&S v5 Topology Diagrams & Initial Configurations. Reference the Advanced Technology Labs Multicast Diagram to complete this task.
 Task
 Enable PIM dense-mode multicast delivery on the path Ethernet between R6 and R10.
 Do not enable PIM over the DMVPN network between R4 and R5.When R6 sends broadcast UDP packets on port 5000, those packets should be transported across the network and broadcasted on VLAN108.
 Use the group 239.1.1.100 to accomplish this task, and use DNS broadcasts for testing.
 Configuration
 The purpose of this feature is to allow forwarding of broadcast traffic across a multicast capable network. Generally, you need a single Layer 2 domain between two nodes to let them hear each other’s broadcast packets. However, broadcast UDP packets can be relayed between two subnets using a special IOS feature known as the helper-address. There are two variations of this feature:
 Unicast helper ( ip helper-address ), which converts the broadcast destination address to the fixed unicast IP address. Most often this feature is used with DHCP to forward requests to the server.Multicast helper ( ip multicast helper-map ), which converts the broadcast destination to a fixed multicast address.
 http://labs.ine.com/workbook/view/rs-v5-workbook/task/ccie-r-s-v5-topology-diagrams-initial-configurations-MTk3Ng==
 http://labs.ine.com/workbook/view/rs-v5-workbook/task/ccie-r-s-v5-topology-diagrams-initial-configurations-MTk3Ng==
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The multicast helper-map feature allows scalable forwarding of broadcast traffic between disjoined segments. This is often needed to support legacy applications like stock tickers that use broadcast to deliver information to multiple sources simultaneously. To configure multicast helper, follow the steps outlined below:
 Step 1: Set up a multicast network between the segments that should exchange broadcast packets. You should select a group to deliver the broadcast packets and decide which PIM mode to use. If you chose PIM SM, make sure the group you chose maps to an RP. Make sure multicasting works by joining an interface on the egress router (closest to the broadcast receiver) to the selected group, and ping this group from the ingress router (closest to the broadcast source).
 Step 2: Enable broadcast forwarding on the ingress router—the one directly connected to the source. If there are multiple sources, you must configure all respective routers. Use the command ip forward-protocol udp <port-number> to enable forwarding of broadcast UDP packets sent to the specified port-number.
 Step 3: Configure a multicast helper-map on the ingress routers to redirect broadcast packets to the selected multicast address. The syntax for this interface-level command is ip multicast helper-map broadcast <mcast-address> <ACL> . The access-list controls which broadcast packets are eligible to be converted into the multicast. For example, if you want to forward UDP packets destined to port 5000, use an access-list similar to the following: access-list 100 permit udp any any eq 5000 . Note that the same UDP port must be enabled for broadcast forwarding at Step 2. All broadcast traffic received on the configured interface that matches the access-list is converted and sent to the specified multicast address. If the group is in sparse mode, the ingress router will register the source with the RP, per the usual procedure.
 Step 4: Enable broadcast forwarding on the egress router, that is, the router directly connected to the destination subnet. Use the same command that you used in Step 2, ip forward-protocol udp <port-number> , to accomplish this. Next, enable multicast helper map on the egress router for all interfaces that may receive multicast traffic. Note that you should not configure the multicast-helper on the interface connected to the destination. Use the command ip multicast helper-map <mcast-group> <directed-
 broadcast-IP> <ACL> where mcast-group is the same group you used in Step 3 and directed-broadcast-IP is the broadcast subnet IP address on the segment that receives the broadcast traffic.
 Step 5: Enable directed broadcasts on the interface connected to the receiving segment using the command ip directed-broadcast . This is needed to successfully send broadcasts out of this segment. By default, the broadcasts are sent to the address 255.255.255.255, irrespective of the directed-broadcast-IP configured in Step 4. If you want to use a different address, put the command ip broadcast-
 address <IP>
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on the same segment.
 To test your configuration, you will need a broadcast packet source. You may use the IP SLA command to generate UDP packets to a segment broadcast address, but this might not work on some platforms/IOS versions. If that’s the case, you may use either of the following two methods:
 Enable DNS name resolution, but do not configure a DNS server. After this, the router will broadcast for any DNS name entered in the command line using the address 255.255.255.255 out all interfaces. You will need to adjust the port in your access-lists to forward this broadcast traffic.Generate an extended traceroute command using parameters to trace to the broadcast destination, starting off the port number that is covered by your ACL.
 R6:
 ip multicast-routing distributed
 !
 interface GigabitEthernet1.146
 ip pim dense-mode
 R4:
 ip multicast-routing distributed
 ip forward-protocol udp 5000
 !
 interface GigabitEthernet1.45
 ip pim dense-mode
 !
 ip access-list extended TRAFFIC
 permit udp any any eq 5000
 permit udp any any eq 53
 !
 interface GigabitEthernet1.146
 ip pim dense-mode
 ip pim dr-priority 100
 ip multicast helper-map broadcast 239.1.1.100 TRAFFIC
 R5:
 ip multicast-routing distributed
 !
 interface GigabitEthernet1.58
 ip pim dense-mode
 !
 interface GigabitEthernet1.45
 ip pim dense-mode
 R8:
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ip multicast-routing distributed
 ip forward-protocol udp 5000
 !
 ip access-list extended TRAFFIC
 permit udp any any eq 5000
 permit udp any any eq 53
 !
 interface GigabitEthernet1.58
 ip pim dense-mode
 ip multicast helper-map 239.1.1.100 155.1.108.255 TRAFFIC
 !
 interface GigabitEthernet1.108
 ip pim dense-mode
 ip directed-broadcast
 ip broadcast-address 155.1.108.255
 R10:
 ip multicast-routing distributed
 !
 interface GigabitEthernet1.108
 ip pim dense-mode
 Verification
 For verification, we will use DNS broadcasts sent from R6. Configure R6 to resolve DNS names, but do not provide any DNS server.
 R6:
 ip domain lookup
 Note that in previous versions of IOS the command, no ip mroute-cache was used on the interfaces to disable CEF switching of multicast packets. This command, along with debug ip mpacket , is now obsolete and no longer supported on newer versions of code such as the one being used for this example (15.4). The new syntax for disabling multicast CEF switching on the interfaces, along with debugging multicast forwarding, is shown below. Enable debugging on R4 and R8 (ingress and egress points) and start a broadcast traffic flow on R6.
 R4#configure terminal
 Enter configuration commands, one per line. End with CNTL/Z. R4(config)#interface GigabitEthernet1.146
 R4(config-subif)#no ip mfib cef input
 R4(config-subif)#no ip mfib cef output
 R4(config-subif)#interface GigabitEthernet1.45
 R4(config-subif)#no ip mfib cef input
 R4(config-subif)#no ip mfib cef output
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