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 INTRODUCTION TO AVIONICS
 Avionics is now universally accepted short hand for aeronautical or aviation electronics, it
 blossomed during second world war .The rapid advance in aviation electronics took place in
 step with the developements of industrial , commercial, scientific, defence and other
 applications of electronics, it has greater influence because of special needs for
 Reliability
 Low weight
 Small size
 Minimal power consumption
 Hence the term avionics is strictly used only for the equipments specially
 designed for airborne application.
 The electrical system should substantially comprise information signals rather than heavy
 duty energy to activate electro mechanical devices(a difference between electrical and
 electronic circuits).
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The wright brother showed practically the powered flight in 1903 with their ‖FLYER‖ .
 From then aircraft instrumentation started in the following order
 Air data instruments and engine instruments
 Gyro based turn and slip indicator in 1914
 Artificial horizon in 1918
 Directional gyros and gyro magnetic compasses
 Radio for navigation and communication purposes
 Auto pilots in 1930
 RADARS:
 RADIO DETECTION AND RANGING was invented during second world war
 and also electronic counter measures appeared. One of the cheap methods of jamming hossile
 radars was chaffing.Area navigation aids and point navigation aids were developed during
 this periods; airborne radars come into use with external aerials. Now the centimeter radars
 with internally mounted dish-like reflectors.
 The new navigation and target detection aids produced a flood of
 information that had to be digested as far as possible, and presented to the crew in a
 convenient way. Attention therefore focused on improvisation of commercial pre-war
 cathode ray tubes for this purpose. Development over many years has produced bread of tube
 with great resolution, and one moreover which is sunlight-visible.
 In the decade 1945-1955 aviation made the transition into jet age.
 Almost overnight fighters could fly half as fast again and reach much greater heights. By
 1958 the first jet airlines and military transports were flying. All had substantially greater
 performance than their piston engined predecessors; in particular Q much greater speed
 range. It was at this stage that some of the penalties of jet aviation became apparent. Aircraft
 became short of fuel very quickly, especially low down, and so more efficient navigation was
 need to ensure accurate flying and prevent the pilot became lost.
 The radio navigation aid VOR was designed in 1960‘s and attained
 worldwide acceptance; it operates at much higher frequency than the radio sets used for
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 voice communication. The war in the pacific used jamming devices to jam or to destroy the
 ground because of radio navy aids and also these nav aids could be only used for only short
 ranges. Hence the need for a nav system which can be jammed which does not require an
 external because, which can be used only for long range arose. American industry
 approached the problem by arranging a marriage between gyro and sensitive accelerometers
 to produce a new method known as internal navigation.
 COMMERCIAL TECHNOLOGY:
 Upto 1940 the standard communication frequencies were to be found in the
 2-30 mhz band.But in that year the first VHF sets new clarity of performance to benefit
 control of the RAF fighter squadrons during the battle of britain.But in the 1970s the advent
 of microprocessor opened a way to process automatically the HF wave band and latch in to
 the purest signals at any one time.
 AIRBORNE RADARS:
 Air born radars for combat air craft has under go intensive
 improvement and refinement. The worlds first airborne interception radars became
 operational with the RAF in1940.The current generation fighters ,such as
 panavia,tornado,eagle andF16Falcon can operate in air-to-air,air-to-ground,air-to-surface
 vessel modes of atack,ground mapping,horning on tothe refuelling tankers and terrain
 folllowing,and scan the skies for perhaps 100miles ahead while automatically tracking may
 be a dozen targets and drawing the pilots attention to those which pose the greatest risk or
 which represent the most attractive targets.
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LASER:
 The invention and subsequent development of lasers(Light amplification by
 stimulation and emission) has made an impact on aviation in two areas. The first is as a
 replacement for conventional gyro-based attitudes sensors in inertial navigational systems.
 The second application is target ranging.
 AIRBORNE ELECTRONICS:
 The extraordinary pace of development in airborne electronics over the past
 two and half decades is due largely to the advent of two important technologies.the first was
 invention of the TRANSISTORS by US scientists in the late 1940‘s,the second,the wide
 scale change from analog to digital techniques in 1970‘s.
 TRANSISTORS:
 Before 1950 thermionic values known as vacuum tubes were used for
 airborne applications; the equipment were known as amplifiers. These vacuum tubes were
 fragile , bulky & heavier; they consumed heavy power, had cooling problems to be heated up
 before use whereas the new device TRANSISTOR was robust, small, light use much less
 energy and created fewer demands on cooling faculties. The early devices were made from
 germanium but silicon suppressed this material on account of its superior high temperature
 reliability and low cost; further reduction in size and weight took place with the appearance
 of chips containing many hundreds or thousands of transistors. These electron devices were
 shortly known as solid state devices
 DIGITAL TECHNIQUES:
 The new solid state devices offered so many advantages but
 remained analogue in nature, just like their value forebears. The efficiency of the digital
 systems is measured by the cost required to accomplish a given function it has so improved
 even over the past decade that distributed processing the introduction of the microprocessors
 made it possible for the benefits of digital technology to extend even to the smallest, fly-for-
 fun airplanes.
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 IMPROVEMENTS IN DISPLAY TECHNIQUES:
 The increasing complexity of high performance commercial and military aircraft and
 the need for efficient operation of these aircrafts resulted in such a flood of data so that the
 air crewed were over worked to the extent of sacrifice in safety and effectiveness. As were
 plenty of information presented to the pilot and the other crew members, they could not
 distinguish the priority information‘s and act according. For example, a brake pressure gauge
 was permanently occupying a space of nine square inches in the cockpit where as the gauge
 was referred only at the beginning of flight (Taking phase) and at the end of flight (Landing
 and taking phase). Some information‘s are vital during takeoff, some during inter-continental
 flights and some during landing phase. There information‘s were all presented all the time to
 the pilot in the form of analogue instruments which were confusing and time consuming to
 the pilot. Hence the need for presenting required information‘s as per the phases of flight to
 the pilot without interfering the vision to the external world arose. The solution was brought
 out with the inventor of miniaturized cathode ray tubes and digital computers. The digital
 computers received the information‘s from the aircraft/engine sensors, processed them and
 them filtered the information‘s according to the phases of flight and made available to the
 pilot in the form of alphanumeric and symbolic display on a CRT. The CRT not only
 displayed information‘s required for flying, navigation, weapon aiming etc. but also provided
 information‘s regarding failure analysis of the aircraft systems, action to be taken on
 emergencies etc. to the pilot and the crew (both air and ground crew). In 1978, when the twin
 engine 767 (Boeing) airliners came out of the factory, it was having ―all glass cock pit‖, the
 name being attributed because of the extensive use of CRT displays and other display
 devices such as LEDs, LCDs, plasma panels etc. Hence, the ―digital electronics‖ replaced the
 navigators, the flight engineers and the flight signalers and made flying and made flying easy
 and one man‘s job.
 FLY BY-WIRE SYSTEM:
 Designers of air craft‘s had long recognizer, that the aircraft could be made smaller
 and efficient if somehow they could be permitted to incorporate a degree of instability. The
 more instability that could be allowed, the greater the benefits in weight, size,
 maneuverability and thus cost. The problem is that as aircrafts are made progressively less
 stable, the more difficult they are to be handling (control). The handling (controlling)
 difficulty becomes too great for the pilot to manage long before the real benefits begin to
 merge. The answer is to incorporate an advanced auto-pilot (more accurately, Flight control
 system) that could insulate the pilot from the dangerous ‗raw‘ handling characteristics,
 replacing with computer-desired synthetic one. The stumbling block, the largely
 psychological one, was that such a system would have to operate with full authority from
 take off to touch down. The failure rate would have to be extremely small (of the order of
 one complete failure in ten million flying hour‘s) because, by definition, such a failure would
 result in the loss of the aircraft and almost certainly its pilot. The essential new ingredient
 was a new technology known as flyby –wire, or FBW. Instead of pilot commands being
 transmitted to the aircraft controls by reassuringly solid mechanical rods and tubes, they
 would raw be sent in the form of electrical signals. At the same time, flight control
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computers would ―shape‖ the commands, automatically comparing them with the attitude of
 the aircraft to generate the desired flight path. F-16 aircraft was the first aircraft to go all the
 way with the features of FBW system. The first airlines with an all FBW flight control
 system is A-320 air bus.
 SOFTWARE REQUIREMENTS:
 All of the digital systems incorporated called for a huge effort on the part of the
 designers to write complex instructions for the computer that are efficient in terms of speed
 and use of capacity, but yet contain no hidden errors to surface, catastrophically, in flight.
 These instructions are called ―software‖ and the task of developing good software is a
 difficult one that has been badly underestimated by many top class companies. For example,
 the flight-management system for the Boeing 767 was originally estimated to call for 70k
 (i.e. just over 70,000) words of memory and instruction. During development the actual
 requirement was found to be nearly three times that figure.
 The requirements for interchangeability of equipment from different manufacturers
 called for industry wide specifications in the 1950‘s and 1960‘s on such things as box size,
 performance accuracies and the characteristics of inputs and outputs. These specifications
 were embattled in MIL-specifications (for the military) and ARINC (Aeronautical Radio
 Incorporated) documents and are now followed by virtually all air frame and electronic
 companies.
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 DESIGN OBJECTIVES, SYSTEM SAFETY, THE SYSTEM
 SAFETY ASSESSMENT& PERFORMANCE ANALYSIS
 Design objectives
 Design objectives for the manufacture and the design and performance requirements of the
 regulatory authority are necessary different in emphasis although broadly similar in intent the
 provision of required performance acceptable levels of availability and failure condition ;ease
 of use and maintenance. For the regulatory, the design must meet certain resolution terms of
 safety, whist leaving the manufacturer free the design the system
 System safety
 For investigation purpose the avionic system can be grouped in two categories.
 The first include those system, the failure or losses which indirectly affect the safety
 The second those systems the loss or failure of which directly affect the safety
 Airworthiness requirements classify the possible effects of failure condition within aircraft
 systems accordingly
 The system safety assessment
 The system safety assessment is a statement that gives the possible effect that the system can
 provide together with a probability classification for each effect
 Performance analysis
 A method of performance analysis involves the establishment of a statistical distribution for
 each critical performance parameter , and the determination of the probability that the
 performance of the system will be such as to create a hazard
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REDUNANCY
 The development of smaller sized avionics equipment plus the increased use of digital data
 buses had led to dramatic improvements in the levels of redundancy that a modern airliner
 offers .An increasingly competitive environment with high frequency short turn around
 operations characterizing much of the airtransport industry, has led to requirement for ever
 improving dispatch reliability of individual components, or by increasing the levels of
 redundancy of the components on board the aircraft. This will result in discrete parts of the
 system being capable of backing up failed units.
 An increasingly common method of improving the redundancy level of an aircraft system is
 to provide a component with a higher level of an aircraft system is to provide a component
 with a higher level of capability then is normally used. An example of this would be the use
 of a common symbol generator aboard an aircraft with a fifth indentical unit driving a map
 display when system operations are normal. This map display for example the multi-function
 display on a BAC125 business jet, is not a required component for normal flight. If a
 primary symbol generators or a display unit were to fail this additional unit could provide
 back up, allowing continued operation of the aircraft, until such time as the operator was at a
 suitable repair station.
 For components that are a vital part of the operating system a spare unit can be carried
 aboard the aircraft. This can be either a hot spare or cold spare the former is connected to the
 database, ready to be operational in the event of component failure, the latter method would
 require engineering assistance the bring it online, but would usually a soft operation,
 minimizing aircraft downtime.
 As implied earlier this trend is more prevalent in situations where the engineering infra-
 structure is less developed. This can be due to a number of factors such as as remoteness of
 the airport being served, inexperience of the local engg staff, where the operator is reluctant
 to allow any maintenance beyond turn round checks to be performance or if the financial
 environment in which the airliner is operating precluded large overheads in the form of
 additional engg staff
 The outcome of these problems requires a measure of collaboration between supplier and end
 user so that the problems can be identified and suitable steps taken to minimize the
 inconvenience to airliner and passenger
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 RELIABLITY
 Equipment reliability is an area that has received considerable attention over the years.
 Improvements are impressive. Two measures of equipment reliability are generally used
 1. MEAN TIME BETWEEN FAILURES- Part level for the maintenance or
 manufacturing operation
 2. MEAN TIME INSCHEDULE REMOVALS-Numbers of times a component
 removed
 Equipments guarantees are generally written around MTBF figures
 Reliability statistic and experience form an important element in the consideration of life-
 cycle costs for equipment. This refers to the total cost of owning and operating the aircraft
 or its associated sub parts
 Due to this improvement warranty periods offered by manufacturers
 have been steadily increasing ……….!
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BUILT-IN TEST EQUIPMENT
 Built in test system are integral parts of modern aircraft avionics system design. They are
 designed to provide a continues integrated monitoring system in both flight and in-flight
 The BITE generated data stored in nonvolatile memory of the aircraft
 computer system .BITE system is designed to indentify the 95 percent of all steady state
 failures. The BITE should be capable of performing a full functional test of all components,
 particularly after the replacement of LRU
 Maintenance assistances functions are various levels to simplify the
 requirements of every day flight operations. The major areas are ground maintenance BITE
 and continuously monitoring during power up procedures
 Ground maintenance BITE is designed to provide an on ground readout of the data stored in
 the non volatile memory + ability to perform separation
 Normally BITE takes in four phases
 Two in grounds: it include the fault isolation up to an LRU level
 Two in flight: it includes the self test within the execution cycle of an avionics system
 and then the storage of the failure.
 The BITE capabilities one as follows: A ―go‖ or ―no go‖ test
 before each flight to confirm the pressure of LRUs and their interfaces, and an investigative
 engineering capability using test rigs and carrying out functional tests with the system
 sensors in static as well as in dynamic conditions.
 Some modern aircraft have some form of centralized fault display system in cockpit. BITE
 tech are extensively used in development of flight to assist the first test flight
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 AUTOMATIC TEST EQUIPMENT
 ATE is designed to perform a number of roles. One of the simplest is to confirm a fault that
 is believed to exist either generated by a pilot report or following normal maintenance
 procedures. These test features can be considered as ‗filtering‘
 The second type of fixture involves the diagnosis of faults
 loading to their rectification by reference to maintenance manuals and techniques followed
 by the verification of correct function prior to reinstallation in the aircraft. The modern
 design for these units involves the modular concept. One device is the Honeywell STS1000,
 which is designed to provide test facilities for the whole range of Honeywell products on for
 example the MDII, plus most digital equipment for other types of aircraft, such as the EFIS
 on the Fokker F50, EFIS on the Fokker , EFICS, and AFCS
 Increasing reliability of components, the multitude of parts plus the
 problems of initial and recurrent training with the problems of experience build up, make the
 use of full test equipment fixtures less viable to most airlines.
 Specialist maintenance organization are springing up to the offer
 services to airlines that feel unhappy about to the cost structures of some manufactures and
 the inherent control that exist as one company sells and maintains the equipment
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AVIONICS AND MAJOR DRIVES
 combination of aviation and electronics
 avionic system or avionics sub system dependent on electronics
 avionics equipment on a modern military or civil aircraft account for around
 30% of the total cost of the aircraft
 40% in the case of a maritime patrol/anti submarine aircraft(or helicopter)
 over 75% of the total cost in the case of an airborne early warning aircraft such as an
 AWACS
 Avionic system are essential :
 to enable the flight crew to carry out the aircraft mission safely and efficiently
 mission is carrying passengers to their destination(civil airliner)
 intercepting a hostile aircraft attacking a ground target reconnaissance or maritime
 patrol(military aircraft)
 MAJOR DRIVER IN THE DEVELOPMENT
 to meet the mission requirements with the minimum flight crew (namely the first pilot
 and second pilot)
 economic benefits like
 1) saving of crew salaries
 2) expenses and training costs
 3) reduction in weigh-more passengers or longer range on less fuel
 In the military case
 1. A single seat fighter or strike (attack) aircraft is lighter
 2. Costs less than an equivalent two seat version
 3. Elimination of the second crew member (navigator/observer/crew member)
 4. Reduction in training costs
 Other Very important drivers for avionic systems are
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 1. Increased safety
 2. Air traffic control requirement
 3. All weather operation
 4. Reduction in fuel consumption
 IN the military case , the avionics systems are also being driven by
 a continuing increase in threats posed by a defensive and offensive capabilities of
 potential aggressors
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DATA ENTRY AND CONTROL ARRANGEMENT
 An improved data entry and control arrangement for an appliance which includes an
 electronic display having a plurality of digits. Users actuable up and down keys enable the
 user to adjust the value displayed. The control changes the display by a first amount, for
 example, one minute for a time display, in response to each momentary actuation of an up or
 down key. In response to continuous actuation, the control, after initially changing the
 display by the first amount, then switches the least significant digit of the display to zero and
 thereafter periodically changes the display by a second amount evenly divisible by ten, such
 as for example 10 minutes. The preferred update interval between changes is on the order of
 0.45 seconds duration. The control also enables the user to change the update interval.
 1. A data entry and display control arrangement comprising: electronic display means having
 a plurality of digits including a least significant digit and at least one higher order digit for
 displaying numerical operating data; data entry means comprising a plurality of user actuable
 keys including an up key and a down key; display control means responsive to said data
 entry means; said display control means including update means for periodically updating
 said display at regular update intervals of predetermined duration, in response to actuation of
 said up or down key; said update means being operative to increase or decrease said display
 by a first amount in response to each initial actuation of said up or down key respectively,
 and to switch said least significant digit to zero and thereafter increase or decrease said
 display by a second amount, evenly divisible by ten at the end of each succeeding update
 interval as long as said up or down key remains continuously actuated, whereby the display
 is changed in relatively small increments when an up or down key is momentarily actuated
 and in larger increments with the displayed values evenly divisible by ten when an up or
 down key is continuously actuated.
 2. A control arrangement in accordance with claim 1 wherein said update interval is of
 approximately 0.45 seconds duration.
 3. A control arrangement in accordance with claim 1 further comprising means for changing
 the duration of said update interval.
 4. A control arrangement in accordance with claim 1 further comprising means for
 selectively setting the duration of said update interval at one of a plurality of predetermined
 intervals in the range of 0.25 seconds to 0.65 seconds.
 5. A control arrangement in accordance with claim 1 further comprising means for
 selectively setting the duration of said update interval at a value selected from a range of
 update interval values including 0.45 seconds.
 6. A control arrangement in accordance with claim 1 further comprising means for
 selectively setting the duration of said update interval at one of a plurality of selectable
 update interval values including 0.25 seconds, 0.35 seconds, 0.45 seconds, 0.55 seconds and
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 0.65 seconds.
 7. A control arrangement in accordance with claim 1 wherein said numerical operating data
 comprises time data, said least significant digit representing minutes, said first amount being
 one minute and said second amount being ten minutes, whereby said display is increased or
 decreased in one minute increments in response to momentary actuation and in 10 minute
 increments when said up or down key remains continuously actuated.
 8. A control arrangement in accordance with claim 1 wherein said numerical operating data
 comprises temperature data, said least significant digit representing degrees, said first
 amount being five degrees and said second amount being ten degrees, whereby said display
 is increased or decreased in five degree increments in response to the momentary actuation of
 one of said up or down keys respectively and periodically increased or decreased in ten
 degree increments in response to continuous actuation thereof.
 9. A data entry and display control arrangement comprising: electronic display means
 comprising a plurality of digits including a least significant digit and at least one higher order
 digit for displaying numerical operating data; data entry means comprising a plurality of
 user actuable keys including an up key and a down key; display control means responsive to
 said data entry means for controlling said electronic display means; said display control
 means including display update means operative in response to actuation of said user
 actuable keys to periodically update said display at a predetermined update rate, the period
 between successive updates defining an update interval; said display update means
 comprising means responsive to actuation of one of said up or down keys to change said least
 significant display digit by one unit at the first display update following key actuation, and
 operative to set said least significant digit to zero and change the next higher order digit by
 one unit at the end of each succeeding update interval as long as said up or down key remains
 continuously actuated, whereby said display value changes by one unit in response to each
 momentary actuation of said up or down key and displays a value evenly divisible by ten
 which changes in ten unit increments at a predetermined update rate in response to
 continuous actuation of said up or down key.
 10. A data entry and display control arrangement in accordance with claim 9 wherein said
 update interval is of approximately 0.45 seconds duration.
 11. A data entry and display control arrangement in accordance with claim 9 further
 comprising means for selecting the duration of the update interval from a range of interval
 values varying between 0.25 seconds and 0.65 seconds.
 12. A data entry and display control arrangement in accordance with claim 9 further
 comprising means for selecting the duration of the update interval from a range of interval
 values including 0.45 seconds.
 13. A data entry and display control arrangement in accordance with claim 12 wherein said
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range of discrete interval values further includes 0.25 seconds, 0.35 seconds, 0.55 seconds
 and 0.65 seconds.
 14. A data entry and display control arrangement comprising:
 electronic display means including a plurality of digits including a least significant digit and
 at least one higher order digit for displaying numerical operating data;
 data entry means comprising a plurality of user actuable keys including first and second
 function keys, an up key and a down key;
 display control means responsive to said data entry means for controlling said electronic
 display means;
 said display control means including display update means operative in response to actuation
 of said user actuable keys to periodically update said display digits at a predetermined update
 rate, the period between successive updates defining an update interval;
 said display update means being operative in response to actuation of one of said first or
 second function keys and one of said up or down keys to increase or decrease respectively
 said display by a first amount upon the next occurring update, and to set said least significant
 digit to zero and increase or decrease said display respectively by a second amount evenly
 divisible by ten, at each subsequent update as long as said up or down key remains
 continuously actuated.
 15. A data entry and display control arrangement in accordance with claim 14 wherein said
 first and second function keys comprise time and temperature selecting keys respectively,
 said display being operative to display numerical operating data representing time data when
 said time selecting key is actuated, said first and second amounts being one minute and ten
 minutes respectively, said display means being operative to display numerical operating data
 representing temperature data when said temperature selecting key is actuated, said first and
 second amounts being five degrees and ten degrees respectively.
 16. A data entry and display control arrangement in accordance with claim 15 further
 comprising means for changing the duration of said update interval.
 17. A data entry and display control arrangement in accordance with claim 15 wherein said
 update interval is of approximately 0.45 seconds duration.
 18. A data entry and display control arrangement in accordance with claim 15 further
 comprising means for selecting the duration of said update interval from a range of interval
 values varying between 0.25 seconds and 0.65 seconds.
 19. A data entry and display control arrangement in accordance with claim 15 further
 comprising means for selecting the duration of the update interval from a range of discrete
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 interval values including 0.45 seconds.
 20. A data entry and display control arrangement in accordance with claim 19 wherein said
 range of discrete interval values further includes 0.25 seconds, 0.35 seconds, 0.55 seconds
 and 0.65 seconds.
 BACKGROUND OF THE INVENTION
 The invention relates generally to electronic controls for appliances and the like and more
 particularly to electronic data entry and display arrangements for such controls.
 Electronic controls with digital displays and user actuable data entry touch key arrays are
 now commonly available with a variety of appliances such as microwave ovens, cook tops
 and ranges. The more commonly used arrangement with microwave ovens involves a key
 panel with ten numerical keys plus various function keys. The numerical keys are pressed to
 enter control parameters such as time or temperature. The number keys typically enter data in
 the order the keys are actuated starting with the most significant digit entered first. Each
 entry goes initially into the least significant digit position, shifting the preceding entry to the
 left with each successive pressing of a numerical key, until the desired parameter values are
 set in the display. Examples of such systems may be found in U.S. Pat. Nos. 4,343,990 and
 4,011,428. This approach is satisfactory but requires a relatively large keyboard area and a
 relatively large number of switches adding to the complexity and cost of the keyboard and
 control.
 Slew entry, a data entry technique in which a display runs through a sequence of numbers or
 other characters until the desired value or display appears, has long been employed in digital
 clocks to adjust the time setting and alarm setting. In order to speed up the data entry
 process, such digital clocks typically include a fast setting key and a slow setting key. To
 further speed up the process, a forward/reverse key may be provided to permit slewing in
 either direction. However, the fast setting typically involves a display which sequences so
 rapidly, particularly at the least significant digit position, that the flickering of that digit is
 unreadable, annoying and distracting, making it difficult to recognize the desired stopping
 point.
 Slew entry has also been introduced in appliances such as microwave ovens as an
 improvement which simplifies the keyboard by replacing the ten numerical keys with slew
 pads. U.S. Pat. No. 4,158,759 discloses an arrangement in which a single slew pad is
 associated with each digit position in the display. Pressing one of the pads causes the
 associated digit position to cycle through numbers 0-9 until the key is released to stop the
 displayed digit at the desired value.
 In U.S. Pat. No. 4,572,935 two keys, a temperature-up key and a temperature-down key, are
 provided for entering temperature set point data for a microwave oven. In one embodiment
 the display is set to 200° C. in response to the initial touching of either key. Thereafter, each
 time the up or down key is pressed the value increases or decreases by 5° C.
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U.S. Pat. No. 4,308,443 discloses a control for an induction cooktop which enables the user
 to select the relative cooking power as a percentage. Hi, Lo and Off pads are provided for
 each surface unit. Touching the Hi pad causes the numerical display of percentage to increase
 in increments of ten as long as the Hi pad is touched. The displayed value decreases in
 increments of one as long as the Lo pad is touched.
 U.S. Pat. No. 4,399,352 discloses a microwave oven which uses a key arrangement similar to
 the aforementioned '759 patent to enter time data, and which has a separate temperature set
 point display comprising nine segments, each representing a 10° temperature interval with
 the enter display covering the range from 170° C. to 250° C. A single temperature key
 increments the display by 10° C. per touch, or at a rate of one segment (corresponding to 10°
 C.) per second if continuously touched.
 It is a primary object of the present invention to provide an improved data entry and display
 control arrangement for appliances which enables the user to quickly and accurately enter the
 desired time and/or temperature information using an up slew key and a down slew key, with
 a display which changes at a comfortable rate eliminating the rapid flickering in the least
 significant digit position.
 It is a further object of the present invention to provide an improved data entry and display
 control arrangement of the aforementioned type which enables the user to adjust the update
 rate of the display.
 SUMMARY OF THE INVENTION
 In accordance with one aspect of the present invention there is provided an improved data
 entry and control arrangement for an appliance which includes an electronic display having a
 plurality of digits for displaying numerical operating data such as time and temperature. Data
 entry means is provided in the form of user actuable keys including an up key and a down
 key. Display control means responsive to the data entry means includes means for updating
 the display in response to actuation of the up or down key. The update means is operative to
 increase or decrease the display by a first amount, preferably one minute or 5° F. for time
 and temperature respectively, in response to each initial or momentary actuation of the up or
 down key respectively. In response to continuous actuation of the up or down key the update
 means is operative after initially changing the display by the first amount to then switch the
 least significant digit of the display to zero and thereafter change the display by a second
 amount evenly divisible by ten, such as for example 10 minutes or 10° F. at the end of each
 succeeding update interval as long as the up or down key remains continuously actuated. The
 preferred duration of the update interval is approximately 0.45 seconds. By this arrangement
 the display value can be changed relatively rapidly, yet the display remains comfortably
 readable since the least significant digit after the initial change remains zero, thereby
 eliminating the annoying and distracting flicker normally occurring in such arrangements.
 In accordance with a second aspect of the invention means are provided to enable the user to
 adjust the update interval by selecting a value from the range of 0.25 seconds to 0.65
 seconds. In a preferred form of this aspect of the invention the user can select one of the
 following discrete values in that range, namely 0.25 seconds, 0.35 seconds, 0.45 seconds,
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 0.55 seconds and 0.65 seconds. By this arrangement those individuals who find the nominal
 value of 0.45 seconds too fast can choose 0.55 or 0.65 seconds and those who prefer a
 display which operates faster can select 0.35 or 0.25 seconds for the update interval.
 DETAILED DESCRIPTION
 Referring now to the drawings and in particular to FIGS. 1 and 2, there is shown a free-
 standing range 10 with four conventional surface units 12 supported from cooktop surface 14
 and an oven enclosed by oven door 16. Control knobs 18 for the surface units and oven
 controls comprising a touch switch array 20 are supported from the backsplash comprising
 glass control panel 22. Viewing area 23 on panel 22 exposes an electronic display behind the
 glass panel aligned with the viewing area opening. As best seen in FIG. 2, this display
 includes a time display 26 comprising two minute and two hour digits separated by a colon,
 and two similar additional displays 28 and 30. Display 26 is active in the clock mode to
 display real time. Display 28 selectively displays cooking time, cleaning time, the start time
 for a baking cycle and the food temperature when used in combination with a temperature
 probe (not shown). Display 30 selectively displays the oven temperature, the cooking cycle
 stop time, the selected weight for the load being cooked when operated in the Easy Roast
 mode, and the broil rate. Though not shown in FIG. 2 the display area 23 may also include
 other indicia for conveying information to the user relating to cooking mode and various
 selections for operating in the Easy Roast mode.
 Also as best seen in FIG. 2, the touch switch array 20 includes up and down keys 32 and 34,
 and numerous function keys. The function keys include a real time clock setting key 36, a
 bake key 38, a broil key 40 and timer key 42 and cook time and stop time selection keys 44
 and 46 respectively. In the illustrative embodiment the touch switch array 20 is a membrane
 touch switch array of generally conventional construction. Structural details of a mounting
 arrangement for the touch key arrangement are disclosed in co-pending patent application
 (Ser. No. 267,507 filed Nov. 4, 1988, pending, Smith et al), the disclosure of which is hereby
 incorporated by reference.
 Data entry for time, temperature, weight and other information is via the function keys in
 combination with the up and down keys 32 and 34 referred to collectively as slew keys.
 Slewing or slew entry as used herein refers to the data entry technique whereby in response
 to actuation of one of the slew keys the display is incremented or decremented through a
 sequence of values or characters until the desired value or character appears.
 As noted in the Background discussion the general slew entry concept is commonly used in
 setting digital clocks and selecting temperature set points or power levels for microwave
 ovens and power levels for cooktop surface units. The present invention envisions an
 improved arrangement for slew entry which enables the user to rapidly arrive at the desired
 input setting and which is easy to control and comfortable to use. Specifically, in display
 control arrangement in accordance with the present invention, the display can be rapidly
 slewed to a value close to the desired value by continuous actuation of one of the slew keys
 and increased or decreased in small fixed increments in response to momentary touches of
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one of the slew keys for fine adjustments or small changes with the display at all times being
 easily readable to permit the recognition of the desired stopping point.
 As will be described in greater detail hereinafter, the control routines for the microprocessor
 controlled display updates the display periodically with the update interval, that is, the period
 between updates being on the order of 0.25-0.65 seconds. As used herein, momentary
 actuation shall be understood to mean actuation, the duration of which does not exceed one
 display update interval. A momentary actuation changes the display by a discrete amount.
 Continuous actuation shall be understood to mean actuation for a period longer than one
 update interval. In order to maintain a comfortably readable display while a key is
 continuously actuated, the control switches the least significant digit to zero and thereafter
 the display is periodically changed by an amount evenly divisible by ten. Consequently, the
 least significant digit remains zero as the more significant digits change. In a preferred form
 of the invention the amount for continuously changing the display is ten, resulting in the least
 significant digit remaining zero and the next higher order digit changing by one unit at the
 end of each update interval. This permits slewing at a relatively rapid rate for quick
 convenient response, while providing a display which is much more comfortable to the eye
 and easier for the user to determine when the displayed value is approximately reached.
 In the illustrative embodiment when the display is representing time data the least significant
 digit represents minutes. In response to momentary actuation, the display changes in one
 minute increments. In response to continuous actuation, after the initial transition,
 comprising the initial change of one minute and the subsequent switching of the least
 significant digit to zero, the display changes in ten minute increments. For example, assume
 the user wishes to change the setting of the real time clock display 26 from 5:15 to 5:48. The
 user first actuates the clock function key 36 then touches the up slew key 32. In response to
 the initial touch of the up key the display changes from 5:15 to 5:16. At the end of the next
 update interval the display then changes to 5:20 and thereafter at each succeeding update
 interval, the display changes by 10 minute increments for a sequence of
 5:20➝5:30➝5:40➝5:50, and upon reaching 5:50 the user releases the key to hold the
 display at 5:50. The final adjustment involves touching the down key momentarily twice to
 decrement the display in one minute steps to 5:48.
 The same procedure is used to enter starting and stopping times such as for scheduling
 baking operations except that the cook time and stop time keys are used respectively to
 initiate those processes and the displays appear at 28 and 30 respectively.
 When entering temperature data, momentary actuations cause changes in 5° increments.
 Continuous actuation changes the display in 10° increments once the display temperature
 reaches a value evenly divisible by 10. For example, to select a set point temperature for the
 Bake mode the user first actuates the bake key to bring up an oven temperature display at 30.
 The initial value displayed will be the set point from the last use of the Bake mode. Assume
 for purposes of illustration that the previous setting was 475° and the desired new setting is
 325°. To change the setting the user touches the down key 34 and holds it down until the
 display reads 330° F. The display will change from 475° to 470° in response to the initial
 touching of the down key. Thereafter the least significant digit will remain 0 and the display
 will change from 470° to 330° in 10° increments at each update interval. A further
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 momentary touch of the down key following the continuous actuation of the down key
 adjusts the value from 330° to 325°.
 In the illustrative embodiment the nominal update interval is selected to be approximately
 0.45 seconds, that is the display is updated every 0.45 seconds. This rate provides a
 sufficiently rapid change of setting for convenient use and provides a display which is
 comfortable to observe and is easily stopped at the desired setting.
 While the 0.45 second update interval is thought to provide a rate which is comfortable to the
 majority of users, it is also recognized personal preferences may vary somewhat. Therefore,
 in accordance with a second aspect of this invention, means are provided to permit
 adjustment of the update interval over a predetermined range. In the illustrative embodiment
 this range is from 0.25 seconds to 0.65 seconds. Specifically, five discrete values are
 selectable in this range, 0.25 seconds, 0.35 seconds, 0.45 seconds, 0.55 seconds and 0.65
 seconds.
 To change the update interval duration, the user must initiate operation in a special mode
 designated the Slew Rate mode. Selection of the Slew Rate mode which utilizes both slew
 keys is valid only when operating in the real time display mode. When in the real time mode,
 continuous simultaneous actuation of both the up and down keys initiates operation in the
 Slew Rate mode. In this mode, a number from 1 to 5 is initially displayed, representing the
 corresponding update interval then being implemented. The values 1-5 represent update
 intervals 0.65-0.25 respectively. When in this mode the display value is increased or
 decreased by touching the up or down key respectively. The display changes by one in
 response to each momentary actuation. If continuously actuated, the display will slew by one
 at the rate set by the then prevailing update interval. Operation in the Slew Rate mode is
 terminated by touching any one of the function keys, which changes the update interval to
 the newly selected value and returns the system to the real time mode.
 A simplified schematic circuit diagram for the display control arrangement of the illustrative
 embodiment is shown in FIG. 3. Microprocessor 50, which in the illustrative embodiment is
 a chip designated MC68HC05B6 commercially available from Motorola, receives inputs
 from keyboard matrix 52 on lines labeled L1-L6, S1 and Stop via interface circuitry 54, and
 supplies output signals to VF display 56 via driver circuits 58 and 60. A conventional zero
 crossing detect circuit 62 synchronizes the internal operation of microprocessor 50 with zero
 crossings of the 60 HZ AC power signals (not shown) which energizes the various range
 components as well as the control circuitry. A conventional beeper circuit 64 is selectively
 enabled by microprocessor 50 to provide an audible signal to acknowledge valid touch pad
 actuations.
 Each touch pad location in keyboard matrix 52 has a pair of output lines uniquely associated
 with it. Contacts are provided at each touch pad location to selectively couple the associated
 pair of the output lines L1-L6, S1 and Stop associated with that particular location to ground.
 Actuation of a touch pad couples both associated lines to ground. For example, referring
 specifically to touch pad location 1, grounded shorting contact 52a closes across contacts 52b
 and 52c from lines L1 and L2. Microprocessor 50 identifies the actuated touch pad location
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by detecting two grounded input lines. The control function and pair of output lines
 associated with each of locations 1-16 are shown in Table I, for those keys appearing in the
 touch pad array in FIG. 2.
 TABLE I
 ______________________________________
 Location Function Key Output Lines
 ______________________________________
 1 -- L1, L2
 2 Cook Time L1, L3
 3 Slew Down L1, L4
 4 Boneless L1, L5
 5 Bake L1, L6
 6 -- L2, L3
 7 Timer L2, L4
 8 Enter/Start L2, L5
 9 With Bone L2, L6
 10 -- L3, L4
 11 Broil L3, L5
 12 Slew Up L3, L6
 13 Clock L4, L5
 14 --
 15 Stop Time L5, L6
 16 Clear/Off S1, Stop
 ______________________________________
 Interface circuitry 54 comprises a pull up resistor 54(a) and a current limiting resistor 54(b)
 for each output line. One end of pull up resistor 52a for each line is connected to a dc voltage
 source designated V+ and the other end is connected to the corresponding one of output lines
 L1-L6, S1 and Stop. Current limiting resistor 54(b) is connected between the junction of the
 output line and the pull up L resistor and the corresponding one of microprocessor input
 ports B1-B7 and D2.
 Nominal values for resistors 54a and 54b are 270K ohms and 100K ohms respectively and
 the value for voltage supply V+ is 5 volts.
 Vacuum fluorescent (VF) display 56 comprises 6 grids or individual displays each
 comprising 19 controllable segments. Though custom configured to provide the desired
 display arrangement, the display bottle is of the type commercially available from Futaba and
 NEC.
 Six grid control outputs from output ports C2-C7 of microprocessor 50 are coupled to six
 grid control inputs of display 56 via power driver interface circuit 58, which may be a
 standard driver circuit such as a UDN 6118 available from Sprague. The driver circuit is
 needed to meet the high current requirements of the particular display.
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 Driver circuit 60 is a conventional serial to parallel high voltage VF display driver circuit
 such as a UCN 5812 also commercially available from Sprague.
 Driver circuit 60 receives control inputs from ports AO, A1, TDO and SCLK of
 microprocessor 50. Port TDO provides segment control data in serial form for the 19
 controlled display segments. Port SCLK provides clock signals and ports AO and A1 provide
 enable and strobe signals respectively.
 Microprocessor 72 is customized to perform the display control functions in accordance with
 this invention by permanently configuring the read only memory (ROM) of microprocessor
 72 to implement predetermined control instructions. FIGS. 4-7 are flow diagrams which
 illustrate display control routines incorporating the control program of microprocessor 72 for
 the illustrative embodiment of the present invention herein described. From these diagrams
 one of ordinary skill in the programming art can prepare a set of control instructions for
 permanent storage in the ROM of microprocessor 72. For the sake of simplicity and brevity
 the control routines to follow will be described with respect only to implementation of the set
 point selection and display control algorithms of the present invention. It should be
 understood that in addition to these control functions there may be other control functions
 relative to other operations of the appliance to be performed in conjunction with other
 operating characteristics of the appliance. Instructions for carrying out the routines described
 in the diagrams may be interleaved with instructions and routines for other control functions
 which are not part of the present invention.
 Referring now to FIG. 4 a flow diagram illustrates the Time routine, the control routine for
 entering time data in response to actuation of the clock key and the up and down slew pads.
 The purpose of this routine is to increment or decrement the real time display 26 (FIG. 2) in
 response to user actuation of the up and down slew keys 32 and 34. Specifically, the display
 is changed by 1 minute units in response to momentary actuations of the up and down keys.
 In response to continuous actuation, the display responds to the initial touch in the same
 manner as the hereinbefore described response to a momentary touch. Upon detecting that
 the touch is continuing beyond one update interval, the least significant digit in the minute
 display is switched to zero and the display is thereafter changed in 10 minute amounts
 thereby changing the next higher order digit by one unit increments at a predetermined rate
 for as long as the slew pad remains actuated. This predetermined rate is established by the
 value of the variable designated Slew Rate.
 This routine is entered in response to user actuation of the clock touch pad. On entering the
 routine inquiries 102 and 104 determine whether an up slew pad or a down slew pad has
 been touched respectively. Upon the detection of an initial touch of the up slew pad at
 inquiry 102, the least significant digit representing minutes represented by the variable MIN
 is incremented by 1 (Block 106). Inquiry 108 determines whether the new value of the
 minutes variable is greater than 59 minutes. If not, the display is immediately updated (Block
 110). If the value exceeds 59, the hours portion of the display is incremented by 1 and the
 minutes portion is reset to 0 (Block 112). Next Inquiry 114 determines if the value of the
 hours variable exceeds 12. If it is, the hours portion of the display is reset to 0 (Block 116).
 Next the display is updated to reflect the new display value. Having updated the display to
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respond to the initial touch of the slew pad, Inquiry 118 determines if the slew pad remains
 touched. If yes, Inquiry 120 determines whether an update interval, of duration represented
 by the variable Slew Rate in seconds, has elapsed. If not, the program returns to Inquiry 118
 and loops between 118 and 120 until the slew pad is released or the update interval has
 elapsed. If the slew pad is released before the interval has elapsed, the program merely
 returns to the main control program. If it remains actuated until the interval elapses, the value
 of the minutes interval is rounded down to a next lowest value evenly divisible by 10 and
 then increased by 10 (Block 122). This switches the least significant digit of the display to 0
 and increments the next significant digit by 1. Next the hours variable is incremented when
 the minutes exceed 60 and the minutes are reset to 0 and the hours variable is reset to 0 when
 it exceeds 12 (Inquiries 124 and 126 and Blocks 128 and 130). The display is then updated
 (Block 132) and Inquiries 134 and 136 again wait for either the slew pad to be released or for
 the next control update interval to elapse. If the next interval elapses before the slew pad is
 released, the minutes display is incremented by 10 (Block 138) and the program returns to
 Inquiry 124 to repeat Inquiries in Blocks 124-138 until the slew pad is released. This portion
 of the program continues to update the display in increments of 10 at the end of each update
 interval until the slew pad is released. Upon release of the slew pad the program returns to
 the main control program.
 If the touching of a down slew pad is detected at Inquiry 104, the minutes variable (MIN) is
 decremented by 1 (Block 140). Inquiries 142 and 144 and Blocks 146 and 148 make
 appropriate adjustments in the minutes and hours display to reflect the 1 minute decrement
 and the display is updated at Block 150. Inquiries 152 and 154 determine if the slew pad
 remains actuated until the end of the next update interval. If not, the program returns to the
 main control program. If the pad is still down when the update interval has elapsed, the
 minutes variable is rounded down to the next value evenly divisible by 10 and decremented
 by 10 (Block 156). Inquiries 158 and 162 and Blocks 160 and 164 make the appropriate
 adjustments in the minutes and hours variable to reflect the 10 minute decrement and the
 display is updated (Block 166). Inquiries 168 and 170 determine if a slew pad remains
 actuated until the next control interval elapses. If so, the display is decremented by 10 and
 the program returns to Inquiry 158 to appropriately adjust the hours and minutes values. The
 display is again updated and the program then again awaits the elapse of the next occurring
 update interval or release of the slew pad. This loop continues until the slew pad is released.
 When the slew pad is released, the program returns to the main control program.
 The above described routine for entering time data is used for updating the real time display.
 It will be appreciated that a similar routine is used to enter time data for the cook time and
 stop time displays as well, the difference being essentially that a different display is updated
 depending upon which function key is actuated by the user to initiate the update process.
 Referring next to FIG. 5, there is illustrated a flow diagram for the Temp routine. This
 routine, which is entered in response to user actuation of the Bake key, permits the user to
 input the desired baking set point temperature for the Bake operating mode. The function of
 this routine is to increase or decrease the temperature display by 5° in response to the discrete
 momentary actuation of the up or down slew key respectively, and to detect continuous
 actuation of the up or down slew pad and switch the least significant digit of the temperature
 display to 0 and increase or decrease the display by 10 at a predetermined rate until the up or
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 down slew pad is released. The permissible range for temperature selection is from 150° to
 550° F. As in the Time routine (FIG. 4) the rate is set by the value of the variable Slew Rate
 which establishes the duration of each update interval.
 On entering this routine Inquiries 180 and 182 determine if an up or down slew pad has been
 touched respectively. Upon detection of the touching of an up slew pad at Inquiry 180, the
 temperature variable TEMP is incremented by 5° (Block 184) and Inquiry 186 determines if
 the new value is greater than the maximum permitted value of 550°. If yes, the set point
 display is set to the maximum of 550° (Block 187), and the display is updated (Block 188). If
 the new value is not greater than 550°, the display is simply updated (Block 188). Inquiries
 190 and 192 determine if the slew pad remains actuated until the end of the update interval.
 If not, the program returns to the main control program. If the slew pad remains actuated
 until the update interval elapses, the temperature value is rounded down to the nearest value
 evenly divisible by 10 and incremented by 10 (Block 194). Inquiry 195 and Block 196 again
 limit the display to the maximum of 550°, and the display is updated (Block 197). Inquires
 198 and 200 again determine if the slew pad remains actuated. If the pad remains actuated
 until the next update interval elapses, Temp is again incremented by 10 (Block 202). Inquiry
 204 and Block 205 again limit the maximum temperature to 550°, the display is updated
 (Block 206), and the program loops back to Inquiry 198 to determine if the slew pad remains
 actuated. The program as illustrated by Inquiries 198, 200, 204 and Blocks 202, 205 and 206
 continue to update the temperature display in 10° increments at the expiration of each update
 interval until the maximum is reached or the slew pad is released. On release of the slew pad
 the program returns to the main control program.
 Returning to Inquiry 182, if the down slew pad is touched, Temp is decremented by 5 (Block
 208). Inquiry 210 and Block 211 limit the display to the minimum selectable value of 150°
 and the display is updated (Block 212). Inquiries 214 and 216 determine if the slew pad
 remains actuated until the next update interval has elapsed. If not, the program returns to the
 main control program. If the slew pad remains actuated, Temp is rounded down to a value
 evenly divisible by 10 and decremented by 10° (Block 218). The temperature display is again
 limited to a minimum of 150° (Inquiry 219 and Block 220) and the display is updated (Block
 221). Inquiries 222 and 224 determine if the slew pad continues to be actuated through the
 end of the next update interval. If not, the program returns to the main control program. If the
 slew pad remains actuated, the temperature display is decremented by 10 (Block 226).
 Inquiry 228 and Block 229 ensure that Temp is not less than 150° and the display is updated
 (Block 230). The program as illustrated by Inquiries 222, 224 and 228 and Blocks 226, 229
 and 230 continues to decrement the temperature display by 10° at the end of each update
 interval as long as the slew pad remains actuated or until the minimum temperature is
 reached.
 The Temp routine described above is used to update the temperature value when operating in
 the Bake mode. A similar routine is used to update the temperature display when operating in
 the Temp Cook mode utilizing a temperature probe in the oven. The difference is that a
 different portion of the main display is controlled in response to actuation of that function
 key.
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In both the above described time and temperature entry control routines use is made of a
 variable designated Slew Rate which represents the duration of the update interval, which in
 turn establishes the rate at which the display is slewed. It will be recalled that in accordance
 with one aspect of the invention, means are provided to enable the user to change or adjust
 the slew rate by selecting one of five available different durations for the update interval. The
 flow diagrams of FIGS. 6 and 7 illustrate the control routines for providing this slew rate
 selection means.
 Specifically, the slew rate mode is selected in the illustrative embodiment by simultaneous
 actuation by the user of both the up and down slew keys for a period of four seconds. The SR
 mode routine illustrated in FIG. 6 detects user selection of the slew rate mode. It will be
 recalled that the user can initiate the slew rate mode to change the slew rate only when the
 control is operating in the real time clock mode. This routine is entered each pass through the
 control routine for operation in the clock mode to detect selection of the slew rate selection
 mode.
 Referring now to FIG. 6, on entering the SR mode routine the time variable T, used in
 monitoring the duration of key actuation, is set to 0 (Block 240). Inquiries 242 and 244 look
 for actuation of the up key and down key respectively. If both are simultaneously actuated,
 Inquiry 246 determines if the four second time period has elapsed. If not, the time variable T
 is incremented (Block 248) and the program returns to Inquiry 242 to repeat the loop until
 either at least one key is released or the 4 second period elapses. If both keys remain actuated
 for the four second period, the program then proceeds to display the current slew rate value
 represented by the variable SR (Block 250). The SR variable will equal one of the integer
 values 1 thru 5 which represent update interval durations of 0.65, 0.55, 0.45, 0.35 and 0.25
 seconds respectively. Inquiries 252 and 254 then hold the program in this portion of the
 routine until both up and down keys have been released. Upon release of both keys, the
 program proceeds (Block 256) to the SR update routine (FIG. 7).
 The function of the SR update routine is to increment or decrement the SR variable to enable
 the user to change the duration of the update interval. This routine is only entered from the
 SR mode routine, and thus is only entered when the user has selected the slew rate mode by
 simultaneous actuation of both up and down keys as above described.
 Upon entering this routine Inquiries 260 and 262 determine if an up or a down slew pad has
 been touched respectively. If the up pad has been actuated, the SR variable is increased by 1
 (Block 264). Inquiry 266 and Block 268 limit the value of SR to the maximum of 5, by
 returning the display to 1 when the user attempts to increment it beyond 5. Having
 established the appropriate updated value for SR, the SR display is updated (Block 270) and
 Inquiry 272 determines if the update interval has elapsed. Upon determining that the update
 interval has elapsed, the program returns to Inquiry 260 to determine if the slew pad remains
 touched or has been touched again. For this arrangement the slew pad is incremented by 1 in
 response to each momentary actuation of the slew pad and is incremented by 1 continuously
 at a rate established by the update interval rate if the slew pad remains touched continuously.
 If Inquiry 262 detects selection of the down slew pad, the SR variable is decremented by 1
 (Block 274). Inquiry 276 and Block 278 limit SR to the minimum value of 1 by reverting SR
 to 5 when the user attempts to decrement to less than 1. Having established the correct
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 decremented value for SR, the display is updated at 270 and the program proceeds at 272 as
 described above.
 The update mode is terminated by the touching of any function key other than a slew key. If
 neither slew pad is touched, Inquiry 280 determines if any other function pad is touched. If
 so, the variable Slew Rate is updated (Block 282) to reflect the newly selected value for
 variable SR, that is Slew Rate is set to the corresponding time in seconds for the numerical
 value of SR and the program returns to the real time clock mode (Block 284).
 It will be apparent from the foregoing description that the present invention provides an
 improved data slew entry arrangement in which the display is updated rapidly, yet provides a
 display which is comfortable to the observer and which permits the observer to easily
 identify when the display is approaching the desired value and which enables the user to
 select an update interval or a slew rate which is most satisfying to his individual taste.
 While in accordance with the Patent Statutes a specific embodiment of the present invention
 has been illustrated and described herein, it is realized that numerous modifications and
 changes will occur to those skilled in the art. For example, though the illustrative
 embodiment is an oven control for a range, the data entry and display control could also be
 employed in other control applications, such as microwave ovens and electronic thermostat
 controls for heating and air conditioning systems. It is therefore to be understood that the
 appended claims are intended to cover all such modifications and changes as fall within the
 true spirit and scope of the invention.
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HOUSE KEEPING MANAGEMENT
 Then term house keeping management used to cover the automation of the background task
 which are essential for the aircraft‘s safe and efficient operation
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 Such task include
 1) Fuel management
 The embraces fuel flow and fuel quantity measurement and control of fuel transfer
 from the appropriate fuel tank to minimize changes in the aircraft trim
 2) Electrical power supply system management
 3) Hydraulic power supply system management
 4) Cabin/cockpit pressurization management
 5) Environmental control system
 6) Warning system
 7) Maintenance and monitoring systems
 These comprise monitoring and recording system which is integrated into an
 on-board maintenance computer system. This provide the information to enable
 speedy diagnosis and rectification of equipment and system failures by pin-
 pointing faulty units and providing all the information, such as part number etc.,
 for replacement units down to module level in some cases
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ASTRIONICS
 Astrionics is the science and technology of the development and application of electronic
 systems, sub-systems, and components used in spacecraft. The electronic systems on board a
 spacecraft include attitude determination and control, communications, command and
 telemetry, and computer systems. Sensors refer to the electronic components on board a
 spacecraft.
 For engineers one of the most important considerations that must be made in the design
 process is the environment in which the spacecraft systems and components must operate
 and endure. The challenges of designing systems and components for the space environment
 include more than the fact that space is a vacuum.
 Magnetometer
 This device measures the strength of the Earth's magnetic field in one direction. For
 measurements on 3-axis the device would consist of three orthogonal magnetometer. Given
 the spacecraft's position, the magnetic field measurements can be compared to a known
 magnetic field which is given by the International Geomagnetic Reference Field model.
 Measurements made by magnetometers are affected by noise consisting of alignment error,
 scale factor errors, and spacecraft electrical activity. For near Earth orbits, the error in the
 modeled field direction may vary from 0.5 degrees near the Equator to 3 degrees near the
 magnetic poles, where erratic auroral currents play a large role. The limitation of such a
 device is that in orbits far from Earth, the magnetic field is too weak and is actually
 dominated by the interplanetary field which is complicated and unpredictable.
 (I)USE OF RADARS IN SPACE CRAFTS
 1. Observance of earth surface & sea surface
 2. Surface based radars to observe the trajectory of lunch vehicles, in orbital satellite, debris
 etc,.
 3. SAR (Synthetic Aperture RADAR) for planetary studies
 4. RADAR Altimeter
 5. GPS (Global Positioning System) or GLONASS
 6. SCATTERO meter (space borne RADAR to measure speed & direction of wind over the
 sea surface)
 7. Radio meter (to measure radiation)
 (II)USE OF LIDAR
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 1. LIDAR for telemetry
 2. Space LASER for optical communication
 3. LIDAR for altitude measuring
 4. LIDAR for altitude chemistry
 (III)USE OF INFRARED
 1. Radiometers for temperature measurement
 2. Cameras for earth control
 3. Image cameras
 (IV)USE OF INS (Inertial Navigation System)
 (V)USE OF COMPUTING SYSTEM
 1. EPS control
 2. AOCS control
 3. DHS control for LEO, MEO, GEO, satellites
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 COMPUTERS TYPES
 I, Computer: Definition
 A computer is a machine that can be programmed to manipulate symbols. Its principal
 characteristics are:
 It responds to a specific set of instructions in a well-defined manner.
 It can execute a prerecorded list of instructions (a program).
 It can quickly store and retrieve large amounts of data.
 Therefore computers can perform complex and repetitive procedures quickly, precisely and
 reliably. Modern computers are electronic and digital. The actual machinery (wires,
 transistors, and circuits) is called hardware; the instructions and data are called software. All
 general-purpose computers require the following hardware components:
 Central processing unit (CPU): The heart of the computer, this is the component that
 actually executes instructions organized in programs ("software") which tell the computer
 what to do.
 Memory (fast, expensive, short-term memory): Enables a computer to store, at least
 temporarily, data, programs, and intermediate results.
 Mass storage device (slower, cheaper, long-term memory): Allows a computer to
 permanently retain large amounts of data and programs between jobs. Common mass
 storage devices include disk drives and tape drives.
 Input device: Usually a keyboard and mouse, the input device is the conduit through
 which data and instructions enter a computer.
 Output device: A display screen, printer, or other device that lets you see what the
 computer has accomplished.
 In addition to these components, many others make it possible for the basic components to
 work together efficiently. For example, every computer requires a bus that transmits data
 from one part of the computer to another.
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II, Computer sizes and power
 Computers can be generally classified by size and power as follows, though there is
 considerable overlap:
 Personal computer: A small, single-user computer based on a microprocessor.
 Workstation: A powerful, single-user computer. A workstation is like a personal
 computer, but it has a more powerful microprocessor and, in general, a higher-quality
 monitor.
 Minicomputer: A multi-user computer capable of supporting up to hundreds of users
 simultaneously.
 Mainframe: A powerful multi-user computer capable of supporting many hundreds or
 thousands of users simultaneously.
 Supercomputer: An extremely fast computer that can perform hundreds of millions of
 instructions per second.
 Supercomputers Minicomputer
 s Mainframes Workstations Personal Computers
 Least powerful Most powerful
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 Supercomputer and Mainframe
 Supercomputer is a broad term for one of the fastest computers currently available.
 Supercomputers are very expensive and are employed for specialized applications that
 require immense amounts of mathematical calculations (number crunching). For example,
 weather forecasting requires a supercomputer. Other uses of supercomputers scientific
 simulations, (animated) graphics, fluid dynamic calculations, nuclear energy research,
 electronic design, and analysis of geological data (e.g. in petrochemical prospecting).
 Perhaps the best known supercomputer manufacturer is Cray Research.
 Mainframe was a term originally referring to the cabinet containing the central processor unit
 or "main frame" of a room-filling Stone Age batch machine. After the emergence of smaller
 "minicomputer" designs in the early 1970s, the traditional big iron machines were described
 as "mainframe computers" and eventually just as mainframes. Nowadays a Mainframe is a
 very large and expensive computer capable of supporting hundreds, or even thousands, of
 users simultaneously. The chief difference between a supercomputer and a mainframe is that
 a supercomputer channels all its power into executing a few programs as fast as possible,
 whereas a mainframe uses its power to execute many programs concurrently. In some ways,
 mainframes are more powerful than supercomputers because they support more simultaneous
 programs. But supercomputers can execute a single program faster than a mainframe. The
 distinction between small mainframes and minicomputers is vague, depending really on how
 the manufacturer wants to market its machines.
 Minicomputer
 It is a midsize computer. In the past decade, the distinction between large minicomputers and
 small mainframes has blurred, however, as has the distinction between small minicomputers
 and workstations. But in general, a minicomputer is a multiprocessing system capable of
 supporting from up to 200 users simultaneously.
 Workstation
 It is a type of computer used for engineering applications (CAD/CAM), desktop publishing,
 software development, and other types of applications that require a moderate amount of
 computing power and relatively high quality graphics capabilities. Workstations generally
 come with a large, high-resolution graphics screen, at large amount of RAM, built-in
 network support, and a graphical user interface. Most workstations also have a mass storage
 device such as a disk drive, but a special type of workstation, called a diskless workstation,
 comes without a disk drive. The most common operating systems for workstations are UNIX
 and Windows NT. Like personal computers, most workstations are single-user computers.
 However, workstations are typically linked together to form a local-area network, although
 they can also be used as stand-alone systems.
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N.B.: In networking, workstation refers to any computer connected to a local-area network. It
 could be a workstation or a personal computer.
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 Personal computer:
 It can be defined as a small, relatively inexpensive computer designed for an individual user.
 In price, personal computers range anywhere from a few hundred pounds to over five
 thousand pounds. All are based on the microprocessor technology that enables manufacturers
 to put an entire CPU on one chip. Businesses use personal computers for word processing,
 accounting, desktop publishing, and for running spreadsheet and database management
 applications. At home, the most popular use for personal computers is for playing games and
 recently for surfing the Internet.
 Personal computers first appeared in the late 1970s. One of the first and most popular
 personal computers was the Apple II, introduced in 1977 by Apple Computer. During the late
 1970s and early 1980s, new models and competing operating systems seemed to appear
 daily. Then, in 1981, IBM entered the fray with its first personal computer, known as the
 IBM PC. The IBM PC quickly became the personal computer of choice, and most other
 personal computer manufacturers fell by the wayside. P.C. is short for personal computer or
 IBM PC. One of the few companies to survive IBM's onslaught was Apple Computer, which
 remains a major player in the personal computer marketplace. Other companies adjusted to
 IBM's dominance by building IBM clones, computers that were internally almost the same as
 the IBM PC, but that cost less. Because IBM clones used the same microprocessors as IBM
 PCs, they were capable of running the same software. Over the years, IBM has lost much of
 its influence in directing the evolution of PCs. Therefore after the release of the first PC by
 IBM the term PC increasingly came to mean IBM or IBM-compatible personal computers, to
 the exclusion of other types of personal computers, such as Macintoshes. In recent years, the
 term PC has become more and more difficult to pin down. In general, though, it applies to
 any personal computer based on an Intel microprocessor, or on an Intel-compatible
 microprocessor. For nearly every other component, including the operating system, there are
 several options, all of which fall under the rubric of PC
 Today, the world of personal computers is basically divided between Apple Macintoshes and
 PCs. The principal characteristics of personal computers are that they are single-user systems
 and are based on microprocessors. However, although personal computers are designed as
 single-user systems, it is common to link them together to form a network. In terms of
 power, there is great variety. At the high end, the distinction between personal computers and
 workstations has faded. High-end models of the Macintosh and PC offer the same computing
 power and graphics capability as low-end workstations by Sun Microsystems, Hewlett-
 Packard, and DEC.
 III, Personal Computer Types
 Actual personal computers can be generally classified by size and chassis / case. The chassis
 or case is the metal frame that serves as the structural support for electronic components.
 Every computer system requires at least one chassis to house the circuit boards and wiring.
 The chassis also contains slots for expansion boards. If you want to insert more boards than
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there are slots, you will need an expansion chassis, which provides additional slots. There are
 two basic flavors of chassis designs–desktop models and tower models–but there are many
 variations on these two basic types. Then come the portable computers that are computers
 small enough to carry. Portable computers include notebook and subnotebook computers,
 hand-held computers, palmtops, and PDAs.
 Tower model
 The term refers to a computer in which the power supply, motherboard, and mass storage
 devices are stacked on top of each other in a cabinet. This is in contrast to desktop models, in
 which these components are housed in a more compact box. The main advantage of tower
 models is that there are fewer space constraints, which makes installation of additional
 storage devices easier
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 Desktop model
 A computer designed to fit comfortably on top of a desk, typically with the monitor
 sitting on top of the computer. Desktop model computers are broad and low, whereas
 tower model computers are narrow and tall. Because of their shape, desktop model
 computers are generally limited to three internal mass storage devices. Desktop
 models designed to be very small are sometimes referred to as slimline models.
 Notebook computer
 An extremely lightweight personal computer. Notebook computers typically weigh
 less than 6 pounds and are small enough to fit easily in a briefcase. Aside from size,
 the principal difference between a notebook computer and a personal computer is the
 display screen. Notebook computers use a variety of techniques, known as flat-panel
 technologies, to produce a lightweight and non-bulky display screen. The quality of
 notebook display screens varies considerably. In terms of computing power, modern
 notebook computers are nearly equivalent to personal computers. They have the same
 CPUs, memory capacity, and disk drives. However, all this power in a small package
 is expensive. Notebook computers cost about twice as much as equivalent regular-
 sized computers. Notebook computers come with battery packs that enable you to run
 them without plugging them in. However, the batteries need to be recharged every
 few hours.
 Laptop computer A small, portable computer -- small enough that it can sit on your lap. Nowadays,
 laptop computers are more frequently called notebook computers.
 Subnotebook computer
 A portable computer that is slightly lighter and smaller than a full-sized notebook
 computer. Typically, subnotebook computers have a smaller keyboard and screen, but
 are otherwise equivalent to notebook computers.
 Hand-held computer
 A portable computer that is small enough to be held in one‘s hand. Although
 extremely convenient to carry, handheld computers have not replaced notebook
 computers because of their small keyboards and screens. The most popular hand-held
 computers are those that are specifically designed to provide PIM (personal
 information manager) functions, such as a calendar and address book. Some
 manufacturers are trying to solve the small keyboard problem by replacing the
 keyboard with an electronic pen. However, these pen-based devices rely on
 handwriting recognition technologies, which are still in their infancy. Hand-held
 computers are also called PDAs, palmtops and pocket computers.
 Palmtop
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A small computer that literally fits in your palm. Compared to full-size computers,
 palmtops are severely limited, but they are practical for certain functions such as
 phone books and calendars. Palmtops that use a pen rather than a keyboard for input
 are often called hand-held computers or PDAs. Because of their small size, most
 palmtop computers do not include disk drives. However, many contain PCMCIA
 slots in which you can insert disk drives, modems, memory, and other devices.
 Palmtops are also called PDAs, hand-held computers and pocket computers.
 PDA
 Short for personal digital assistant, a handheld device that combines computing,
 telephone/fax, and networking features. A typical PDA can function as a cellular
 phone, fax sender, and personal organizer. Unlike portable computers, most PDAs are
 pen-based, using a stylus rather than a keyboard for input. This means that they also
 incorporate handwriting recognition features. Some PDAs can also react to voice
 input by using voice recognition technologies. The field of PDA was pioneered by
 Apple Computer, which introduced the Newton MessagePad in 1993. Shortly
 thereafter, several other manufacturers offered similar products. To date, PDAs have
 had only modest success in the marketplace, due to their high price tags and limited
 applications. However, many experts believe that PDAs will eventually become
 common gadgets.
 PDAs are also called palmtops, hand-held computers and pocket computers.
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 MICROPROCESSOR
 Microprocessor
 Die of an Intel 80486DX2
 microprocessor (actual size:
 12×6.75 mm) in its packaging
 A microprocessor incorporates most or all of the functions of a central processing
 unit (CPU) on a single integrated circuit (IC). [1]
 The first microprocessors emerged in
 the early 1970s and were used for electronic calculators, using BCD arithmetics on 4-
 bit words. Other embedded uses of 4 and 8-bit microprocessors, such as terminals,
 printers, various kinds of automation etc, followed rather quickly. Affordable 8-bit
 microprocessors with 16-bit addressing also led to the first general purpose
 microcomputers in the mid-1970s.
 Processors were for a long period constructed out of small and medium-scale ICs
 containing the equivalent of a few to a few hundred transistors. The integration of the
 whole CPU onto a single VLSI chip therefore greatly reduced the cost of processing
 capacity. From their humble beginnings, continued increases in microprocessor
 capacity have rendered other forms of computers almost completely obsolete (see
 history of computing hardware), with one or more microprocessor as processing
 element in everything from the smallest embedded systems and handheld devices to
 the largest mainframes and supercomputers.
 Since the early 1970s, the increase in processing capacity of evolving
 microprocessors has been known to generally follow Moore's Law. It suggests that
 the complexity of an integrated circuit, with respect to minimum component cost,
 doubles every 18 months. In the late 1990s, heat generation (TDP), due to current
 leakage and other factors, emerged as a leading developmental constraint
 o
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History
 First types
 The 4004 with cover removed (left) and as actually used (right).
 Three projects arguably delivered a complete microprocessor at about the same time,
 namely Intel's 4004, the Texas Instruments (TI) TMS 1000, and Garrett AiResearch's
 Central Air Data Computer (CADC).
 In 1968, Garrett AiResearch, with designer Ray Holt and Steve Geller, were invited
 to produce a digital computer to compete with electromechanical systems then under
 development for the main flight control computer in the US Navy's new F-14 Tomcat
 fighter. The design was complete by 1970, and used a MOS-based chipset as the core
 CPU. The design was significantly (approximately 20 times) smaller and much more
 reliable than the mechanical systems it competed against, and was used in all of the
 early Tomcat models. This system contained a "a 20-bit, pipelined, parallel multi-
 microprocessor". However, the system was considered so advanced that the Navy
 refused to allow publication of the design until 1997. For this reason the CADC, and
 the MP944 chipset it used, are fairly unknown even today. (See First Microprocessor
 Chip Set.) TI developed the 4-bit TMS 1000, and stressed pre-programmed
 embedded applications, introducing a version called the TMS1802NC on September
 17, 1971, which implemented a calculator on a chip. The Intel chip was the 4-bit
 4004, released on November 15, 1971, developed by Federico Faggin and Marcian
 Hoff, the manager of the designing team was Leslie L. Vadász.
 TI filed for the patent on the microprocessor. Gary Boone was awarded U.S. Patent
 3,757,306 for the single-chip microprocessor architecture on September 4, 1973. It
 may never be known which company actually had the first working microprocessor
 running on the lab bench. In both 1971 and 1976, Intel and TI entered into broad
 patent cross-licensing agreements, with Intel paying royalties to TI for the
 microprocessor patent. A nice history of these events is contained in court
 documentation from a legal dispute between Cyrix and Intel, with TI as intervenor
 and owner of the microprocessor patent.
 Interestingly, a third party (Gilbert Hyatt) was awarded a patent which might cover
 the "microprocessor". See a webpage claiming an invention pre-dating both TI and
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 Intel, describing a "microcontroller". According to a rebuttal and a commentary, the
 patent was later invalidated, but not before substantial royalties were paid out.
 A computer-on-a-chip is a variation of a microprocessor which combines the
 microprocessor core (CPU), some memory, and I/O (input/output) lines, all on one
 chip. The computer-on-a-chip patent, called the "microcomputer patent" at the time,
 U.S. Patent 4,074,351 , was awarded to Gary Boone and Michael J. Cochran of TI.
 Aside from this patent, the standard meaning of microcomputer is a computer using
 one or more microprocessors as its CPU(s), while the concept defined in the patent is
 perhaps more akin to a microcontroller.
 According to A History of Modern Computing, (MIT Press), pp. 220–21, Intel entered
 into a contract with Computer Terminals Corporation, later called Datapoint, of San
 Antonio TX, for a chip for a terminal they were designing. Datapoint later decided to
 use the chip, and Intel marketed it as the 8008 in April, 1972. This was the world's
 first 8-bit microprocessor. It was the basis for the famous "Mark-8" computer kit
 advertised in the magazine Radio-Electronics in 1974. The 8008 and its successor,
 the world-famous 8080, opened up the microprocessor component marketplace.
 Notable 8-bit designs
 The 4004 was later followed in 1972 by the 8008, the world's first 8-bit
 microprocessor. These processors are the precursors to the very successful Intel 8080
 (1974), Zilog Z80 (1976), and derivative Intel 8-bit processors. The competing
 Motorola 6800 was released August 1974. Its architecture was cloned and improved
 in the MOS Technology 6502 in 1975, rivaling the Z80 in popularity during the
 1980s.
 Both the Z80 and 6502 concentrated on low overall cost, by combining small
 packaging, simple computer bus requirements, and including circuitry that normally
 must be provided in a separate chip (example: the Z80 included a memory
 controller). It was these features that allowed the home computer "revolution" to
 accelerate sharply in the early 1980s, eventually delivering such inexpensive
 machines as the Sinclair ZX-81, which sold for US$99.
 The Western Design Center, Inc. (WDC) introduced the CMOS 65C02 in 1982 and
 licensed the design to several firms. It became the core of the Apple IIc and IIe
 personal computers, medical implantable grade pacemakers and defibrilators,
 automotive, industrial and consumer devices. WDC pioneered the licensing of
 microprocessor technology which was later followed by ARM and other
 microprocessor Intellectual Property (IP) providers in the 1990‘s.
 Motorola trumped the entire 8-bit market by introducing the MC6809 in 1978,
 arguably one of the most powerful, orthogonal, and clean 8-bit microprocessor
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designs ever fielded – and also one of the most complex hard-wired logic designs that
 ever made it into production for any microprocessor. Microcoding replaced
 hardwired logic at about this time for all designs more powerful than the MC6809 –
 because the design requirements were getting too complex for hardwired logic.
 Another early 8-bit microprocessor was the Signetics 2650, which enjoyed a brief
 surge of interest due to its innovative and powerful instruction set architecture.
 A seminal microprocessor in the world of spaceflight was RCA's RCA 1802 (aka
 CDP1802, RCA COSMAC) (introduced in 1976) which was used in NASA's
 Voyager and Viking space probes of the 1970s, and onboard the Galileo probe to
 Jupiter (launched 1989, arrived 1995). RCA COSMAC was the first to implement C-
 MOS technology. The CDP1802 was used because it could be run at very low power,
 and because its production process (Silicon on Sapphire) ensured much better
 protection against cosmic radiation and electrostatic discharges than that of any other
 processor of the era. Thus, the 1802 is said to be the first radiation-hardened
 microprocessor.
 The RCA 1802 had what is called a static design, meaning that the clock frequency
 could be made arbitrarily low, even to 0 Hz, a total stop condition. This let the
 Voyager/Viking/Galileo spacecraft use minimum electric power for long uneventful
 stretches of a voyage. Timers and/or sensors would awaken/speed up the processor in
 time for important tasks, such as navigation updates, attitude control, data acquisition,
 and radio communication.
 16-bit designs
 The first multi-chip 16-bit microprocessor was the National Semiconductor IMP-16,
 introduced in early 1973. An 8-bit version of the chipset was introduced in 1974 as
 the IMP-8. During the same year, National introduced the first 16-bit single-chip
 microprocessor, the National Semiconductor PACE, which was later followed by an
 NMOS version, the INS8900.
 Other early multi-chip 16-bit microprocessors include one used by Digital Equipment
 Corporation (DEC) in the LSI-11 OEM board set and the packaged PDP 11/03
 minicomputer, and the Fairchild Semiconductor Micro Flame 9440, both of which
 were introduced in the 1975 to 1976 timeframe.
 The first single-chip 16-bit microprocessor was TI's TMS 9900, which was also
 compatible with their TI-990 line of minicomputers. The 9900 was used in the TI
 990/4 minicomputer, the TI-99/4A home computer, and the TM990 line of OEM
 microcomputer boards. The chip was packaged in a large ceramic 64-pin DIP
 package, while most 8-bit microprocessors such as the Intel 8080 used the more
 common, smaller, and less expensive plastic 40-pin DIP. A follow-on chip, the TMS
 9980, was designed to compete with the Intel 8080, had the full TI 990 16-bit
 instruction set, used a plastic 40-pin package, moved data 8 bits at a time, but could
 http://en.wikipedia.org/wiki/Microcode
 http://en.wikipedia.org/wiki/Signetics_2650
 http://en.wikipedia.org/wiki/Instruction_set
 http://en.wikipedia.org/wiki/Radio_Corporation_of_America
 http://en.wikipedia.org/wiki/RCA_1802
 http://en.wikipedia.org/wiki/Voyager_program
 http://en.wikipedia.org/wiki/Viking_program
 http://en.wikipedia.org/wiki/Galileo_spacecraft
 http://en.wikipedia.org/wiki/Low-power
 http://en.wikipedia.org/wiki/Silicon_on_Sapphire
 http://en.wikipedia.org/wiki/Cosmic_radiation
 http://en.wikipedia.org/wiki/Electrostatic_discharge
 http://en.wikipedia.org/wiki/RCA_1802
 http://en.wikipedia.org/wiki/Clock_frequency
 http://en.wikipedia.org/wiki/Voyager_program
 http://en.wikipedia.org/wiki/Viking_program
 http://en.wikipedia.org/wiki/Galileo_spacecraft
 http://en.wikipedia.org/wiki/16-bit
 http://en.wikipedia.org/wiki/National_Semiconductor
 http://en.wikipedia.org/wiki/IMP-16
 http://en.wikipedia.org/wiki/NMOS
 http://en.wikipedia.org/wiki/INS8900
 http://en.wikipedia.org/wiki/Digital_Equipment_Corporation
 http://en.wikipedia.org/wiki/Digital_Equipment_Corporation
 http://en.wikipedia.org/wiki/PDP-11#The_LSI-11
 http://en.wikipedia.org/wiki/PDP-11
 http://en.wikipedia.org/wiki/Minicomputer
 http://en.wikipedia.org/wiki/Fairchild_Semiconductor
 http://en.wikipedia.org/wiki/Texas_Instruments_TMS9900
 http://en.wikipedia.org/wiki/TI-990
 http://en.wikipedia.org/wiki/TI-99/4A
 http://en.wikipedia.org/wiki/Dual_in-line_package
 http://en.wikipedia.org/wiki/Dual_in-line_package

Page 47
                        

AUTHOR –N.SOMASUNDARAM, AERONAUTICAL DEPARTMENT
 MOHAMMED SATHAK ENGINEERING COLLEGE,
 KILAKARAI Page 47
 only address 16 KB. A third chip, the TMS 9995, was a new design. The family later
 expanded to include the 99105 and 99110.
 The Western Design Center, Inc. (WDC) introduced the CMOS 65816 16-bit upgrade
 of the WDC CMOS 65C02 in 1984. The 65816 16-bit microprocessor was the core of
 the Apple IIgs and later the Super Nintendo Entertainment System, making it one of
 the most popular 16-bit designs of all time.
 Intel followed a different path, having no minicomputers to emulate, and instead
 "upsized" their 8080 design into the 16-bit Intel 8086, the first member of the x86
 family which powers most modern PC type computers. Intel introduced the 8086 as a
 cost effective way of porting software from the 8080 lines, and succeeded in winning
 much business on that premise. The 8088, a version of the 8086 that used an external
 8-bit data bus, was the microprocessor in the first IBM PC, the model 5150.
 Following up their 8086 and 8088, Intel released the 80186, 80286 and, in 1985, the
 32-bit 80386, cementing their PC market dominance with the processor family's
 backwards compatibility.
 The integrated microprocessor memory management unit (MMU) was developed by
 Childs et al. of Intel, and awarded US patent number 4,442,484.
 32-bit designs
 Upper interconnect layers on an Intel 80486DX2 die.
 16-bit designs were in the markets only briefly when full 32-bit implementations
 started to appear.
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The most significant of the 32-bit designs is the MC68000, introduced in 1979. The
 68K, as it was widely known, had 32-bit registers but used 16-bit internal data paths,
 and a 16-bit external data bus to reduce pin count, and supported only 24-bit
 addresses. Motorola generally described it as a 16-bit processor, though it clearly has
 32-bit architecture. The combination of high speed, large (16 megabytes (2^24))
 memory space and fairly low costs made it the most popular CPU design of its class.
 The Apple Lisa and Macintosh designs made use of the 68000, as did a host of other
 designs in the mid-1980s, including the Atari ST and Commodore Amiga.
 The world's first single-chip fully-32-bit microprocessor, with 32-bit data paths, 32-
 bit buses, and 32-bit addresses, was the AT&T Bell Labs BELLMAC-32A, with first
 samples in 1980, and general production in 1982 (See this bibliographic reference
 and this general reference). After the divestiture of AT&T in 1984, it was renamed
 the WE 32000 (WE for Western Electric), and had two follow-on generations, the
 WE 32100 and WE 32200. These microprocessors were used in the AT&T 3B5 and
 3B15 minicomputers; in the 3B2, the world's first desktop super microcomputer; in
 the "Companion", the world's first 32-bit laptop computer; and in "Alexander", the
 world's first book-sized super microcomputer, featuring ROM-pack memory
 cartridges similar to today's gaming consoles. All these systems ran the UNIX
 System V operating system.
 Intel's first 32-bit microprocessor was the iAPX 432, which was introduced in 1981
 but was not a commercial success. It had an advanced capability-based object-
 oriented architecture, but poor performance compared to other competing
 architectures such as the Motorola 68000.
 Motorola's success with the 68000 led to the MC68010, which added virtual memory
 support. The MC68020, introduced in 1985 added full 32-bit data and address busses.
 The 68020 became hugely popular in the UNIX super microcomputer market, and
 many small companies (e.g., Altos, Charles River Data Systems) produced desktop-
 size systems. Following this with the MC68030, which added the MMU into the chip,
 the 68K family became the processor for everything that wasn't running DOS. The
 continued success led to the MC68040, which included an FPU for better math
 performance. A 68050 failed to achieve its performance goals and was not released,
 and the follow-up MC68060 was released into a market saturated by much faster
 RISC designs. The 68K family faded from the desktop in the early 1990s.
 Other large companies designed the 68020 and follow-ons into embedded equipment.
 At one point, there were more 68020s in embedded equipment than there were Intel
 Pentiums in PCs (See this webpage for this embedded usage information). The
 ColdFire processor cores are derivatives of the venerable 68020.
 During this time (early to mid 1980s), National Semiconductor introduced a very
 similar 16-bit pinout, 32-bit internal microprocessor called the NS 16032 (later
 renamed 32016), the full 32-bit version named the NS 32032, and a line of 32-bit
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 industrial OEM microcomputers. By the mid-1980s, Sequent introduced the first
 symmetric multiprocessor (SMP) server-class computer using the NS 32032. This
 was one of the design's few wins, and it disappeared in the late 1980s.
 The MIPS R2000 (1984) and R3000 (1989) were highly successful 32-bit RISC
 microprocessors. They were used in high-end workstations and servers by SGI,
 among others.
 Other designs included the interesting Zilog Z8000, which arrived too late to market
 to stand a chance and disappeared quickly.
 In the late 1980s, "microprocessor wars" started killing off some of the
 microprocessors. Apparently, with only one major design win, Sequent, the NS
 32032 just faded out of existence, and Sequent switched to Intel microprocessors.
 From 1985 to 2003, the 32-bit x86 architectures became increasingly dominant in
 desktop, laptop, and server markets and these microprocessors became faster and
 more capable. Intel had licensed early versions of the architecture to other companies,
 but declined to license the Pentium, so AMD and Cyrix built later versions of the
 architecture based on their own designs. During this span, these processors increased
 in complexity (transistor count) and capability (instructions/second) by at least a
 factor of 1000. Intel's Pentium line is probably the most famous and recognizable 32-
 bit processor model, at least with the public at large.
 64-bit designs in personal computers
 While 64-bit microprocessor designs have been in use in several markets since the
 early 1990s, the early 2000s saw the introduction of 64-bit microchips targeted at the
 PC market.
 With AMD's introduction of a 64-bit architecture backwards-compatible with x86,
 x86-64 (now called AMD64), in September 2003, followed by Intel's fully
 compatible 64-bit extensions (first called IA-32e or EM64T, later renamed Intel 64),
 the 64-bit desktop era began. Both versions can run 32-bit legacy applications
 without any speed penalty as well as new 64-bit software. With operating systems
 Windows XP x64, Windows Vista x64, Linux, BSD and Mac OS X that run 64-bit
 native, the software too is geared to utilize the full power of such processors. The
 move to 64 bits is more than just an increase in register size from the IA-32 as it also
 doubles the number of general-purpose registers.
 The move to 64 bits by PowerPC processors had been intended since the processors'
 design in the early 90s and was not a major cause of incompatibility. Existing integer
 registers are extended as are all related data pathways, but, as was the case with IA-
 32, both floating point and vector units had been operating at or above 64 bits for
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several years. Unlike what happened with IA-32 was extended to x86-64, no new
 general purpose registers were added in 64-bit PowerPC, so any performance gained
 when using the 64-bit mode for applications making no use of the larger address
 space is minimal.
 Multicore designs
 A different approach to improving a computer's performance is to add extra
 processors, as in symmetric multiprocessing designs which have been popular in
 servers and workstations since the early 1990s. Keeping up with Moore's Law is
 becoming increasingly challenging as chip-making technologies approach the
 physical limits of the technology.
 In response, the microprocessor manufacturers look for other ways to improve
 performance, in order to hold on to the momentum of constant upgrades in the
 market.
 A multi-core processor is simply a single chip containing more than one
 microprocessor core, effectively multiplying the potential performance with the
 number of cores (as long as the operating system and software is designed to take
 advantage of more than one processor). Some components, such as bus interface and
 second level cache, may be shared between cores. Because the cores are physically
 very close they interface at much faster clock speeds compared to discrete
 multiprocessor systems, improving overall system performance.
 In 2005, the first mass-market dual-core processors were announced and as of 2007
 dual-core processors are widely used in servers, workstations and PCs while quad-
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 core processors are now available for high-end applications in both the home and
 professional environments.
 Sun Microsystems has released the Niagara and Niagara 2 chips, both of which
 feature an eight-core design. The Niagara 2 supports more threads and operates at 1.6
 GHz.
 High-end Intel Xeon processors that are on the LGA771 socket are DP (dual
 processor) capable, as well as the new Intel Core 2 Extreme QX9775 also used in the
 Mac Pro by Apple and the Intel Skulltrail motherboard.
 RISC
 In the mid-1980s to early-1990s, a crop of new high-performance RISC (reduced
 instruction set computer) microprocessors appeared, which were initially used in
 special purpose machines and Unix workstations, but then gained wide acceptance in
 other roles.
 The first commercial design was released by MIPS Technologies, the 32-bit R2000
 (the R1000 was not released). The R3000 made the design truly practical, and the
 R4000 introduced the world's first 64-bit design. Competing projects would result in
 the IBM POWER and Sun SPARC systems, respectively. Soon every major vendor
 was releasing a RISC design, including the AT&T CRISP, AMD 29000, Intel i860
 and Intel i960, Motorola 88000, DEC Alpha and the HP-PA.
 Market forces have "weeded out" many of these designs, with almost no desktop or
 laptop RISC processors and with the SPARC being used in Sun designs only. MIPS
 is primarily used in embedded systems, notably in Cisco routers. The rest of the
 original crop of designs have disappeared. Other companies have attacked niches in
 the market, notably ARM, originally intended for home computer use but since
 focused on the embedded processor market. Today RISC designs based on the MIPS,
 ARM or PowerPC core power the vast majority of computing devices.
 As of 2007, two 64-bit RISC architectures are still produced in volume for non-
 embedded applications: SPARC and Power Architecture. The RISC-like Itanium is
 produced in smaller quantities. The vast majority of 64-bit microprocessors are now
 x86-64 CISC designs from AMD and Intel.
 Special-purpose designs
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Though the term "microprocessor" has traditionally referred to a single- or multi-chip
 CPU or system-on-a-chip (SoC), several types of specialized processing devices have
 followed from the technology. The most common examples are microcontrollers,
 digital signal processors (DSP) and graphics processing units (GPU). Many examples
 of these are either not programmable, or have limited programming facilities. For
 example, in general GPUs through the 1990s were mostly non-programmable and
 have only recently gained limited facilities like programmable vertex shaders. There
 is no universal consensus on what defines a "microprocessor", but it is usually safe to
 assume that the term refers to a general-purpose CPU of some sort and not a special-
 purpose processor unless specifically noted.
 Market statistics
 In 2003, about $44 billion (USD) worth of microprocessors were manufactured and
 sold. Although about half of that money was spent on CPUs used in desktop or laptop
 personal computers, those count for only about 0.2% of all CPUs sold.
 Silicon Valley has an old saying: "The first chip costs a million dollars; the second
 one costs a nickel." In other words, most of the cost is in the design and the
 manufacturing setup: once manufacturing is underway, it costs almost nothing.[citation
 needed]
 About 55% of all CPUs sold in the world are 8-bit microcontrollers. Over 2 billion 8-
 bit microcontrollers were sold in 1997. [2]
 Less than 10% of all the CPUs sold in the world are 32-bit or more. Of all the 32-bit
 CPUs sold, about 2% are used in desktop or laptop personal computers. Most
 microprocessors are used in embedded control applications such as household
 appliances, automobiles, and computer peripherals. "Taken as a whole, the average
 price for a microprocessor, microcontroller, or DSP is just over $6."
 Computer data storage
 (
 1 GiB of SDRAM
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 40 GB hard disk drive (HDD); when connected to a computer it serves as secondary
 storage.
 160 GB SDLT tape cartridge, an example of off-line storage. When used within a
 robotic tape library, it is classified as tertiary storage instead.
 Computer data storage, often called storage or memory, refers to computer
 components, devices, and recording media that retain digital data used for computing
 for some interval of time. Computer data storage provides one of the core functions
 of the modern computer, that of information retention. It is one of the fundamental
 components of all modern computers, and coupled with a central processing unit
 (CPU, a processor), implements the basic computer model used since the 1940s.
 In contemporary usage, memory usually refers to a form of semiconductor storage
 known as random access memory (RAM) and sometimes other forms of fast but
 temporary storage. Similarly, storage today more commonly refers to mass storage -
 optical discs, forms of magnetic storage like hard disks, and other types slower than
 RAM, but of a more permanent nature. Historically, memory and storage were
 respectively called primary storage and secondary storage.
 The contemporary distinctions are helpful, because they are also fundamental to the
 architecture of computers in general. As well, they reflect an important and
 significant technical difference between memory and mass storage devices, which has
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been blurred by the historical usage of the term storage. Nevertheless, this article
 uses the traditional nomenclature.
 Purpose of storage
 Various forms of storage, based on various natural phenomena, have been invented.
 So far, no practical universal storage medium exists, and all forms of storage have
 some drawbacks. Therefore a computer system usually contains several kinds of
 storage, each with an individual purpose.
 A digital computer represents each datum using the binary numeral system. Text,
 numbers, pictures, audio, and nearly any other form of information can be converted
 into a string of bits, or binary digits, each of which has a value of 1 or 0. The most
 common unit of storage is the byte, equal to 8 bits. A piece of information can be
 handled by any computer whose storage space is large enough to accommodate the
 binary representation of the piece of information, or simply data. For example, using
 eight million bits, or about one megabyte, a typical computer could store a small
 novel.
 Traditionally the most important part of every computer is the central processing unit
 (CPU, or simply a processor), because it actually operates on data, performs any
 calculations, and controls all the other components.
 Without significant amount of memory, a computer would merely be able to perform
 fixed operations and immediately output the result. It would have to be reconfigured
 to change its behavior. This is acceptable for devices such as desk calculators or
 simple digital signal processors. Von Neumann machines differ in that they have a
 memory in which they store their operating instructions and data. Such computers are
 more versatile in that they do not need to have their hardware reconfigured for each
 new program, but can simply be reprogrammed with new in-memory instructions;
 they also tend to be simpler to design, in that a relatively simple processor may keep
 state between successive computations to build up complex procedural results. Most
 modern computers are von Neumann machines.
 In practice, almost all computers use a variety of memory types, organized in a
 storage hierarchy around the CPU, as a tradeoff between performance and cost.
 Generally, the lower a storage is in the hierarchy, the lesser its bandwidth and the
 greater its access latency is from the CPU. This traditional division of storage to
 primary, secondary, tertiary and off-line storage is also guided by cost per bit.
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 Hierarchy of storage
 Various forms of storage, divided according to their distance from the central
 processing unit. The fundamental components of a general-purpose computer are
 arithmetic and logic unit, control circuitry, storage space, and input/output devices.
 Technology and capacity as in common home computers around 2005.
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Primary storage
 Direct links to this section: Primary storage, Main memory.
 Primary storage, presently known as memory, is the only one directly accessible to
 the CPU. The CPU continuously reads instructions stored there and executes them.
 Any data actively operated on is also stored there in uniform manner.
 Historically, early computers used delay lines, Williams tubes, or rotating magnetic
 drums as primary storage. By 1954, those unreliable methods were mostly replaced
 by magnetic core memory, which was still rather cumbersome. Undoubtedly, a
 revolution was started with the invention of a transistor, that soon enabled then-
 unbelievable miniaturization of electronic memory via solid-state silicon chip
 technology.
 This led to a modern random access memory (RAM). It is small-sized, light, but quite
 expensive at the same time. (The particular types of RAM used for primary storage
 are also volatile, i.e. they lose the information when not powered).
 As shown in the diagram, traditionally there are two more sub-layers of the primary
 storage, besides main large-capacity RAM:
 Processor registers are located inside the processor. Each register typically
 holds a word of data (often 32 or 64 bits). CPU instructions instruct the
 arithmetic and logic unit to perform various calculations or other operations on
 this data (or with the help of it). Registers are technically among the fastest of
 all forms of computer data storage, being switching transistors integrated on
 the CPU's chip, and functioning as electronic "flip-flops".
 Processor cache is an intermediate stage between ultra-fast registers and much
 slower main memory. It's introduced solely to increase performance of the
 computer. Most actively used information in the main memory is just
 duplicated in the cache memory, which is faster, but of much lesser capacity.
 On the other hand it is much slower, but much larger than processor registers.
 Multi-level hierarchical cache setup is also commonly used—primary cache
 being smallest, fastest and located inside the processor; secondary cache being
 somewhat larger and slower.
 Main memory is directly or indirectly connected to the CPU via a memory bus, today
 sometimes referred to as a front side bus. It is actually comprised of two buses (not
 on the diagram): an address bus and a data bus. The CPU firstly sends a number
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 through an address bus, a number called memory address, that indicates the desired
 location of data. Then it reads or writes the data itself using the data bus.
 Additionally, a memory management unit (MMU) is a small device between CPU
 and RAM recalculating the actual memory address, for example to provide an
 abstraction of virtual memory or other tasks.
 As the RAM types used for primary storage are volatile (cleared at start up), a
 computer containing only such storage would not have a source to read instructions
 from, in order to start the computer. Hence, non-volatile primary storage containing a
 small startup program (BIOS) is used to bootstrap the computer, that is, to read a
 larger program from non-volatile secondary storage to RAM and start to execute it. A
 non-volatile technology used for this purpose is called ROM, for read-only memory
 (the terminology may be somewhat confusing as most ROM types are also capable of
 random access).
 Many types of "ROM" are not literally read only, as updates are possible; however it
 is slow and memory must be erased in large portions before it can be re-written.
 Some embedded systems run programs directly from ROM (or similar), because such
 programs are rarely changed. Standard computers do not store non-rudimentary
 programs in ROM, rather use large capacities of secondary storage, which is non-
 volatile as well, and not as costly.
 Recently, primary storage and secondary storage in some uses refer to what was
 historically called, respectively, secondary storage and tertiary storage.
 Secondary storage
 A hard disk drive with protective cover removed.
 Secondary storage, or storage in popular usage, differs from primary storage in that
 it is not directly accessible by the CPU. The computer usually uses its input/output
 channels to access secondary storage and transfers desired data using intermediate
 area in primary storage. Secondary storage does not lose the data when the device is
 powered down—it is non-volatile. Per unit, it is typically also an order of magnitude
 less expensive than primary storage. Consequently, modern computer systems
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typically have an order of magnitude more secondary storage than primary storage
 and data is kept for a longer time there.
 In modern computers, hard disks are usually used as secondary storage. The time
 taken to access a given byte of information stored on a hard disk is typically a few
 thousandths of a second, or milliseconds. By contrast, the time taken to access a
 given byte of information stored in random access memory is measured in billionths
 of a second, or nanoseconds. This illustrates the very significant access-time
 difference which distinguishes solid-state memory from rotating magnetic storage
 devices: hard disks are typically about a million times slower than memory. Rotating
 optical storage devices, such as CD and DVD drives, have even longer access times.
 Some other examples of secondary storage technologies are: flash memory (e.g. USB
 sticks or keys), floppy disks, magnetic tape, paper tape, punch cards, standalone
 RAM disks, and Zip drives.
 The secondary storage is often formatted according to a filesystem format, which
 provides the abstraction necessary to organize data into files and directories,
 providing also additional information (called metadata) describing the owner of a
 certain file, the access time, the access permissions, and other information.
 Most computer operating systems use the concept of virtual memory, allowing
 utilization of more primary storage capacity than is physically available in the
 system. As the primary memory fills up, the system moves the least-used chunks
 (pages) to secondary storage devices (to a swap file or page file), retrieving them
 later when they are needed. As more of these retrievals from slower secondary
 storage are necessary, the more the overall system performance is degraded.
 Tertiary storage
 Large tape library. Tape cartridges placed on shelves in the front, robotic arm moving
 in the back. Visible height of the library is about 180 cm.
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 Tertiary storage or tertiary memory,[2]
 provides a third level of storage. Typically
 it involves a robotic mechanism which will mount (insert) and dismount removable
 mass storage media into a storage device according to the system's demands; this data
 is often copied to secondary storage before use. It is primarily used for archival of
 rarely accessed information since it is much slower than secondary storage (e.g. 5-60
 seconds vs. 1-10 milliseconds). This is primarily useful for extraordinarily large data
 stores, accessed without human operators. Typical examples include tape libraries
 and optical jukeboxes.
 When a computer needs to read information from the tertiary storage, it will first
 consult a catalog database to determine which tape or disc contains the information.
 Next, the computer will instruct a robotic arm to fetch the medium and place it in a
 drive. When the computer has finished reading the information, the robotic arm will
 return the medium to its place in the library.
 Off-line storage
 Off-line storage, also known as disconnected storage, is a computer data storage on
 a medium or a device that is not under the control of a processing unit.[3]
 The medium
 is recorded, usually in a secondary or tertiary storage device, and then physically
 removed or disconnected. It must be inserted or connected by a human operator
 before a computer can access it again. Unlike tertiary storage, it cannot be accessed
 without human interaction.
 Off-line storage is used to transfer information, since the detached medium can be
 easily physically transported. Additionally in case a disaster, for example a fire,
 destroys the original data, a medium in a remote location will be probably unaffected,
 enabling disaster recovery. Off-line storage increases a general information security,
 since it is physically inaccessible from a computer, and data confidentiality or
 integrity cannot be affected by computer-based attack techniques. Also, if the
 information stored for archival purposes is accessed seldom or never, off-line storage
 is less expensive than tertiary storage.
 In modern personal computers, most secondary and tertiary storage media are also
 used for off-line storage. Optical discs and flash memory devices are most popular,
 and to much lesser extent removable hard disk drives. In enterprise uses, magnetic
 tape is predominant. Older examples are floppy disks, Zip disks, or punched cards.
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Characteristics of storage
 A 1GB DDR RAM memory module
 Storage technologies at all levels of the storage hierarchy can be differentiated by
 evaluating certain core characteristics as well as measuring characteristics specific to
 a particular implementation. These core characteristics are volatility, mutability,
 accessibility, and addressability. For any particular implementation of any storage
 technology, the characteristics worth measuring are capacity and performance.
 Volatility
 Non-volatile memory
 Will retain the stored information even if it is not constantly supplied with
 electric power. It is suitable for long-term storage of information. Nowadays
 used for most of secondary, tertiary, and off-line storage. In 1950s and 1960s,
 it was also used for primary storage, in the form of magnetic core memory.
 Volatile memory
 Requires constant power to maintain the stored information. The fastest
 memory technologies of today are volatile ones (not a universal rule). Since
 primary storage is required to be very fast, it predominantly uses volatile
 memory.
 Differentiation
 Dynamic memory
 A form of volatile memory which also requires the stored information to be
 periodically re-read and re-written, or refreshed, otherwise it would vanish.
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 Static memory
 A form of volatile memory similar to DRAM with the exception that it does
 not refresh on occasion.
 side note* most modern PC system developers have gone with DRAM as the
 standard with SDRAM and SRAM being slowly phased out of the common
 marketplace as new motherboards are not being built to support these styles of
 chips.
 Mutability
 Read/write storage or mutable storage
 Allows information to be overwritten at any time. A computer without some
 amount of read/write storage for primary storage purposes would be useless for
 many tasks. Modern computers typically use read/write storage also for
 secondary storage.
 Read only storage
 Retains the information stored at the time of manufacture, and write once
 storage (WORM) allows the information to be written only once at some point
 after manufacture. These are called immutable storage. Immutable storage is
 used for tertiary and off-line storage. Examples include CD-ROM and CD-R.
 Slow write, fast read storage
 Read/write storage which allows information to be overwritten multiple times,
 but with the write operation being much slower than the read operation.
 Examples include CD-RW.
 Accessibility
 Random access
 Any location in storage can be accessed at any moment in approximately the
 same amount of time. Such characteristic is well suited for primary and
 secondary storage.
 Sequential access
 The accessing of pieces of information will be in a serial order, one after the
 other; therefore the time to access a particular piece of information depends
 upon which piece of information was last accessed. Such characteristic is
 typical of off-line storage.
 Addressability
 Location-addressable
 Each individually accessible unit of information in storage is selected with its
 numerical memory address. In modern computers, location-addressable storage
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usually limits to primary storage, accessed internally by computer programs,
 since location-addressability is very efficient, but burdensome for humans.
 File addressable
 Information is divided into files of variable length, and a particular file is
 selected with human-readable directory and file names. The underlying device
 is still location-addressable, but the operating system of a computer provides
 the file system abstraction to make the operation more understandable. In
 modern computers, secondary, tertiary and off-line storage use file systems.
 Content-addressable
 Each individually accessible unit of information is selected with a hash value,
 or a short identifier with a number pertaining to the memory address the
 information is stored on. Content-addressable storage can be implemented
 using software (computer program) or hardware (computer device), with
 hardware being faster but more expensive option.
 Capacity
 Raw capacity
 The total amount of stored information that a storage device or medium can
 hold. It is expressed as a quantity of bits or bytes (e.g. 10.4 megabytes).
 Density
 The compactness of stored information. It is the storage capacity of a medium
 divided with a unit of length, area or volume (e.g. 1.2 megabytes per square
 inch).
 Performance
 Latency
 The time it takes to access a particular location in storage. The relevant unit of
 measurement is typically nanosecond for primary storage, millisecond for
 secondary storage, and second for tertiary storage. It may make sense to
 separate read latency and write latency, and in case of sequential access
 storage, minimum, maximum and average latency.
 Throughput
 The rate at which information can be read from or written to the storage. In
 computer data storage, throughput is usually expressed in terms of megabytes
 per second or MB/s, though bit rate may also be used. As with latency, read
 rate and write rate may need to be differentiated. Also accessing media
 sequentially, as opposed to randomly, typically yields maximum throughput.
 Fundamental storage technologies
 As of 2008, the most commonly used data storage technologies are semiconductor,
 magnetic, and optical, while paper still sees some limited usage. Some other
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 fundamental storage technologies have also been used in the past or are proposed for
 development.
 Semiconductor
 Semiconductor memory uses semiconductor-based integrated circuits to store
 information. A semiconductor memory chip may contain millions of tiny transistors
 or capacitors. Both volatile and non-volatile forms of semiconductor memory exist.
 In modern computers, primary storage almost exclusively consists of dynamic
 volatile semiconductor memory or dynamic random access memory. Since the turn of
 the century, a type of non-volatile semiconductor memory known as flash memory
 has steadily gained share as off-line storage for home computers. Non-volatile
 semiconductor memory is also used for secondary storage in various advanced
 electronic devices and specialized computers.
 Magnetic
 Magnetic storage media
 Magnetic storage uses different patterns of magnetization on a magnetically coated
 surface to store information. Magnetic storage is non-volatile. The information is
 accessed using one or more read/write heads which may contain one or more
 recording transducers. A read/write head only covers a part of the surface so that the
 head or medium or both must be moved relative to another in order to access data. In
 modern computers, magnetic storage will take these forms:
 Magnetic disk
 o Floppy disk, used for off-line storage
 o Hard disk, used for secondary storage
 Magnetic tape data storage, used for tertiary and off-line storage
 In early computers, magnetic storage was also used for primary storage in a form of
 magnetic drum, or core memory, core rope memory, thin film memory, twistor
 memory or bubble memory. Also unlike today, magnetic tape was often used for
 secondary storage.
 Optical
 Optical storage media
 Optical storage, the typical Optical disc, stores information in deformities on the
 surface of a circular disc and reads this information by illuminating the surface with a
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laser diode and observing the reflection. Optical disc storage is non-volatile. The
 deformities may be permanent (read only media ), formed once (write once media) or
 reversible (recordable or read/write media). The following forms are currently in
 common use:[4]
 CD, CD-ROM, DVD, BD-ROM: Read only storage, used for mass distribution
 of digital information (music, video, computer programs)
 CD-R, DVD-R, DVD+R BD-R: Write once storage, used for tertiary and off-
 line storage
 CD-RW, DVD-RW, DVD+RW, DVD-RAM, BD-RE: Slow write, fast read
 storage, used for tertiary and off-line storage
 Ultra Density Optical or UDO is similar in capacity to BD-R or BD-RE and is
 slow write, fast read storage used for tertiary and off-line storage.
 Magneto-optical disc storage is optical disc storage where the magnetic state on a
 ferromagnetic surface stores information. The information is read optically and
 written by combining magnetic and optical methods. Magneto-optical disc storage is
 non-volatile, sequential access, slow write, fast read storage used for tertiary and off-
 line storage.
 3D optical data storage has also been proposed.
 Paper
 Paper data storage media
 Paper data storage, typically in the form of paper tape or punch cards, has long been
 used to store information for automatic processing, particularly before general-
 purpose computers existed. Information was recorded by punching holes into the
 paper or cardboard medium and was read mechanically (or later optically) to
 determine whether a particular location on the medium was solid or contained a hole.
 Uncommon
 Vacuum tube memory
 A Williams‘s tube used a cathode ray tube, and a Selectron tube used a large
 vacuum tube to store information. These primary storage devices were short-
 lived in the market, since Williams tube was unreliable and Selectron tube was
 expensive.
 Electro-acoustic memory
 Delay line memory used sound waves in a substance such as mercury to store
 information. Delay line memory was dynamic volatile, cycle sequential
 read/write storage, and was used for primary storage.
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 Phase-change memory
 uses different mechanical phases of phase change material to store information
 in an X-Y addressable matrix, and reads the information by observing the
 varying electric resistance of the material. Phase-change memory would be
 non-volatile, random access read/write storage, and might be used for primary,
 secondary and off-line storage. Most rewritable and many write once optical
 disks already use phase change material to store information.
 Holographic storage
 stores information optically inside crystals or photopolymers. Holographic
 storage can utilize the whole volume of the storage medium, unlike optical disc
 storage which is limited to a small number of surface layers. Holographic
 storage would be non-volatile, sequential access, and either write once or
 read/write storage. It might be used for secondary and off-line storage. See
 Holographic Versatile Disc (HVD).
 Molecular memory
 Stores information in polymers that can store electric charge. Molecular
 memory might be especially suited for primary storage.
 Related technologies
 Network connectivity
 A secondary or tertiary storage may connect to a computer utilizing computer
 networks. This concept does not pertain to the primary storage, which is shared
 between multiple processors in a much lesser degree.
 Direct-attached storage (DAS) is a traditional mass storage, that does not use
 any network. This is still a most popular approach. This term was coined lately,
 together with NAS and SAN.
 Network-attached storage (NAS) is mass storage attached to a computer
 which another computer can access at file level over a local-area network, a
 private wide-area network, or in the case of online file storage, over the
 Internet. NAS is commonly associated with the NFS and CIFS/SMB protocols.
 Storage area network (SAN) is a specialized network, that provides other
 computers with storage capacity. The crucial difference between NAS and
 SAN is the former presents and manages file systems to client computers,
 whilst a latter provides access at block-addressing (raw) level, leaving it to
 attaching systems to manage data or file systems within the provided capacity.
 SAN is commonly associated with Fibre Channel networks.
 Robotic storage
 Large quantities of individual magnetic tapes, and optical or magneto-optical discs
 may be stored in robotic tertiary storage devices. In tape storage field they are known
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as tape libraries, and in optical storage field optical jukeboxes, or optical disk
 libraries per analogy. Smallest forms of either technology containing just one drive
 device are referred to as autoloaders or autochangers.
 Robotic-access storage devices may have a number of slots, each holding individual
 media, and usually one or more picking robots that traverse the slots and load media
 to built-in drives. The arrangement of the slots and picking devices affects
 performance. Important characteristics of such storage are possible expansion
 options: adding slots, modules, drives, robots. Tape libraries may have from 10 to
 more than 100,000 slots, and provide terabytes or petabytes of near-line information.
 Optical jukeboxes are somewhat smaller solutions, up to 1,000 slots.
 Robotic storage is used for backups, and for high-capacity archives in imaging,
 medical, and video industries. Hierarchical storage management is a most known
 archiving strategy of automatically migrating long-unused files from fast hard disk
 storage to libraries or jukeboxes. If the files are needed, they are retrieved back to
 disk.
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 BASIC COMPONENTS OF COMPUTER
 Computers come in all types and sizes. There are primarily two main sizes of
 computers. They are:
 Portable
 Desktop
 The portable computer comes in various sizes and are referred to as laptops,
 notebooks, and hand-held computers. These generally denote different sizes, the
 laptop being the largest, and the hand-held is the smallest size. This document will
 mainly talk about the desktop computer although portable computer issues are also
 discussed in various areas.
 (a) Computer Components:
 Computers are made of the following basic components:
 1. Case with hardware inside:
 1. Power Supply - The power supply comes with the case, but this
 component is mentioned separately since there are various types of
 power supplies. The one you should get depends on the requirements of
 your system. This will be discussed in more detail later
 2. Motherboard - This is where the core components of your computer
 reside which are listed below. Also the support cards for video, sound,
 networking and more are mounted into this board.
 1. Microprocessor - This is the brain of your computer. It performs
 commands and instructions and controls the operation of the
 computer.
 2. Memory - The RAM in your system is mounted on the
 motherboard. This is memory that must be powered on to retain its
 contents.
 3. Drive controllers - The drive controllers control the interface of
 your system to your hard drives. The controllers let your hard
 drives work by controlling their operation. On most systems, they
 are included on the motherboard, however you may add additional
 controllers for faster or other types of drives.
 3. Hard disk drive(s) - This is where your files are permanently stored on
 your computer. Also, normally, your operating system is installed here.
 4. CD-ROM drive(s) - This is normally a read only drive where files are
 permanently stored. There are now read/write CD-ROM drives that use
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special software to allow users to read from and write to these drives.
 5. Floppy drive(s) - A floppy is a small disk storage device that today
 typically has about 1.4 Megabytes of memory capacity.
 6. Other possible file storage devices include DVD devices, Tape backup
 devices, and some others.
 2. Monitor - This device which operates like a TV set lets the user see how the
 computer is responding to their commands.
 3. Keyboard - This is where the user enters text commands into the computer.
 4. Mouse - A point and click interface for entering commands which works well
 in graphical environments.
 These various parts will be discussed in the following sections.
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 OPERATING SYSTEM
 An operating system (commonly abbreviated OS and O/S) is the software component
 of a computer system that is responsible for the management and coordination of
 activities and the sharing of the resources of the computer. The operating system acts
 as a host for application programs that are run on the machine. As a host, one of the
 purposes of an operating system is to handle the details of the operation of the
 hardware. This relieves application programs from having to manage these details
 and makes it easier to write applications. Almost all computers, including hand-held
 computers, desktop computers, supercomputers, and even modern video game
 consoles, use an operating system of some type. Some of the oldest models may
 however use an embedded OS, that may be contained on a compact disk or other
 storage device.
 Operating systems offer a number of services to application programs and users.
 Applications access these services through application programming interfaces
 (APIs) or system calls. By invoking these interfaces, the application can request a
 service from the operating system, pass parameters, and receive the results of the
 operation. Users may also interact with the operating system by typing commands or
 using a graphical user interface (GUI, commonly pronounced ―gooey‖). For hand-
 held and desktop computers, the GUI is generally considered part of the operating
 system. For large multi-user systems, the GUI is generally implemented as an
 application program that runs outside the operating system.
 Common contemporary operating systems include Microsoft Windows, Mac OS X,
 Linux and Solaris. Microsoft Windows has a significant majority of market share in
 the desktop and notebook computer markets, while servers generally run on Linux or
 other Unix-like systems. Embedded device markets are split amongst several
 operating systems
 An operating system is a collection of technologies which are designed to allow the
 computer to perform certain functions. These technologies may or may not be present
 in every operating system, and there are often differences in how they are
 implemented. However as stated above most modern operating systems are derived
 from common design ancestors, and are therefore basically similar.
 Boot-strapping
 In most cases, the operating system is not the first code to run on the computer at
 startup (boot) time. The initial code executing on the computer is usually loaded from
 firmware, which is stored in read only memory (ROM). This is sometimes called the
 BIOS or boot ROM.
 The firmware loads and executes code located on a removable disk or hard drive, and
 contained within the first sector of the drive, referred to as the boot sector. The code

Page 70
                        

stored on the boot sector is called the boot loader, and is responsible for loading the
 operating system's kernel from disk and starting it running.
 Some simple boot loaders are designed to locate one specific operating system and
 load it, although many modern ones have the capacity to allow the user to choose
 from a number of operating systems.
 Program execution
 An operating system's most basic function is to support the running of programs by
 the users. On a multiprogramming operating system, running programs are
 commonly referred to as processes. Process management refers to the facilities
 provided by the operating system to support the creation, execution, and destruction
 of processes, and to facilitate various interactions, and limit others.
 The operating system's kernel in conjunction with underlying hardware must support
 this functionality.
 Executing a program involves the creation of a process by the operating system. The
 kernel creates a process by setting aside or allocating some memory, loading program
 code from a disk or another part of memory into the newly allocated space, and
 starting it running.
 Operating system kernels store various information about running processes. This
 information might include:
 * A unique identifier, called a process identifier (PID).
 * A list of memory the program is using, or is allowed to access.
 * The PID of the program which requested its execution, or the parent process ID
 (PPID).
 * The filename and/or path from which the program was loaded.
 * A register file, containing the last values of all CPU registers.
 * A program counter, indicating the position in the program.
 Interrupts
 Interrupts are central to operating systems as they allow the operating system to deal
 with the unexpected activities of running programs and the world outside the
 computer. Interrupt-based programming is one of the most basic forms of time-
 sharing, being directly supported by most CPUs. Interrupts provide a computer with a
 way of automatically running specific code in response to events. Even very basic
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 computers support hardware interrupts, and allow the programmer to specify code
 which may be run when that event takes place.
 When an interrupt is received, the computer's hardware automatically suspends
 whatever program is currently running by pushing the current state on a stack, and its
 registers and program counter are also saved. This is analogous to placing a
 bookmark in a book when someone is interrupted by a phone call. This task requires
 no operating system as such, but only that the interrupt be configured at an earlier
 time.
 In modern operating systems, interrupts are handled by the operating system's kernel.
 Interrupts may come from either the computer's hardware, or from the running
 program. When a hardware device triggers an interrupt, the operating system's kernel
 decides how to deal with this event, generally by running some processing code, or
 ignoring it. The processing of hardware interrupts is a task that is usually delegated to
 software called device drivers, which may be either part of the operating system's
 kernel, part of another program, or both. Device drivers may then relay information
 to a running program by various means.
 A program may also trigger an interrupt to the operating system, which are very
 similar in function. If a program wishes to access hardware for example, it may
 interrupt the operating system's kernel, which causes control to be passed back to the
 kernel. The kernel may then process the request which may contain instructions to be
 passed onto hardware, or to a device driver. When a program wishes to allocate more
 memory, launch or communicate with another program, or signal that it no longer
 needs the CPU, it does so through interrupts.
 Protected mode and supervisor mode
 Modern CPUs support something called dual mode operation. CPUs with this
 capability use two modes: protected mode and supervisor mode, which allow certain
 CPU functions to be controlled and affected only by the operating system kernel.
 Here, protected mode does not refer specifically to the 80286 (Intel's x86 16-bit
 microprocessor) CPU feature, although its protected mode is very similar to it. CPUs
 might have other modes similar to 80286 protected mode as well, such as the virtual
 8086 mode of the 80386 (Intel's x86 32-bit microprocessor or i386).
 However, the term is used here more generally in operating system theory to refer to
 all modes which limit the capabilities of programs running in that mode, providing
 things like virtual memory addressing and limiting access to hardware in a manner
 determined by a program running in supervisor mode. Similar modes have existed in
 supercomputers, minicomputers, and mainframes as they are essential to fully
 supporting UNIX-like multi-user operating systems.
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When a computer first starts up, it is automatically running in supervisor mode. The
 first few programs to run on the computer, being the BIOS, bootloader and the
 operating system have unlimited access to hardware. However when the operating
 system passes control to another program, it can place the CPU into protected mode.
 In protected mode, programs may have access to a more limited set of the CPU's
 instructions. A user program may leave protected mode only by triggering an
 interrupt, causing control to be passed back to the kernel. In this way the operating
 system can maintain exclusive control over things like access to hardware and
 memory.
 The term "protected mode resource" generally refers to one or more CPU registers,
 which contain information that the running program isn't allowed to alter. Attempts to
 alter these resources generally causes a switch to supervisor mode.
 Memory management
 Among other things, a multiprogramming operating system kernel must be
 responsible for managing all system memory which is currently in use by programs.
 This ensures that a program does not interfere with memory already used by another
 program. Since programs time share, each program must have independent access to
 memory.
 Cooperative memory management, used by many early operating systems assumes
 that all programs make voluntary use of the kernel's memory manager, and do not
 exceed their allocated memory. This system of memory management is almost never
 seen anymore, since programs often contain bugs which can cause them to exceed
 their allocated memory. If a program fails it may cause memory used by one or more
 other programs to be affected or overwritten. Malicious programs, or viruses may
 purposefully alter another program's memory or may affect the operation of the
 operating system itself. With cooperative memory management it takes only one
 misbehaved program to crash the system.
 Memory protection enables the kernel to limit a process' access to the computer's
 memory. Various methods of memory protection exist, including memory
 segmentation and paging. All methods require some level of hardware support (such
 as the 80286 MMU) which doesn't exist in all computers.
 In both segmentation and paging, certain protected mode registers specify to the CPU
 what memory address it should allow a running program to access. Attempts to
 access other addresses will trigger an interrupt which will cause the CPU to re-enter
 supervisor mode, placing the kernel in charge. This is called a segmentation violation
 or Seg-V for short, and since it is usually a sign of a misbehaving program, the kernel
 will generally kill the offending program, and report the error.
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 Windows 3.1-Me had some level of memory protection, but programs could easily
 circumvent the need to use it. Under Windows 9x all MS-DOS applications ran in
 supervisor mode, giving them almost unlimited control over the computer. A general
 protection fault would be produced indicating a segmentation violation had occurred,
 however the system would often crash anyway.
 Virtual memory
 The use of virtual memory addressing (such as paging or segmentation) means that
 the kernel can choose which memory each program may use at any given time,
 allowing the operating system to use the same memory locations for multiple tasks.
 If a program tries to access memory that isn't in its current range of accessible
 memory, but nonetheless has been allocated to it, the kernel will be interrupted in the
 same way as it would if the program were to exceed its allocated memory. (See
 section on memory management.) Under UNIX this kind of interrupt is referred to as
 a page fault.
 When the kernel detects a page fault it will generally adjust the virtual memory range
 of the program which triggered it, granting it access to the memory requested. This
 gives the kernel discretionary power over where a particular application's memory is
 stored, or even whether or not it has actually been allocated yet.
 In modern operating systems, application memory which is accessed less frequently
 can be temporarily stored on disk or other media to make that space available for use
 by other programs. This is called swapping, as an area of memory can be use by
 multiple programs, and what that memory area contains can be swapped or
 exchanged on demand.
 Multitasking
 Multitasking refers to the running of multiple independent computer programs on the
 same computer, giving the appearance that it is performing the tasks at the same time.
 Since most computers can do at most one or two things at one time, this is generally
 done via time sharing, which means that each program uses a share of the computer's
 time to execute.
 An operating system kernel contains a piece of software called a scheduler which
 determines how much time each program will spend executing, and in which order
 execution control should be passed to programs. Control is passed to a process by the
 kernel, which allows the program access to the CPU and memory. At a later time
 control is returned to the kernel through some mechanism, so that another program
 may be allowed to use the CPU. This so-called passing of control between the kernel
 and applications is called a context switch.
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An early model which governed the allocation of time to programs was called
 cooperative multitasking. In this model, when control is passed to a program by the
 kernel, it may execute for as long as it wants before explicitly returning control to the
 kernel. This means that a malfunctioning program may prevent any other programs
 from using the CPU.
 The philosophy governing preemptive multitasking is that of ensuring that all
 programs are given regular time on the CPU. This implies that all programs must be
 limited in how much time they are allowed to spend on the CPU without being
 interrupted. To accomplish this, modern operating system kernels make use of a
 timed interrupt. A protected mode timer is set by the kernel which triggers a return to
 supervisor mode after the specified time has elapsed. (See above sections on
 Interrupts and Dual Mode Operation.)
 On many single user operating systems cooperative multitasking is perfectly
 adequate, as home computers generally run a small number of well tested programs.
 Windows NT was the first version of Microsoft Windows which enforced preemptive
 multitasking, but it didn't reach the home user market until Windows XP, (since
 Windows NT was targeted at professionals.)
 Further information: Context switch
 Further information: Preemptive multitasking
 Further information: Cooperative multitasking
 Disk access and file systems
 Access to files stored on disks is a central feature of all operating systems. Computers
 store data on disks using files, which are structured in specific ways in order to allow
 for faster access, higher reliability, and to make better use out of the drive's available
 space. The specific way files are stored on a disk is called a file system, and enables
 files to have names and attributes. It also allows them to be stored in a hierarchy of
 directories or folders arranged in a directory tree.
 Early operating systems generally supported a single type of disk drive and only one
 kind of file system. Early file systems were limited in their capacity, speed, and in the
 kinds of file names and directory structures they could use. These limitations often
 reflected limitations in the operating systems they were designed for, making it very
 difficult for an operating system to support more than one file system.
 While many simpler operating systems support a limited range of options for
 accessing storage systems, more modern operating systems like UNIX and Linux
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 support a technology known as a virtual file system or VFS. A modern operating
 system like UNIX supports a wide array of storage devices, regardless of their design
 or file systems to be accessed through a common application programming interface
 (API). This makes it unnecessary for programs to have any knowledge about the
 device they are accessing. A VFS allows the operating system to provide programs
 with access to an unlimited number of devices with an infinite variety of file systems
 installed on them through the use of specific device drivers and file system drivers.
 A connected storage device such as a hard drive will be accessed through a device
 driver. The device driver understands the specific language of the drive and is able to
 translate that language into a standard language used by the operating system to
 access all disk drives. On UNIX this is the language of block devices.
 When the kernel has an appropriate device driver in place, it can then access the
 contents of the disk drive in raw format, which may contain one or more file systems.
 A file system driver is used to translate the commands used to access each specific
 file system into a standard set of commands that the operating system can use to talk
 to all file systems. Programs can then deal with these file systems on the basis of
 filenames, and directories/folders, contained within a hierarchical structure. They can
 create, delete, open, and close files, as well as gather various information about them,
 including access permissions, size, free space, and creation and modification dates.
 Various differences between file systems make supporting all file systems difficult.
 Allowed characters in file names, case sensitivity, and the presence of various kinds
 of file attributes makes the implementation of a single interface for every file system
 a daunting task. While UNIX and Linux systems generally have support for a wide
 variety of file systems, proprietary operating systems such a Microsoft Windows tend
 to limit the user to using a single file system for each task. For example the Windows
 operating system can only be installed on FAT or NTFS, and CDs and DVDs can
 only be recorded using UDF or ISO 9660
 Device driver
 A device driver is a specific type of computer software developed to allow interaction
 with hardware devices. Typically this constitutes an interface for communicating with
 the device, through the specific computer bus or communications subsystem that the
 hardware is connected to, providing commands to and/or receiving data from the
 device, and on the other end, the requisite interfaces to the operating system and
 software applications. It is a specialized hardware-dependent computer program
 which is also operating system specific that enables another program, typically an
 operating system or applications software package or computer program running
 under the operating system kernel, to interact transparently with a hardware device,
 and usually provides the requisite interrupt handling necessary for any necessary
 asynchronous time-dependent hardware interfacing needs.
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The key design goal of device drivers is abstraction. Every model of hardware (even
 within the same class of device) is different. Newer models also are released by
 manufacturers that provide more reliable or better performance and these newer
 models are often controlled differently. Computers and their operating systems
 cannot be expected to know how to control every device, both now and in the future.
 To solve this problem, OSes essentially dictate how every type of device should be
 controlled. The function of the device driver is then to translate these OS mandated
 function calls into device specific calls. In theory a new device, which is controlled in
 a new manner, should function correctly if a suitable driver is available. This new
 driver will ensure that the device appears to operate as usual from the operating
 systems' point of view for any person.
 Networking
 Currently most operating systems support a variety of networking protocols,
 hardware, and applications for using them. This means that computers running
 dissimilar operating systems can participate in a common network for sharing
 resources such as computing, files, printers, and scanners using either wired or
 wireless connections. Networks can essentially allow a computer's operating system
 to access the resources of a remote computer to support the same functions as it could
 if those resources were connected directly to the local computer. This includes
 everything from simple communication, to using networked file systems or even
 sharing another computer's graphics or sound hardware. Some network services allow
 the resources of a computer to be accessed transparently, such as SSH which allows
 networked users direct access to a computer's command line interface.
 Client/server networking involves a program on a computer somewhere which
 connects via a network to another computer, called a server. Servers, usually running
 UNIX or Linux, offer (or host) various services to other network computers and
 users. These services are usually provided through ports or numbered access points
 beyond the server's network address. Each port number is usually associated with a
 maximum of one running program, which is responsible for handling requests to that
 port. A daemon, being a user program, can in turn access the local hardware
 resources of that computer by passing requests to the operating system kernel.
 Many operating systems support one or more vendor-specific or open networking
 protocols as well, for example, SNA on IBM systems, DECnet on systems from
 Digital Equipment Corporation, and Microsoft-specific protocols on Windows.
 Specific protocols for specific tasks may also be supported such as NFS for file
 access. Protocols like ESound, or esd can be easily extended over the network to
 provide sound from local applications, on a remote system's sound hardware.
 Computer security
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 A computer being secure depends on a number of technologies working properly. A
 modern operating system provides access to a number of resources, which are
 available to software running on the system, and to external devices like networks via
 the kernel.
 The operating system must be capable of distinguishing between requests which
 should be allowed to be processed, and others which should not be processed. While
 some systems may simply distinguish between "privileged" and "non-privileged",
 systems commonly have a form of requester identity, such as a user name. To
 establish identity there may be a process of authentication. Often a username must be
 quoted, and each username may have a password. Other methods of authentication,
 such as magnetic cards or biometric data, might be used instead. In some cases,
 especially connections from the network, resources may be accessed with no
 authentication at all (such as reading files over a network share).
 In addition to the allow/disallow model of security, a system with a high level of
 security will also offer auditing options. These would allow tracking of requests for
 access to resources (such as, "who has been reading this file?"). Internal security, or
 security from an already running program is only possible if all possibly harmful
 requests must be carried out through interrupts to the operating system kernel. If
 programs can directly access hardware and resources, they cannot be secured.
 External security involves a request from outside the computer, such as a login at a
 connected console or some kind of network connection. External requests are often
 passed through device drivers to the operating system's kernel, where they can be
 passed onto applications, or carried out directly. Security of operating systems has
 long been a concern because of highly sensitive data held on computers, both of a
 commercial and military nature. The United States Government Department of
 Defense (DoD) created the Trusted Computer System Evaluation Criteria (TCSEC)
 which is a standard that sets basic requirements for assessing the effectiveness of
 security. This became of vital importance to operating system makers, because the
 TCSEC was used to evaluate, classify and select computer systems being considered
 for the processing, storage and retrieval of sensitive or classified information.
 Network services include offerings such as file sharing, print services, email, web
 sites, and file transfer protocols (FTP), most of which can have compromised
 security. At the front line of security are hardware devices known as firewalls or
 intrusion detection/prevention systems. At the operating system level, there are a
 number of software firewalls available, as well as intrusion detection/prevention
 systems. Most modern operating systems include a software firewall, which is
 enabled by default. A software firewall can be configured to allow or deny network
 traffic to or from a service or application running on the operating system. Therefore,
 one can install and be running an insecure service, such as Telnet or FTP, and not
 have to be threatened by a security breach because the firewall would deny all traffic
 trying to connect to the service on that port.
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An alternative strategy, and the only sandbox strategy available in systems that do not
 meet the Popek and Goldberg virtualization requirements, is the operating system not
 running user programs as native code, but instead either emulates a processor or
 provides a host for a p-code based system such as Java.
 Internal security is especially relevant for multi-user systems; it allows each user of
 the system to have private files that the other users cannot tamper with or read.
 Internal security is also vital if auditing is to be of any use, since a program can
 potentially bypass the operating system, inclusive of bypassing auditing.
 Example: Microsoft Windows
 Whilst the Windows 9x series offered the option of having profiles for multiple users,
 they have no concept of access privileges, and did not allow concurrent access; and
 so were not true multi-user operating systems. In addition, they implemented only
 partial memory protection. They were accordingly widely criticised for lack of
 security.
 The Windows NT series of operating systems, by contrast, are true multi-user, and
 implement absolute memory protection. However, a lot of the advantages of being a
 true multi-user operating system were nullified by the fact that, prior to Windows
 Vista, the first user account created during the setup process was an administrator
 account, which was also the default for new accounts. Though Windows XP did have
 limited accounts, the majority of home users did not change to an account type with
 fewer rights -- partially due to the number of programs which unnecessarily required
 administrator rights -- and so most home users ran as administrator all the time.
 Windows Vista changes this[3] by introducing a privilege elevation system called
 User Account Control. When logging in as a standard user, a logon session is created
 and a token containing only the most basic privileges is assigned. In this way, the
 new logon session is incapable of making changes that would affect the entire
 system. When logging in as a user in the Administrators group, two separate tokens
 are assigned. The first token contains all privileges typically awarded to an
 administrator, and the second is a restricted token similar to what a standard user
 would receive. User applications, including the Windows Shell, are then started with
 the restricted token, resulting in a reduced privilege environment even under an
 Administrator account. When an application requests higher privileges or "Run as
 administrator" is clicked, UAC will prompt for confirmation and, if consent is given
 (including administrator credentials if the account requesting the elevation is not a
 member of the administrators group), start the process using the unrestricted token.[4]
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 Example: Linux/Unix
 Linux and UNIX both have two tier security, which limits any system-wide changes
 to the root user, a special user account on all UNIX-like systems. While the root user
 has virtually unlimited permission to affect system changes, programs running as a
 regular user are limited in where they can save files, what hardware they can access,
 etc. In many systems, a user's memory usage, their selection of available programs,
 their total disk usage or quota, available range of programs' priority settings, and
 other functions can also be locked down. This provides the user with plenty of
 freedom to do what needs done, without being able to put any part of the system in
 jeopardy (barring accidental triggering of system-level bugs) or make sweeping,
 system-wide changes. The user's settings are stored in an area of the computer's file
 system called the user's home directory, which is also provided as a location where
 the user may store their work, similar to My Documents on a Windows system.
 Should a user have to install software or make system-wide changes, they must
 become the root user temporarily, usually with the su command, which is answered
 with the computer's root password when prompted. Some systems (such as Ubuntu
 and its derivatives) are configured by default to allow select users to run programs as
 the root user via the sudo command, using the user's own password for authentication
 instead of the system's root password. One is sometimes said to "go root" when
 elevating oneself to root access.
 File system support in modern operating systems
 Support for file systems is highly varied among modern operating systems although
 there are several common file systems which almost all operating systems include
 support and drivers for.
 Linux and UNIX
 Many Linux distributions support some or all of ext2, ext3, ReiserFS, Reiser4, JFS ,
 XFS , GFS, GFS2, OCFS, OCFS2, and NILFS. The ext file systems, namely ext2 and
 ext3 are based on the original Linux file system. Others have been developed by
 companies to meet their specific needs, hobbyists, or adapted from UNIX, Microsoft
 Windows, and other operating systems. Linux has full support for XFS and JFS,
 along with FAT (the MS-DOS file system), and HFS which is the primary file system
 for the Macintosh.
 In recent years support for Microsoft Windows NT's NTFS file system has appeared
 in Linux, and is now comparable to the support available for other native UNIX file
 systems. ISO 9660 and UDF are supported which are standard file systems used on
 CDs, DVDs, and BluRay discs. It is possible to install Linux on the majority of these
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file systems. Unlike other operating systems, Linux and UNIX allow any file system
 to be used regardless of the media it is stored on, whether it is a hard drive, CD or
 DVD, or even a contained within a file located on an another file system.
 Microsoft Windows
 Microsoft Windows presently supports NTFS and FAT file systems, along with
 network file systems shared from other computers, and the ISO 9660 and UDF
 filesystems used for CDs, DVDs, and other optical discs such as BluRay. Under
 Windows each file system is usually limited in application to certain media, for
 example CDs must use ISO 9660 or UDF, and as of Windows Vista, NTFS is the
 only file system which the operating system can be installed on. The NTFS file
 system is the most efficient and reliable of the Windows file systems, comparing
 closely in performance to Linux's XFS. Details of its design are not known. Windows
 Embedded CE 6.0 introduced ExFAT, a file system more suitable for flash drives.
 Mac OS X
 Mac OS X supports HFS+ with journaling as its primary file system. It is derived
 from the Hierarchical File System of the earlier Mac OS. Mac OS X has facilities to
 read and write FAT, NTFS, UDF, and other file systems, but cannot be installed to
 them. Due to its UNIX heritage Mac OS X now supports virtually all the file systems
 supported by the UNIX VFS. Recently Apple Inc. started work on porting Sun
 Microsystem's ZFS filesystem to Mac OS X and preliminary support is already
 available in Mac OS X 10.5.
 Special purpose file systems
 FAT file systems are commonly found on floppy discs, flash memory cards, digital
 cameras, and many other portable devices because of their relative simplicity.
 Performance of FAT compares poorly to most other file systems as it uses overly
 simplistic data structures, making file operations time-consuming, and makes poor
 use of disk space in situations where many small files are present. ISO 9660 and
 Universal Disk Format are two common formats that target Compact Discs and
 DVDs. Mount Rainier is a newer extension to UDF supported by Linux 2.6 kernels
 and Windows Vista that facilitates rewriting to DVDs in the same fashion as has been
 possible with floppy disks.

Page 81
                        

AUTHOR –N.SOMASUNDARAM, AERONAUTICAL DEPARTMENT
 MOHAMMED SATHAK ENGINEERING COLLEGE,
 KILAKARAI Page 81
 Journalized file systems
 File systems may provide journaling, which provides safe recovery in the event of a
 system crash. A journaled file system writes some information twice: first to the
 journal, which is a log of file system operations, then to its proper place in the
 ordinary file system. Journaling is handled by the file system driver, and keeps track
 of each operation taking place that changes the contents of the disk. In the event of a
 crash, the system can recover to a consistent state by replaying a portion of the
 journal. Many UNIX file systems provide journaling including ReiserFS, JFS, and
 Ext3.
 In contrast, non-journaled file systems typically need to be examined in their entirety
 by a utility such as fsck or chkdsk for any inconsistencies after an unclean shutdown.
 Soft updates is an alternative to journaling that avoids the redundant writes by
 carefully ordering the update operations. Log-structured file systems and ZFS also
 differ from traditional journaled file systems in that they avoid inconsistencies by
 always writing new copies of the data, eschewing in-place updates.
 Graphical user interfaces
 Most modern computer systems support graphical user interfaces (GUI), and often
 include them. In some computer systems, such as the original implementations of
 Microsoft Windows and the Mac OS, the GUI is integrated into the kernel.
 While technically a graphical user interface is not an operating system service,
 incorporating support for one into the operating system kernel can allow the GUI to
 be more responsive by reducing the number of context switches required for the GUI
 to perform its output functions. Other operating systems are modular, separating the
 graphics subsystem from the kernel and the Operating System. In the 1980s UNIX,
 VMS and many others had operating systems that were built this way. Linux and Mac
 OS X are also built this way. Modern releases of Microsoft Windows such as
 Windows Vista implement a graphics subsystem that is mostly in user-space,
 however versions between Windows NT 4.0 and Windows Server 2003's graphics
 drawing routines exist mostly in kernel space. Windows 9x had very little distinction
 between the interface and the kernel.
 Many computer operating systems allow the user to install or create any user
 interface they desire. The X Window System in conjunction with GNOME or KDE is
 a commonly-found setup on most Unix and Unix-like (BSD, Linux, Minix) systems.
 A number of Windows shell replacements have been released for Microsoft
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Windows, which offer alternatives to the included Windows shell, but the shell itself
 cannot be separated from Windows.
 Numerous Unix-based GUIs have existed over time, most derived from X11.
 Competition among the various vendors of Unix (HP, IBM, Sun) led to much
 fragmentation, though an effort to standardize in the 1990s to COSE and CDE failed
 for the most part due to various reasons, eventually eclipsed by the widespread
 adoption of GNOME and KDE. Prior to open source-based toolkits and desktop
 environments, Motif was the prevalent toolkit/desktop combination (and was the
 basis upon which CDE was developed).
 Graphical user interfaces evolve over time. For example, Windows has modified its
 user interface almost every time a new major version of Windows is released, and the
 Mac OS GUI changed dramatically with the introduction of Mac OS X in 2001.
 History
 The first computers did not have operating systems. By the early 1960s, commercial
 computer vendors were supplying quite extensive tools for streamlining the
 development, scheduling, and execution of jobs on batch processing systems.
 Examples were produced by UNIVAC and Control Data Corporation, amongst
 others.
 The operating systems originally deployed on mainframes, and, much later, the
 original microcomputer operating systems, only supported one program at a time,
 requiring only a very basic scheduler. Each program was in complete control of the
 machine while it was running. Multitasking (timesharing) first came to mainframes in
 the 1960s.
 In 1969-70, UNIX first appeared on the PDP-7 and later the PDP-11. It soon became
 capable of providing cross-platform time sharing using preemptive multitasking,
 advanced memory management, memory protection, and a host of other advanced
 features. UNIX soon gained popularity as an operating system for mainframes and
 minicomputers alike.
 MS-DOS provided many operating system like features, such as disk access.
 However many DOS programs bypassed it entirely and ran directly on hardware.
 IBM's version, PC-DOS, ran on IBM microcomputers, including the IBM PC and the
 IBM PC XT, and MS-DOS came into widespread use on clones of these machines.
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 IBM PC compatibles could also run Microsoft Xenix, a UNIX-like operating system
 from the early 1980s. Xenix was heavily marketed by Microsoft as a multi-user
 alternative to its single user MS-DOS operating system. The CPUs of these personal
 computer, could not facilitate kernel memory protection or provide dual mode
 operation, so Microsoft Xenix relied on cooperative multitasking and had no
 protected memory.
 The 80286-based IBM PC AT was the first computer technically capable of using
 dual mode operation, and providing memory protection.
 Classic Mac OS, and Microsoft Windows 1.0-3.11 supported only cooperative
 multitasking (Windows 95, 98, & ME supported preemptive multitasking only when
 running 32 bit applications, but ran legacy 16 bit applications using cooperative
 multitasking), and were very limited in their abilities to take advantage of protected
 memory. Application programs running on these operating systems must yield CPU
 time to the scheduler when they are not using it, either by default, or by calling a
 function.
 Windows NT's underlying operating system kernel which was a designed by
 essentially the same team as Digital Equipment Corporation's VMS, a UNIX-like
 operating system which provided protected mode operation for all user programs,
 kernel memory protection, preemptive multi-tasking, virtual file system support, and
 a host of other features.
 Classic AmigaOS and Windows 1.0-Me did not properly track resources allocated by
 processes at runtime. If a process had to be terminated, the resources might not be
 freed up for new programs until the machine was restarted.
 Mainframes
 Through the 1960s, many major features were pioneered in the field of operating
 systems. The development of the IBM System/360 produced a family of mainframe
 computers available in widely differing capacities and price points, for which a single
 operating system OS/360 was planned (rather than developing ad-hoc programs for
 every individual model). This concept of a single OS spanning an entire product line
 was crucial for the success of System/360 and, in fact, IBM]`s current mainframe
 operating systems are distant descendants of this original system; applications written
 for the OS/360 can still be run on modern machines. In the mid-70's, the MVS, the
 descendant of OS/360 offered the first[citation needed] implementation of using
 RAM as a transparent cache for disk resident data.
 OS/360 also pioneered a number of concepts that, in some cases, are still not seen
 outside of the mainframe arena. For instance, in OS/360, when a program is started,
 the operating system keeps track of all of the system resources that are used including
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storage, locks, data files, and so on. When the process is terminated for any reason,
 all of these resources are re-claimed by the operating system. An alternative CP-67
 system started a whole line of operating systems focused on the concept of virtual
 machines.
 Control Data Corporation developed the SCOPE operating system in the 1960s, for
 batch processing. In cooperation with the University of Minnesota, the KRONOS and
 later the NOS operating systems were developed during the 1970s, which supported
 simultaneous batch and timesharing use. Like many commercial timesharing systems,
 its interface was an extension of the Dartmouth BASIC operating systems, one of the
 pioneering efforts in timesharing and programming languages. In the late 1970s,
 Control Data and the University of Illinois developed the PLATO operating system,
 which used plasma panel displays and long-distance time sharing networks. Plato was
 remarkably innovative for its time, featuring real-time chat, and multi-user graphical
 games.
 Burroughs Corporation introduced the B5000 in 1961 with the MCP, (Master Control
 Program) operating system. The B5000 was a stack machine designed to exclusively
 support high-level languages with no machine language or assembler, and indeed the
 MCP was the first OS to be written exclusively in a high-level language – ESPOL, a
 dialect of ALGOL. MCP also introduced many other ground-breaking innovations,
 such as being the first commercial implementation of virtual memory. MCP is still in
 use today in the Unisys ClearPath/MCP line of computers.
 UNIVAC, the first commercial computer manufacturer, produced a series of EXEC
 operating systems. Like all early main-frame systems, this was a batch-oriented
 system that managed magnetic drums, disks, card readers and line printers. In the
 1970s, UNIVAC produced the Real-Time Basic (RTB) system to support large-scale
 time sharing, also patterned after the Dartmouth BASIC system.
 General Electric and MIT developed General Electric Comprehensive Operating
 Supervisor (GECOS), which introduced the concept of ringed security privilege
 levels. After acquisition by Honeywell it was renamed to General Comprehensive
 Operating System (GCOS).
 Digital Equipment Corporation developed many operating systems for its various
 computer lines, including TOPS-10 and TOPS-20 time sharing systems for the 36-bit
 PDP-10 class systems. Prior to the widespread use of UNIX, TOPS-10 was a
 particularly popular system in universities, and in the early ARPANET community.
 In the late 1960s through the late 1970s, several hardware capabilities evolved that
 allowed similar or ported software to run on more than one system. Early systems had
 utilized microprogramming to implement features on their systems in order to permit
 different underlying architecture to appear to be the same as others in a series. In fact
 most 360's after the 360/40 (except the 360/165 and 360/168) were
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 microprogrammed implementations. But soon other means of achieving application
 compatibility were proven to be more significant.
 The enormous investment in software for these systems made since 1960s caused
 most of the original computer manufacturers to continue to develop compatible
 operating systems along with the hardware. The notable supported mainframe
 operating systems include:
 * Burroughs MCP -- B5000,1961 to Unisys Clearpath/MCP, present.
 * IBM OS/360 -- IBM System/360, 1966 to IBM z/OS, present.
 * IBM CP-67 -- IBM System/360, 1967 to IBM z/VM, present.
 * UNIVAC EXEC 8 -- UNIVAC 1108, 1964, to Unisys Clearpath IX, present.
 Microcomputers
 The first microcomputers did not have the capacity or need for the elaborate
 operating systems that had been developed for mainframes and minis; minimalistic
 operating systems were developed, often loaded from ROM and known as Monitors.
 One notable early disk-based operating system was CP/M, which was supported on
 many early microcomputers and was closely imitated in MS-DOS, which became
 wildly popular as the operating system chosen for the IBM PC (IBM's version of it
 was called IBM-DOS or PC-DOS), its successors making Microsoft one of the
 world's most profitable companies. In the 80's Apple Computer Inc. (now Apple Inc.)
 abandoned its popular Apple II series of microcomputers to introduce the Apple
 Macintosh computer with the an innovative Graphical User Interface (GUI) to the
 Mac OS.
 The introduction of the Intel 80386 CPU chip with 32-bit architecture and paging
 capabilities, provided personal computers with the ability to run multitasking
 operating systems like those of earlier minicomputers and mainframes. Microsoft's
 responded to this progress by hiring Dave Cutler, who had developed the VMS
 operating system for Digital Equipment Corporation. He would lead the development
 of the Windows NT operating system, which continues to serve as the basis for
 Microsoft's operating systems line. Steve Jobs, a co-founder of Apple Inc., started
 NeXT Computer Inc., which developed the Unix-like NEXTSTEP operating system.
 NEXTSTEP would later be acquired by Apple Inc. and used, along with code from
 FreeBSD as the core of Mac OS X.
 Minix, an academic teaching tool which could be run on early PCs, would inspire
 another reimplementation of Unix, called Linux. Started by computer student Linus
 Torvalds with cooperation from volunteers over the internet, developed a kernel
 which was combined with the tools from the GNU Project. The Berkeley Software
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Distribution, known as BSD, is the UNIX derivative distributed by the University of
 California, Berkeley, starting in the 1970s. Freely distributed and ported to many
 minicomputers, it eventually also gained a following for use on PCs, mainly as
 FreeBSD, NetBSD and OpenBSD.
 Microsoft Windows
 The Microsoft Windows family of operating systems originated as an add-on to the
 older MS-DOS operating system for the IBM PC. Modern versions are based on the
 newer Windows NT kernel that was originally intended for OS/2. Windows runs on
 x86, x86-64 and Itanium processors. Earlier versions also ran on the DEC Alpha,
 MIPS, Fairchild (later Intergraph) Clipper and PowerPC architectures (some work
 was done to port it to the SPARC architecture).
 As of June 2008, Microsoft Windows holds a large amount of the worldwide desktop
 market share. Windows is also used on servers, supporting applications such as web
 servers and database servers. In recent years, Microsoft has spent significant
 marketing and research & development money to demonstrate that Windows is
 capable of running any enterprise application, which has resulted in consistent
 price/performance records (see the TPC) and significant acceptance in the enterprise
 market.
 The most widely used version of the Microsoft Windows family is Windows XP,
 released on October 25, 2001.
 In November 2006, after more than five years of development work, Microsoft
 released Windows Vista, a major new operating system version of Microsoft
 Windows family which contains a large number of new features and architectural
 changes. Chief amongst these are a new user interface and visual style called
 Windows Aero, a number of new security features such as User Account Control, and
 few new multimedia applications such as Windows DVD Maker.
 Microsoft has announced a new version codenamed Windows 7 will be released in
 late 2009 - mid 2010
 Plan 9
 Ken Thompson, Dennis Ritchie and Douglas McIlroy at Bell Labs designed and
 developed the C programming language to build the operating system Unix.
 Programmers at Bell Labs went on to develop Plan 9 and Inferno, which were
 engineered for modern distributed environments. Plan 9 was designed from the start
 to be a networked operating system, and had graphics built-in, unlike Unix, which
 added these features to the design later. Plan 9 has yet to become as popular as Unix
 derivatives, but it has an expanding community of developers. It is currently released
 under the Lucent Public License. Inferno was sold to Vita Nuova Holdings and has
 been released under a GPL/MIT license.
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 Unix and Unix-like operating systems
 Ubuntu, a popular Linux distribution, one of many available
 Ubuntu, a popular Linux distribution, one of many available
 Ken Thompson wrote B, mainly based on BCPL, which he used to write Unix, based
 on his experience in the MULTICS project. B was replaced by C, and Unix
 developed into a large, complex family of inter-related operating systems which have
 been influential in every modern operating system (see History).
 The Unix-like family is a diverse group of operating systems, with several major sub-
 categories including System V, BSD, and Linux. The name "UNIX" is a trademark of
 The Open Group which licenses it for use with any operating system that has been
 shown to conform to their definitions. "Unix-like" is commonly used to refer to the
 large set of operating systems which resemble the original Unix.
 Unix-like systems run on a wide variety of machine architectures. They are used
 heavily for servers in business, as well as workstations in academic and engineering
 environments. Free software Unix variants, such as GNU, Linux and BSD, are
 popular in these areas. The market share for Linux is divided between many different
 distributions. Enterprise class distributions by Red Hat or Novell are used by
 corporations, but some home users may use those products. Historically home users
 typically installed a distribution themselves, but in 2007 Dell began to offer the
 Ubuntu Linux distribution on home PCs and now Walmart offers a low end computer
 with GOS v2. [5] [6] Linux on the desktop is also popular in the developer and
 hobbyist operating system development communities. (see below)
 Market share statistics for freely available operating systems are usually inaccurate
 since most free operating systems are not purchased, making usage under-
 represented. On the other hand, market share statistics based on total downloads of
 free operating systems are often inflated, as there is no economic disincentive to
 acquire multiple operating systems so users can download multiple systems, test
 them, and decide which they like best.
 Some Unix variants like HP's HP-UX and IBM's AIX are designed to run only on
 that vendor's hardware. Others, such as Solaris, can run on multiple types of
 hardware, including x86 servers and PCs. Apple's Mac OS X, a hybrid kernel-based
 BSD variant derived from NeXTSTEP, Mach, and FreeBSD, has replaced Apple's
 earlier (non-Unix) Mac OS.
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Unix interoperability was sought by establishing the POSIX standard. The POSIX
 standard can be applied to any operating system, although it was originally created
 for various Unix variants.
 Mac OS X
 Mac OS X is a line of proprietary, graphical operating systems developed, marketed,
 and sold by Apple Inc., the latest of which is pre-loaded on all currently shipping
 Macintosh computers. Mac OS X is the successor to the original Mac OS, which had
 been Apple's primary operating system since 1984. Unlike its predecessor, Mac OS X
 is a UNIX operating system built on technology that had been developed at NeXT
 through the second half of the 1980s and up until Apple purchased the company in
 early 1997.
 The operating system was first released in 1999 as Mac OS X Server 1.0, with a
 desktop-oriented version (Mac OS X v10.0) following in March 2001. Since then,
 five more distinct "end-user" and "server" editions of Mac OS X have been released,
 the most recent being Mac OS X v10.5, which was first made available in October
 2007. Releases of Mac OS X are named after big cats; Mac OS X v10.5 is usually
 referred to by Apple and users as "Leopard".
 The server edition, Mac OS X Server, is architecturally identical to its desktop
 counterpart but usually runs on Apple's line of Macintosh server hardware. Mac OS
 X Server includes workgroup management and administration software tools that
 provide simplified access to key network services, including a mail transfer agent, a
 Samba server, an LDAP server, a domain name server, and others.
 Real-time operating systems
 A real-time operating system (RTOS) is a multitasking operating system intended
 for applications with fixed deadlines (real-time computing). Such applications
 include some small embedded systems, automobile engine controllers, industrial
 robots, spacecraft, industrial control, and some large-scale computing systems.
 An early example of a large-scale real-time operating system was Transaction
 Processing Facility developed by American Airlines and IBM for the Sabre Airline
 Reservations System.
 Embedded systems
 Embedded systems use a variety of dedicated operating systems. In some cases, the
 "operating system" software is directly linked to the application to produce a
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 monolithic special-purpose program. In the simplest embedded systems, there is no
 distinction between the OS and the application.
 Embedded systems that have fixed deadlines use a real-time operating system such as
 VxWorks, eCos, QNX, and RTLinux.
 Some embedded systems use operating systems such as Palm OS, Windows CE,
 BSD, and Linux, although such operating systems do not support real-time
 computing.
 Windows CE shares similar APIs to desktop Windows but shares none of desktop
 Windows' codebase.
 Hobby development
 Operating system development, or OSDev for short, as a hobby has a large cult-like
 following. As such, operating systems, such as Linux, have derived from hobby
 operating system projects. The design and implementation of an operating system
 requires skill and determination, and the term can cover anything from a basic "Hello
 World" boot loader to a fully featured kernel. One classical example of this is the
 Minix Operating System—an OS that was designed by A.S. Tanenbaum as a teaching
 tool but was heavily used by hobbyists before Linux eclipsed it in popularity.desktop
 systems, and can prevent operating systems from performing time-sensitive
 operations such as audio recording and some communications.
 Modern operating systems extend the concepts of application preemption to device
 drivers and kernel code, so that the operating system has preemptive control over
 internal run-times as well. Under Windows Vista, the introduction of the Windows
 Display Driver Model (WDDM) accomplishes this for display drivers, and in Linux,
 the preemptable kernel model introduced in version 2.6 allows all device drivers and
 some other parts of kernel code to take advantage of preemptive multi-tasking.
 Under Windows and prior to Windows Vista and Linux prior to version 2.6 all driver
 execution was co-operative, meaning that if a driver entered an infinite loop it would
 freeze the system.
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A PROGRAMMING LANGUAGE
 A programming language is an artificial language that can be used to write
 programs which control the behaviour of a machine, particularly a computer.
 Programming languages are defined by syntactic and semantic rules which describe
 their structure and meaning respectively. Many programming languages have some
 form of written specification of their syntax and semantics; some are defined by an
 official implementation (eg, an ISO Standard), while others have a dominant
 implementation (eg, Perl).
 Programming languages are also used to facilitate communication about the task of
 organizing and manipulating information, and to express algorithms precisely. Some
 authors restrict the term "programming language" to those languages that can express
 all possible algorithms; sometimes the term "computer language" is used for more
 limited artificial languages.
 Thousands of different programming languages have been created so far, and new
 languages are created every year.
 Definitions
 Traits often considered important for constituting a programming language:
 Function: A programming language is a language used to write computer
 programs, which involve a computer performing some kind of computation] or
 algorithm and possibly control external devices such as printers, robots, and so
 on.
 5. Target: Programming languages differ from natural languages in that natural
 languages are only used for interaction between people, while programming
 languages also allow humans to communicate instructions to machines. Some
 programming languages are used by one device to control another. For example
 PostScript programs are frequently created by another program to control a
 computer printer or display.
 Constructs: Programming languages may contain constructs for defining and
 manipulating data structures or controlling the flow of execution.
 Expressive power: The theory of computation classifies languages by the
 computations they are capable of expressing. All Turing complete languages
 can implement the same set of algorithms. ANSI/ISO SQL and Charity are
 examples of languages that are not Turing complete yet often called
 programming languages.
 Non-computational languages, such as markup languages like HTML or formal
 grammars like BNF, are usually not considered programming languages. A
 programming language (which may or may not be Turing complete) may be
 embedded in these non-computational (host) languages.
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 Practice
 A language's designers and users must construct a number of artifacts that govern and
 enable the practice of programming. The most important of these artifacts are the
 language specification and implementation.
 Specification
 The specification of a programming language is intended to provide a definition that
 the language users and the implementors can use to determine whether the behaviour
 of a program is correct, given its source code.
 A programming language specification can take several forms, including the
 following:
 An explicit definition of the syntax, static semantics, and execution semantics
 of the language. While syntax is commonly specified using a formal grammar,
 semantic definitions may be written in natural language (e.g., the C language),
 or a formal semantics (e.g., the Standard ML and Scheme specifications).
 A description of the behavior of a translator for the language (e.g., the C++ and
 Fortran specifications). The syntax and semantics of the language have to be
 inferred from this description, which may be written in natural or a formal
 language.
 A reference or model implementation, sometimes written in the language being
 specified (e.g., Prolog or ANSI REXX). The syntax and semantics of the
 language are explicit in the behavior of the reference implementation.
 (b) Implementation
 An implementation of a programming language provides a way to execute that
 program on one or more configurations of hardware and software. There are, broadly,
 two approaches to programming language implementation: compilation and
 interpretation. It is generally possible to implement a language using either technique.
 The output of a compiler may be executed by hardware or a program called an
 interpreter. In some implementations that make use of the interpreter approach there
 is no distinct boundary between compiling and interpreting. For instance, some
 implementations of the BASIC programming language compile and then execute the
 source a line at a time.
 Programs that are executed directly on the hardware usually run several orders of
 magnitude faster than those that are interpreted in software.
 One technique for improving the performance of interpreted programs is just-in-time
 compilation. Here the virtual machine, just before execution, translates the blocks of
 byte code which are going to be used to machine code, for direct execution on the
 hardware.
 http://en.wikipedia.org/wiki/Programmer
 http://en.wikipedia.org/wiki/Programming_language_implementation
 http://en.wikipedia.org/wiki/Computer_program
 http://en.wikipedia.org/wiki/Source_code
 http://en.wikipedia.org/wiki/Natural_language
 http://en.wikipedia.org/wiki/C_(programming_language)
 http://en.wikipedia.org/wiki/Formal_semantics_of_programming_languages
 http://en.wikipedia.org/wiki/Standard_ML
 http://en.wikipedia.org/wiki/Scheme_(programming_language)
 http://en.wikipedia.org/wiki/Compiler
 http://en.wikipedia.org/wiki/C%2B%2B
 http://en.wikipedia.org/wiki/Fortran
 http://en.wikipedia.org/wiki/Prolog
 http://en.wikipedia.org/wiki/Rexx
 http://en.wikipedia.org/wiki/Compiler
 http://en.wikipedia.org/wiki/Interpreter_(computing)
 http://en.wikipedia.org/wiki/Compiler
 http://en.wikipedia.org/wiki/BASIC_programming_language
 http://en.wikipedia.org/wiki/Just-in-time_compilation
 http://en.wikipedia.org/wiki/Just-in-time_compilation
 http://en.wikipedia.org/wiki/Virtual_machine
 http://en.wikipedia.org/wiki/Bytecode

Page 92
                        

MICROPROCESSOR
 Intel's First Microprocessor—the Intel® 4004
 In 2006, Intel marked the 35th anniversary of one of the
 most significant products in technology history.
 The Intel® 4004 microprocessor, introduced in
 November 1971, started an electronics revolution that
 changed our world.
 There were no customer-programmable microprocessors
 on the market before the 4004. It was the first and it was the enabling
 technology that propelled software into the limelight as a key player in the
 world of digital electronics design.
 Intel 4004 microprocessor fun facts ›
 Intel 4004 microprocessor related materials ›
 Intellectual property release for non-commercial use license ›
 Request an intellectual property commercial use license ›
 Intel® 4004
 microprocessor
 Revolutionizing the world of electronics
 In 1969 Nippon Calculating Machine Corporation
 requested Intel design 12 custom chips for its new Busicom* 141-PF
 printing calculator. Instead of creating a dozen custom chips specifically for
 the calculator,
 Intel's engineers proposed a new design: a family of just
 four chips, including one that could be programmed for use in a variety of
 products.
 MCS-4 Engineers Marcian E. "Ted" Hoff, Federico Faggin, and Stan Mazor came
 up with a design that involved a set of four chips called the MCS-4.
 They included a central processing unit (CPU) chip—the 4004, a
 supporting read-only memory (ROM) chip for the custom applications
 programs, a random access memory (RAM) chip for processing data, and a
 shift register chip for input/output (I/O) port. Intel delivered the four chips,
 and Busicom eventually sold some 100,000 calculators.
 Intel introduces the Intel 4004 microprocessor
 Intel offered Busicom a lower price for the chips in return for securing the
 rights to the microprocessor design and the rights to market it for non-
 http://www.intel.com/museum/archives/4004facts.htm
 http://www.intel.com/museum/archives/history_docs/index.htm#4004
 http://www.intel.com/museum/archives/4004ip.htm
 http://www.intel.com/museum/archives/request.htm
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 calculator applications. Busicom, in financial trouble, agreed.
 The Intel ad in the November 15, 1971 issue of Electronic News introduced
 the Intel 4004 microprocessor and declared "Announcing a new era of
 integrated electronics." That programmable chip, the Intel 4004, became
 the first general-purpose microprocessor on the market—a "building block"
 that engineers could purchase and then customize with software to perform
 different functions in a wide variety of electronic devices.
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INTEL 8085 MICROPROCESSOR
 ARCHITECTURE
 Memory
 Program, data and stack memories occupy the same memory space. The
 total addressable memory size is 64 KB.
 Program memory - program can be located anywhere in memory. Jump,
 branch and call instructions use 16-bit addresses, i.e. they can be used to
 jump/branch anywhere within 64 KB. All jump/branch instructions use
 absolute addressing.
 Data memory - the processor always uses 16-bit addresses so that data can
 be placed anywhere.
 Stack memory is limited only by the size of memory. Stack grows
 downward.
 First 64 bytes in a zero memory page should be reserved for vectors used
 by RST instructions.
 Interrupts
 The processor has 5 interrupts. They are presented below in the order of
 their priority (from lowest to highest):
 INTR is maskable 8080A compatible interrupt. When the interrupt occurs
 the processor fetches from the bus one instruction, usually one of these
 instructions:
 One of the 8 RST instructions (RST0 - RST7). The processor saves
 current program counter into stack and branches to memory location
 N * 8 (where N is a 3-bit number from 0 to 7 supplied with the RST
 instruction).
 CALL instruction (3 byte instruction). The processor calls the
 subroutine, address of which is specified in the second and third
 bytes of the instruction.
 RST5.5 is a maskable interrupt. When this interrupt is received the
 processor saves the contents of the PC register into stack and branches to
 2Ch (hexadecimal) address.
 RST6.5 is a maskable interrupt. When this interrupt is received the
 processor saves the contents of the PC register into stack and branches to
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 34h (hexadecimal) address.
 RST7.5 is a maskable interrupt. When this interrupt is received the
 processor saves the contents of the PC register into stack and branches to
 3Ch (hexadecimal) address.
 Trap is a non-maskable interrupt. When this interrupt is received the
 processor saves the contents of the PC register into stack and branches to
 24h (hexadecimal) address.
 All maskable interrupts can be enabled or disabled using EI and DI
 instructions. RST 5.5, RST6.5 and RST7.5 interrupts can be enabled or
 disabled individually using SIM instruction.
 I/O ports
 256 Input ports
 256 Output ports
 Registers
 Accumulator or A register is an 8-bit register used for arithmetic, logic,
 I/O and load/store operations.
 Flag is an 8-bit register containing 5 1-bit flags:
 Sign - set if the most significant bit of the result is set.
 Zero - set if the result is zero.
 Auxiliary carry - set if there was a carry out from bit 3 to bit 4 of the
 result.
 Parity - set if the parity (the number of set bits in the result) is even.
 Carry - set if there was a carry during addition, or borrow during
 subtraction/comparison.
 General registers:
 8-bit B and 8-bit C registers can be used as one 16-bit BC register
 pair. When used as a pair the C register contains low-order byte.
 Some instructions may use BC register as a data pointer.
 8-bit D and 8-bit E registers can be used as one 16-bit DE register
 pair. When used as a pair the E register contains low-order byte.
 Some instructions may use DE register as a data pointer.
 8-bit H and 8-bit L registers can be used as one 16-bit HL register
 pair. When used as a pair the L register contains low-order byte. HL
 register usually contains a data pointer used to reference memory
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addresses.
 Stack pointer is a 16 bit register. This register is always
 incremented/decremented by 2.
 Program counter is a 16-bit register.
 Instruction Set
 8085 instruction set consists of the following instructions:
 Data moving instructions.
 Arithmetic - add, subtract, increment and decrement.
 Logic - AND, OR, XOR and rotate.
 Control transfer - conditional, unconditional, call subroutine, return
 from subroutine and restarts.
 Input/Output instructions.
 Other - setting/clearing flag bits, enabling/disabling interrupts, stack
 operations, etc.
 Addressing modes
 Register - references the data in a register or in a register pair.
 Register indirect - instruction specifies register pair containing address,
 where the data is located.
 Direct.
 Immediate - 8 or 16-bit data.
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 THE INTEL 8085
 The Intel 8085 is an 8-bit microprocessor introduced by Intel in 1977. It
 was binary-compatible with the more-famous Intel 8080 but required less
 supporting hardware, thus allowing simpler and less expensive
 microcomputer systems to be built.
 The "5" in the model number came from the fact that the 8085 required
 only a +5-volt (V) power supply rather than the +5V, -5V and +12V
 supplies the 8080 needed. Both processors were sometimes used in
 computers running the CP/M operating system, and the 8085 later saw use
 as a microcontroller (much by virtue of its component count reducing
 feature). Both designs were eclipsed for desktop computers by the
 compatible but more capable Zilog Z80, which took over most of the CP/M
 computer market as well as taking a large share of the booming home
 computer market in the early-to-mid-1980s. The 8085 had a very long life
 as a controller. Once designed into such products as the DECtape controller
 and the VT100 video terminal in the late 1970s, it continued to serve for
 new production throughout the life span of those products (generally many
 times longer than the new manufacture lifespan of desktop computers).
 Section 1.02 CPU architecture
 The 8085 Architecture follows the von Neumann architecture, with a 16-bit
 address bus, and a 8-bit data bus. The 8085 incorporated all the features of
 the 8224 (clock generator) and the 8228 (system controller) increasing the
 level of system integration. The 8085 along with and 8156 RAM and
 8355/8755 ROM/PROM constituted a complete system. The 8085 used a
 multiplexed Data Bus and required the 825X-5 support chips. The address
 was split between the 8-bit address bus and 8-bit data bus. The on-chip
 address latch of 8155/8355/8755 memory chips allowed a direct interface
 with the 8085. The processor was designed using NMOS circuitry and the
 later "H" versions were implemented in Intels enhanced NMOS process
 called HMOS, originally developed for fast static RAM products. The 8085
 used 6,500 transistors
 http://en.wikipedia.org/wiki/8-bit
 http://en.wikipedia.org/wiki/Microprocessor
 http://en.wikipedia.org/wiki/Intel
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 http://en.wikipedia.org/wiki/Transistor
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Type Microprocessor
 Introduction date 03/01/1976
 Manufacturing process N-channel depletion load MOS technology
 Data bus width 8 bit
 Package 40-pin side-brazed ceramic DIP
 Speed (MHz) 3
 On-chip peripherals Clock generator, System controller, Serial
 in/serial out port
 Physical memory (KB) 64
 V core (V) 5 ± 5%
 Min/Max operating
 temperature (°C) 0 - 70
 Max power dissipation (W) 0.89
 (a) Registers:
 The 8085 can access 216
 (= 65,536) individual 8-bit memory locations, or in
 other words, its address space is 64 KB. Unlike some other microprocessors
 of its era, it has a separate address space for up to 28 (=256) I/O ports. It
 also has a built in register array which are usually labeled A (Accumulator),
 B, C, D, E, H, and L. Further special-purpose registers are the 16-bit
 Program Counter (PC), Stack Pointer (SP), and 8-bit flag register F. The
 microprocessor has three maskable interrupts (RST 7.5, RST 6.5 and RST
 5.5), one Non-Maskable interrupt (TRAP), and one externally serviced
 interrupt (INTR). The RST n.5 interrupts refer to actual pins on the
 processor-a feature which permitted simple systems to avoid the cost of a
 separate interrupt controller chip.
 (b) Buses
 http://en.wikipedia.org/wiki/Kilobyte
 http://en.wikipedia.org/wiki/Non-Maskable_interrupt
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 Address bus - 16 line bus accessing 216
 memory locations (64 KB) of
 memory.
 Data bus - 8 line bus accessing one (8-bit) byte of data in one
 operation. Data bus width is the traditional measure of processor bit
 designations, as opposed to address bus width, resulting in the 8-bit
 microprocessor designation.
 Control buses - Carries the essential signals for various operations.
 Development system
 Intel produced a series of development systems for the 8080 and 8085,
 known as the Personal Development System. The original PDS was a large
 box (in the Intel corporate blue colour) which included a CPU and monitor,
 and used 8 inch floppy disks. It ran the ISIS operating system and could
 also operate an emulator pod and EPROM programmer. The later iPDS was
 a much more portable unit featuring a small green screen and a 5¼ inch
 floppy disk drive, and ran the ISIS-II operating system. It could also accept
 a second 8085 processor, allowing a limited form of multi-processor
 operation where both CPUs shared the screen, keyboard and floppy disk
 drive. In addition to an 8080/8085 assembler, Intel produced a number of
 compilers including PL/M-80 and Pascal languages, and a set of tools for
 linking and statically locating programs to enable them to be burnt into
 EPROMs and used in embedded systems.
 (c) Features
 The 8085 as designed was upward-compatible in instruction set to the
 8080, but had extensions to support new hardware (principally the RST n.5
 interrupts as well as integration and electrical enhacements) and to provide
 more efficient code. The hardware support changes were announced and
 supported, but the software upgrades were not supported by the assembler,
 user manual or any other means. At times it was claimed they were not
 tested when that was false.
 The 8085 can accommodate slower memories through externally generated
 Wait states (pin 35, READY), and also has provisions for Direct Memory
 Access (DMA) using HOLD and HLDA signals (pins 39 and 38). An
 improvement over the 8080 is that the 8085 can itself drive a piezoelectric
 crystal directly connected to it, and a built in clock generator generates the
 internal high amplitude two-phase clock signals at half the crystal
 frequency (a 6.14 MHz crystal would yield a 3.07 MHz clock for instance).
 Section 1.03 Applications
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For the extensive use of 8085 in various applications,the microprocessor is
 provided with an instruction set which consists of various instructions such
 as MOV, ADD, SUB, JMP etc. These instructions are written in the form of
 a program which is used to perform various operations such as branching,
 addition, subtraction, bitwise logical and bit shift operations. More complex
 operations and other arithmetic operations must be implemented in
 software. For example, multiplication is implemented using a
 multiplication algorithm.
 The 8085 processor has found marginal use in small scale computers up to
 the 21st century. The TRS-80 Model 100 line uses a 80C85. The CMOS
 version 80C85 of the NMOS/HMOS 8085 processor has/had several
 manufacturers, and some versions (eg. Tundra Semiconductor
 Corporation's CA80C85B) have additional functionality, eg. extra machine
 code instructions. One niche application for the rad-hard version of the
 8085 has been in on-board instrument data processors for several NASA
 and ESA space physics missions in the 1990s and early 2000s, including
 CRRES, Polar, FAST, Cluster, HESSI, Sojourner (rover)[1], and THEMIS.
 The Swiss company SAIA used the 8085 and the 8085-2 as the CPUs of
 their PCA1 line of programmable logic controllers during the 1980s.
 Section 1.04 MCS-85 Family
 The 8085 CPU was only one part of a much larger family of chips
 developed by Intel, to build a complete system with. Although the 8085
 CPU itself was not a great success (descendants of) many of these support
 chips later found their use in combination with the 8086 microprocessor,
 and are still in use today, although not as the chips themselves, but with
 their equivalent functionality embedded into larger VLSI chips, namely the
 "Southbridge" chips of modern PC's.
 8007-Ram controller
 8085-CPU
 8155-RAM+ 3 I/O Ports+Timer
 8156-RAM+ 3 I/O Ports+Timer
 8185-SRAM
 8202-Dynamic RAM Controller
 8203-Dynamic RAM Controller
 8205-1 Of 8 Binary Decoder
 8206-Error Detection & Correction Unit
 8207-DRAM Controller
 8210-TTL To MOS Shifter & High Voltage Clock Driver
 8212-8 Bit I/O Port
 8216-4 Bit Parallel Bidirectional Bus Driver
 http://en.wikipedia.org/wiki/Bitwise_operation
 http://en.wikipedia.org/wiki/Bit_shifting
 http://en.wikipedia.org/wiki/Multiplication_algorithm
 http://en.wikipedia.org/wiki/TRS-80_Model_100_line
 http://en.wikipedia.org/wiki/CMOS
 http://en.wikipedia.org/wiki/NASA
 http://en.wikipedia.org/wiki/ESA
 http://en.wikipedia.org/wiki/CRRES
 http://en.wikipedia.org/wiki/Polar_%28satellite%29
 http://en.wikipedia.org/w/index.php?title=FAST_%28satellite%29&action=edit&redlink=1
 http://en.wikipedia.org/w/index.php?title=Cluster_%28satellite%29&action=edit&redlink=1
 http://en.wikipedia.org/wiki/HESSI
 http://en.wikipedia.org/wiki/Sojourner_%28rover%29
 http://en.wikipedia.org/wiki/Sojourner_%28rover%29
 http://en.wikipedia.org/wiki/THEMIS_%28satellite%29
 http://en.wikipedia.org/wiki/Programmable_logic_controller
 http://en.wikipedia.org/wiki/8086
 http://en.wikipedia.org/wiki/Very-large-scale_integration
 http://en.wikipedia.org/wiki/Southbridge_%28computing%29
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 8218/8219-Bus Controller
 8222-Dynamic RAM Refresh Controller
 8226-4 Bit Parallel Bidirectional Bus Driver
 8231-Arithmetic Processing Unit
 8232-Floating Point Processor
 8237-DMA Controller
 8251-Communication Controller
 8253-Programmable Interval Timer
 8254-Programmable Interval Timer
 8255-Programmable Peripheral Interface
 8256-Multifunction Support Controller
 8257-DMA Controller
 8259-Programmable Interrupt Controller
 8271-Programmable Floppy Disk Controller
 8272-Single/Double Density Floppy Disk Controller
 8273-Programmable HDLC/SDLC Protocol Controller
 8274-Multi-Protocol Serial Controller
 8275-CRT Controller
 8276-Small System CRT Controller
 8278-Programmable KeyBoard Interface
 8279-KeyBoard/Display Controller
 8282-8-bit Non-Inverting Latch with Output Buffer
 8283-8-bit Inverting Latch with Output Buffer
 8291-GPIB Talker/Listener
 8292-GPIB Controller
 8293-GPIB Transceiver
 8294-Data Encryption/Decryption Unit+1 O/P Port
 8295-Dot Matrix Printer Controller
 8296-GPIB Transceiver
 8297-GPIB Transceiver
 8355-16,384-bit (2048 x 8) ROM with I/O
 8604-4096-bit (512 x 8) PROM
 8702-2K-bit (265 x 8 ) PROM
 8755-EPROM+2 I/O Ports
 Section 1.05 Educational Use
 In many engineering schools in Turkey, Bangladesh, Iran, India,Pakistan,
 Brazil, Republic of Macedonia, Mexico, Germany, Greece, Hungary,
 Panama, Nepal and Malaysia, the 8085 processor is popularly used in many
 introductory microprocessor courses (as is for example also illustrated by
 the comprehensiveness and quality of non-English wikipedia entries about
 the 8085, i.e. in German
 http://en.wikipedia.org/wiki/Intel_8253
 http://en.wikipedia.org/wiki/Programmable_Interval_Timer
 http://en.wikipedia.org/wiki/Intel_8255
 http://en.wikipedia.org/wiki/Intel_8259
 http://en.wikipedia.org/wiki/Programmable_Interrupt_Controller
 http://en.wikipedia.org/wiki/Turkey
 http://en.wikipedia.org/wiki/Bangladesh
 http://en.wikipedia.org/wiki/Iran
 http://en.wikipedia.org/wiki/India
 http://en.wikipedia.org/wiki/Pakistan
 http://en.wikipedia.org/wiki/Brazil
 http://en.wikipedia.org/wiki/Republic_of_Macedonia
 http://en.wikipedia.org/wiki/Mexico
 http://en.wikipedia.org/wiki/Germany
 http://en.wikipedia.org/wiki/Greece
 http://en.wikipedia.org/wiki/Hungary
 http://en.wikipedia.org/wiki/Panama
 http://en.wikipedia.org/wiki/Nepal
 http://en.wikipedia.org/wiki/Malaysia

Page 102
                        

FUNCTIONAL ORGANISATION OF 8085
 For aircraft applications of the 8 bit microprocessors was followed as its accuracy
 was more meaningful when applied to aircraft systems for a number of years up to
 the middle of 1970 a range of 8 bit microprocessor were used in many equipments
 By 1977 first generation 16 bit microprocessors available in volume production out
 of this f 100 was a preferred microprocessor for use in UK initially of defense
 applications.
 In the year of 1980 and to late 1980 further development in INTEL, MOTOROLA
 AND ZILOG rang led to 32 bit microprocessors how ever 16 bit microprocessors
 were sufficient in avionic uses.
 However in military use by USA and EUROPE microprocessors were standard on
 MIL-STD-1750 a with a standardized instruction set architecture it was both 16 bit
 as well as 32 bit microprocessors . These chips were ten times costlier than their
 corresponding commercial microprocessors.
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8085 PINOUT DIAGRAME AND THE DETAILS OF
 INPUT AND OUTUT
 Properties Single + 5V Supply
 4 Vectored Interrupts (One is Non Makeable)
 Serial In/Serial Out Port
 Decimal, Binary, and Double Precision Arithmetic
 Direct Addressing Capability to 64K bytes of memory
 The Intel 8085A is a new generation, complete 8 bit parallel central processing unit
 (CPU). The 8085A uses a multiplexed data bus. The address is split between the 8bit
 address bus and the 8bit data bus. Figures are at the end of the document.
 HLDA (Output) HOLD ACKNOWLEDGE; indicates that the CPU has received the Hold request and
 that it will relinquish the buses in the next clock cycle. HLDA goes low after the
 Hold request is removed. The CPU takes the buses one half clock cycle after HLDA
 goes low.
 INTR (Input) INTERRUPT REQUEST; is used as a general purpose interrupt. It is sampled only
 during the next to the last clock cycle of the instruction. If it is active, the Program
 Counter (PC) will be inhibited from incrementing and an INTA will be issued.
 During this cycle a RESTART or CALL instruction can be inserted to jump to the
 interrupt service routine. The INTR is enabled and disabled by software. It is disabled
 by Reset and immediately after an interrupt is accepted.
 INTA (Output) INTERRUPT ACKNOWLEDGE; is used instead of (and has the same timing as)
 RD during the Instruction cycle after an INTR is accepted. It can be used to activate
 the 8259 Interrupt chip or some other interrupt port.
 RST 5.5
 RST 6.5 - (Inputs)
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 RST 7.5
 RESTART INTERRUPTS; These three inputs have the same timing as I NTR
 except they cause an internal RESTART to be automatically inserted.
 RST 7.5 ~~ Highest Priority
 RST 6.5
 RST 5.5 o Lowest Priority
 The priority of these interrupts is ordered as shown above. These interrupts have a
 higher priority than the INTR.
 TRAP (Input) Trap interrupt is a nonmaskable restart interrupt. It is recognized at the same time as
 INTR. It is unaffected by any mask or Interrupt Enable. It has the highest priority of
 any interrupt.
 RESET IN (Input) Reset sets the Program Counter to zero and resets the Interrupt Enable and HLDA
 flip-flops. None of the other flags or registers (except the instruction register) are
 affected The CPU is held in the reset condition as long as Reset is applied.
 RESET OUT (Output)
 Indicates CPlJ is being reset. Can be used as a system RESET. The signal is
 synchronized to the processor clock.
 X1, X2 (Input) Crystal or R/C network connections to set the internal clock generator X1 can also be
 an external clock input instead of a crystal. The input frequency is divided by 2 to
 give the internal operating frequency.
 CLK (Output) Clock Output for use as a system clock when a crystal or R/ C network is used as an
 input to the CPU. The period of CLK is twice the X1, X2 input period.
 IO/M (Output)
 IO/M indicates whether the Read/Write is to memory or l/O Tristated during Hold
 and Halt modes.
 SID (Input) Serial input data line The data on this line is loaded into accumulator bit 7 whenever
 a RIM instruction is executed.
 SOD (output) Serial output data line. The output SOD is set or reset as specified by the SIM
 instruction.
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Vcc
 +5 volt supply.
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 THE 8085 ADDRESSING MODES
 The instructions MOV B, A or MVI A, 82H are to copy data from a source into a
 destination. In these instructions the source can be a register, an input port, or an 8-bit
 number (00H to FFH). Similarly, a destination can be a register or an output port. The
 sources and destination are operands. The various formats for specifying operands are
 called the ADDRESSING MODES. For 8085,
 they are:
 1. Immediate addressing.
 2. Register addressing.
 3. Direct addressing.
 4. Indirect addressing.
 Immediate addressing
 Data is present in the instruction. Load the immediate data to the destination
 provided.
 Example: MVI R,data
 Register addressing
 Data is provided through the registers.
 Example: MOV Rd, Rs
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Direct addressing
 Used to accept data from outside devices to store in the accumulator or send the data
 stored in the accumulator to the outside device. Accept the data from the port 00H
 and store them into the accumulator or Send the data from the accumulator to the port
 01H.
 Example: IN 00H or OUT 01H
 Indirect Addressing
 This means that the Effective Address is calculated by the processor. And the
 contents of the address (and the one following) is used to form a second address. The
 second address is where the data is stored. Note that this requires several memory
 accesses; two accesses to retrieve the 16-bit address and a further access (or
 accesses)to retrieve the data which is to be loaded into the register.
 TYPES OF MEMORY:
 There are different types of computer memory tasked to store different types of data.
 They also have different capabilities and specialties when it comes to storing
 necessary data inside the computer.
 The best known computer memory is the RAM, otherwise known as Random Access
 Memory. It is called random access because any stored data can be accessed directly
 if you know the exact row and column that intersect a certain memory cell. In this
 type of computer memory, data can be accessed in any order. RAM‘s exact opposite
 is called SAM or Serial Access Memory, which stores data in a series of memory
 cells that can only be accessed in order. It operates much like a cassette tape where
 you have to go through other memory cells before accessing the data that you are
 looking for.
 Other types of computer memory include the ROM or Read Only Memory. ROM is
 an integrated circuit already programmed with specific data that cannot be modified
 or changed, hence the name ―Read Only‖. There is also another type of computer
 memory called Virtual Memory. This type of memory is a common component in
 most operating systems and desktops. It helps the computers RAM to be freed up
 with unused applications to make way for loading current applications being used. It
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 works simply by checking for data stored in RAM not being used recently and have it
 stored in the computer‘s hard disk, thereby freeing valuable space in RAM for
 loading other applications. A virtual memory will make a computer think that it has
 almost unlimited RAM inside it.
 Another type of computer memory that has made computers process tasks faster is
 what is called cache memory. Cache memory works simply by having current
 applications, calculations and processes stored in its memory instead of directly to the
 main storage area. When a certain process is in need of data previously used, it first
 will try to access the cache memory if such data is stored there before accessing the
 central memory storage area. This frees up the computer from looking for the data in
 a larger and bigger memory storage area and makes data extraction faster. Computer
 memory is in a constant state of development as more and more technologies are
 being developed. Who knows, maybe in the near future computer memory might also
 be fit for human consumption.
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MEMORY CHIP:
 Current RAM technology uses an electrical charge to store memory bits.
 Microminiaturized capacitors and transistors in an integrated circuit are 'stacked up'
 to create high-density, large-memory but physically small chips. A typical memory
 chip stores up to 1 Gb and allows for more programs and data to be cached for
 immediate use by the CPU.
 The major problem with current RAM technology is that capacitors leak their
 electrical charge. This results in the loss of information. As such, the capacitor's
 electrical charge must be constantly refreshed to keep the information active and
 readily available. This implies the need for a constant power source - not an issue
 with computers plugged into electrical outlets (unless the power is inadvertently cut
 off) but a problem with laptops or portable computers that use batteries; constant
 refreshing of memory drains the batteries.
 This also leads to another issue - turning off electrical power (deliberate or accidental
 shut down of the computer) means that all information cached in RAM disappears.
 Restarting requires some time for all the programs, systems and data to be reloaded
 and this results in 'idle time' for the user.
 Section 1.06 The Emergence of MRAM
 MRAM uses magnetic elements to store information; usually in the form of two
 magnetic plates - separated by a thin insulating layer - which form a single cell. One
 plate has a specific magnetic polarity, while the other varies with an external field. An
 MRAM unit is composed of a grid of such cells.
 The primary advantage of an MRAM chip is that there is no need to constantly
 refresh the information through the periodic application of an electrical charge; even
 shutting down the computer does not erase the information. As such, start-up routines
 go faster; just turn on the computer and the last session is immediately available. At
 the same time, there is reduced risk of data loss from unexpected power outages.
 There are two downsides to MRAMs, however, which have prevented it from joining
 the mainstream. Changing data in magnetic fields requires a larger power input than
 conventional RAM chips; in effect, the need for a constant power supply is replaced
 by a larger power requirement. Moreover, the nature of magnetic fields implies
 physically larger memory 'cells' - an MRAM chip stores less memory than a RAM
 chip of the same size.
 Ongoing research aims to resolve both these problems using a variety of approaches.
 Although some companies report readiness to mass manufacturer MRAM chips, it
 remains to be seen whether these will successfully solve the power input and size
 issues. If these are resolved and prices of MRAM chips match that of current RAM
 chips, we would be seeing a revolution in how computers start up and operate
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 INTERFACING OF MEMORY AND O/P DEVICE
 WITH CPU
 Functions of os
 Meaning of interfacing
 1. Timing
 2. Format
 Electrical characteristics
 Interfacing technique
 Data transfer schemes
 Internal manufactured inter facing device
 Inter manufactured
 Interfacing devices
 General purpose peripherals
 Examples
 1. i/o port
 2. programmable peripheral interface
 3. programmable interrupt controlling
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4. programmable dna interface
 5. programmable communication interface
 6. programmable internal timer
 7. special purpose peripherals
 Example
 1. programmable crt controller
 2. programmable floppy disk controller
 3. programmable keyboard and display interface
 Data transfer
 There are two types of data transfer
 1. Parallel data transfer
 2. Serial data transfer
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 INTERFACING OF COMPUTER TO OVER SYSTEM
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 MULTIPLEXING
 in telecommunications and computer networks, multiplexing (known as muxing) is a
 term used to refer to a process where multiple analog message signals or digital data
 streams are combined into one signal over a shared medium. the aim is to share an
 expensive resource. for example, in telecommunications, several phone calls may be
 transferred using one wire.
 the multiplexed signal is transmitted over a communication channel, which may be a
 physical transmission medium. the multiplexing divides the capacity of the low-level
 communication channel into several higher-level logical channels, one for each
 message signal or data stream to be transferred. a reverse process, known as
 demultiplexing, can extract the original channels on the receiver side.
 a device that performs the multiplexing is called a multiplexer (mux), and a device
 that performs the reverse process is called a demultiplexer (demux).
 inverse multiplexing (imux) has the opposite aim as multiplexing, namely to break
 one data stream into several streams, transfer them simultaneously over several
 communication channels, and recreate the original data stream.
 categories of multiplexing
 the two most basic forms of multiplexing are time-division multiplexing (tdm) and
 frequency-division multiplexing (fdm), both either in analog or digital form. fdm
 requires modulation of each signal.
 in optical communications, fdm is referred to as wavelength-division multiplexing
 (wdm).
 variable bit rate digital bit streams may be transferred efficiently over a fixed
 bandwidth channel by means of statistical multiplexing, for example packet mode
 communication. packet mode communication is an asynchronous mode time-domain
 multiplexing, which resembles but should not be considered as time-division
 multiplexing.
 digital bit streams can be transferred over an analog channel by means of code-
 division multiplexing (cdm) techniques such as frequency-hopping spread spectrum
 (fhss) and direct-sequence spread spectrum (dsss).
 in wireless communications, multiplexing can also be accomplished through
 alternating polarization (horizontal/vertical or clockwise/counterclockwise) on each
 adjacent channel and satellite, or through phased multi-antenna array combined with
 a multiple-input multiple-output communications (mimo) scheme.
 http://en.wikipedia.org/wiki/Telecommunications
 http://en.wikipedia.org/wiki/Computer_networks
 http://en.wikipedia.org/wiki/Process
 http://en.wikipedia.org/wiki/Communication_channel
 http://en.wikipedia.org/wiki/Multiplexer
 http://en.wikipedia.org/wiki/Demultiplexer
 http://en.wikipedia.org/wiki/Inverse_multiplexing
 http://en.wikipedia.org/wiki/Time-division_multiplexing
 http://en.wikipedia.org/wiki/Frequency-division_multiplexing
 http://en.wikipedia.org/wiki/Modulation
 http://en.wikipedia.org/wiki/Optical_communication
 http://en.wikipedia.org/wiki/Wavelength-division_multiplexing
 http://en.wikipedia.org/wiki/Statistical_multiplexing
 http://en.wikipedia.org/wiki/Packet_mode
 http://en.wikipedia.org/wiki/Asynchronous
 http://en.wikipedia.org/wiki/Code-division_multiplexing
 http://en.wikipedia.org/wiki/Code-division_multiplexing
 http://en.wikipedia.org/wiki/Frequency-hopping_spread_spectrum
 http://en.wikipedia.org/wiki/Direct-sequence_spread_spectrum
 http://en.wikipedia.org/wiki/Wireless_communication
 http://en.wikipedia.org/wiki/Polarization
 http://en.wikipedia.org/wiki/Horizontal_plane
 http://en.wikipedia.org/wiki/Vertical_direction
 http://en.wikipedia.org/wiki/Clockwise
 http://en.wikipedia.org/wiki/Adjacent_channel
 http://en.wikipedia.org/wiki/Antenna_array
 http://en.wikipedia.org/wiki/Multiple-input_multiple-output_communications
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TELECOMMUNICATION MULTIPLEXING
 SECTION 1.07 RELATION TO MULTIPLE ACCESS
 a multiplexing technique may be further extended into a multiple access method or
 channel access method, for example tdm into time-division multiple access (tdma)
 and statistical multiplexing into carrier sense multiple access (csma). a multiple
 access method makes it possible for several transmitters connected to the same
 physical medium to share its capacity.
 multiplexing is provided by the physical layer of the osi model, while multiple access
 also involves a media access control protocol, which is part of the data link layer.
 Section 1.08
 Article II. IC Specifications
 A specification is a concise description of the interface to a class or
 method. The difference between a spec and the usual explanatory doc is
 that the spec is complete: if fully specifies every action that the method
 takes in every possible situation, thereby eliminating all ambiguity as to
 what the method does.
 There are several formal specification methods available which have the
 desired characteristics, except for one flaw: they're hard to use. To get a
 spec into actual use, it must be achievable by all programmers, not just the
 mathematically-oriented ones. Formal methods are way too intimidating.
 The solution given here is combination of special notation with a mostly
 prose description. The result is far more readable than a formal notation,
 but has the same completeness characteristics.
 Section 2.01
 Preconditions/Postconditions
 The basis of a specification is the contract. This is a promise that the spec
 makes to the caller: if used in such and such a way, it'll deliver such and
 such a result. Guaranteed. This is stated in two parts: the preconditions and
 the postconditions.
 Preconditions are the requirements that must be met when the routine is
 entered. They usually speak mainly in terms of the values of the parameters
 to the routine, although they may also refer to when the routine is allowed
 to be called and what values global variables used by the routines must
 have. Preconditions are conditions that the caller must guarantee.
 http://en.wikipedia.org/wiki/Multiple_access_method
 http://en.wikipedia.org/wiki/Channel_access_method
 http://en.wikipedia.org/wiki/Time-division_multiple_access
 http://en.wikipedia.org/wiki/Carrier_sense_multiple_access
 http://en.wikipedia.org/wiki/Physical_medium
 http://en.wikipedia.org/wiki/Physical_layer
 http://en.wikipedia.org/wiki/OSI_model
 http://en.wikipedia.org/wiki/Media_access_control
 http://en.wikipedia.org/wiki/Data_link_layer
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 Post conditions are the guarantees about any values returned, or actions
 taken, at the moment of exit from the routine. The implicit contract is
 always present: the postconditions are guaranteed only assuming the
 preconditions were true.
 A spec is complete when the postconditions specify exactly what the
 routine does for every valid routine-entry scenario possible within the
 bounds of the preconditions.
 Section 2.02
 Method Specs
 The spec for a routine has this form:
 /**
 * The postconditions, phrased as what the routine does, as in "moves x
 * around a lot". There may be several sentences, usually one for each
 * postcondition.
 *
 * Pre: the preconditions. Uses a similar format to the postconditions
 * except that it begins with "Pre:".
 */
 This order might seem a bit backwards (since in a time sense the
 preconditions come before the postconditions), but this order makes specs
 easier to read since the postcondition is what casual readers are most
 interested in: what the routine does.
 That covers the fundamentals of writing a spec. See the tutorial for
 elaboration on doing so. What follows here are some conventions and
 advanced notational features for special situations.
 In postcondition statements it can be helpful to use the before/after
 notation. This is used to specify the value of a parameter or variable at the
 time of entry to the routine (written 'param and read "param before"),
 versus the value of the parameter or variable at the time of exit from the
 routine (written param' and read "param after"). For instance, a routine that
 increments i might write its postcondition i' = 'i+1.
 Postconditions sometimes include a description of what happens during
 execution of the routine, rather than just the state of the variables at the end
 of the routine. For instance, it might say that the routine can block (i.e.
 pause for awhile before returning). Or it might say that the routine calls
 http://stevecolwell.com/spectut.html
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certain callbacks in a certain order while it executes. Such "during"
 conditions are required in the spec when they do something that impacts
 the caller's use of the routine. Normally "during" conditions are not needed.
 Unless stated explicitly, values are assumed to be nonnull. So a routine that
 takes a String param s need not have the precondition, "s is nonnull".
 Section 2.03
 Class Specs
 A method cannot have a complete spec by itself; it must be speced in
 conjunction with the other methods of its class. This is because all the
 methods share internal variables, so each works with the others in changing
 the object state. Any of the class' method's postconditions rely upon the
 preconditions of all the class' methods being upheld.
 The spec for a class has this form:
 /**
 * A one or two sentence informal description of the purpose of this
 * kind of object. If the class has multiple sets of methods that are
 * used by different types of users, each is described as a separate
 * paragraph, as if the class were really several separate classes.
 *
 * MSS = the method sequence specification for the class, described
 * below.
 *
 * Definitions: some terms that are used in several method specs can be
 * defined here once for common use.
 *
 *
 Example:
 *
 * A typical use example, an informal description of the object's methods
 * being used over a typical object lifetime.
 */
 The only formal part of the class spec is the MSS; this specifies the order in
 which callers are allowed to call the class' methods. This may be a
 combination of the MSS notation and English, whichever works best. The
 MSS acts as an automatic precondition on all the methods in the class,
 http://stevecolwell.com/icspec.html#mss
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 every one of them must obey the class MSS in addition to their own
 preconditions. Sometimes it's helpful to supplement the MSS with
 preconditions for some of the methods; usually a combination of MSS and
 precondition is the most concise way to specify all the requirements.
 (a) Interfaces
 Interfaces should be defined as carefully as classes are, but ICLs are only
 partially meaningful for interfaces since interfaces have no implementation
 to be checked for correctness. Interfaces act as a standalone specification,
 and all classes that implement them bear the burden of implementing the
 interface correctly.
 This doesn't mean interfaces are ineffective for IC though. They provide the
 same sort of abstraction advantages that regular specs do, they just have no
 implementation of their own. Another helpful technique is to define
 multiple interfaces for a class that has fairly separable modes of use. When
 an instance of that class is passed as a parameter, the interface type can be
 given rather than the class type, which automatically docs the fact that the
 object is only to be used through that particular one of its interfaces.
 (b) Inheritance
 Subclasses inherit all preconditions and postconditions from their
 superclasses. A subclass may have looser preconditions and tighter
 postconditions than the superclass, but not the other way around. That's the
 only way to guarantee the promises made by the superclass on behalf of all
 its subclasses. Similarly, implementors inherit conditions from their
 interfaces.
 The fact that subclasses may have looser preconditions may seem
 questionable: the superclass has a precondition that says some fact X, and
 then a subclass overrides that and says X is not required after all. Is that
 really safe? Yes, as long as the subclass takes over all the functionality from
 the superclass; the subclass is responsible for guaranteeing correct results
 will be produced despite the less stringent precondition. If the subclass uses
 the superclass code though, it must make sure the superclasses
 requirements are fully met, so looser preconditions wouldn't be permitted.
 The conditions listed in the superclass are not repeated in the doc for the
 subclass, so verifiers must check each superclass's conditions to get a
 complete list for the subclass. Superclasses may provide default phrasing
 for subclasses, as in "unless the subclass says otherwise, x is null". This
 means that the superclass does not guarantee this condition itself, but that
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many subclasses do so, just to save typing, they adopt the condition from
 the superclass unless it is explicitly overridden.
 Section 2.04
 Method Sequence Specifications
 Method Sequence Specifications (MSS) are a concise way of specifying
 method calling patterns. In class spec use, the MSS specifies all allowed
 calling sequences over the entire lifetime of an instance of this class; any
 unspecified sequences are not allowed. The same notation is also
 sometimes used for specifying local calling sequences in method specs.
 The MSS notation is a regular expression of method names, just as grep
 uses regular expressions of characters. In regular expressions, x* means 0
 or more x, x? mean 0 or 1 x, x+ means 1 or more x, and (x | y) means x or
 y. So the MSS (init run kill) means that the permitted sequence of calls to
 this object is first init(), then run(), then kill().
 There are certain implicit rules used in MSS notation. First, every method
 mentioned occurs only where mentioned. That is, if x, y, and z are methods
 mentioned somewhere in an MSS, the reader can be guaranteed that they
 mustn't occur elsewhere within the MSS. Unmentioned methods are
 assumed allowed to be called at any time.
 Second, MSSs sometimes mix calls into a method with calls from that
 method to others outside of the class. This technique is used when the
 author wants to show the relative sequence of actions made by the class in
 response to calls into it. There's no visual marker that this form of MSS is
 being used except by knowing which method names are incoming and
 which are outgoing.
 Third, MSSs assume that any object constructor may be called before the
 MSS proper. Where it's necessary to talk about specific constructors, they
 may be given explicitly instead.
 Although method names are usually given in MSS without parameters
 (because they don't matter for call-ordering purposes), sometimes they are
 needed. In such cases patens and arguments are given.
 (a) Specs for Multithreaded Code
 MSS can be enhanced in multithreaded cases with the on-entry and on-exit
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 notation, where ^x means "on entry to the method x()" and is usually read
 "x entry", and x^ means "on exit from the method x()" and is usually read
 "x exit". In this notation "x" alone is the same as "^x x^".
 The advantage of entry-exit notation is that it specifies specific instants of
 time rather than durations, so it allows precise identification of calling
 orders within a method in multithreaded environments.
 There is a fine point in the use of the name^ notation. That is that if one
 can't tell the difference between name^ and some slightly earlier state, one
 may still write name^. For instance, on an unsynchronized method name()
 the term name^ might be used to refer to the last object state-change inside
 the routine. The thread might actually still be in the routine (not having
 executed the return-from-method virtual-machine command yet), but no
 one can tell the difference. This probably seems useless now, don't worry:
 you'll recognize a need for this case when you see it. For synchronized
 methods such slop is not permitted: the moment of release of the monitor is
 clearly the exit moment.
 Something to be aware of when working with multithreading code is the
 difference between recursion, which is multiple overlapped invocations of a
 routine from within a single thread, and reentrancy, which is multiple
 overlapped invocations of a routine from different threads. The difference
 is important because Java's synchronized keyword protects against
 reentrancy but not against recursion. One should clearly specify whether
 recursion or reentrancy are permitted in a method, if nothing is said it
 means the method allows both.
 Section 2.05
 Instance Variable Specs
 Instance variables are implicit inputs and outputs to every method in the
 object. Preconditions and postconditions must therefore take them into
 account. Usually it is more convenient to write such conditions as
 invariants once rather than repeating the same conditions with respect to
 the variable in several places.
 Invariants are conditions that are both preconditions and postconditions on
 every method in a class. They are written as comments for the variables
 they affect, as for example:
 /** im1 = i-1. */
 private int im1 = 0;
 private int i = 1;
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In this example, any method that modifies i must modify im1 too.
 Section 2.06 Intramethod Specs and "Macros"
 When trying to reach high ICLs, it is necessary to split the code into very
 small pieces. But it can be inconvenient or can produce inefficient code to
 make separate subroutines for each piece. We need a way to take a small-
 to-moderate routine and break it into pieces for IC without having to make
 a bunch of tiny little subroutines.
 One way is to use hierarchical comments. The 20 lines of code remain
 within a single routine, but comments are inserted that look like /*N */,
 where N is a number from 1 up. Such comments are said to be level-N
 comments. The idea is that all such comments that have a 1 are at the same
 level, and should be treated as the headers of subblocks that implement the
 greater purpose of the routine. All level-2 comments within a level-1
 section are similarly headers for the implementation of that level-1 section.
 Each level comment is a spec in itself. It specifies conditions for the
 subsequent block of code just as if it were a method of its own. Rather than
 having parameters, these code blocks use as inputs and outputs all the
 accessible variables of the routine.
 This can go as many levels deep as needed. The trick is to make sure that
 each level of
 comments completely and precisely specifies the implementation of the
 level above, without requiring recourse to the level below to verify
 correctness. Each level should use preconditions and postconditions just as
 if it were a separate subroutine, and the code within the level shouldn't be
 examined by levels above: the level provides the same kind of abstraction
 that a method normally does.
 This techinique gets out of hand with more than a couple levels, as it
 becomes hard to look at one level without succumbing to the urge to peer
 within it, since so much stuff must be skipped to get to the next correct
 examination point. The best solution would be preprocessor support so that
 one could name each subsection, and the code could then be written
 separately almost like a method, but would in fact be plugged in like a
 macro instead. But it's only a real problem for methods that are probably
 too big anyway.
 Section 2.07 Lexicons
 There are some requirements that many pieces of code in the module or
 system use as a precondition. It would be tedious and error-prone and
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 certainly not concise to repeat the full text of these everywhere they're
 used. The solution is the use of a lexicon; a document defining certain
 terms. By stating a single word or phrase, an entire multisentence condition
 can be adduced.
 There can be many different lexicons: a global one, one for each
 subsystem, and perhaps one within a module for complicated modules. For
 instance, note that the class spec example had a definitions section; this is a
 small class-specific lexicon. For lexicons outside the file, an html href is
 used to allow readers to go directly to the lexicon when encountering an
 unfamiliar term.
 Condition Shorthand Names
 Method and macro conditions can have a lot of redundancy, as one method
 or statement will have as a precondition the same thing that another method
 or statement has as a postcondition. Instance variable invariants and class
 invariants can help with this.
 Further redundancy reduction is possible using an abbreviation system. A
 shorthand name is given to each condition, and is used thenceforth within
 that file to refer to that condition. Condition names are usually a capital
 letter followed by a number. For instance, a precondition might be written
 as "x > 2 (C5)"; C5 is the condition name. The fact that the C5 is in
 parentheses means that this is its definition; later references to it will just be
 written C5 without parens.
 Usually a new letter is used for conditions defined within a new class, just
 to make it easier to locate the condition definition.
 Sometimes, one can mechanically check conditions by making sure that
 every postcondition of a routine is listed as a postcondition of one of the
 statements in that routine, and that every precondition within the routine is
 either a precondition to the whole routine, or a postcondition of a preceding
 statement. This latter fact means that an abbreviation has been defined for
 every precondition within a routine, another thing to check for.
 Other times, abbreviations are given to conditions for the convenience of
 reviewers, even though that abbreviation may never be mentioned a second
 time.
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AVIONIC SYSTEM ARCHITECTURE
 Designing the avionic system
 The success of any avionic system depends directly on its design aspect ,hence proper
 care must be taken in this place in this issue. The major design aspect include
 fallowing
 Selection of basic architecture
 Selection of proper intra & inter system communication designed option
 Incorporation of fault tolerant analysis
 Evaluation of system design
 Fundamentals of system architectures:
 The basic system architecture can be one among the fallowing
 Centralized
 Federated
 Distributed
 Centralized
 Signal condition and computations take place in one or more compute. A LRU
 located in an avionic bay with signal transmitted over data by
 Advantages
 Simple design
 S/w can be written easily
 Disadvantages
 Requirement of long data buses
 Low flexibility in s/w
 Increased vulnerability to damage
 Federated
 Each major system share i/o & sensor data from a common set of h/w are absequently
 share their computed result over data buses
 Distributed
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 It has multiple processors through the aircraft that are designed to computing takes on
 a real-time basis as function of a mission phases and for system status. Processing
 performed in the sensors on actuators. this architecture examined for advanced
 avionic system due its various advantages
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FAULT TOLERANT SYSTEM IN AVIONICS
 Fault tolerant is the ability of a system to continue satisfactory operation in the
 presence of one or more non simultaneous hardware and software faults.
 Probability of failure of a flight critical system is less than 10-9
 /flight hours.
 Fault tolerant system requires:
 o Redundancy
 o Reconfiguration
 In the case of redundancy, the redundant elements can be similar or dissimilar.
 Reconfiguration is the dynamic reallocation of redundant elements by
 executive-level software in response to failures or change in aircraft mission.
 The central issue for all fault tolerant system is the fault detection. It can be one
 among the following three types.
 o Triplication & Voting
 o Duplication and comparison
 o Self checking
 In triplication and voting a highly fault tolerant voting circuit compares one value
 from 3 processes computing the same parameter nad if one of the values do not
 agree with the other two, the processor that generated the suspect value switched off
 line.
 In the duplication and comparison mode two processors compare their outputs
 each other and if they do not agree. The pair of processors collectively drop off line a
 begin self diagnostic routines.
 The self checking routines consist of two pair of elements. each pair consists two
 identical half‘s consisting of application processor, monitors.
 Fault tolerant software
 Flight critical systems require fault tolerant software to compliment the fault tolerant
 hardware. It faults into three categories.
 o Multisession programming
 o Recovery blocks
 o Exception handlers
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 In multi-version /N-version programming 2 or more versions of a program that
 perform a specific function, written by different software teams.to detect faults all
 version are given a common input and the results are compared.
 Recovery block consists of primary version and other alternative versions. Each
 version is subjected to acceptability check. If no version produces an acceptable
 result, that block is said to have a fault.
 Another fault tolerant software is runtime assertions.
 o Watch dog timer
 o Hardened kernels
 o Analytical redundancy
 Evaluating fault tolerant system designs.
 Evaluation is an essential part of design process. It must be an integral part of design
 process. The minimum set of evaluation factors for system architecture include
 o Reliability
 o Maintainability
 o Certificability(CIVIL)
 o Life cycle cost(MILITARY)
 o Cost of ownership(CIVIL)
 o Survivability(MILITARY)
 o Flexibility/Adaptability
 o Technical risk
 o Weight
 o Power
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ADA (PROGRAMMING LANGUAGE)
 Ada
 Paradigm Multi-paradigm
 Appeared in 1983, last revised 2005
 Designed by Jean Ichbiah, extended by
 S. Tucker Taft
 Typing discipline Static, strong, safe,
 nominative
 Major
 implementations GNAT
 Dialects Ada 83, Ada 95,
 Ada 2005
 Influenced by
 ALGOL 68, Pascal,
 C++ (Ada 95),
 Smalltalk (Ada 95),
 Java (Ada 2005)
 Influenced C++, Eiffel, PL/SQL,
 VHDL
 Ada is a structured, statically typed, imperative, and object-oriented high-level
 computer programming language based on Pascal. It was originally designed by a
 team led by Jean Ichbiah of CII Honeywell Bull under contract to the United States
 Department of Defense during 1977–1983 to supersede the hundreds of programming
 languages then used by the US Department of Defense (DoD). Ada is strongly typed
 and compilers are validated for reliability in mission-critical applications, such as
 avionics software. Ada is an international standard; the current version (known as
 Ada 2005) is defined by joint ISO/ANSI standard (ISO-8652:1995), combined with
 major Amendment ISO/IEC 8652:1995/Amd 1:2007.
 Ada was named after Ada Lovelace (1815–1852), who is often credited as being the
 first computer programmer.
 Features
 Ada was originally targeted at embedded and real-time systems. The Ada 95 revision,
 designed by S. Tucker Taft of Intermetrics between 1992 and 1995, improved
 support for systems, numerical, financial, and object-oriented programming (OOP).
 Notable features of Ada include: strong typing, modularity mechanisms (packages),
 run-time checking, parallel processing (tasks), exception handling, and generics.
 Ada 95 added support for object-oriented programming, including dynamic dispatch.
 Ada supports run-time checks in order to protect against access to unallocated
 memory, buffer overflow errors, off by one errors, array access errors, and other
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 avoidable bugs. These checks can be disabled in the interest of runtime efficiency,
 but can often be compiled efficiently. It also includes facilities to help program
 verification. For these reasons, Ada is widely used in critical systems, where any
 anomaly might lead to very serious consequences, i.e., accidental death or injury.
 Examples of systems where Ada is used include avionics, weapon systems (including
 thermonuclear weapons), and spacecraft.
 Ada also supports a large number of compile-time checks to help avoid bugs that
 would not be detectable until run-time in some other languages or would require
 explicit checks to be added to the source code.
 Ada's dynamic memory management is high-level and type-explicit, requiring
 explicit instantiation of the Unchecked_Deallocation package to explicitly free
 allocated memory. The specification does not require any particular implementation.
 Though the semantics of the language allow automatic garbage collection of
 inaccessible objects, most implementations do not support it. Ada does support a
 limited form of region-based storage management. Invalid accesses can always be
 detected at run time (unless of course the check is turned off) and sometimes at
 compile time.
 The syntax of Ada is simple, consistent and readable. It minimizes choices of ways to
 perform basic operations, and prefers English keywords (eg "OR") to symbols (eg.
 "||"). Ada uses the basic mathematical symbols (i.e.: "+", "-", "*" and "/") for basic
 mathematical operations but avoids using other symbols. Code blocks are delimited
 by words such as "declare", "begin" and "end". Conditional statements are closed
 with "end if", avoiding dangling else. Code for complex systems is typically
 maintained for many years, by programmers other than the original author. It can be
 argued that these language design principles apply to most software projects, and
 most phases of software development, but when applied to complex, safety critical
 projects, benefits in correctness, reliability, and maintainability take precedence over
 (arguable) costs in initial development.
 Unlike most ISO standards, the Ada language definition (known as the Ada Reference
 Manual or ARM, or sometimes the Language Reference Manual or LRM) is free
 content. Thus, it is a common reference for Ada programmers, not just programmers
 implementing Ada compilers. Apart from the reference manual, there is also an
 extensive rationale document which explains the language design and the use of
 various language constructs. This document is also widely used by programmers.
 When the language was revised, a new rationale document was written.
 History
 In the 1970s, the US Department of Defense (DoD) was concerned by the number of
 different programming languages being used for its embedded computer system
 projects, many of which were obsolete or hardware-dependent, and none of which
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supported safe modular programming. In 1975, the High Order Language Working
 Group (HOLWG) was formed with the intent to reduce this number by finding or
 creating a programming language generally suitable for the department's
 requirements. The result was Ada. The total number of high-level programming
 languages in use for such projects fell from over 450 in 1983 to 37 by 1996.
 Steelman language requirements
 The working group created a series of language requirements documents—the
 Strawman, Woodenman, Tinman, Ironman and Steelman documents. Many existing
 languages were formally reviewed, but the team concluded in 1977 that no existing
 language met the specifications.
 Requests for proposals for a new programming language were issued and four
 contractors were hired to develop their proposals under the names of Red
 (Intermetrics led by Benjamin Brosgol), Green (CII Honeywell Bull, led by Jean
 Ichbiah), Blue (SofTech, led by John Goodenough), and Yellow (SRI International,
 led by Jay Spitzen). In April 1978, after public scrutiny, the Red and Green proposals
 passed to the next phase. In May 1979, the Green proposal, designed by Jean Ichbiah
 at CII Honeywell Bull, was chosen and given the name Ada—after Augusta Ada,
 Countess of Lovelace. This proposal was influenced by the programming language
 LIS that Ichbiah and his group had developed in the 1970s. The preliminary Ada
 reference manual was published in ACM SIGPLAN Notices in June 1979. The
 Military Standard reference manual was approved on December 10, 1980 (Ada
 Lovelace's birthday), and given the number MIL-STD-1815 in honor of Ada
 Lovelace's birth year. In 1981, C. A. R. Hoare took advantage of his Turing Award
 speech to criticize Ada for being overly complex and hence unreliable.
 In 1987, the US Department of Defense began to require the use of Ada (the Ada
 mandate) for every software project where new code was more than 30% of result,
 though exceptions to this rule were often granted. This requirement was effectively
 removed in 1997, as the DOD began to embrace COTS (commercial off-the-shelf)
 technology. Similar requirements existed in other NATO countries.
 Because Ada is a strongly typed language, it has been used outside the military in
 commercial aviation projects, where a software bug can cause fatalities. The fly-by-
 wire system software in the Boeing 777 was written in Ada. The Canadian
 Automated Air Traffic System (completed in year 2000 by Raytheon Canada) was
 written in 1 million lines of Ada (SLOC count). It featured advanced (for the time)
 distributed processing, a distributed Ada database, and object-oriented design.
 Standardization
 The language became an ANSI standard in 1983 (ANSI/MIL-STD 1815A), and
 without any further changes became an ISO standard in 1987 (ISO-8652:1987). This
 version of the language is commonly known as Ada 83, from the date of its adoption
 by ANSI, but is sometimes referred to also as Ada 87, from the date of its adoption
 by ISO.
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 Ada 95, the joint ISO/ANSI standard (ISO-8652:1995) is the latest standard for Ada.
 It was published in February 1995, making Ada 95 the first ISO standard object-
 oriented programming language. To help with the standard revision and future
 acceptance, the US Air Force funded the development of the GNAT Compiler.
 Presently, the GNAT Compiler is part of the GNU Compiler Collection.
 Work has continued on improving and updating the technical content of the Ada
 programming language. A Technical Corrigendum to Ada 95 was published in
 October 2001, and a major Amendment, ISO/IEC 8652:1995/Amd 1:2007, was
 published on March 9, 2007. Other related standards include ISO 8651-3:1988
 Information processing systems -- Computer graphics -- Graphical Kernel System
 (GKS) language bindings -- Part 3: Ada
 "Hello, world!" in Ada
 A common example of a language's syntax is the Hello world program:
 With Ada.Text_IO;
 Procedure Hello is
 Begin
 Ada.Text_IO.Put_Line ("Hello, world!");
 end Hello;
 Abbreviated Test Language for All Systems
 ATLAS is a MILSPEC language for automatic testing of avionics equipment. It is a
 high-level computer language and can be used on any computer whose supporting
 software can translate it into the appropriate low-level instructions.
 History
 The ATLAS language was initially developed by an international committee made up
 of representatives from the airline industries, military services, avionics
 manufacturers, and Automatic Test Equipment manufacturers. The goal of the
 committee was to design a standard English-like language that could be easily
 understood and used by both avionics and test equipment engineers. The result was
 the ATLAS language specification, published by Aeronautical Radio, Inc.
 The ATLAS language is oriented toward the Unit under Test and is independent of
 the test equipment used. This allows interchangeability of test procedures developed
 by different organizations, and thus reduces costly duplication of test programming
 effort.
 The first ATLAS specification developed by the international committee was
 published in 1968. The basic document has been revised several times.
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The ATLAS programming language incorporates an online compiler (OLC), Test
 executive (TEX or Test Exec), and file manager and media exchange (FMX)
 packages. Test executive is the mode ATLAS is run in on test stations while testing
 electronic equipment.
 Structure
 A standard ATLAS program structure consists of two elements: preamble structure
 and procedural structure. The ATLAS programming language makes extensive use of
 variables and statement syntax. An ATLAS statement consists of a flag field,
 statement number field (STATNO), verb field, field separator, variable field, and
 statement terminator. Each and every ATLAS statement is terminated with the
 currency symbol ($).
 ATLAS is used in the Air Force primarily on test stations for testing the avionic
 components of the F-15 Eagle, F-16 Fighting Falcon, C-5 Galaxy, C-17 Globemaster
 III, and B-1 Lancer. The U. S. Navy uses or has used ATLAS-based programs for
 testing avionics systems of the SH-60 Seahawk, E-2C Hawkeye, F-14 Tomcat, F/A-
 18 Hornet, S-3 Viking, A-6 Intruder and EA-6B Prowler.
 ATLAS statement structure
 A standard ATLAS statement: | F STATNO | | VERB |, | VARIABLE FIELD | | $ |
 Sample ATLAS Statements:
 000250 DECLARE,DECIMAL,'A1'(4)$
 000300 FILL, 'A1', 'NUM',
 (1) 1, 5,
 (2) 20, 87,
 (3) 15, 12,
 (4) 30, 18$
 C AN ATLAS COMMENT HAS A 'C' IN COLUMN 1 AND ENDS WITH A
 DOLLAR SIGN
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ARINC 429
 ARINC 429 is a data format for aircraft avionics. It provides the basic description of
 the functions and the supporting physical and electrical interfaces for the digital
 information system on an airplane. ARINC 429 is the predominant avionics data bus
 for most higher-end aircraft today.
 Technical Description
 ARINC 429 is a two-wire data bus that is application-specific for commercial and
 transport aircraft. The connection wires are twisted pairs. Words are 32 bits in length
 and most messages consist of a single data word. The specification defines the
 electrical and data characteristics and protocols. ARINC 429 uses a unidirectional
 data bus standard (Tx and Rx are on separate ports) known as the Mark 33 Digital
 Information Transfer System (DITS). Messages are transmitted at either 12.5 or 100
 kbit/s to other system elements that are monitoring the bus messages. The transmitter
 is always transmitting either 32-bit data words or the NULL state. No more than 20
 receivers can be connected to a single bus (wire pair) and no more than one
 transmitter. The protocol allows for self clocking at the receiver end thus eliminating
 having to transmit a clock,data,sync used in previous (6 wire protocols) like ARINC-
 568.
 ARINC 429 Word Format
 Each ARINC word is a 32-bit value that contains five fields:
 Bit 32 is the parity bit, and is used to verify that the word was not damaged or garbled
 during transmission.
 Bits 30 to 31 is the Sign/Status Matrix, or SSM, and often indicates whether the data
 in the word is valid.
 OP (Operational) - Indicates the data in this word is considered to be correct data.
 TEST - Indicates that the data is being provided by a test source.
 FAIL - Indicates a hardware failure which causes the data to be missing.
 NCD (No Computed Data) - Indicates that the data is missing or inaccurate for some
 reason other than hardware failure. For example, autopilot commands will show as
 NCD when the autopilot is not turned on.
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 The SSM can also indicate the Sign (+/-) of the data or some information related to it
 like an orientation (North/South/East/West).
 Bits 11 to 29 contain the data. Bit-field, Binary Coded Decimal (BCD), and two's
 complement binary encoding (BNR) are common ARINC 429 data formats. Data
 formats can also be mixed.
 Bits 9 and 10 are Source/Destination Identifiers (SDI) and indicate for which receiver
 the data is intended or more frequently which subsystem transmitted the data.
 Bits 1 to 8 contain a label (label words), expressed in octal, identifying the data type.
 Labels
 Label guidelines are provided as part of the ARINC 429 specification, for various
 equipment types. Each aircraft will contain a number of different systems, such as
 Flight Management Computers, Inertial Reference Systems, Air Data Computers,
 Radio Altimeters, Radios, and GPS Sensors. For each type of equipment, a set of
 standard parameters is defined, which is common across all manufacturers and
 models. For example, any Air Data Computer will provide the barometric altitude of
 the aircraft as label 204. This allows some degree of interchange ability of parts, as
 all Air Data Computers behave, for the most part, in the same way. There are only a
 limited number of labels, though, and so label 204 may have some completely
 different meaning if sent by a GPS sensor, for example. Many very commonly-
 needed aircraft parameters, however, use the same label regardless of source. Also, as
 with any specification, each manufacturer has slight differences from the formal
 specification, such as by providing extra data above and beyond the specification,
 leaving out some data recommended by the specification, or other various changes.
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ARINC – 429(Part II)
 Common types of digital data transmission link are
 Single source – single sink
 Single source – multiple sink
 Multiple source – multiple sink
 Single source – single sink is a dedicated link from 1 unit transmitting data to another
 receiving data. When data is transmitted from one unit to another and not back again,
 it is called Half Duplex. If the link is able to transmit data both ways is termed as Full
 Duplex.
 Single source – multiple sink describes a situation where one transmitting equipment
 sends data to a number of receiving equipment (sinks).ARINC 429 are used on civil
 transports such as BOEING - 757 & 767 is the example of single source multiple sink
 transmission system.
 Multiple source – multiple sink system describes a multiple transmitting sources may
 transmit data to multiple receivers, MIL-STD-1553B and the DATAC(ARINC 629)
 are examples of this system.
 Design fundamentals of ARINC- 429
 (1) EQUIPMENT INTERCONNECTION;- single transmitter is connected with
 upto 20 data receivers or a single twisted and shielded pair of wires.
 Hardware characterisrtics:
 i. Transmitter output impedance
 ii. The output voltage
 iii. Null voltage
 iv. Receiver input resistance
 v. Input differential capacitance
 vi. Continued receiver operation
 vii. The shield twisted pair
 (2) Operating speed: ARINC 429 operate at either 12 to 14.5 Kbits/second a slow
 speed or 100 Kbits/sec on a high speed.
 (3) Word length
 (4) Word formats:
 Discrete word format
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 Acknowledgement initial word format
 Generalised BCD word format
 Generalised BNR word format
 Alpha numeric data(iso alphabet no:5)
 o Initial word format
 o Control word format
 o Intermediate word format
 o Final word format
 ARINC 429 HIGH SPEED BUS FILE DATA TRANSFER
 POINTS:-
 1. (a) A file may contain upto 127 records.
 (b) Each record will contain 125 data words.
 (c) These data words may either BNR or Iso alphabet No:5
 2. Three word types are Initial, Intermediate, Final.
 3. Bits 30 and 31 are used for sign/status matrix.
 4. Initial words are 8 types.
 o Request to send
 o Clear to send
 o Data follows
 o Data received ok
 o Data received not ok
 o Synchronization lost
 o Header information
 o Poll
 5. synchronization is achieved on each word by sensing the transmission of first
 bit. A minimum of 4bit times is inserted between successive word transmission.
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DATA BUSES ARINC 629
 Arinc 629 is also known as data autonomous transmission and communication
 [datac]. mil-std-1553b has a separate bus controller; the need for a separate by was
 viewed with reservation by the civil sphere. hence, the invention of Arinc 629. Arinc
 629 uses word formats that are very similar to those in mil-std-1553.
 in datac system the control function is distributed among all the participating
 terminals present on the bus. these terminals autonomously determine the
 transmission of data on the bus by a protocal termed cs/ma-ca [carrier-sense/multiple
 access]. in simple terms the protocal guarantees access to any participating terminal,
 but presence any terminal having access to the bus before all other terminal have had
 opportunity to transmit data.
 data transmission by datac comprises strings to data words accomplished by
 label and address data .the data word length is sixteen bits as for 1553 ,how ever
 datac offers more flexibility of terminal i.e 120 terminals ( as compared to 20
 terminals in Arinc 429 and 31 terminals in 1553 ). the code used in serial Manchester
 bi-phase 1mhz transmission over twisted wire , screen pairs as for 1553. the bus
 length is limited to 100meters.
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 COMPARISON OF DIGITAL DATA BUSES
 sl.no. characteristics/
 data-bus
 mil-std-1553b Arinc 429 arinc 629
 01. application military avionics civil avionics civil avionics
 10. stub length limited to 20ft
 02. types of digital
 transmission
 multiple
 sources/multiple sink
 single
 sources/multiple sink multiple
 sources/multiple
 sink
 03. bus controller one/two bus
 controllers
 no bus controller bus control function
 distributed among
 all terminals
 participating
 04. bus monitor one bus monitor
 (optional)
 no bus monitor (but
 one transmitter)
 no bus monitor
 05. remote terminal as many as 31
 remote terminals
 no remote terminals
 (but receivers up to a
 number of 20)
 number of
 terminals 120
 06. code bi-phase Manchester
 code
 rtz (return to zero)
 code bi-phase
 Manchester code
 07. maximum
 number of
 words in a
 message format
 32 data words 128 words 256 words
 08. word length 16 bit/20 bits 32 bits 16 bits/32 bits
 09. bit rate 1 mhz i.e. 1 micro
 sec bit
 12 to 4.5 kb/s.
 i.e. 70 to 88 micro
 sec bit
 100 kb/s i.e. 10
 micro sec bit
 1mhz i.e. 1 micro
 sec bit.
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AVIONIC MAINTENANCE
 INTRODUCTION
 Removal and installation of avionic equipments
 Test facilities on ground as fitted into the aircraft
 Manually initiated test
 Triggered test using MIPS
 Test facilities on ground as after removal from the aircraft
 In-flight self test
 Remote diagnosis and maintenance support
 Remote diagnosis
 Remote maintenance through ACARS (ARINC communication And Reporting
 System)
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 UNIT -4
 A COCKPIT &THE FLIGHT DECK
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A COCKPIT &THE FLIGHT DECK
 A cockpit is the area, usually near the front of an aircraft, from which a pilot controls
 the aircraft. The cockpit is also referred to as the flight deck although that term can
 also refer to the flight deck on an aircraft carrier. Most modern cockpits are enclosed,
 except on some small aircraft, and cockpits on large airliners are also physically
 separated from the cabin.
 The cockpit of an aircraft contains flight instruments, called an instrument panel, and
 the controls which enable the pilot to fly the aircraft. In most large airliners, a door
 separates the cockpit from the passenger compartment.
 On an airliner, the cockpit is usually referred to as the flight deck. This term derives
 from its use by the RAF for the separate, upper platform where the pilot and co-pilot
 sat in large flying boats.
 The first airplane with an enclosed cabin appeared in 1913 on Igor Sikorsky's
 airplane The Grand. However, during the 1920s there were many passenger aircraft
 in which the crews were open to the air while the passengers sat in a cabin. Military
 biplanes and the first single-engine fighters and attack aircraft also had open cockpits
 into the Second World War. Early airplanes with closed cockpits were the 1924
 Fokker tri-motor, the 1926 Ford Tri-Motor, the 1927 Lockheed Vega, the Spirit of St.
 Louis, the 1931 Taylor Cub, German Junkers used as military transports, and the
 passenger aircraft manufactured by the Douglas and Boeing companies during the
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 mid-1930s. Open-cockpit airplanes were almost extinct by the mid-1950s, with the
 exception of training planes and crop-dusters.
 glider cock pit
 Cockpit windows may be equipped with a sun shield. Most cockpits have windows
 which can be opened when the aircraft is on the ground. Nearly all glass windows in
 large aircraft have a Anti-reflective coating, and an internal heating element to melt
 ice. Smaller aircraft may be equipped with a transparent aircraft canopy.
 In most cockpits the pilot's control column or joystick is located centrally (centre
 stick), although in some military fast jets and in some commercial airliners the pilot
 uses a side-stick (usually located on the outboard side and/or at the left).
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The layout of the cockpit, especially in the military fast jet, has undergone
 standardization, both within and between aircraft different manufacturers and even
 different nations. One of the most important developments was the ―Basic Six‖
 pattern, later the ―Basic T‖, developed from 1937 onwards by the Royal Air Force,
 designed to optimize pilot instrument scanning.
 Ergonomics and human factors concerns are important in the design of modern
 cockpits. The layout and function of cockpit displays controls are designed to
 increase pilot situation awareness without causing information overload. In the past,
 many cockpits, especially in fighter aircraft, limited the size of the pilots that could fit
 into them. Now, cockpits are being designed to accommodate from the 1st percentile
 female physical size and the 99th percentile male size.
 In the design of the cockpit in a military fast jet, the traditional ―knobs and
 dials―associated with the cockpit are long gone. Instrument panels are now almost
 wholly replaced by electronic displays which they often re-configurable to save space
 are. While some hard-wired dedicated switches must still be used for reasons of
 integrity and safety, many traditional controls are replaced by multi-function re-
 configurable controls or so-called ―soft keys‖, Many controls are incorporated onto
 the stick and throttle to enable the pilot to maintain a head-up and eyes-out position –
 the so-called Hands On Throttle And Stick or HOTAS concept,. These controls may
 be then further augmented by new control media such as head pointing with a Helmet
 Mounted Sighting System or Direct Voice Input (DVI). New advances in auditory
 displays even allow for Direct Voice Output of aircraft status information and for the
 spatial localization of warning sounds for improved monitoring of aircraft systems. A
 central concept in the design of the cockpit is the Design Eye Position or "DEP".
 The layout of control panels in all modern airliners has become quite unified across
 the industry. The majority of the systems-related controls (such as electrical, fuel,
 hydraulics and pressurization) for example, are usually located in the ceiling on an
 overhead panel. Radios are generally placed on a panel between the pilot's seats
 known as the pedestal. Automatic flight controls such as the autopilot are usually
 placed just below the windscreen and above the main instrument panel on the glare
 shield.
 FLIGHT INSTRUMENTS
 In the modern electronic cockpit, the following flight instruments are usually
 regarded as essential: MCP, PFD, ND, EICAS, FMS/CDU and Back-up Instruments.
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 MCP
 A Mode Control Panel, usually a long narrow panel located centrally in front of the
 pilot, may be used to control Heading(HDG), Speed(SPD), Altitude(ALT), Vertical
 Speed(V/S), Vertical Navigation(VNAV) and Lateral Navigation(LNAV). It may
 also be used to engage or disengage both the Autopilot System and the Auto throttle
 System.
 PFD
 The Primary Flight Display will usually be located in a prominent position, either
 centrally or on either side of the cockpit. It will show the current pressure setting for
 the altimeter (local or standard), target speed and current speed, target altitude and
 current altitude, vertical speed and the condition of the Instrument Landing System
 (ILS) (if engaged). It may be pilot selectable to swap with the ND.
 ND
 A Navigation Display, which may be adjacent to the PFD, shows the current route
 and information on the next waypoint, current wind speed and wind direction. It may
 be pilot selectable to swap with the PFD.
 Airbus A319 cockpit. Most Airbus cockpits are computerized glass cockpits
 featuring fly-by-wire technology. The control column has been replaced with a
 sidestick.
 EICAS/ECAM
 The Engine Indication and Crew Alerting System (for Boeing) or Electronic
 Centralized Aircraft Monitor (for Airbus) will allow the pilot to monitor the
 following information: values for N1, N2 and N3, fuel temperature, fuel flow, the
 electrical system, cockpit or cabin temperature and pressure, control surfaces and so
 on. The pilot may select display of information by means of button press.
 FMS
 The Flight Management System/Control Unit may be used by the pilot to enter and
 check for the following information: Flight Plan, Speed Control, Navigation Control,
 and so on.
 Back-up instruments
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In a less prominent part of the cockpit, in case of failure of the other instruments,
 there will be a set of back-up instruments, showing basic flight information such as
 Speed, Altitude, Heading, and aircraft attitude.
 Aerospace industry technologies
 In the U.S. the Federal Aviation Administration (FAA) and the National Aeronautics
 and Space Administration (NASA) have researched the ergonomic aspects of cockpit
 design and have conducted investigations of airline industry accidents. Cockpit
 design disciplines include Cognitive Science, Neuroscience, Human Computer
 Interaction, Human Factors Engineering and Ergonomics.
 Aircraft designs have adopted the fully digital ―glass cockpit.‖ In such designs,
 instruments and gauges, including navigational map displays, are constructed using a
 standard user interface markup language known as ARINC 661. This standard
 defines the interface between an independent cockpit display system, generally
 produced by a single manufacturer, and the user applications which need to be
 supported by it, by means of displays and controls, often made by different
 manufacturers. The separation between the overall display system, and the various
 applications driving it, allows for considerable specialization and independence.
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 CATHODE RAY TUBE
 The cathode ray tube (CRT) is a vacuum tube containing an electron gun (a source
 of electrons) and a fluorescent screen, with internal or external means to accelerate
 and deflect the electron beam, used to form images in the form of light emitted from
 the fluorescent screen. The image may represent electrical waveforms (oscilloscope),
 pictures (television, computer monitor), radar targets and others.
 Cutaway rendering of a color CRT:
 1. Electron guns
 2. Electron beams
 3. Focusing coils
 4. Deflection coils
 5. Anode connection
 6. Mask for separating beams for red, green, and blue part of displayed image
 7. Phosphor layer with red, green, and blue zones
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8. Close-up of the phosphor-coated inner side of the screen
 The CRT uses an evacuated glass envelope which is large, deep, heavy, and relatively
 fragile. Display technologies without these disadvantages, such as flat plasma
 screens, liquid crystal displays, DLP, OLED displays have replaced CRTs in many
 applications and are becoming increasingly common as costs decline.
 An exception to the typical bowl-shaped CRT would be the flat CRTs[1][2] used by
 Sony in their Watchman series (the FD-210 was introduced in 1982). One of the last
 flat-CRT models was the FD-120A. The CRT in these units was flat with the electron
 gun located roughly at right angles below the display surface thus requiring
 sophisticated electronics to create an undistorted picture free from effects such as
 keystoning.
 General description
 The earliest version of the CRT was invented by the German physicist Ferdinand
 Braun in 1897 and is also known as the 'Braun tube'.[3] It was a cold-cathode diode, a
 modification of the Crookes tube with a phosphor-coated screen. The first version to
 use a hot cathode was developed by John B. Johnson (who gave his name to the term
 Johnson noise) and Harry Weiner Weinhart of Western Electric, and became a
 commercial product in 1922. The cathode rays are now known to be a beam of
 electrons emitted from a heated cathode inside a vacuum tube and accelerated by a
 potential difference between this cathode and an anode. The screen is covered with a
 phosphorescent coating (often transition metals or rare earth elements), which emits
 visible light when excited by high-energy electrons. The beam is deflected either by a
 magnetic or an electric field to move the bright dot to the required position on the
 screen.
 In television sets and computer monitors the entire front area of the tube is scanned
 systematically in a fixed pattern called a raster. An image is produced by modulating
 the intensity of the electron beam with a received video signal (or another signal
 derived from it). In all CRT TV receivers except some very early models, the beam is
 deflected by magnetic deflection, a varying magnetic field generated by coils (the
 magnetic yoke), driven by electronic circuits, around the neck of the tube.
 Electron gun
 The source of the electron beam is the electron gun, which produces a stream of
 electrons through thermionic emission, and focuses it into a thin beam. The gun is
 located in the narrow, cylindrical neck at the extreme rear of a CRT and has electrical
 connecting pins, usually arranged in a circular configuration, extending from its end.
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 These pins provide external connections to the cathode, to various grid elements in
 the gun used to focus and modulate the beam, and, in electrostatic deflection CRTs,
 to the deflection plates. Since the CRT is a hot-cathode device, these pins also
 provide connections to one or more filament heaters within the electron gun. When a
 CRT is operating, the heaters can often be seen glowing orange through the glass
 walls of the CRT neck. The need for these heaters to 'warm up' causes a delay
 between the time that a CRT is first turned on, and the time that a display becomes
 visible. In older tubes, this could take fifteen seconds or more; modern CRT displays
 have fast-starting circuits which produce an image within about two seconds, using
 either briefly increased heater current or elevated cathode voltage. Once the CRT has
 warmed up, the heaters stay on continuously. The electrodes are often covered with a
 black layer, a patented process used by all major CRT manufacturers to improve
 electron density.
 The electron gun accelerates not only electrons but also ions present in the imperfect
 vacuum (some of which result from outgassing of the internal tube components). The
 ions, being much heavier than electrons, are deflected much less by the magnetic or
 electrostatic fields used to position the electron beam. Ions striking the screen damage
 it; to prevent this the electron gun can be positioned slightly off the axis of the tube so
 that the ions strike the side of the CRT instead of the screen. Permanent magnets (the
 ion trap) deflect the lighter electrons so that they strike the screen. Some very old TV
 sets without an ion trap show browning of the center of the screen, known as ion
 burn. The aluminium coating used in later CRTs reduced the need for an ion trap.
 When electrons strike the poorly-conductive phosphor layer on the glass CRT, it
 becomes electrically charged, and tends to repel electrons, reducing brightness (this
 effect is known as "sticking"). To prevent this interior side of the phosphor layer can
 be covered with a layer of aluminium connected to the conductive layer inside the
 tube, which disposes of this charge. It has the additional advantages of increasing
 brightness by reflecting towards the viewer light emitted towards the back of the
 tube, and protecting the phosphor from ion bombardment.
 Oscilloscope tubes
 For use in an oscilloscope, the design is somewhat different. Rather than tracing out a
 raster, the electron beam is directly steered along an arbitrary path, while its intensity
 is kept constant. Usually the beam is deflected horizontally (X) by a varying potential
 difference between a pair of plates to its left and right, and vertically (Y) by plates
 above and below, although magnetic deflection is possible. The instantaneous
 position of the beam will depend upon the X and Y voltages. It is most useful for the
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horizontal voltage, repeatedly, to increase linearly with time until the beam reaches
 the edge of the screen, then jump back to its starting value (sawtooth waveform,
 generated by a timebase). This causes the display to trace out the Y voltage as a
 function of time. Many oscilloscopes only function in this mode. However it can be
 useful to display, say, the voltage versus the current in an inductive component with
 an oscilloscope that allows X-Y input, without using the timebase.
 The electron gun is always centered in the tube neck; the problem of ion production is
 either ignored or mitigated by using an aluminized screen.
 The beam can be moved much more rapidly, and it is easier to make the beam
 deflection accurately proportional to the applied signal, by using electrostatic
 deflection as described above instead of magnetic deflection. Magnetic deflection is
 achieved by passing currents through coils external to the tube; it allows the
 construction of much shorter tubes for a given screen size. Circuit arrangements are
 required to approximately linearize the beam position as a function of signal current
 and the very wide deflection angles require arrangements to keep the beam focused
 (dynamic focusing).
 In principle either type of deflection can be used for any purpose; but electrostatic
 deflection is best for oscilloscopes with relatively small screens and high
 performance requirements, while a television receiver with a large screen and
 electrostatic deflection would be many meters deep.
 Some issues must be resolved when using electrostatic deflection. Simple deflection
 plates appear as a fairly large capacitive load to the deflection amplifiers, requiring
 large current flows to charge and discharge this capacitance rapidly. Another, more
 subtle, problem is that when the electrostatic charge switches, electrons which are
 already part of the way through the deflection plate region will only be partially
 deflected. This results in the trace on the screen lagging behind a rapid change in
 signal.
 Extremely high performance oscilloscopes avoid these problems by subdividing the
 vertical (and sometimes horizontal) deflection plates into a series of plates along the
 length of the "deflection" region of the CRT, and electrically joined by a delay line
 terminated in its characteristic impedance; the timing of the delay line is set to match
 the velocity of the electrons through the deflection region. In this way, a change of
 charge "flows along" the deflection plate along with the electrons that it should affect,
 almost negating its effect on those electrons which are already partially through the
 region. Consequently the beam as seen on the screen slews almost instantly from the
 old point to the new point. In addition, because the entire deflection system operates
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 as a matched-impedance load, the problem of driving a large capacitive load is
 mitigated.
 It is very common for oscilloscopes to have amplifiers which rapidly chop or swap
 the beam, blanking the display while switching. This allows the single beam to show
 as two or more traces, each representing a different input signal. These are properly
 called multiple-trace (dual trace, quadruple trace, etc.) oscilloscopes.
 Much rarer is the true dual beam oscilloscope, whose tube contains an electron gun
 that produces two independent electron beams. Usually, but not always, both beams
 are deflected horizontally by a single shared pair of plates, while each beam has its
 own vertical deflection plates. This allows a time-domain display to show two signals
 simultaneously.
 Many modern oscilloscope tubes pass the electron beam through an expansion mesh.
 This mesh acts like a lens for electrons and has the effect of roughly doubling the
 deflection of the electron beam, allowing the use of a larger faceplate for the same
 length of tube envelope. The expansion mesh also tends to increase the "spot size" on
 the screen, but this trade off is usually acceptable.
 When displaying one-shot fast events the electron beam must deflect very quickly,
 with few electrons impinging on the screen, leading to a faint or invisible display. A
 simple improvement can be attained by fitting a hood on the screen against which the
 observer presses his face, excluding extraneous light, but oscilloscope CRTs designed
 for very fast signals give a brighter display by passing the electron beam through a
 micro-channel plate just before it reaches the screen. Through the phenomenon of
 secondary emission this plate multiplies the number of electrons reaching the
 phosphor screen, giving a brighter display, possibly with a slightly larger spot.
 The phosphors used in the screens of oscilloscope tubes are different from those used
 in the screens of other display tubes. Phosphors used for displaying moving pictures
 should produce an image which fades very rapidly to avoid smearing of new
 information by the remains of the previous picture; i.e., they should have short
 persistence. An oscilloscope will often display a trace which repeats unchanged, so
 longer persistence is not a problem; but it is a definite advantage when viewing a
 single-shot event, so longer-persistence phosphors are used.
 An oscilloscope trace can be any color without loss of information, so a phosphor
 with maximum effective luminosity is usually used. The eye is most sensitive to
 green: for visual and general-purpose use the P31 phosphor gives a visually bright
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trace, and also photographs well and is reasonably resistant to burning by the electron
 beam. For displays meant to be photographed rather than viewed, the blue trace of
 P11 phosphor gives higher photographic brightness; for extremely slow displays,
 very-long-persistence phosphors such as P7, which produce a blue trace followed by
 a longer-lasting amber or yellow afterimage, are used.
 The phosphor screen of most oscilloscope tubes contains a permanently-marked
 internal graticule, dividing the screen using Cartesian coordinates. This internal
 graticule allows for the easy measurement of signals with no worries about parallax
 error. Less expensive oscilloscope tubes may instead have an external graticule of
 glass or acrylic plastic. Most graticule can be side-illuminated for use in a darkened
 room.
 Oscilloscope tubes almost never contain integrated implosion protection (see below).
 External implosion protection must always be provided, either in the form of an
 external graticule or, for tubes with an internal graticule, a plain sheet of glass or
 plastic. The implosion protection shield is often colored to match the light emitted by
 the phosphor screen; this improves the contrast as seen by the user.
 Computer displays
 Graphical displays for early computers used vector monitors, a type of CRT similar
 to the oscilloscope but typically using magnetic, rather than electrostatic, deflection.
 Magnetic deflection allows the construction of much shorter tubes for a given
 viewable image size. Here, the beam traces straight lines between arbitrary points,
 repeatedly refreshing the display as quickly as possible. Vector monitors were also
 used by some late-1970s to mid-1980s arcade games such as Asteroids. Vector
 displays for computers did not noticeably suffer from the display artifacts of Aliasing
 and pixelation, but were limited in that they could display only a shape's outline
 (advanced vector systems could provide a limited amount of shading), and only a
 limited amount of crudely-drawn text (the number of shapes and/or textual characters
 drawn was severely limited, because the speed of refresh was roughly inversely
 proportional to how many vectors needed to be drawn). Some vector monitors are
 capable of displaying multiple colors, using either a typical tri-color CRT, or two
 phosphor layers (so-called "penetration color"). In these dual-layer tubes, by
 controlling the strength of the electron beam, electrons could be made to reach (and
 illuminate) either or both phosphor layers, typically producing a choice of green,
 orange, or red.
 Some displays for early computers (those that needed to display more text than was
 practical using vectors, or that required high speed for photographic output) used
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 Charactron CRTs. These incorporate a perforated metal character mask (stencil),
 which shapes a wide electron beam to form a character on the screen. The system
 selects a character on the mask using one set of deflection circuits, and selects the
 position to draw the character at using a second set. The beam is activated briefly to
 draw the character at that position. Graphics could be drawn by selecting the position
 on the mask corresponding to the code for a space (in practice, they were simply not
 drawn), which had a small round hole in the center; this effectively disabled the
 character mask, and the system reverted to regular vector behavior.
 Many of the early computer displays used "slow", or long-persistence, phosphors to
 reduce flicker for the operator. While it reduces eyestrain for relatively static
 displays, the drawback of long-persistence phosphor is that when the display is
 changed, it produces a visible afterimage that can take up to several seconds to fade.
 This makes it inappropriate for animation, or for real-time dynamic information
 displays.
 Color tubes use three different phosphors which emit red, green, and blue light
 respectively. They are packed together in strips (as in aperture grille designs) or
 clusters called "triads" (as in shadow mask CRTs). Color CRTs have three electron
 guns, one for each primary color, arranged either in a straight line or in a triangular
 configuration (the guns are usually constructed as a single unit). Each gun's beam
 reaches the dots of exactly one color; a grille or mask absorbs those electrons that
 would otherwise hit the wrong phosphor. Since each beam starts at a slightly different
 location within the tube, and all three beams are perturbed in essentially the same
 way, a particular deflection charge will cause the beams to hit a slightly different
 location on the screen (called a 'sub pixel'). Color CRTs with the guns arranged in a
 triangular configuration are known as delta-gun CRTs, because the triangular
 formation resembles the shape of the Greek letter delta.
 Dot pitch defines the "native resolution" of the display. On delta-gun CRTs, as the
 scanned resolution approaches the dot pitch resolution, moiré (a kind of soft-edged
 banding) appears, due to interference patterns between the mask structure and the
 grid-like pattern of pixels drawn. Aperture grille monitors do not suffer from vertical
 moiré, however, because the phosphor strips have no vertical detail.
 The glass envelope
 The outer glass allows the light generated by the phosphor out of the monitor, but (for
 color tubes) it must block dangerous X-rays generated by high energy electrons
 impacting the inside of the CRT face. For this reason, the glass is leaded. Color tubes
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require significantly higher anode voltages than monochrome tubes (as high as
 32,000 volts in large tubes), partly to compensate for the blockage of some electrons
 by the aperture mask or grille; the amount of X-rays produced increases with voltage.
 Because of leaded glass, other shielding, and protective circuits designed to prevent
 the anode voltage from rising too high in case of malfunction, the X-ray emission of
 modern CRTs is well within approved safety limits.
 CRTs have a pronounced triode characteristic, which results in significant gamma (a
 nonlinear relationship between beam current and light intensity). In early televisions,
 screen gamma was an advantage because it acted to compress the screen contrast.
 However in systems where linear response is required (such as when desktop
 publishing), gamma correction is applied. The gamma characteristic exists today in
 all digital video systems.
 CRT displays accumulate a static electrical charge on the screen, unless preventive
 measures are taken. This charge does not pose a safety hazard, but can lead to
 significant degradation of image quality through attraction of dust particles to the
 surface of the screen. Unless the display is regularly cleaned with a dry cloth or
 special cleaning tissue (using ordinary household cleaners may damage anti-glare
 protective layer on the screen), after a few months the brightness and clarity of the
 image drops significantly.
 The high voltage (EHT) used for accelerating the electrons is provided by a
 transformer. For CRTs used in televisions, this is usually a flyback transformer that
 steps up the line (horizontal) deflection supply to as much as 32,000 volts for a color
 tube, although monochrome tubes and specialty CRTs may operate at much lower
 voltages. The output of the transformer is rectified and the pulsating output voltage is
 smoothed by a capacitor formed by the tube itself (the accelerating anode being one
 plate, the glass being the dielectric, and the grounded (earthed) Aquadag coating on
 the outside of the tube being the other plate). Before all-glass tubes, the structure
 between the screen and the electron gun was made from a heavy metal cone which
 served as the accelerating anode. Smoothing of the EHT was then done with a high
 voltage capacitor, external to the tube itself. In the earliest televisions, before the
 invention of the flyback transformer design, a linear high-voltage supply was used;
 because these supplies were capable of delivering much more current at their high
 voltage than flyback high voltage systems – in the case of an accident they proved
 extremely dangerous. The flyback circuit design addressed this: in the case of a fault,
 the flyback system delivers relatively little current, improving a person's chance of
 surviving a direct shock from the high voltage anode.
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 The future of CRT technology
 CRT screens have much deeper cabinets compared to LCD screens for a given screen
 size. LCDs have generally inferior color rendition due to the fluorescent lights that
 can be used as backlights, even though they can be brighter overall. CRTs can be
 useful for displaying photos with high pixels per unit area and correct color balance.
 The end of most high-end CRT production in the mid 2000s (including high-end
 Sony, and Mitsubishi product lines) means an erosion of the CRT's capability.[4][5]
 Samsung did not introduce any CRT models for the 2008 model year at the 2008
 Consumer Electronics Show and on February 4, 2008 Samsung removed their 30"
 wide screen CRTs from their North American website and has not replaced them with
 new models.[6]
 General, rear-projection displays and LCDs require less power per display area, but
 plasma displays consume as much as or more than CRTs.[7] However, CRTs still
 find adherents in computer gaming[8] because of higher resolution per initial cost and
 small response time. CRTs are often used in psychological research that requires
 precise recording of reaction times. CRTs are also still popular in the printing and
 broadcasting industries as well as in the professional video, photography, and
 graphics fields due to their greater color fidelity and contrast, better resolution when
 displaying moving images, and better view from angles, although improvements in
 LCD technology increasingly alleviate these concerns. The demand for CRT screens
 is falling rapidly,[9] and producers are responding to this trend. For example, in 2005
 Sony announced that they would stop the production of CRT computer displays.
 Similarly, German manufacturer Loewe ceased production of CRT TVs in December
 2005. It has been common to replace CRT-based televisions and monitors in as little
 as 5–6 years, although they generally are capable of satisfactory performance for a
 much longer time.
 In the United Kingdom, DSG (Dixons), the largest retailer of domestic electronic
 equipment, reported that CRT models made up 80–90% of the volume of televisions
 sold at Christmas 2004 and 15–20% a year later, and that they were expected to be
 less than 5% at the end of 2006. Dixons have announced that they will cease selling
 CRT televisions in 2007.[10] DisplaySearch has reported that in the 4Q of 2007
 LCDs surpassed CRTs in worldwide sales though CRTs then outsold LCDs in the 1Q
 of 2008. [11]
 Magnets
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Magnets should never be put next to a color CRT, as they may cause magnetization
 of the shadow mask, and in severe cases can permanently distort it mechanically,
 which will cause incorrect colors to appear in the magnetized area. This is called a
 "purity" problem, because it affects the purity of one of the primary colors, with the
 residual magnetism causing the undesired deflection of electrons from one gun to the
 wrong color's phosphor patch. This can be expensive to have corrected, although it
 may correct itself over a few days or weeks. Most modern television sets and nearly
 all newer computer monitors have a built-in degaussing coil, which upon power-up
 creates a brief, alternating magnetic field which decays in strength over the course of
 a few seconds. The coil's interaction with the shadow mask, screen band and chassis
 components is the reason for the characteristic 'hum' associated with turning on many
 CRT-equipped displays. This degaussing field is strong enough to remove most cases
 of shadow mask magnetization.
 A transformer, which produces a large alternating magnetic field (one can typically
 be found in soldering guns, though not soldering irons), may also be used to degauss
 a monitor, by holding it up to the center of the monitor, activating it, and slowly
 moving the transformer in ever wider concentric circles past the edge of the monitor
 until the shimmering colors can no longer be seen (if a soldering gun is being used,
 ensure that the hot tip is facing away from the glass). To see the shimmering colors
 clearly, you may need to display a white or light-colored screen. This process may
 need to be repeated several times to fully remove severe magnetization.
 In extreme cases, very strong magnets such as the neodymium iron boron, or NIB
 magnets, can actually deform (and likely, permanently bend) the shadow mask. This
 will create an area of impure color rendition on the screen and if the shadow mask
 has been bent, such damage usually can't be repaired. Subjecting an old black and
 white television or monochrome (green or amber screen) computer monitor to
 magnets is generally harmless; this can be used as an effective demonstration tool for
 seeing the immediate and dramatic effect of a magnetic field on moving charged
 particles.
 Health concerns
 Electromagnetic
 It has been claimed that the electromagnetic fields emitted by CRT monitors
 constitute a health hazard, and can affect the functioning of living cells.[13]
 However, studies that examined this possibility showed no signs that CRT radiation
 had any effect on health.[14] Exposure to these fields diminishes considerably at
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 distances of 85 cm or farther according to the inverse cube law, which describes the
 propagation of all magnetic radiation.
 Ionizing radiation
 CRTs can emit a small amount of X-ray radiation as a result of the electron beam's
 bombardment of the shadow mask/aperture grille and phosphors. The amount of
 radiation escaping the front of the monitor is widely considered unharmful. The Food
 and Drug Administration regulations in 21 C.F.R. 1020.10 are used to strictly limit,
 for instance, television receivers to 0.5 milliroentgens per hour (mR/h) (0.13
 µC/(kg·h) or 36 pA/kg) at a distance of 5 cm from any external surface; since 2007,
 most CRTs have emissions that fall well below this limit.[15] This is one of the
 reasons CRT equipment sold in the United States is required to have the month and
 year of manufacture stamped on the back of the set.
 Early color television receivers (many of which are now highly collectible, see CT-
 100) were especially vulnerable due to primitive high-voltage regulation systems. X-
 ray production is generally negligible in black-and-white sets (due to low acceleration
 voltage and beam current), and in virtually every color display since the late 1960s,
 when systems were added to shut down the horizontal deflection system (and
 therefore high voltage supply) should regulation of the acceleration voltage fail.
 All television receivers and CRT displays equipped with a vacuum tube based high-
 voltage rectifier or high-voltage regulator tube also generate X-rays in these stages.
 These stages are universally housed in a metal enclosure called the "high-voltage
 cage" made from sheet metal to substantially reduce (and effectively eliminate)
 exposure. For both X-ray and electrical safety reasons, the set should never be
 operated with the cover of the high voltage cage opened. Many sets incorporated
 some type of interlock system to prevent operation with the high voltage cage open.
 Toxicity
 CRTs may contain toxic phosphors within the glass envelope. The glass envelopes of
 modern CRTs may be made from heavily leaded glass, which represent an
 environmental hazard. Indirectly heated vacuum tubes (including CRTs) use barium
 compounds and other reactive materials in the construction of the cathode and getter
 assemblies; normally this material will be converted into oxides upon exposure to the
 air, but care should be taken to avoid contact with the inside of all broken tubes.
 In some jurisdictions, discarded CRTs are regarded as toxic waste. In October 2001,
 the United States Environmental Protection Agency created rules stating that CRTs
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must be brought to special recycling places. In November 2002, the EPA began
 fining companies that disposed of CRTs through landfills or incineration. Regulatory
 agencies, local and statewide, monitor the disposal of CRTs and other computer
 equipment.
 Flicker
 The constant refreshing of a CRT can cause headaches and seizures in epileptics.
 Screen filters are available to reduce these effects. A high refresh rate (above 72 Hz)
 also helps to negate these effects.
 High voltage
 CRTs operate at very high voltages, which can persist long after the device
 containing the CRT has been switched off and/or unplugged. Residual charges of
 hundreds of volts can also remain in large capacitors in the power supply circuits of
 the device containing the CRT; these charges may persist. Modern circuits contain
 bleeder resistors, to ensure that the high-voltage supply is discharged to safe levels
 within a couple of minutes at most. These discharge devices can fail even on a
 modern unit and leave these high voltage charges present. The final anode connector
 on the bulb of the tube carries this high voltage.
 Implosion
 A high vacuum exists within all CRT monitors. If the outer glass envelope is
 damaged, a dangerous implosion may occur. Due to the power of the implosion, glass
 may explode outwards. This shrapnel can travel at dangerous and potentially fatal
 velocities. While modern CRT used in televisions and computer displays have epoxy-
 bonded face-plates or other measures to prevent shattering of the envelope, CRTs
 removed from equipment must be handled carefully to avoid personal injury.
 Early TV receivers had safety glass in front of their CRTs for protection. Modern
 CRTs have exposed faceplates; they have tension bands around the widest part of the
 glass envelope, at the edge of the faceplate, to keep the faceplate's glass under
 considerable compression, greatly enhancing resistance to impact. The tension in the
 band is on the order of a ton or more.
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 HEAD-UP DISPLAY
 A head-up display, or HUD, is any transparent display that presents data without
 obstructing the user's view. Although they were initially developed for military
 aviation, HUDs are now used in commercial aircraft, automobiles, and other
 applications.
 History
 The first HUDs were essentially advancements of static gun sight technology for
 military fighter aircraft. Rudimentary HUDs simply projected a ―pipper‖ to aid
 aircraft gun aiming. As HUDs advanced, more (and more complex) information was
 added. HUDs soon displayed computed gunnery solutions, using aircraft information
 such as airspeed and angle of attack, thus greatly increasing the accuracy pilots could
 achieve in air to air battles.
 In Great Britain, it was soon noted that pilots flying with new gun-sights were
 becoming better at piloting their aircraft. At this point, the HUD expanded its use
 beyond a weapon aiming instrument into a piloting tool. In the 1960s, French test-
 pilot Gilbert Klopfstein created the first modern HUD, and a standardized system of
 HUD symbols so that pilots would only have to learn one system and could more
 easily transition between aircraft. 1975 saw the development of the modern HUD to
 be used in instrument flight rules approaches to landing.[1] Klopfstein pioneered
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HUD technology in military fighter jets and helicopters, aiming to centralize critical
 flight data within the pilot's field of vision. This approach sought to increase the
 pilot‘s scan efficiency and reduce ―task saturation‖ and information overload
 In the 1970s, the HUD was introduced to commercial aviation.
 In 1988, the Oldsmobile Cutlass Supreme became the first production car with
 a head-up display.
 Until a few years ago, the Embraer 190 and Boeing 737 New Generation Aircraft
 (737-600,700,800, and 900 series) were the only commercial passenger aircraft to
 come with an optional HUD. Now, however, the technology is becoming more
 common with aircraft such as the Canadair RJ, Airbus A318 and several business jets
 featuring the device. Furthermore, the Airbus A320, A330, A340 and A380 families
 are currently undergoing the certification process for a HUD.
 Types
 There are two types of HUD. Fixed HUDs require the user to look through a display
 element attached to the airframe or vehicle chassis. The system determines the image
 to be presented depending solely on the orientation of the vehicle. Most aircraft
 HUDs are fixed. Helmet mounted displays (HMD) are technically a form of HUD,
 the distinction being that they feature a display element that moves with the
 orientation of the user's head vice the airframe. Many modern fighters (such as F/A-
 18, F-22, Eurofighter) use both a HUD and an HMD concurrently. The F-35
 Lightning II was designed without a HUD, relying solely on the HMD, making it the
 first modern military fighter not to have a fixed HUD.
 Helmet mounted display
 Modern aircraft Helmet Mounted Displays (HMD) project information similar to that
 of heads up displays (HUD) on an aircrew‘s visor or reticle, thereby allowing him to
 obtain situational awareness and/or cue weapons systems to the direction his head is
 pointing. Some aplications refer to these devices as Helmet Mounted Sight and
 Display (HMSD) or Helmet Mounted Sights (HMS). For non-aviation applications,
 see Head mounted displays
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 Factors
 There are several factors that engineers must consider when designing a HUD:
 Field of vision - Since a person‘s eyes are at two different points, they see two
 different images. To prevent a person‘s eyes from having to change focus between
 the outside world and the display of the HUD, the display is "Collimated" (focused at
 infinity). In automobiles the display is generally focused around the distance to the
 bumper.
 Eyebox - displays can only be viewed while the viewer‘s eyes are within a 3-
 dimensional area called the Head Motion Box or ―Eyebox‖. Modern HUD Eyeboxes
 are usually about 5 by 3 by 6 inches. This allows the viewer some freedom of head
 movement. It also allows the pilot the ability to view the entire display as long as one
 of his eyes is inside the Eyebox.
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Luminance/contrast - displays must be adjustable in luminance and contrast to
 account for ambient lighting, which can vary widely (e.g., from the glare of bright
 clouds to a moonless night approach to a minimally lit field).
 Display accuracy - aircraft HUD components must be very precisely aligned with
 the aircraft's three axes – a process called boresighting – so that displayed data
 conforms to reality typically with an accuracy of +/- 7.0 milliradians. Note that in this
 case the word "conform" means, "When an object is projected on the combiner and
 the actual object is visible, they will be aligned." This allows the display to show the
 pilot exactly where the artificial horizon is, as well as the aircraft‘s projected path
 with great accuracy. When Enhanced Vision is used, for example, the display of
 runway lights must be aligned with the actual runway lights when the real lights
 become visible. Boresiting is done during the aircraft's building process and can also
 be performed in the field on many aircraft. Newer micro-display imaging
 technologies are being introduced, including liquid crystal display (LCD), liquid
 crystal on silicon (LCoS), digital micro-mirrors (DMD), and organic light-emitting
 diode (OLED).
 Installation - installation of HUD components must be compatible with other
 avionics, displays, etc.
 Components
 A typical HUD contains three primary components:
 A Combiner,
 The Projector Unit
 The video generation computer.
 Combiner
 The combiner is the part of the unit which is located directly in front of the pilot. It is
 the surface onto which the information is projected so that the pilot can view and use
 it. On some aircraft the combiner is concave in shape and on others it is flat. It has a
 special coating that reflects the monochromatic light projected onto it from the
 Projector Unit while allowing all other wavelengths of light to pass through. On some
 aircraft it is easily removable (or can be rotated out of the way) by aircrew.
 Projection Unit
 The Projection Unit projects the image onto the combiner for the pilot to view. In the
 early days of HUDs, this was done through refraction, although modern HUDs use
 reflection. The projection unit uses a Cathode Ray Tube, light emitting diode, or
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 liquid crystal display to project the image. Projection Units can be either below (as
 with most fighter aircraft) or above (as with transport/commercial aircraft) the
 combiner.
 Video generation computer
 The computer is usually located with the other avionics equipment and provides the
 interface between the HUD (i.e. the projection unit) and the systems/data to be
 displayed. On aircraft, these computers are typically dual independent redundant
 systems. They receive input directly from the sensors (pitot-static, gyroscopic,
 navigation, etc.) aboard the aircraft and do their own computations rather than
 receiving previously computed data from the flight computers. Computers are
 integrated with the aircraft's systems and allow connectivity onto several different
 data buses such as the ARINC 429, ARINC 629, and MIL-STD-1553. [1]
 Symbology
 Typical aircraft HUDs display airspeed, altitude, a horizon line, heading, turn/bank
 and slip/skid indicators. These instruments are the minimum required by 14 CFR Part
 91.
 Other symbols and data are also available in some HUDs.
 Boresight or waterline symbol - is fixed on the display and shows where the nose of
 the aircraft is actually pointing.
 Flight path vector (FPV) or velocity vector symbol - shows where the aircraft is
 actually going, the sum of all energies acting on the aircraft.[5] For example, if the
 aircraft is pitched up but is losing energy, then the FPV symbol will be below the
 horizon even though the boresight symbol is above the horizon. During approach and
 landing, a pilot can fly the approach by keeping the FPV symbol at the desired
 descent angle and touchdown point on the runway.
 Acceleration indicator or energy cue - typically to the left of the FPV symbol, it is
 above it if the aircraft is accelerating, and below the FPV symbol if decelerating.
 Since being introduced on HUDs, both the FPV and acceleration symbols are
 becoming standard on head-down displays (HDD). The actual form of the FPV
 symbol on an HDD is not standardized but is usually a simple aircraft drawing, such
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as a circle with two short angled lines, (180 ± 30 degrees) and "wings" on the ends of
 the descending line. Keeping the FPV on the horizon allows the pilot to fly level
 turns in various angles of bank.
 Angle of attack indicator - shows the wing's angle relative to the airmass, often
 displayed as "α".
 Navigation data and symbols - for approaches and landings, the flight guidance
 system can provide visual cues based on navigation aids such as an Instrument
 Landing System or augmented Global Positioning System such as the Wide Area
 Augmentation System. Typically this is a circle which fits inside the flight path
 vector symbol. By "flying to" the guidance cue, the pilot flies the aircraft along the
 correct flight path.
 Military aircraft specific applications
 FA-18 HUD while engaged in gun shot.
 In addition to the generic information described above, military applications include
 weapons system and sensor data, such as:
 Target designation (TD) indicator - places a cue over an air or ground target (which
 is typically derived from radar or inertial navigation system data).
 Vc - closing velocity with target.
 Range - to target, waypoint, etc.
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 Launch Acceptability Region (LAR) - displays when an air-air or air-ground
 weapon can be successfully launched to reach a specified target.
 Weapon seeker or sensor line of sight - shows where a seeker or sensor is pointing.
 Weapon status - includes type and number of weapons selected, available, arming,
 etc.
 V/STOL approaches and landings
 During the 1980s, the military tested the use of HUDs in vertical take off and
 landings (VTOL) and short take off and landing (STOL) aircraft. A HUD format was
 developed at NASA Ames Research Center to provide pilots of V/STOL aircraft with
 complete flight guidance and control information for Category-IIIC terminal-area
 flight operations. These flight operations cover a large spectrum, from STOL
 operations on land-based runways to VTOL operations on aircraft carriers. The
 principal features of this display format are the integration of the flightpath and
 pursuit guidance information into a narrow field of view, easily assimilated by the
 pilot with a single glance, and the superposition of vertical and horizontal situation
 information. The display is a derivative of a successful design developed for
 conventional transport aircraft.[6]
 Civil aircraft specific applications
 The use of head-up displays allows commercial aircraft substantial flexibility in their
 operations. Systems have been approved which allow reduced-visibility takeoffs and
 landings, as well as full Category IIIc landings.[7][8][9] Studies have shown that the
 use of a HUD during landings decreases the lateral deviation from centerline in all
 landing conditions although the touchdown point along the centerline is not changed.
 The image to the right, of a HUD in a NASA Gulfstream V, shows several different
 HUD elements, including the combiner in front of the pilot. The green 'glare' in the
 lower right corner of the combiner is a result of backscatter of off-axis light from the
 projection unit, as well as reflection from ambient light in the flight deck. Because
 the combiner has a pronounced vertical and horizontal curve to help focus the image,
 compensation is applied to the display symbols so they appear flat when projected
 onto the curved surface. When not in use, this combiner can swing up and lock in a
 stowed position.
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The Projector Unit in the Gulfstream GV image would be directly above the pilot's
 head. In smaller aircraft the design of the projection unit can present interesting
 spacing and placement issues, as room has to be left for the pilot not only when
 normally seated but during turbulence and when getting in and out of the seat.
 Enhanced Flight Vision Systems, EFVS
 In more advanced systems, such as the FAA-labeled Enhanced Flight Vision
 System,[11] a real-world visual image can be overlaid onto the combiner. Typically
 an infrared camera (either single or multi-band) is installed in the nose of the aircraft
 to display a conformed image to the pilot. In one EVS [12] where if it does occur the
 design community anticipates that the flight crew will be able to take the appropriate
 action. The pilot may choose to initiate a missed approach (climb immediately and
 then figure out what to do because altitude and speed are your friend when trying to
 deal with "unexpected events") or perhaps to immediately blank the HUD/EVS
 display (typically there is a thumb switch on the control column for exactly this
 circumstance) and continue the landing using what can be seen through the window.
 While the EVS display can greatly help, the FAA has only "relaxed" operating
 regulations where an aircraft with EVS operating can perform a CATEGORY I
 approach to CATEGORY II minimums. In all other cases the flight crew must
 comply with all "unaided" visual restrictions. (For example if the runway visibility is
 restricted because of fog, even though EVS may provide a clear visual image it is not
 appropriate (or actually legal) to maneuver the aircraft using only the EVS below
 100' agl.)
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 Synthetic Vision Systems, SVS
 HUD systems are also being designed to utilize a synthetic vision system (SVS),
 which use terrain databases to create a realistic and intuitive view of the outside
 world.
 A synthetic vision system display.
 In SVS image to the right, immediately visible indicators include the airspeed tape on
 the left, altitude tape on the right, and turn/bank/slip/skid displays at the top center.
 The boresight symbol (-\/-) is in the center and directly below that is the Flight Path
 Vector symbol (the circle with short wings and a vertical stabilizer). The horizon line
 is visible going across the display with a break at the center, and directly to the left
 are the numbers at ±10 degrees with a short line at ±5 degrees (The +5 degree line is
 easier to see) which, along with the horizon line, show the pitch of the aircraft.
 The aircraft in the image is wings level (i.e. the flight path vector symbol is relative
 to the horizon line and there is zero roll on the turn/bank indicator). Airspeed is 140
 knots, altitude is 9450 feet, heading is 343 degrees (the number below the turn/bank
 indicator). Close inspection of image shows a small purple circle which is displaced
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from the Flight Path Vector slightly to the lower right. This is the guidance cue
 coming from the Flight Guidance System. When stabilized on the approach, this
 purple symbol should be centered within the FPV.
 The terrain is entirely computer generated from a high resolution terrain database.
 In some systems, the SVS will calculate the aircraft's current flight path, or possible
 flight path (based on an aircraft performance model, the aircraft's current energy, and
 surrounding terrain) and then turn any obstructions red to alert the flight crew. Such a
 system could have prevented the crash of American Airlines Flight 965 in 1995.
 On the left side of the display is an SVS-unique symbol, which looks like a purple,
 dimishing sideways ladder, and which continues on the right of the display. The two
 together define a "tunnel in the sky." This symbol defines the desired trajectory of the
 aircraft in three dimensions. For example, if the pilot had selected an airport to the
 left, then this symbol would curve off to the left and down. The pilot keeps the flight
 path vector alongside the trajectory symbol and so will fly the optimum path. This
 path would be based on information stored in the Flight Management System's data
 base and would show the FAA-approved approach for that airport.
 The Tunnel in the Sky can also greatly assist the pilot when more precise four
 dimensional flying is required, such as the decreased vertical or horizontal clearance
 requirements of RNP. Under such conditions the pilot is given a graphical depiction
 of where the aircraft should be and where it should be going rather than the pilot
 having to mentally integrate altitude, airspeed, heading, energy AND longitude and
 latitude to correctly fly the aircraft.
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 LIGHT-EMITTING DIODE
 A light-emitting diode (LED) is a semiconductor diode that emits light when an
 electrical current is applied in the forward direction of the device, as in the simple
 LED circuit. The effect is a form of electroluminescence where incoherent and
 narrow-spectrum light is emitted from the p-n junction.
 LEDs are widely used as indicator lights on electronic devices and increasingly in
 higher power applications such as flashlights and area lighting. An LED is usually a
 small area (less than 1 mm2) light source, often with optics added to the chip to shape
 its radiation pattern and assist in reflection . The color of the emitted light depends on
 the composition and condition of the semiconducting material used, and can be
 infrared, visible, or ultraviolet. Besides lighting, interesting applications include using
 UV-LEDs for sterilization of water and disinfection of devices , and as a grow light
 to enhance photosynthesis in plants.
 LED technology
 Physical principles
 I-V diagram for a diode an LED will begin to emit light when the on-voltage is
 exceeded. Typical on voltages are 2-3 Volt
 Like a normal diode, the LED consists of a chip of semiconducting material
 impregnated, or doped, with impurities to create a p-n junction. As in other diodes,
 current flows easily from the p-side, or anode, to the n-side, or cathode, but not in the
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reverse direction. Charge-carriers—electrons and holes—flow into the junction from
 electrodes with different voltages. When an electron meets a hole, it falls into a lower
 energy level, and releases energy in the form of a photon.
 The wavelength of the light emitted, and therefore its color, depends on the band gap
 energy of the materials forming the p-n junction. In silicon or germanium diodes, the
 electrons and holes recombine by a non-radiative transition which produces no
 optical emission, because these are indirect band gap materials. The materials used
 for the LED have a direct band gap with energies corresponding to near-infrared,
 visible or near-ultraviolet light.
 LED development began with infrared and red devices made with gallium arsenide.
 Advances in materials science have made possible the production of devices with
 ever-shorter wavelengths, producing light in a variety of colors.
 LEDs are usually built on an n-type substrate, with an electrode attached to the p-type
 layer deposited on its surface. P-type substrates, while less common, occur as well.
 Many commercial LEDs, especially GaN/InGaN, also use sapphire substrate.
 Light extraction
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 The refractive index of most LED semiconductor materials is quite high, so in almost
 all cases the light from the LED is coupled into a much lower-index medium. The
 large index difference makes the reflection quite substantial (per the Fresnel
 coefficients). The produced light gets partially reflected back into the semiconductor,
 where it may be absorbed and turned into additional heat; this is usually one of the
 dominant causes of LED inefficiency. Often more than half of the emitted light is
 reflected back at the LED-package and package-air interfaces.
 The reflection is most commonly reduced by using a dome-shaped (half-sphere)
 package with the diode in the center so that the outgoing light rays strike the surface
 perpendicularly, at which angle the reflection is minimized. Substrates that are
 transparent to the emitted wavelength, and backed by a reflective layer, increase the
 LED efficiency. The refractive index of the package material should also match the
 index of the semiconductor, to minimize back-reflection. An anti-reflection coating
 may be added as well.
 The package may be colored, but this is only for cosmetic reasons or to improve the
 contrast ratio; the color of the packaging does not substantially affect the color of the
 light emitted.
 Other strategies for reducing the impact of the interface reflections include designing
 the LED to reabsorb and reemit the reflected light (called photon recycling) and
 manipulating the microscopic structure of the surface to reduce the reflectance, by
 introducing random roughness, creating programmed moth eye surface patterns.
 Recently photonic crystal have also been used to minimize back-reflections [15]. In
 December 2007, scientists at Glasgow University claimed to have found a way to
 make LEDs more energy efficient, imprinting billions of holes into LEDs using a
 process known as nanoimprint lithography.[16]
 Ultraviolet and blue LEDs
 Blue LEDs are based on the wide band gap semiconductors GaN (gallium nitride)
 and InGaN (indium gallium nitride). They can be added to existing red and green
 LEDs to produce the impression of white light, though white LEDs today rarely use
 this principle.
 The first blue LEDs were made in 1971 by Jacques Pankove (inventor of the gallium
 nitride LED) at RCA Laboratories.[18] However, these devices had too little light
 output to be of much practical use. In the late 1980s, key breakthroughs in GaN
 epitaxial growth and p-type doping by Isamu Akasaki and Hiroshi Amano (Nagoya,
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Japan)[19] ushered in the modern era of GaN-based optoelectronic devices. Building
 upon this foundation, in 1993 high brightness blue LEDs were demonstrated through
 the work of Shuji Nakamura at Nichia Corporation.[20]
 By the late 1990s, blue LEDs had become widely available. They have an active
 region consisting of one or more InGaN quantum wells sandwiched between thicker
 layers of GaN, called cladding layers. By varying the relative InN-GaN fraction in the
 InGaN quantum wells, the light emission can be varied from violet to amber. AlGaN
 aluminium gallium nitride of varying AlN fraction can be used to manufacture the
 cladding and quantum well layers for ultraviolet LEDs, but these devices have not yet
 reached the level of efficiency and technological maturity of the InGaN-GaN
 blue/green devices. If the active quantum well layers are GaN, as opposed to alloyed
 InGaN or AlGaN, the device will emit near-ultraviolet light with wavelengths around
 350–370 nm. Green LEDs manufactured from the InGaN-GaN system are far more
 efficient and brighter than green LEDs produced with non-nitride material systems.
 With nitrides containing aluminium, most often AlGaN and AlGaInN, even shorter
 wavelengths are achievable. Ultraviolet LEDs in a range of wavelengths are
 becoming available on the market. Near-UV emitters at wavelengths around 375–395
 nm are already cheap and often encountered, for example, as black light lamp
 replacements for inspection of anti-counterfeiting UV watermarks in some documents
 and paper currencies. Shorter wavelength diodes, while substantially more expensive,
 are commercially available for wavelengths down to 247 nm.[21] As the
 photosensitivity of microorganisms approximately matches the absorption spectrum
 of DNA, with a peak at about 260 nm, UV LEDs emitting at 250–270 nm are to be
 expected in prospective disinfection and sterilization devices. Recent research has
 shown that commercially available UVA LEDs (365 nm) are already effective
 disinfection and sterilization devices.
 Wavelengths down to 210 nm were obtained in laboratories using aluminium nitride.
 While not an LED as such, an ordinary NPN bipolar transistor will emit violet light if
 its emitter-base junction is subjected to non-destructive reverse breakdown. This is
 easy to demonstrate by filing the top off a metal-can transistor (BC107, 2N2222 or
 similar) and biasing it well above emitter-base breakdown (≥ 20 V) via a current-
 limiting resistor.
 White light LEDs
 There are two ways of producing high intensity white-light using LEDs. One is to use
 individual LEDs that emit three primary colors[22] – red, green, and blue, and then
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 mix all the colors to produce white light. The other is to use a phosphor material to
 convert monochromatic light from a blue or UV LED to broad-spectrum white light.
 RGB Systems
 Combined spectral curves for blue, yellow-green, and high brightness red solid-state
 semiconductor LEDs. FWHM spectral bandwidth is approximately 24–27 nm for all
 three colors.
 White light can be produced by mixing differently colored light, the most common
 method is to use red, green and blue (RGB). Hence the method is called multi-
 colored white LEDs (sometimes referred to as RGB LEDs). Because its mechanism is
 involved with sophisticated electro-optical design to control the blending and
 diffusion of different colors, this approach has rarely been used to mass produce
 white LEDs in the industry. Nevertheless this method is particularly interesting to
 many researchers and scientists because of the flexibility of mixing different colors.
 In principle, this mechanism also has higher quantum efficiency in producing white
 light.
 There are several types of multi-colored white LEDs: di-, tri-, and tetrachromatic
 white LEDs. Several key factors that play among these different approaches include
 color stability, color rendering capability, and luminous efficacy. Often higher
 efficacy will mean lower color rendering, presenting a trade off between the luminous
 efficiency and color rendering. For example, the dichromatic white LEDs have the
 best luminous efficiency (120 lm/W), but the lowest color rendering capability.
 Oppositely although tetrachromatic white LEDs have excellent color rendering
 capability, they often have poor luminous efficiency. Trichromatic white LEDs are in
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between, having both good luminous efficiency (>70 lm/W) and fair color rendering
 capability.
 What multi-color LEDs offer is not merely another solution of producing white light,
 but is a whole new technique of producing light of different colors. In principle, all
 perceivable colors can be produced by mixing different amounts of three primary
 colors, and this makes it possible to produce precise dynamic color control as well.
 As more effort is devoted to investigating this technique, multi-color LEDs should
 have profound influence on the fundamental method which we use to produce and
 control light color. However, before this type of LED can truly play a role on the
 market, several technical problems need to be solved. These certainly include that
 this type of LED's emission power decays exponentially with increasing temperature,
 resulting in a substantial change in color stability. Such problem is not acceptable for
 industrial usage. Therefore, many new package designs aiming to solve this problem
 have been proposed, and their results are being reproduced by researchers and
 scientists.
 Phosphor based LEDs
 Spectrum of a ―white‖ LED clearly showing blue light which is directly emitted by
 the GaN-based LED (peak at about 465 nm) and the more broadband Stokes-shifted
 light emitted by the Ce3+:YAG phosphor which emits at roughly 500–700 nm.
 This method involves coating a LED of one color (mostly blue LED made of InGaN)
 with phosphor of different colors to produce white light, the resultant LEDs are called
 phosphor based white LEDs. A fraction of the blue light undergoes the Stokes shift
 being transformed from shorter wavelengths to longer. Depending on the color of the
 original LED, phosphors of different colors can be employed. If several phosphor
 layers of distinct colors are applied, the emitted spectrum is broadened, effectively
 increasing the color rendering index (CRI) value of a given LED.
 Phosphor based LEDs have a lower efficiency then normal LEDs due to the heat loss
 from the Stokes shift and also other phosphor-related degradation issues. However, it
 is still the most popular technique for manufacturing high intensity white LEDs. This
 is because the design and production of a light source or light fixture is much simpler
 than for instance for a complex RGB system. The majority of high intensity white
 LEDs now on the market are manufactured with this method.
 The largest issue for the efficacy is the seemingly unavoidable Stokes energy loss.
 However, much effort is being spent on optimizing these devices to higher light
 output and higher operation temperatures. The efficiency can for instance be
 increased by adapting better package design or by using a more suitable type of
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 phosphor. Philips Lumileds patented conformal coating process addresses for
 instance the issue of varying phosphor thickness, giving the white LEDs a more
 homogeneous white light. With development ongoing the efficacy is generally
 increased with every new product announcement.
 White LEDs can also be made by coating near ultraviolet (NUV) emitting LEDs with
 a mixture of high efficiency europium-based red and blue emitting phosphors plus
 green emitting copper and aluminum doped zinc sulfide (ZnS:Cu, Al). This is a
 method analogous to the way fluorescent lamps work. However, the ultraviolet light
 causes photodegradation to the epoxy resin and many other materials used in LED
 packaging, causing manufacturing challenges and shorter lifetimes. This method is
 less efficient than the blue LED with YAG:Ce phosphor, as the Stokes shift is larger
 and more energy is therefore converted to heat, but yields light with better spectral
 characteristics, which render color better. Due to the higher radiative output of the
 ultraviolet LEDs than of the blue ones, both approaches offer comparable brightness.
 Another concern is that UV light may leak from a malfunctioning light source and
 cause harm to human eyes or skin.
 The newest method used to produce white light LEDs uses no phosphors at all and is
 based on homoepitaxially grown zinc selenide (ZnSe) on a ZnSe substrate which
 simultaneously emits blue light from its active region and yellow light from the
 substrate.[citation needed]
 Failure modes
 The most common way for LEDs (and diode lasers) to fail is the gradual lowering of
 light output and loss of efficiency. Sudden failures, however rare, can occur as well.
 Early red LEDs were notable for their short lifetime.
 Nucleation and growth of dislocations is a known mechanism for degradation of the
 active region, where the radiative recombination occurs. This requires a presence of
 an existing defect in the crystal and is accelerated by heat, high current density, and
 emitted light. Gallium arsenide and aluminium gallium arsenide are more susceptible
 to this mechanism than gallium arsenide phosphide and indium phosphide. Due to
 different properties of the active regions, gallium nitride and indium gallium nitride
 are virtually insensitive to this kind of defect.
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Electromigration caused by high current density can move atoms out of the active
 regions, leading to emergence of dislocations and point defects, acting as
 nonradiative recombination centers and producing heat instead of light.
 Ionizing radiation can lead to the creation of defects as well, which leads to issues
 with radiation hardening of circuits containing LEDs (e.g., in optoisolators)
 Differentiated phosphor degeneration. The different phosphors used in white LEDs
 tend to degrade with heat and age, but at different rates causing changes in the
 produced light color. Pink LEDs often use an organic phosphor formulation which
 may degrade after just a few hours of operation causing a major shift in output color
 [citation needed].
 Metal diffusion caused by high electrical currents or voltages at elevated
 temperatures can move metal atoms from the electrodes into the active region. Some
 materials, notably indium tin oxide and silver, are subject to electromigration which
 causes leakage current and non radiative recombination along the chip edges. In some
 cases, especially with GaN/InGaN diodes, a barrier metal layer is used to hinder the
 electromigration effects.
 Short circuits Mechanical stresses, high currents, and corrosive environment can lead
 to formation of whiskers, causing short circuits.
 Thermal runaway Nonhomogenities in the substrate, causing localized loss of thermal
 conductivity, can cause thermal runaway where heat causes damage which causes
 more heat etc. Most common ones are voids caused by incomplete soldering, or by
 electromigration effects and Kirkendall voiding.
 Current crowding, non-homogenous distribution of the current density over the
 junction. This may lead to creation of localized hot spots, which poses risk of thermal
 runaway.
 Epoxy degradation Some materials of the plastic package tend to yellow when
 subjected to heat, causing partial absorption (and therefore loss of efficiency) of the
 affected wavelengths.
 Thermal stress Sudden failures are most often caused by thermal stresses. When the
 epoxy resin package reaches its glass transition temperature, it starts rapidly
 expanding, causing mechanical stresses on the semiconductor and the bonded
 contact, weakening it or even tearing it off. Conversely, very low temperatures can
 cause cracking of the packaging.
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 Electrostatic discharge (ESD) may cause immediate failure of the semiconductor
 junction, a permanent shift of its parameters, or latent damage causing increased rate
 of degradation. LEDs and lasers grown on sapphire substrate are more susceptible to
 ESD damage.
 Organic light-emitting diodes (OLEDs)
 If the emitting layer material of the LED is an organic compound, it is known as an
 Organic Light Emitting Diode (OLED). To function as a semiconductor, the organic
 emitting material must have conjugated pi bonds. The emitting material can be a
 small organic molecule in a crystalline phase, or a polymer. Polymer materials can be
 flexible; such LEDs are known as PLEDs or FLEDs.
 Compared with regular LEDs, OLEDs are lighter, and polymer LEDs can have the
 added benefit of being flexible. Some possible future applications of OLEDs could
 be:
 Inexpensive, flexible displays
 Light sources
 Wall decorations
 Luminous cloth
 OLEDs have been used to produce visual displays for portable electronic devices
 such as cellphones, digital cameras, and MP3 players. Larger displays have been
 demonstrated, but their life expectancy is still far too short (<1,000 hours) to be
 practical.
 Today, OLEDs operate at substantially lower efficiency than inorganic (crystalline)
 LEDs. The best luminous efficacy of an OLED so far is about 68 lm/W[citation
 needed].
 Experimental technologies
 Quantum Dot LEDs
 A new technique developed by Michael Bowers, a graduate student at Vanderbilt
 University in Nashville, involves coating a blue LED with quantum dots that glow
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white in response to the blue light from the LED. This technique produces a warm,
 yellowish-white light similar to that produced by incandescent bulbs.
 Quantum Dots are semiconductor nanocrystals that possess unique optical properties
 Their emission color can be tuned from the visible throughout the infrared spectrum.
 This allows quantum dot LEDs to create almost any color on the CIE diagram. This
 provides more color options and better color rendering white LEDs. Quantum dots
 LEDs are available in the same package types as traditional phosphor based LEDs.
 Power sources
 LEDs have very low dynamic resistance, with the same voltage drop for widely
 varying currents. Consequently they cannot connect directly to normal voltage power
 sources. In some cases power supply voltage varies widely (as with batteries),
 causing large changes in LED current and light output. For such applications, a
 constant current regulator is commonly used as resistor control. Low drop-out (LDO)
 constant current regs also allow the total LED string voltage to be a higher percentage
 of PSU voltage, resulting in improved efficiency and reduced power use.
 Because the voltage versus current characteristics of an LED are much like any diode
 (that is, current approximately an exponential function of voltage), a small voltage
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 change results in a huge change in current. This can result either in a unlit LED or a
 current above the maximum ratings potentially destroying the LED
 Low power LEDs
 Miniature indicator LEDs are normally driven from low voltage DC via a current
 limiting resistor. Currents of 2 mA, 10 mA and 20 mA are common.
 Sub-mA indicators may be made by driving ultrabright LEDs at very low current.
 Efficacy tends to reduce at low currents[citation needed], but indicators running on
 100 μA are still practical. The cost of ultrabrights is higher than 2 mA indicator
 LEDs.
 Multiple LEDs are normally operated in parallel strings of series LEDs, with the total
 LED voltage typically adding up to around two-thirds of the supply voltage, with
 resistor current control for each string.
 In disposable coin cell powered keyring type LED lights, the resistance of the cell
 itself is usually the only current limiting device. The cell should not therefore be
 replaced with a lower resistance type.
 LEDs can be purchased with built in series resistors. These can save printed circuit
 board space and are especially useful when building prototypes or populating a PCB
 in a way other than its designers intended. However, the resistor value is set at the
 time of manufacture, removing one of the key methods of setting the LED's intensity.
 Advantages of using LEDs
 LEDs produce more light per watt than incandescent bulbs; this is useful in
 battery powered or energy-saving devices.
 LEDs can emit light of an intended color without the use of color filters that
 traditional lighting methods require. This is more efficient and can lower initial
 costs.
 The solid package of the LED can be designed to focus its light. Incandescent
 and fluorescent sources often require an external reflector to collect light and
 direct it in a usable manner.
 LEDs are ideal for use in applications that are subject to frequent on-off
 cycling, unlike fluorescent lamps that burn out more quickly when cycled
 frequently, or HID lamps that require a long time before restarting.
 LEDs can very easily be dimmed either by Pulse-width modulation or lowering
 the forward current.
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LEDs light up very quickly. A typical red indicator LED will achieve full
 brightness in microseconds. LEDs used in communications devices can have
 even faster response times.
 LEDs mostly fail by dimming over time, rather than the abrupt burn-out of
 incandescent bulbs.
 LEDs can have a relatively long useful life. One report estimates 35,000 to
 50,000 hours of useful life, though time to complete failure may be longer.[32]
 Fluorescent tubes typically are rated at about 30,000 hours, and incandescent
 light bulbs at 1,000–2,000 hours.[citation needed]
 LEDs, being solid state components, are difficult to damage with external
 shock, unlike fluorescent and incandescent bulbs which are fragile.
 LEDs can be very small and are easily populated onto printed circuit boards.
 LEDs do not contain mercury, unlike compact fluorescent lamps.
 Due to the human eye's visual persistence LEDs can be pulse width or duty
 cycle modulated in order to save power or achieve an apparent higher
 brightness for a given power input. The eye will tend to perceive the peak
 current light level rather than the average current light level when the
 modulation rate is higher than approximately 1000 hertz and the duty cycle is
 greater than 15 to 20%[citation needed]. This is also useful when applied to the
 multiplexing used in 7-segment displays.
 LEDs are produced in an array of shapes and sizes. The 5 mm cylindrical
 package (red, fifth from the left) is the most common, estimated at 80% of
 world production. The color of the plastic lens is often the same as the actual
 color of light emitted, but not always. For instance, purple plastic is often used
 for infrared LEDs, and most blue devices have clear housings. There are also
 LEDs in extremely tiny packages, such as those found on blinkies and on cell
 phone keypads. (not shown).
 Disadvantages of using LEDs
 LEDs are currently more expensive, price per lumen, on an initial capital cost
 basis, than more conventional lighting technologies. The additional expense
 partially stems from the relatively low lumen output and the drive circuitry and
 power supplies needed. However, when considering the total cost of ownership
 (including energy and maintenance costs), LEDs far surpass incandescent or
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 halogen sources and begin to threaten compact fluorescent lamps[citation
 needed].
 LED performance largely depends on the ambient temperature of the operating
 environment. Over-driving the LED in high ambient temperatures may result
 in overheating of the LED package, eventually leading to device failure.
 Adequate heat-sinking is required to maintain long life. This is especially
 important when considering automotive, medical, and military applications
 where the device must operate over a large range of temperatures, and is
 required to have a low failure rate.
 LEDs must be supplied with the voltage above the threshold and a current
 below the rating. This can involve series resistors or current-regulated power
 supplies.
 Most white LEDs have spectra that differ significantly from a black body
 radiator like the sun or an incandescent light. The spike at 460 nm and dip at
 500 nm can cause the color of objects to be perceived differently under LED
 illumination than sunlight or incandescent sources, due to metamerism, red
 surfaces being rendered particularly badly by typical phosphor based LEDs
 white LEDs. However, the color rendering properties of common fluorescent
 lamps are often inferior to what is now available in state-of-art white LEDs.
 LEDs do not approximate a ―point source‖ of light, so cannot be used in
 applications needing a highly collimated beam. LEDs are not capable of
 providing divergence below a few degrees. This is contrasted with lasers,
 which can produce beams with divergences of 0.2 degrees or less.
 There is increasing concern that blue LEDs and white LEDs are now capable
 of exceeding safe limits of the so-called blue-light hazard as defined in eye
 safety specifications such as ANSI/IESNA RP-27.1-05: Recommended
 Practice for Photobiological Safety for Lamp and Lamp Systems.
 Because white LEDs emit much more blue light than conventional outdoor
 light sources such as high-pressure sodium lamps, the strong wavelength
 dependence of Rayleigh scattering means that LEDs can cause more light
 pollution than other light sources. It is therefore very important that LEDs are
 fully shielded when used outdoors. Compared to low-pressure sodium lamps,
 which emit at 589.3nm, the 460 nm emission spike of white and blue LEDs is
 scattered about 2.7 times more by the Earth's atmosphere. LEDs should not be
 used for outdoor lighting near astronomical observatories.
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LIQUID CRYSTAL DISPLAY
 A liquid crystal display (LCD) is an electro-optical amplitude modulator
 realized as a thin, flat display device made up of any number of color or
 monochrome pixels arrayed in front of a light source or reflector. It is often
 utilized in battery-powered electronic devices because it uses very small
 amounts of electric power.
 Reflective twisted nematic liquid crystal display.
 Polarizing filter film with a vertical axis to polarize light as it enters.
 Glass substrate with ITO electrodes. The shapes of these electrodes will
 determine the shapes that will appear when the LCD is turned ON.
 Vertical ridges etched on the surface are smooth.
 Twisted nematic liquid crystal.
 Glass substrate with common electrode film (ITO) with horizontal ridges
 to line up with the horizontal filter.
 Polarizing filter film with a horizontal axis to block/pass light.
 Reflective surface to send light back to viewer. (In a backlit LCD, this
 layer is replaced with a light source.)
 Specifications

Page 195
                        

AUTHOR –N.SOMASUNDARAM, AERONAUTICAL DEPARTMENT
 MOHAMMED SATHAK ENGINEERING COLLEGE,
 KILAKARAI Page 195
 Important factors to consider when evaluating an LCD monitor:
 Resolution: The horizontal and vertical size expressed in pixels (e.g.,
 1024x768). Unlike monochrome CRT monitors, LCD monitors have a native-
 supported resolution for best display effect.
 Dot pitch: The distance between the centers of two adjacent pixels. The
 smaller the dot pitch size, the less granularity is present, resulting in a sharper
 image. Dot pitch may be the same both vertically and horizontally, or different
 (less common).
 Viewable size: The size of an LCD panel measured on the diagonal (more
 specifically known as active display area).
 Response time: The minimum time necessary to change a pixel's color or
 brightness. Response time is also divided into rise and fall time. For LCD
 Monitors, this is measured in btb (black to black) or gtg (gray to gray). These
 different types of measurements make comparison difficult.
 Refresh rate: The number of times per second in which the monitor draws the
 data it is being given. A refresh rate that is too low can cause flickering and
 will be more noticeable on larger monitors. Many high-end LCD televisions
 now have a 120 Hz refresh rate (current and former NTSC countries
 only)[citation needed]. This allows for less distortion when movies filmed at
 24 frames per second (fps) are viewed due to the elimination of telecine (3:2
 pulldown). The rate of 120 was chosen as the least common multiple of 24 fps
 (cinema) and 30 fps (TV).
 Matrix type: Active TFT or Passive.
 Viewing angle: (coll., more specifically known as viewing direction).
 Color support: How many types of colors are supported (coll., more
 specifically known as color gamut).
 Brightness: The amount of light emitted from the display (coll., more
 specifically known as luminance).
 Contrast ratio: The ratio of the intensity of the brightest bright to the darkest
 dark.
 Aspect ratio: The ratio of the width to the height (for example, 4:3, 16:9 or
 16:10).
 Input ports (e.g., DVI, VGA, LVDS, DisplayPort, or even S-Video and
 HDMI).
 Display that have built-in TV Tuner or decoders may feature
 Gamma correction
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Color displays
 In color LCDs each individual pixel is divided into three cells, or subpixels,
 which are colored red, green, and blue, respectively, by additional filters
 (pigment filters, dye filters and metal oxide filters). Each subpixel can be
 controlled independently to yield thousands or millions of possible colors for
 each pixel. CRT monitors employ a similar 'subpixel' structures via phosphors,
 although the electron beam employed in CRTs do not hit exact 'subpixels'.
 Color components may be arrayed in various pixel geometries, depending on
 the monitor's usage. If software knows which type of geometry is being used in
 a given LCD, this can be used to increase the apparent resolution of the
 monitor through subpixel rendering. This technique is especially useful for text
 anti-aliasing.
 To reduce smudging in a moving picture when pixels do not respond quickly
 enough to color changes, so-called pixel overdrive may be used.
 Passive-matrix and active-matrix addressed LCDs
 LCDs with a small number of segments, such as those used in digital watches
 and pocket calculators, have individual electrical contacts for each segment.
 An external dedicated circuit supplies an electric charge to control each
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 segment. This display structure is unwieldy for more than a few display
 elements.
 Small monochrome displays such as those found in personal organizers, or
 older laptop screens have a passive-matrix structure employing super-twisted
 nematic (STN) or double-layer STN (DSTN) technology—the latter of which
 addresses a color-shifting problem with the former—and color-STN (CSTN)—
 wherein color is added by using an internal filter. Each row or column of the
 display has a single electrical circuit. The pixels are addressed one at a time by
 row and column addresses. This type of display is called passive-matrix
 addressed because the pixel must retain its state between refreshes without the
 benefit of a steady electrical charge. As the number of pixels (and,
 correspondingly, columns and rows) increases, this type of display becomes
 less feasible. Very slow response times and poor contrast are typical of
 passive-matrix addressed LCDs.
 High-resolution color displays such as modern LCD computer monitors and
 televisions use an active matrix structure. A matrix of thin-film transistors
 (TFTs) is added to the polarizing and color filters. Each pixel has its own
 dedicated transistor, allowing each column line to access one pixel. When a
 row line is activated, all of the column lines are connected to a row of pixels
 and the correct voltage is driven onto all of the column lines. The row line is
 then deactivated and the next row line is activated. All of the row lines are
 activated in sequence during a refresh operation. Active-matrix addressed
 displays look "brighter" and "sharper" than passive-matrix addressed displays
 of the same size, and generally have quicker response times, producing much
 better images.
 Active matrix technologies
 Twisted nematic (TN)
 Twisted nematic displays contain liquid crystal elements which twist and
 untwist at varying degrees to allow light to pass through. When no voltage is
 applied to a TN liquid crystal cell, the light is polarized to pass through the
 cell. In proportion to the voltage applied, the LC cells twist up to 90 degrees
 changing the polarization and blocking the light's path. By properly adjusting
 the level of the voltage almost any grey level or transmission can be achieved.
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In-plane switching (IPS)
 In-plane switching is an LCD technology which aligns the liquid crystal cells
 in a horizontal direction. In this method, the electrical field is applied through
 each end of the crystal, but this requires two transistors for each pixel instead
 of the single transistor needed for a standard thin-film transistor (TFT) display.
 This results in blocking more transmission area, thus requiring a brighter
 backlight, which will consume more power, making this type of display less
 desirable for notebook computers.
 Vertical alignment (VA)
 Vertical alignment displays are a form of LC displays in which the liquid
 crystal material naturally exists in a horizontal state removing the need for
 extra transistors (as in IPS). When no voltage is applied the liquid crystal cell,
 it remains perpendicular to the substrate creating a black display. When voltage
 is applied, the liquid crystal cells shift to a horizontal position, parallel to the
 substrate, allowing light to pass through and create a white display. VA liquid
 crystal displays provide some of the same advantages as IPS panels,
 particularly an improved viewing angle and improved black level.
 Blue Phase mode
 Main article: Blue Phase Mode LCD
 In blue phase based LC-displays for TV applications it is not the selective
 reflection of light according the lattice pitch (Bragg reflection), but an electric
 field deforms the lattice which results in anisotropy of the refractive indices of
 the layer, followed by a change of transmission between crossed polarizers.
 Developed with a look at cost-efficiency, blue phase mode LCDs do not
 require liquid crystal alignment layers, unlike today‘s most widely used LCD
 modes such as Twisted Nematic (TN), In-Plane Switching (IPS) or Vertical
 Alignment (VA) modes. The blue phase mode can make its own alignment
 layers, eliminating the need for any mechanical alignment and rubbing
 processes. This reduces the number of required fabrication steps, resulting in
 savings on production costs. Additionally it has been claimed that blue phase
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 panels will reduce sensitivity of the LC-layer to mechanical pressure which can
 impair the lateral uniformity of display luminance.[citation needed]
 Overdrive circuits that are currently applied to many LCD panels with 120Hz
 frame frequency for improvement of the display of moving images in premium
 LCD TVs will become obsolete since the blue phase mode features a superior
 response speed, allowing images to be reproduced at 240Hz frame rate or
 higher without the need for any overdrive circuit.
 Quality control
 Some LCD panels have defective transistors, causing permanently lit or unlit
 pixels which are commonly referred to as stuck pixels or dead pixels
 respectively. Unlike integrated circuits (ICs), LCD panels with a few defective
 pixels are usually still usable. It is also economically prohibitive to discard a
 panel with just a few defective pixels because LCD panels are much larger
 than ICs. Manufacturers have different standards for determining a maximum
 acceptable number of defective pixels. The maximum acceptable number of
 defective pixels for LCD varies greatly. At one point, Samsung held a zero-
 tolerance policy for LCD monitors sold in Korea. Currently, though, Samsung
 adheres to the less restrictive ISO 13406-2 standard. Other companies have
 been known to tolerate as many as 11 dead pixels in their policies. Dead pixel
 policies are often hotly debated between manufacturers and customers. To
 regulate the acceptability of defects and to protect the end user, ISO released
 the ISO 13406-2 standard.[17] However, not every LCD manufacturer
 conforms to the ISO standard and the ISO standard is quite often interpreted in
 different ways.
 Zero-power (bistable) displays
 The zenithal bistable device (ZBD), developed by QinetiQ (formerly DERA),
 can retain an image without power. The crystals may exist in one of two stable
 orientations (Black and "White") and power is only required to change the
 image. ZBD Displays is a spin-off company from QinetiQ who manufacture
 both grayscale and color ZBD devices.
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A French company, Nemoptic, has developed another zero-power, paper-like
 LCD technology which has been mass-produced since July 2003. This
 technology is intended for use in applications such as Electronic Shelf Labels,
 E-books, E-documents, E-newspapers, E-dictionaries, Industrial sensors, Ultra-
 Mobile PCs, etc. Zero-power LCDs are a category of electronic paper.
 Kent Displays has also developed a "no power" display that uses Polymer
 Stabilized Cholesteric Liquid Crystals (ChLCD). The major drawback to the
 ChLCD is slow refresh rate, especially with low temperatures.
 In 2004 researchers at the University of Oxford demonstrated two new types of
 zero-power bistable LCDs based on Zenithal bistable techniques.[19]
 Several bistable technologies, like the 360° BTN and the bistable cholesteric,
 depend mainly on the bulk properties of the liquid crystal (LC) and use
 standard strong anchoring, with alignment films and LC mixtures similar to the
 traditional monostable materials. Other bistable technologies (i.e. Binem
 Technology) are based mainly on the surface properties and need specific weak
 anchoring materials.
 Drawbacks
 LCD technology still has a few drawbacks in comparison to some other display
 technologies:
 While CRTs are capable of displaying multiple video resolutions without
 introducing artifacts, LCDs produce crisp images only in their native resolution
 and, sometimes, fractions of that native resolution. Attempting to run LCD
 panels at non-native resolutions usually results in the panel scaling the image,
 which introduces blurriness or "blockiness" and is susceptible in general to
 multiple kinds of HDTV blur. Many LCDs are incapable of displaying very
 low resolution screen modes (such as 320x200) due to these scaling
 limitations.
 Although LCDs typically have more vibrant images and better "real-world"
 contrast ratios (the ability to maintain contrast and variation of color in bright
 environments) than CRTs, they do have lower contrast ratios than CRTs in
 terms of how deep their blacks are. A contrast ratio is the difference between a
 completely on (white) and off (black) pixel, and LCDs can have "backlight
 bleed" where light (usually seen around corners of the screen) leaks out and
 turns black into gray. However, as of December 2007, the very best LCDs can
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 approach the contrast ratios of plasma displays in terms of delivering a deep
 black.
 LCDs typically have longer response times than their plasma and CRT
 counterparts, especially older displays, creating visible ghosting when images
 rapidly change. For example, when moving the mouse quickly on an LCD,
 multiple cursors can sometimes be seen.
 Some LCD TVs have significant input lag due to slow video processing. If the
 lag delay is large enough, such displays can be unsuitable for fast and time-
 precise mouse operations (CAD, FPS gaming) as compared to CRT displays or
 other LCD panels with negligible amounts of input lag. Some LCD TVs have a
 "game mode" (the term used by Sony) that reduces both the amount of video
 processing and the amount of input lag.
 LCD panels using TN tend to have a limited viewing angle relative to CRT and
 plasma displays. This reduces the number of people able to conveniently view
 the same image – laptop screens are a prime example. Usually when looking
 below the screen, it gets much darker; looking from above makes it look
 lighter. Many panels which are based on the IPS, MVA, or PVA panels have
 much improved viewing angles; typically the color only gets a little brighter
 when viewing at extreme angles.
 Consumer LCD monitors tend to be more fragile than their CRT counterparts.
 The screen may be especially vulnerable due to the lack of a thick glass shield
 as in CRT monitors.
 Dead pixels can occur when the screen is damaged or pressure is put upon the
 screen; few manufacturers replace screens with dead pixels under warranty.
 Horizontal and/or vertical banding is a problem in some LCD screens. This
 flaw occurs as part of the manufacturing process, and cannot be repaired (short
 of total replacement of the screen). Banding can vary substantially even among
 LCD screens of the same make and model. The degree is determined by the
 manufacturer's quality control procedures.
 The cold cathode fluorescent bulbs typically used for back-lights in LCDs
 contain mercury. LED backlit LCD displays are mercury-free;
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PLASMA DISPLAY
 A plasma display panel (PDP) is a type of flat panel display now commonly used
 for large TV displays (typically above 37-inch or 940 mm). Many tiny cells located
 between two panels of glass hold an inert mixture of noble gases (neon and xenon).
 The gas in the cells is electrically turned into a plasma which then excites phosphors
 to emit light. Plasma displays are commonly confused with LCDs, another
 lightweight flat screen display but with very different technology.
 GENERAL CHARACTERISTICS
 Plasma displays are bright (1000 lux or higher for the module), have a wide color
 gamut, and can be produced in fairly large sizes, up to 381 cm (150 inches)
 diagonally. They have a very low-luminance "dark-room" black level compared to
 the lighter grey of the unilluminated parts of an LCD screen. The display panel is
 only about 6 cm (2.5 inches) thick, while the total thickness, including electronics, is
 less than 10 cm (4 inches). Plasma displays use as much power per square meter as a
 CRT or an AMLCD television. Power consumption varies greatly with picture
 content, with bright scenes drawing significantly more power than darker ones.
 Nominal power rating is typically 400 watts for a 50-inch (127 cm) screen. Post-2006
 models consume 220 to 310 watts for a 50-inch (127 cm) display when set to cinema
 mode. Most screens are set to 'shop' mode by default, which draws at least twice the
 power (around 500-700 watts) of a 'home' setting of less extreme brightness.[citation
 needed]
 The lifetime of the latest generation of plasma displays is estimated at 60,000 hours
 of actual display time, or 27 years at 6 hours per day. This is the estimated time over
 which maximum picture brightness degrades to half the original value, not
 catastrophic failure.
 Competing displays include the CRT, OLED, AMLCD, DLP, SED-tv, and field
 emission flat panel displays. Advantages of plasma display technology are that a
 large, very thin screen can be produced and that the image is very bright and have a
 wide viewing angle.
 FUNCTIONAL DETAILS
 The xenon and neon gas in a plasma television is contained in hundreds of thousands
 of tiny cells positioned between two plates of glass. Long electrodes are also
 sandwiched between the glass plates, in front of and behind the cells. The address
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 electrodes sit behind the cells, along the rear glass plate. The transparent display
 electrodes, which are surrounded by an insulating dielectric material and covered by a
 magnesium oxide protective layer, are mounted in front of the cell, along the front
 glass plate. Control circuitry charges the electrodes that cross paths at a cell, creating
 a voltage difference between front and back and causing the gas to ionize and form
 plasma. As the gas ions rush to the electrodes and collide, photons are emitted.
 In a monochrome plasma panel, the ionizing state can be maintained by applying a
 low-level voltage between all the horizontal and vertical electrodes – even after the
 ionizing voltage is removed. To erase a cell all voltage is removed from a pair of
 electrodes. This type of panel has inherent memory and does not use phosphors. A
 small amount of nitrogen is added to the neon to increase hysteresis.
 In color panels, the back of each cell is coated with a phosphor. The ultraviolet
 photons emitted by the plasma excite these phosphors to give off colored light. The
 operation of each cell is thus comparable to that of a fluorescent lamp.
 Every pixel is made up of three separate subpixel cells, each with different colored
 phosphors. One subpixel has a red light phosphor, one subpixel has a green light
 phosphor and one subpixel has a blue light phosphor. These colors blend together to
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create the overall color of the pixel, analogous to the "triad" of a shadow-mask CRT.
 By varying the pulses of current flowing through the different cells thousands of
 times per second, the control system can increase or decrease the intensity of each
 subpixel color to create billions of different combinations of red, green and blue. In
 this way, the control system can produce most of the visible colors. Plasma displays
 use the same phosphors as CRTs, which accounts for the extremely accurate color
 reproduction.
 CONTRAST RATIO CLAIMS
 Contrast ratio is the difference between the brightest and darkest parts of an image,
 measured in discrete steps, at any given moment. Generally, the higher the contrast
 ratio, the more realistic the image is. Contrast ratios for plasma displays are often
 advertised as high as 1,000,000:1. On the surface, this is a significant advantage of
 plasma over display technologies other than OLED. Although there are no industry-
 wide guidelines for reporting contrast ratio, most manufacturers follow either the
 ANSI standard or perform a full-on-full-off test. The ANSI standard uses a checkered
 test pattern whereby the darkest blacks and the lightest whites are simultaneously
 measured, yielding the most accurate "real-world" ratings. In contrast, a full-on-full-
 off test measures the ratio using a pure black screen and a pure white screen, which
 gives higher values but does not represent a typical viewing scenario. Manufacturers
 can further artificially improve the reported contrast ratio by increasing the contrast
 and brightness settings to achieve the highest test values. However, a contrast ratio
 generated by this method is misleading, as content would be essentially unwatchable
 at such settings.
 Plasma is often cited as having better black levels (and contrast ratios), although both
 plasma and LCD have their own technological challenges. Each cell on a plasma
 display has to be precharged before it is due to be illuminated (otherwise the cell
 would not respond quickly enough) and this precharging means the cells cannot
 achieve a true black. Some manufacturers have worked hard to reduce the precharge
 and the associated background glow, to the point where black levels on modern
 plasmas are starting to rival CRT. With LCD technology, black pixels are generated
 by a light polarization method and are unable to completely block the underlying
 backlight
 SCREEN BURN-IN
 With phosphor-based electronic displays (including cathode-ray and plasma
 displays), the prolonged display of a menu bar or other graphical elements over time
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 can create a permanent ghost-like image of these objects. This is due to the fact that
 the phosphor compounds which emit the light lose their luminosity with use. As a
 result, when certain areas of the display are used more frequently than others, over
 time the lower luminosity areas become visible to the naked eye and the result is
 called burn-in. While a ghost image is the most noticeable effect, a more common
 result is that the image quality will continuously and gradually decline as luminosity
 variations develop over time, resulting in a "muddy" looking picture image.
 Plasma displays also exhibit another image retention issue which is sometimes
 confused with burn-in damage. In this mode, when a group of pixels are run at high
 brightness (when displaying white, for example) for an extended period of time, a
 charge build-up in the pixel structure occurs and a ghost image can be seen.
 However, unlike burn-in, this charge build-up is transient and self corrects after the
 display has been powered off for a long enough period of time, or after running
 random broadcast TV type content.
 Plasma manufacturers have over time managed to devise ways of reducing the past
 problems of image retention with solutions involving gray pillarboxes, pixel orbiters
 and image washing routines.
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ELECTROLUMINESCENCE (EL)
 Electroluminescence (EL) is an optical phenomenon and electrical phenomenon in
 which a material emits light in response to an electric current passed through it, or to
 a strong electric field. This is distinct from light emission resulting from heat
 (incandescence) from the action of chemicals (chemiluminescence), the action of
 sound (sonoluminescence), or other mechanical action (mechanoluminescence).
 Mechanism
 Electroluminescence is the result of radiative recombination of electrons and holes in
 a material (usually a semiconductor). The excited electrons release their energy as
 photons - light. Prior to recombination, electrons and holes are separated either as a
 result of doping of the material to form a p-n junction (in semiconductor
 electroluminescent devices such as LEDs), or through excitation by impact of high-
 energy electrons accelerated by a strong electric field (as with the phosphors in
 electroluminescent displays).
 Practical implementations
 An electroluminescent nightlight in operation (uses 0.08W at 230V, and dates from
 1960; lit diameter 59 mm)
 The most common EL devices are either powder (primarily used in lighting
 applications) or thin film (for information displays.)
 Electroluminescent automotive instrument panel backlighting, with each gauge
 pointer also an individual light source, entered production on 1960 Chrysler and
 Imperial passenger cars, and was continued successfully on several Chrysler vehicles
 through 1967.
 Sylvania produced and marketed an EL night lamp (right), under the trade name
 "Panelescent" at roughly the same time that the Chrysler IP's entered production.
 These lamps have proven incredibly reliable, with some samples known to be still
 functional after nearly 50 years of continuous operation.
 Powder phosphor-based electroluminescent panels are frequently used as backlights
 to liquid crystal displays. They readily provide a gentle, even illumination to the
 entire display while consuming relatively little electric power. This makes them
 convenient for battery-operated devices such as pagers, wristwatches, and computer-
 controlled thermostats and their gentle green-cyan glow is a common sight in the
 technological world. They do, however, require relatively high voltage. For battery-
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 operated devices, this voltage must be generated by a converter circuit within the
 device; this converter often makes an audible whine or siren sound while the
 backlight is activated. For line-voltage operated devices, it may be supplied directly
 from the power line. Electroluminescent nightlights operate in this fashion.
 Thin film phosphor electroluminescence was first commercialized during the 1980s
 by Sharp Corporation in Japan, Finlux (Oy Lohja Ab) in Finland, and Planar Systems
 in the USA. Here, bright, long life light emission is achieved in thin film yellow-
 emitting manganese-doped zinc sulfide material. Displays using this technology were
 manufactured for medical and vehicle applications where ruggedness and wide
 viewing angles were crucial, and liquid crystal displays were not well developed.
 Recently, blue, red, and green emitting thin film electroluminescent materials have
 been developed that offer the potential for long life and full color electroluminescent
 displays.
 In either case, the EL material must be enclosed between two electrodes and at least
 one electrode must be transparent to allow the escape of the produced light. Glass
 coated with indium oxide or tin oxide is commonly used as the front (transparent)
 electrode while the back electrode is or is coated with reflective metal. Additionally,
 other transparent conducting materials, such as carbon nanotube coatings or PEDOT
 can be used as the front electrode.
 Electroluminescent technologies have low power consumption compared to
 competing lighting technologies, such as neon or fluorescent lamps. This, together
 with the thinness of the material, has made EL technology valuable to the advertising
 industry. Relevant advertising applications include electroluminescent billboards and
 signs. EL manufacturers are able to control precisely which areas of an
 electroluminescent sheet illuminate, and when. This has given advertisers the ability
 to create more dynamic advertising which is still compatible with traditional
 advertising spaces.
 In principle, EL lamps can be made in any color. However, the commonly-used
 greenish color closely matches the peak sensitivity of human vision, producing the
 greatest apparent light output for the least electrical power input. Unlike neon and
 fluorescent lamps, EL lamps are not negative resistance devices so no extra circuitry
 is needed to regulate the amount of current flowing through them.
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TOUCHSCREEN
 A touchscreen is a display which can detect the presence and location of a touch
 within the display area. The term generally refers to touch or contact to the display of
 the device by a finger or hand. Touchscreens can also sense other passive objects,
 such as a stylus. However, if the object sensed is active, as with a light pen, the term
 touchscreen is generally not applicable. The thumb rule is: if you can interact with the
 display using your finger, it is likely a touchscreen - even if you are using a stylus or
 some other object.
 Up until recently, most Touchscreens could only sense one point of contact at a time,
 and few have had the capability to sense how hard one is touching. This is starting to
 change with the emergence of multi-touch technology - a technology that was first
 seen in the early 1980s, but which is now appearing in commercially available
 systems.
 The touchscreen has two main attributes. First, it enables you to interact with what is
 displayed directly on the screen, where it is displayed, rather than indirectly with a
 mouse (computing) or touchpad. Secondly, it lets one do so without requiring any
 intermediate device, again, such as a stylus that needs to be held in the hand. Such
 displays can be attached to computers or, as terminals, to networks. They also play a
 prominent role in the design of digital appliances such as the personal digital assistant
 (PDA), satellite navigation devices and mobile phone.
 APPLICATIONS
 Touchscreens emerged from academic and corporate research labs in the second half
 of the 1960s. One of the first places where they gained some visibility was in the
 terminal of a computer-assisted learning terminal that came out in 1972 as part of the
 PLATO project. They have subsequently become familiar in kiosk systems, such as
 in retail and tourist settings, on point of sale systems, on ATMs and on PDAs where a
 stylus is sometimes used to manipulate the GUI and to enter data. The popularity of
 smart phones, PDAs, portable game consoles and many types of information
 appliances is driving the demand for, and the acceptance of, touchscreen.
 The HP-150 from 1983 was probably the world's earliest commercial touchscreen
 computer. It actually does not have a touchscreen in the strict sense, but a 9" Sony
 CRT surrounded by infrared transmitters and receivers which detect the position of
 any non-transparent object on the screen.
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 Touchscreens are popular in heavy industry and in other situations, such as museum
 displays or room automation, where keyboards and mouse do not allow a satisfactory,
 intuitive, rapid, or accurate interaction by the user with the display's content.
 Historically, the touchscreen sensor and its accompanying controller-based firmware
 have been made available by a wide array of after-market system integrators and not
 by display, chip or motherboard manufacturers. With time, however, display
 manufacturers and System On Chip (SOC) manufacturers worldwide have
 acknowledged the trend toward acceptance of Touchscreens as a highly desirable user
 interface component and have begun to integrate touchscreen functionality into the
 fundamental design of their products.
 TECHNOLOGIES
 There are a number of types of touchscreen technology
 RESISTIVE
 A resistive touchscreen panel is composed of several layers. The most important are
 two thin metallic electrically conductive and resistive layers separated by thin space.
 When some object touches this kind of touch panel, the layers are connected at
 certain point; the panel then electrically acts similar to two voltage dividers with
 connected outputs. This causes a change in the electrical current which is registered
 as a touch event and sent to the controller for processing. When measuring press
 force, it is useful to add resistor dependent on force in this model -- between the
 dividers.
 A resistive touch panel output can consist of between four and eight wires. The
 positions of the conductive contacts in resistive layers differ depending on how many
 wires are used. When four wires are used, the contacts are placed on the left, right,
 top, and bottom sides. When five wires are used, the contacts are placed in the
 corners and on one plate.
 4 wire resistive panels can estimate the area (and hence the pressure) of a touch based
 on calculations from the resistances.
 Resistive touchscreen panels are generally more affordable but offer only 75%
 clarity[citation needed] (premium films and glass finishes allow transmissivity to
 approach 85%[citation needed]) and the layer can be damaged by sharp objects.
 Resistive touchscreen panels are not affected by outside elements such as dust or
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water and are the type most commonly used today. The Nintendo DS is an example
 of a product that uses resistive touchscreen technology.
 SURFACE ACOUSTIC WAVE
 Surface acoustic wave (SAW) technology uses ultrasonic waves that pass over the
 touchscreen panel. When the panel is touched, a portion of the wave is absorbed. This
 change in the ultrasonic waves registers the position of the touch event and sends this
 information to the controller for processing. Surface wave touchscreen panels can be
 damaged by outside elements. Contaminants on the surface can also interfere with the
 functionality of the touchscreen.
 CAPACITIVE
 A capacitive touchscreen panel is coated with a material, typically indium tin oxide
 that conducts a continuous electrical current across the sensor. The sensor therefore
 exhibits a precisely controlled field of stored electrons in both the horizontal and
 vertical axes - it achieves capacitance. The human body is also an electrical device
 which has stored electrons and therefore also exhibits capacitance. When the sensor's
 'normal' capacitance field (its reference state) is altered by another capacitance field,
 i.e., someone's finger, electronic circuits located at each corner of the panel measure
 the resultant 'distortion' in the sine wave characteristics of the reference field and
 send the information about the event to the controller for mathematical processing.
 Capacitive sensors can either be touched with a bare finger or with a conductive
 device being held by a bare hand. Capacitive touch screens are not affected by
 outside elements and have high clarity. The Apple iPhone is an example of a product
 that uses capacitance touchscreen technology: the iPhone is further capable of multi-
 touch sensing.
 Capacitive sensors work based on proximity, and do not have to be directly touched
 to be triggered. In most cases, direct contact to a conductive metal surface does not
 occur and the conductive sensor is separated from the user's body by an insulating
 glass or plastic layer. Devices with capacitive buttons intended to be touched by a
 finger can often be triggered by quickly waving the palm of the hand close to the
 surface without touching.
 INFRARED
 An infrared (IR) touchscreen panel employs one of two very different methods. One
 method uses thermal induced changes of the surface resistance. This method is
 sometimes slow and requires warm hands. Another method is an array of vertical and
 horizontal IR sensors that detect the interruption of a modulated light beam near the
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 surface of the screen. IR touchscreens have the most durable surfaces and are used in
 many military applications that require a touch panel display.
 STRAIN GAUGE
 In a strain gauge configuration the screen is spring mounted on the four corners and
 strain gauges are used to determine deflection when the screen is touched.[4] This
 technology can also measure the Z-axis. Typically used in exposed public systems
 such as ticket machines due to their resistance to vandalism.
 OPTICAL IMAGING
 A relatively-modern development in touchscreen technology, two or more image
 sensors are placed around the edges (mostly the corners) of the screen. Infrared
 backlights are placed in the camera's field of view on the other sides of the screen. A
 touch shows up as a shadow and each pair of cameras can then be triangulated to
 locate the touch. This technology is growing in popularity, due to its scalability,
 versatility, and affordability, especially for larger units.
 DISPERSIVE SIGNAL TECHNOLOGY
 Introduced in 2002, this system uses sensors to detect the mechanical energy in the
 glass that occur due to a touch. Complex algorithms then interpret this information
 and provide the actual location of the touch. The technology claims to be unaffected
 by dust and other outside elements, including scratches. Since there is no need for
 additional elements on screen, it also claims to provide excellent optical clarity. Also,
 since mechanical vibrations are used to detect a touch event, any object can be used
 to generate these events, including fingers and stylus. A downside is that after the
 initial touch the system cannot detect a motionless finger.
 ACOUSTIC PULSE RECOGNITION
 This system uses more than two piezoelectric transducers located at some positions of
 the screen to turn the mechanical energy of a touch (vibration) into an electronic
 signal.[5] This signal is then converted into an audio file, and then compared to
 preexisting audio profile for every position on the screen. This system works without
 a grid of wires running through the screen, the touchscreen itself is actually pure
 glass, giving it the optics and durability of the glass out of which it is made. It works
 with scratches and dust on the screen, and accuracy is very good. It does not need a
 conductive object to activate it. It is a major advantage for larger displays. As with
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the Dispersive Signal Technology system, after the initial touch this system cannot
 detect a motionless finger.
 FRUSTRATED TOTAL INTERNAL REFLECTION
 This optical system works by using the principle of total internal reflection to fill a
 refractive medium with light. When a finger or other soft object is pressed against the
 surface, the internal reflection light path is interrupted, making the light reflect
 outside of the medium and thus visible to a camera behind the medium.
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 DIRECT VOICE INPUT
 Speech recognition (also known as automatic speech recognition or computer speech
 recognition) converts spoken words to machine-readable input (for example, to key
 presses, using the binary code for a string of character codes). The term "voice
 recognition" may also be used to refer to speech recognition, but can more precisely
 refer to speaker recognition, which attempts to identify the person speaking, as
 opposed to what is being said.
 Speech recognition applications include voice dialing (e.g., "Call home"), call routing
 (e.g., "I would like to make a collect call"), domestic appliance control and content-
 based spoken audio search (e.g., find a podcast where particular words were spoken),
 simple data entry (e.g., entering a credit card number), preparation of structured
 documents (e.g., a radiology report), speech-to-text processing (e.g., word processors
 or emails), and in aircraft cockpits (usually termed Direct Voice Input).
 MILITARY
 HIGH-PERFORMANCE FIGHTER AIRCRAFT
 Substantial efforts have been devoted in the last decade to the test and evaluation of
 speech recognition in fighter aircraft. Of particular note are the U.S. program in
 speech recognition for the Advanced Fighter Technology Integration (AFTI)/F-16
 aircraft (F-16 VISTA), the program in France on installing speech recognition
 systems on Mirage aircraft, and programs in the UK dealing with a variety of aircraft
 platforms. In these programs, speech recognizers have been operated successfully in
 fighter aircraft with applications including: setting radio frequencies, commanding an
 autopilot system, setting steer-point coordinates and weapons release parameters, and
 controlling flight displays. Generally, only very limited, constrained vocabularies
 have been used successfully, and a major effort has been devoted to integration of the
 speech recognizer with the avionics system.
 Some important conclusions from the work were as follows:
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Speech recognition has definite potential for reducing pilot workload, but this
 potential was not realized consistently.
 Achievement of very high recognition accuracy (95% or more) was the most critical
 factor for making the speech recognition system useful — with lower recognition
 rates, pilots would not use the system.
 More natural vocabulary and grammar, and shorter training times would be useful,
 but only if very high recognition rates could be maintained.
 Laboratory research in robust speech recognition for military environments has
 produced promising results which, if extendable to the cockpit, should improve the
 utility of speech recognition in high-performance aircraft.
 Working with Swedish pilots flying in the JAS-39 Gripen cockpit, Englund (2004)
 found recognition deteriorated with increasing G-loads. It was also concluded that
 adaptation greatly improved the results in all cases and introducing models for
 breathing was shown to improve recognition scores significantly. Contrary to what
 might be expected, no effects of the broken English of the speakers were found. It
 was evident that spontaneous speech caused problems for the recognizer, as could be
 expected. A restricted vocabulary, and above all, a proper syntax, could thus be
 expected to improve recognition accuracy substantially.
 The Eurofighter Typhoon currently in service with the UK RAF employs a speaker-
 dependent system, i.e. it requires each pilot to create a template. The system is not
 used for any safety critical or weapon critical tasks, such as weapon release or
 lowering of the undercarriage, but is used for a wide range of other cockpit functions.
 Voice commands are confirmed by visual and/or aural feedback. The system is seen
 as a major design feature in the reduction of pilot workload, and even allows the pilot
 to assign targets to himself with two simple voice commands or to any of his
 wingmen with only five commands.
 HELICOPTERS
 The problems of achieving high recognition accuracy under stress and noise pertain
 strongly to the helicopter environment as well as to the fighter environment. The
 acoustic noise problem is actually more severe in the helicopter environment, not
 only because of the high noise levels but also because the helicopter pilot generally
 does not wear a facemask, which would reduce acoustic noise in the microphone.
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 Substantial test and evaluation programs have been carried out in the post decade in
 speech recognition systems applications in helicopters, notably by the U.S. Army
 Avionics Research and Development Activity (AVRADA) and by the Royal
 Aerospace Establishment (RAE) in the UK. Work in France has included speech
 recognition in the Puma helicopter. There has also been much useful work in Canada.
 Results have been encouraging, and voice applications have included: control of
 communication radios; setting of navigation systems; and control of an automated
 target handover system.
 As in fighter applications, the overriding issue for voice in helicopters is the impact
 on pilot effectiveness. Encouraging results are reported for the AVRADA tests,
 although these represent only a feasibility demonstration in a test environment. Much
 remains to be done both in speech recognition and in overall speech recognition
 technology, in order to consistently achieve performance improvements in
 operational settings.
 BATTLE MANAGEMENT
 Battle management command centers generally require rapid access to and control of
 large, rapidly changing information databases. Commanders and system operators
 need to query these databases as conveniently as possible, in an eyes-busy
 environment where much of the information is presented in a display format. Human
 machine interaction by voice has the potential to be very useful in these
 environments. A number of efforts have been undertaken to interface commercially
 available isolated-word recognizers into battle management environments. In one
 feasibility study, speech recognition equipment was tested in conjunction with an
 integrated information display for naval battle management applications. Users were
 very optimistic about the potential of the system, although capabilities were limited.
 Speech understanding programs sponsored by the Defense Advanced Research
 Projects Agency (DARPA) in the U.S. has focused on this problem of natural speech
 interface.. Speech recognition efforts have focused on a database of continuous
 speech recognition (CSR), large-vocabulary speech which is designed to be
 representative of the naval resource management task. Significant advances in the
 state-of-the-art in CSR have been achieved, and current efforts are focused on
 integrating speech recognition and natural language processing to allow spoken
 language interaction with a naval resource management system.
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TRAINING AIR TRAFFIC CONTROLLERS
 Training for military (or civilian) air traffic controllers (ATC) represents an excellent
 application for speech recognition systems. Many ATC training systems currently
 require a person to act as a "pseudo-pilot", engaging in a voice dialog with the trainee
 controller, which simulates the dialog which the controller would have to conduct
 with pilots in a real ATC situation. Speech recognition and synthesis techniques offer
 the potential to eliminate the need for a person to act as pseudo-pilot, thus reducing
 training and support personnel. Air controller tasks are also characterized by highly
 structured speech as the primary output of the controller, hence reducing the
 difficulty of the speech recognition task.
 The U.S. Naval Training Equipment Center has sponsored a number of developments
 of prototype ATC trainers using speech recognition. Generally, the recognition
 accuracy falls short of providing graceful interaction between the trainee and the
 system. However, the prototype training systems have demonstrated a significant
 potential for voice interaction in these systems, and in other training applications. The
 U.S. Navy has sponsored a large-scale effort in ATC training systems, where a
 commercial speech recognition unit was integrated with a complex training system
 including displays and scenario creation. Although the recognizer was constrained in
 vocabulary, one of the goals of the training programs was to teach the controllers to
 speak in a constrained language, using specific vocabulary specifically designed for
 the ATC task. Research in France has focused on the application of speech
 recognition in ATC training systems, directed at issues both in speech recognition
 and in application of task-domain grammar constraints.
 The USAF, USMC, US Army, and FAA are currently using ATC simulators with
 speech recognition from a number of different vendors, including UFA, Inc. [1], and
 Adacel Systems Inc (ASI). This software uses speech recognition and synthetic
 speech to enable the trainee to control aircraft and ground vehicles in the simulation
 without the need for pseudo pilots.
 Another approach to ATC simulation with speech recognition has been created by
 Supremis . The Supremis system is not constrained by rigid grammars imposed by
 the underlying limitations of other recognition strategies.
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 MULTI-FUNCTION DISPLAY
 A Multi-function display (MFD) is a small screen (CRT or LCD) in an aircraft
 surrounded by multiple buttons that can be used to display information to the pilot in
 numerous configurable ways.
 Often an MFD will be used in concert with a Primary Flight Display.
 MFDs are part of the digital era of modern planes or helicopter.
 The first MFD were introduced by air forces.
 The advantage of an MFD over analog display is that an MFD does not consume
 much space in the cockpit. For example the cockpit of RAH-66 "Comanche" does not
 have analog dials or gauges at all.
 All information is displayed on the MFD pages. The possible MFD pages could differ
 for every plane, complementing their abilities (in combat).
 Many MFDs allow the pilot to display their navigation route, moving map, weather
 radar, NEXRAD, GPWS, TCAS and airport information all on the same screen.
 http://en.wikipedia.org/wiki/Cathode_ray_tube
 http://en.wikipedia.org/wiki/LCD
 http://en.wikipedia.org/wiki/Aircraft
 http://en.wikipedia.org/wiki/Soft_key
 http://en.wikipedia.org/wiki/Aviator
 http://en.wikipedia.org/wiki/Primary_flight_display
 http://en.wikipedia.org/wiki/RAH-66
 http://en.wikipedia.org/wiki/NEXRAD
 http://en.wikipedia.org/wiki/Ground_Proximity_Warning_System
 http://en.wikipedia.org/wiki/Traffic_Collision_Avoidance_System
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In today‘s flight environment you need to take advantage of the multitude of
 information that is available to you. Your cockpit instruments can no longer be
 dedicated to the display of a single item. Panel real estate is scarce and information is
 plentiful. Multi-Function Display offers a convenient, versatile and powerful retrofit
 solution.
 MFD-640 Specifications (EXAMPLE)
 Physical Characteristics
 Bezel Dimensions: 5.175 in.x6.675 in.
 Image Size: 6.4 in. diagonal viewing area
 Case Size: 4.975 in. H X 5.975 in. W X 8.27in.D, excluding connector
 (5x6 ATI Standard per Arinc 408)
 Weight: 8.5 lbs. max.
 Color: Gray or Black faceplate
 Connectors: Two D38999 series lll connectors
 MTBF: In excess of 7,500 hrs.
 Interfaces
 Video: 1 port (Universal Std Analog RGBS)
 Data Bus I/O: ARINC-429/419 (6 Rx, 2 Tx), ARINC-561/568 (1 port),
 ARINC-453/708A (2 ports) and RS-422 (CSDB) (2 ports)
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 Analog Inputs: 40 available depending on configuration (Standard
 Configurations: Synchro, Rotor, Resolver, Pulse, Analog DC, Analog AC)
 Analog Outputs: 4 available depending on configuration (Standard
 Configurations: Synchro, Rotor, Resolver, Analog DC, Analog AC)
 Discrete Inputs: 12 (4 @ + 28V/open and 8 @ ground/open)
 Discrete Outputs: 4 (All ground/open)
 Configuration Module: EEPROM harness module for installation
 Configuration
 Configuration Pins: 5
 Optical Specifications Display: Active Matrix Color LCD
 Graphics: 256K colors (true 18-bit color, 6 bits RGB), anti-aliased
 Gray Shades: 64 levels per color
 Contrast Ratio: >300:1 viewed normal to display in low ambient light
 Viewing Angle: +/- 60 deg. horizontal (viewed from normal)
 +45/-10 deg. vertical (viewed from normal)
 Luminance: Red – 80 fL, Green – 160 fL, Blue – 34 fL, White – 273 fL
 Low Luminance: Less than 0.03 fL (white)
 Brightness Control: 10,000:1 dimming range (local & auto brightness
 control available)
 High Resolution Control: 256K steps
 Optics: Contrast enhancement, UV protection, anti-reflection
 Equipment Specifications
 FAA TSO: C63c, C105, C113, C119a
 RTCA Documents: DO-160D, DO-174, DO-178B
 DO-160D Categories: [AZD1]BAB[SM,SB]XXXXXXZZAZZRMXXA
 Power
 Primary Input: 28 VDC standard
 Power Interrupt: 50 msec Hold-Up
 Lighting: 5V or 28V
 Consumption: 90 Watts max.
 Cooling: Fan forced, cold-wall construction
 Supported Functions Navigation
 Map data
 Flight Plan
 Weather Radar
 Terrain Awareness and Warning System (TAWS)
 Enhanced Ground Proximity Warning System (EGPWS)
 UniLink Images
 Traffic Collision and Avoidance System (TCAS)
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Warnings and Annunciator
 Installation Configuration Module
 Analog Video with Graphics Overlay
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 MULTIFUNCTION KEYBOARD
 A multifunction keyboard for performing a variety of functions such as an Internet
 phone function, audio input/output function, computer speaker switching function,
 recording function, burglar alarm function, telephone function, etc. in addition to the
 original function of displaying characters and symbols on the screen of a monitor.
 The multifunction keyboard comprises a computer speaker switching unit for
 adjusting a tone level and performing a computer speaker/headset mode switching
 operation, an audio input/output unit having audio input and output terminals for
 inputting and outputting audio signals, a semiconductor-type recording unit having a
 recording button for performing a recording operation while it is pushed by the user,
 and a play button for performing a playback operation when it is pushed by the user
 in a one-touch manner, a telephone unit for conducting a direct conversation with a
 call-connected party and performing an Internet phone function, telephone function,
 extension exchange function, redial function, mute function, hook function, flash
 function, headset function, speaker phone function and message recording function,
 and a burglar alarm unit having a PIR sensor for sensing a body temperature of a
 trespasser, a door opening sensor, an LPG/LNG sensor and a fire sensor. Burglar
 alarm unit with the multifunction keyboard is comprised by internal external devices
 of the own designer.
 1. A multifunction keyboard comprising: computer speaker switching means for
 adjusting a tone level and performing a computer speaker/headset mode switching
 operation; audio input/output means having audio input and output terminals for
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inputting and outputting audio signals; semiconductor-type recording means having a
 recording button for performing a recording operation while it is pushed by the user,
 and a play button for performing a playback operation when it is pushed by the user
 in a one-touch manner; telephone means for conducting a direct conversation with a
 call-connected party and performing an Internet phone function, a telephone function,
 an extension exchange function, a redial function, a mute function, a hook function, a
 flash function, a headset function, a speaker phone function and a message recording
 function; and burglar alarm means having a pyroelectric infrared sensor for sensing a
 body temperature of a trespasser, a door opening sensor, a liquefied petroleum
 gas/liquefied natural gas sensor and a fire sensor, said burglar alarm means sensing
 the body temperature of the trespasser or an abnormal situation in the surroundings,
 automatically establishing a call to a preset telephone number, at once transferring a
 voice message and a sensed on-the-spot sound to the preset telephone number and
 generating an alarm thereto.
 2. The multifunction keyboard as set forth in claim 1, wherein said burglar alarm
 means is adapted to, if a plurality of telephone numbers are preset, generate alarms to
 the preset telephone numbers and repetitively cycle through the preset telephone
 numbers from the beginning to the end.
 3. The multifunction keyboard as set forth in claim 2, wherein said burglar alarm
 means is configured to be remotely controllable by an external telephone.
 4. The multifunction keyboard as set forth in claim 1, wherein said telephone means
 includes: a call termination lamp turned on in response to an incoming call signal,
 said call termination lamp being projected out of the land of said keyboard; ringer
 means for generating a ring signal in response to a turned-on state of said call
 termination lamp and outputting it externally through a speaker, said ringer means
 including a bridge diode, a ring chip and a ring amplifier; a telephone system
 controller for controlling a voice transmission/reception network controller in
 response to an off state of a hook button; voice transmission/reception network means
 connected to an audio signal input/output system controller under the control of said
 voice transmission/reception network controller, said voice transmission/reception
 network means including a reception amplifier, a reception buffer, an automatic gain
 controller, a transmission amplifier and an audio signal amplifier; an input controller
 for controlling the input of an audio signal from a call-connected party in response to
 a turned-on state of a hands-free button; a tone pulse generator for generating a tone
 pulse signal corresponding to the audio signal from the call-connected party under the
 control of said input controller; a speaker phone controller for controlling the
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 input/output of a speaker phone; an attenuation controller for controlling an
 attenuation level of the tone pulse signal from said tone pulse generator under the
 control of said speaker phone controller; first and second amplifiers for sequentially
 amplifying an output signal from said attenuation controller and transferring the
 amplified signal to said audio signal input/output system controller; said audio signal
 input/output system controller automatically selecting one of a headset and an
 external microphone according to a given system condition and transferring an audio
 signal from the selected headset or external microphone to said transmission
 amplifier via a third amplifier and said attenuation controller; said transmission
 amplifier amplifying the audio signal transferred from said audio signal input/output
 system controller and transmitting the amplified audio signal to a telephone line; a
 melody generator for generating a melody in response to a turned-on state of a hold
 button under the control of said input controller; a switching circuit controller for
 turning on a telephone line switching circuit in response to said off state of said hook
 button; a telephone/computer switching indication lamp turned on when a
 telephone/keyboard switching button is pushed in a one-touch manner; a plurality of
 numeral keys functioning as telephone dial keys in response to said turned-on state of
 said telephone/computer switching indication lamp; a telephone switching device
 turned on in response to said turned-on state of said telephone/computer switching
 indication lamp; a keyboard switching device turned off in response to said turned-on
 state of said telephone/computer switching indication lamp; a function key interface
 for transferring a telephone number from said telephone dial keys to said tone pulse
 generator; said tone pulse generator generating a tone pulse signal corresponding to
 the telephone number transferred from said function key interface; a tone pulse
 amplifier for amplifying said tone pulse signal corresponding to the transferred
 telephone number, generated by said tone pulse generator; and a tone pulse
 transmission amplifier for transmitting said tone pulse signal amplified by said tone
 pulse amplifier to said telephone line.
 5. The multifunction keyboard as set forth in claim 4, wherein, if said
 telephone/keyboard switching button is pushed in a one-touch manner under the
 condition that a telephone function is performed, said telephone/computer switching
 indication lamp and telephone switching device are turned off, said keyboard
 switching device is turned on and said telephone dial keys are returned to function as
 said numeral keys.
 6. The multifunction keyboard as set forth in claim 1, wherein said semiconductor-
 type recording means includes: a plurality of recording buttons corresponding

Page 224
                        

respectively to a plurality of channels; a plurality of play buttons corresponding
 respectively to said channels; a recording indication lamp turned on in response to a
 pushed state of one of said recording buttons corresponding to a specific one of said
 channels to inform the user of a recording state; a recording/playback module for
 storing audio data from an external microphone in a specific location of a random
 access memory while said recording button corresponding to said specific channel is
 pushed and outputting the stored audio data in response to a pushed state of one of
 said play buttons corresponding to said specific channel; and a recording stop button
 for stopping a recording operation.
 7. The multifunction keyboard as set forth in claim 1, wherein said burglar alarm
 means includes: a sense signal amplifier for amplifying a sense signal from said
 pyroelectric infrared sensor if the body temperature of the trespasser is sensed by said
 pyroelectric infrared sensor; a main controller for controlling the entire operation of
 said burglar alarm means; a telephone function module operated in response to an
 output signal from said sense signal amplifier for turning on a telephone connection
 switch and a bridge circuit and generating a tone pulse signal to dial a specific
 telephone number in a memory; an office line response state detector for monitoring a
 normal telephone connection state, broken-down and short-circuited states of an
 office line, a response state of said office line and a busy state of said office line
 during an alarm operation and data transmission/reception states during a message
 sending operation; a recording/playback module for sending a recorded message to a
 telephone line if said normal telephone connection state is detected by said office line
 response state detector; a microphone amplifier for amplifying the recorded message
 from said recording/playback module or a sensed on-the-spot sound from a
 microphone and outputting the amplified result to said telephone line; an alarm
 amplifier for amplifying an alarm signal; a buzzer for generating an alarm in response
 to the alarm signal amplified by said alarm amplifier; a telephone ring signal detector
 for detecting an external ring signal; a telephone tone signal detector for detecting an
 external tone signal; said main controller controlling a variety of alarm functions
 including an alarm ON function and an alarm OFF function in response to said
 external ring signal detected by said telephone ring signal detector and said external
 tone signal detected by said telephone tone signal detector; an audio amplifier for
 amplifying an audio signal, received from an external telephone during the alarm
 operation, and outputting the amplified audio signal through a speaker to give a loud
 warning to the trespasser; a radio frequency remote controller for remotely
 controlling said main controller, said radio frequency remotely controller having a
 plurality of function buttons including an alarm ON button, an alarm OFF button and
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 an emergency button, said emergency button acting to give an alarm to a liaison
 office in case of emergency; and a radio frequency remote receiver for receiving a
 code from said radio frequency remote controller and transferring the received code
 to said main controller.
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HOTAS – (HANDS ON THROTTLE-AND-
 STICK)
 HOTAS, an abbreviation for hands on throttle-and-stick, is a style of aircraft cockpit
 Human-Machine Interaction (HMI) which allows the pilot to access the cockpit
 functions and fly the aircraft. This design style is seen on all modern US, European,
 and Chinese fighter aircraft, and on some Russian aircraft, where there is no direct
 access to the Flight Control System (FCS).
 HOTAS is a shorthand term which refers to the pattern of controls in the modern
 fighter or interceptor cockpit. Having all switches on the stick and throttle allows the
 pilot to keep his "hands on throttle-and-stick", thus eliminating the need to take his
 eyes off the horizon and HUD. The goal is to improve the pilot's situational
 awareness, his ability to manipulate switch and button controls in turbulence, under
 stress, or during high G-force maneuvers, to improve his reaction time, and to
 minimize instances when he must remove his hands from one or the other of the
 aircraft's controls to use another aircraft system, and total time spent doing so.
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 The concept has also been applied to the steering wheels of modern open-wheel
 racecars, like those used in Formula One and the Indy Racing League. The HOTAS
 system has also been adapted for game controllers used for flight simulators (some
 such controllers are based on real aircraft controls, usually the F-16 Fighting Falcon
 which was a pioneer in the theory's application) and in cars equipped with radio
 controls on the steering wheel. In the modern military aircraft cockpit the HOTAS
 concept is sometimes enhanced by the use of Direct Voice Input to produce the so-
 called "V-TAS" concept, or augmented with Helmet mounted display systems such
 as the "Schlem" used in the MiG-29K and Su-27, which allow the pilot to control
 various systems using his line of sight, and to guide missiles to the target by simply
 looking at it.
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HEAD DOWN DISPLAY
 DISPLAY SYSTEM:
 1) Head up display.
 2) Head down display
 a) Combined map & Electronics display
 b) Horizontal Situation display
 c) Multifunction display
 HEAD DOWN DISPLAY:
 A) COMBINED MAP & ELECTRONICS DISPLAY:
 This is also a cathode ray tube based display except that the
 display is not projected in the pilots forward looking field of view. These are , in
 other words called as head down display & the data displayed in head up display
 are also projected here as well.
 B) HORIZONTAL SITUATION DISPLAY:
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 Through an optical projection a map is projected for correlating
 the present position of the aircraft against a fixed bug. The map is moved in
 accordance with inputs from a navigation display.
 C) MULTIFUNCTION DISPLAY:
 It is a derivative from the above concept & presents in dial
 instruments format or in vertical scales format or graphic information relating to
 aircraft mission, air data fuel management, or engine instruments, Being such a
 flexible instrument slowly they are finding place in the modern aircraft cockpits.
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UNIT 5
 INTRODUCTION TO AVIONIC
 SYSTEMS
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 VHF OMNIDIRECTIONAL RANGE
 VOR, short for VHF Omni-directional Radio Range, is a type of radio navigation
 system for aircraft. VORs broadcast a VHF radio composite signal including the
 station's morse code identifier (and sometimes a voice identifier), and data that allows
 the airborne receiving equipment to derive a magnetic bearing from the station to the
 aircraft (direction from the VOR station in relation to the Earth's magnetic North at
 the time of installation). VOR stations in areas of magnetic compass unreliability are
 oriented with respect to True North. This line of position is called the "radial" in
 VOR. The intersection of two radials from different VOR stations on a chart allows
 for a "fix" or approximate position of the aircraft.
 Developed from earlier Visual-Aural Range (VAR) systems, the VOR was designed
 to provide 360 courses to and from the station selectable by the pilot. Early vacuum
 tube transmitters with mechanically-rotated antennas were widely installed in the
 1950s, and began to be replaced with fully solid-state units in the early 1960s. They
 became the major radio navigation system in the 1960s, when they took over from the
 older radio beacon and four-course (low/medium frequency range) system. Some of
 the older range stations survived, with the four-course directional features removed,
 as non-directional low or medium frequency radio beacons (NDBs).
 The VOR's major advantage is that the radio signal provides a reliable line (radial)
 from the station which can be selected and followed by the pilot. A worldwide land-
 based network of "air highways", known in the US as Victor Airways (below 18,000
 feet) and "jet routes" (at and above 18,000 feet), was set up linking VORs. An aircraft
 could follow a specific path from station to station by tuning the successive stations
 on the VOR receiver, and then either following the desired course on a Radio
 Magnetic Indicator, or setting it on a conventional VOR indicator (shown below) or a
 Horizontal Situation Indicator (HSI, a more sophisticated version of the VOR
 indicator) and keeping a course pointer centered on the display.
 VORs provide considerably greater accuracy and reliability than NDBs due to a
 combination of factors in their construction -- specifically, less course bending
 around terrain features and coastlines, and less interference from thunderstorms.
 Although VOR transmitters were more expensive to install and maintain, today VOR
 has almost entirely replaced the low/medium frequency ranges and beacons in
 civilian aviation, and is now in the process of being supplanted by the Global
 Positioning System (GPS). Because they work in the VHF band, VOR stations rely

Page 232
                        

on "line of sight" -- if the transmitting antenna could not be seen on a perfectly clear
 day from the receiving antenna, a useful signal cannot be received. This limits VOR
 (and DME) range to the horizon -- or closer if mountains intervene. This means that
 an extensive network of stations is needed to provide reasonable coverage along main
 air routes. The VOR network is a significant cost in operating the current airway
 system, although the modern solid state transmitting equipment requires much less
 maintenance than the older units.
 How VORs work
 VORs are assigned radio channels between 108.0 MHz (megahertz) and 117.95 MHz
 (with 50 kHz spacing); this is in the VHF (very high frequency) range.
 The VOR system uses the phase relationship between a reference-phase and a
 rotating-phase signal to encode direction. The carrier signal is omni-directional and
 contains a amplitude modulated (AM) station Morse code or voice identifier. The
 reference 30 Hz signal is frequency modulated (FM) on a 9960 Hz sub-carrier. A
 second, amplitude modulated (AM) 30 Hz signal is derived from the rotation of a
 directional antenna array 30 times per second. Although older antennas were
 mechanically rotated, current installations scan electronically to achieve an
 equivalent result with no moving parts. When the signal is received in the aircraft, the
 two 30 Hz signals are detected and then compared to determine the phase angle
 between them. The phase angle is equal to the direction from the station to the
 airplane, in degrees from local magnetic north, and is called the "radial."
 This information is then fed to one of three common types of indicators:
 The typical light-airplane VOR indicator is shown in the accompanying
 illustration. It consists of a knob to rotate an "Omni Bearing Selector" (OBS),
 and the OBS scale around the outside of the instrument, used to set the desired
 course. A "course deviation indicator" (CDI) is centered when the aircraft is on
 the selected course, or gives left/right steering commands to return to the
 course. An "ambiguity" (TO-FROM) indicator shows whether following the
 selected course would take the aircraft to, or away from the station.
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 A Horizontal Situation Indicator (HSI) is considerably more expensive and
 complex than a standard VOR indicator, but combines heading information
 with the navigation display in a much more user-friendly format.
 A Radio Magnetic Indicator (RMI) was developed previous to the HSI, and
 features a course arrow superimposed on a rotating card which shows the
 aircraft's current heading at the top of the dial. The "tail" of the course arrow
 points at the current radial from the station, and the "head" of the arrow points
 at the reciprocal (180 degrees different) course to the station.
 VORTAC TGO (TANGO) Germany
 In many cases the VOR stations have colocated DME (Distance Measuring
 Equipment) or military TACAN (TACtical Air Navigation -- which includes both the
 distance feature, DME, and a separate TACAN azimuth feature that provides military
 pilots data similar to the civilian VOR). A co-located VOR and TACAN beacon is
 called a VORTAC. A VOR with co-located DME only is called a VOR-DME. A
 VOR radial with DME distance allows a one-station position fix. Both VOR-DMEs
 and TACANs share the same DME system.
 Some VORs have a relatively small geographic area protected from interference by
 other stations on the same frequency -- called "terminal" or T-VORs. Other stations
 may have protection out to 130 nautical miles (NM) or more. Although it is popularly
 thought that there is a standard difference in power output between T-VORs and
 other stations, in fact the stations' power output is set to provide adequate signal
 strength in the specific site's service volume.
 Using a VOR
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If a pilot wants to approach the VOR station from due east then the aircraft will have
 to fly due west to reach the station. The pilot will use the OBS to rotate the compass
 dial until the number 27 (270 degrees) aligns with the pointer (called the Primary
 Index) at the top of the dial. When the aircraft intercepts the 90-degree radial (due
 east of the VOR station) the needle will be centered and the To/From indicator will
 show "To". Notice that the pilot set the VOR to indicate the reciprocal; the aircraft
 will follow the 90-degree radial while the VOR indicates that the course "to" the
 VOR station is 270 degrees. This is called "proceeding inbound on the 090 radial."
 The pilot needs only to keep the needle centered to follow the course to the VOR
 station. If the needle drifts off-center the aircraft would be turned towards the needle
 until it is centered again. After the aircraft passes over the VOR station the To/From
 indicator will indicate "From" and the aircraft is then proceeding outbound on the 270
 degree radial. The CDI needle may oscillate or go to full scale in the "cone of
 confusion" directly over the station but will recenter once the aircraft has flown a
 short distance beyond the station.
 In the illustration above, notice that the heading ring is set with 254 degrees at the
 primary index, the needle is centered and the To/From indicator is showing "From"
 (FR). The VOR is indicating that the aircraft is on the 254 degree radial, west-
 southwest "from" the VOR station. If the To/From indicator were showing "To" it
 would mean the aircraft was on the 74-degree radial and the course "to" the VOR
 station was 254 degrees. Note that there is absolutely no indication of what direction
 the aircraft is flying. The aircraft could be flying due north and this snapshot of the
 VOR could be the moment when it crossed the 254 degree radial.
 VORs, Airways and the Enroute Structure
 VOR and the older NDB stations were traditionally used as intersections along
 airways. A typical airway will hop from station to station in straight lines. As you fly
 in a commercial airliner you will notice that the aircraft flies in straight lines
 occasionally broken by a turn to a new course. These turns are often made as the
 aircraft passes over a VOR station. Navigational reference points can also be defined
 by the point at which two radials from different VOR stations intersect, or by a VOR
 radial and a DME distance. This is the basic form of RNAV and allows navigation to
 points located away from VOR stations. As RNAV systems have become more
 common, in particular those based upon GPS, more and more airways have been
 defined by such points, removing the need for some of the expensive ground-based
 VORs. A recent development is that, in some airspace, the need for such points to be
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 defined with reference to VOR ground stations has been removed. This has led to
 predictions that VORs will be obsolete within a decade or so.
 In many countries there are two separate systems of airway at lower and higher
 levels: the lower Airways (known in the US as Victor Airways) and Upper Air
 Routes (known in the US as Jet routes).
 Most aircraft equipped for instrument flight (IFR) have at least two VOR receivers.
 As well as providing a backup to the primary receiver, the second receiver allows the
 pilot to easily follow a radial toward one VOR station while watching the second
 receiver to see when a certain radial from another VOR station is crossed.
 Accuracy
 The predictable accuracy of the VOR system is ±1.4°. However, test data indicate
 that 99.94% of the time a VOR system has less than ±0.35° of error. Internal
 monitoring of a VOR station will shut it down if the station error exceeds 1.0°.[1]
 ARINC 711-10 January 30, 2002 states that receiver accuracy should be within 0.4
 degrees with a statistical probability of 95% under various conditions. Any receiver
 compliant to this standard should meet or exceed these tolerances.
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INSTRUMENT LANDING SYSTEM
 The Instrument Landing System (ILS) is a ground-based instrument approach
 system which provides precision guidance to an aircraft approaching a runway, using
 a combination of radio signals and, in many cases, high-intensity lighting arrays to
 enable a safe landing during Instrument meteorological conditions (IMC), such as
 low ceilings or reduced visibility due to fog, rain, or blowing snow.
 Instrument Approach Procedure charts (or "approach plates") are published for each
 ILS approach, providing pilots with the needed information to fly an ILS approach
 during Instrument flight rules (IFR) operations, including the radio frequencies used
 by the ILS components or navaids and the minimum visibility requirements
 prescribed for the specific approach
 Principle of operation
 An ILS consists of two independent sub-systems, one providing lateral guidance
 (Localizer), the other vertical guidance (Glideslope or Glide Path) to aircraft
 approaching a runway. Aircraft guidance is provided by the ILS receivers in the
 aircraft by performing a modulation depth comparison.
 A localizer (LOC, or LLZ in Europe) antenna array is normally located beyond the
 departure end of the runway and generally consists of several pairs of directional
 antennas. Two signals are transmitted on one out of 40 ILS channels between the
 carrier frequency range 108.10 MHz and 111.95 MHz (but only the odd kHz, so
 108.10 108.15 108.30 and so on are LOC frequencies but 108.20 108.25 108.40 and
 so on are not). One is modulated at 90 Hz, the other at 150 Hz and these are
 transmitted from separate but co-located antennas. Each antenna transmits a narrow
 beam, one slightly to the left of the runway centerline, the other to the right.
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 The localizer receiver on the aircraft measures the Difference in the Depth of
 Modulation (DDM) of the 90 Hz and 150 Hz signals. For the localizer, the depth of
 modulation for each of the modulating frequencies is 20 percent. The difference
 between the two signals varies depending on the position of the approaching aircraft
 from the centerline.
 If there is a predominance of either 90 Hz or 150 Hz modulation, the aircraft is off
 the centerline. In the cockpit, the needle on the Horizontal Situation Indicator, or HSI
 (The Instrument part of the ILS), or CDI (Course deviation indicator), will show that
 the aircraft needs to fly left or right to correct the error to fly down the center of the
 runway. If the DDM is zero the aircraft is on the centerline of the localizer coinciding
 with the physical runway centerline.
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A glideslope or Glidepath (GP) antenna array is sited to one side of the runway
 touchdown zone. The GP signal is transmitted on a carrier frequency between 329.15
 and 335 MHz using a technique similar to that of the localizer. The centerline of the
 glideslope signal is arranged to define a glideslope of approximately 3° above
 horizontal (ground level).
 These signals are displayed on an indicator in the instrument panel. This instrument is
 generally called the omni-bearing indicator or nav indicator. The pilot controls the
 aircraft so that the indications on the instrument (i.e. the course deviation indicator)
 remain centered on the display. This ensures the aircraft is following the ILS
 centreline (i.e. it provides lateral guidance). Vertical guidance, shown on the
 instrument by the glideslope indicator, aids the pilot in reaching the runway at the
 proper touchdown point. Some aircraft possess the ability to route signals into the
 autopilot, allowing the approach to be flown automatically by the autopilot.
 Localizer
 In addition to the previously mentioned navigational signals, the localizer provides
 for ILS facility identification by periodically transmitting a 1020 Hz morse code
 identification signal. For example, the ILS for runway 04R at John F. Kennedy
 International Airport transmits IJFK to identify itself, while runway 04L is known as
 IHIQ. This lets users know the facility is operating normally and that they are tuned
 to the correct ILS. The glideslope transmits no identification signal, so ILS
 equipment relies on the localizer for identification.
 Modern localizer antennas are highly directional. However, usage of older, less
 directional antennas allows a runway to have a non-precision approach called a
 localizer back course. This lets aircraft land using the signal transmitted from the
 back of the localizer array. This signal is reverse sensing so a pilot may have to fly
 opposite the needle indication (depending on the equipment installed in the aircraft).
 Highly directional antennas do not provide a sufficient signal to support a
 backcourse. In the United States, backcourse approaches are commonly associated
 with Category I systems at smaller airports that do not have an ILS on both ends of
 the primary runway.
 Marker beacons
 On most installations marker beacons operating at a carrier frequency of 75 MHz are
 provided. When the transmission from a marker beacon is received it activates an
 indicator on the pilot's instrument panel and the tone of the beacon is audible to the
 pilot. The distance from the runway at which this indication should be received is
 promulgated in the documentation for that approach, together with the height at
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 which the aircraft should be if correctly established on the ILS. This provides a check
 on the correct function of the glideslope. In modern ILS installations a DME is
 installed, co-located with the ILS, to augment or replace marker beacons. A DME
 continuously displays the aircraft's distance to the runway.
 Outer marker
 The outer marker should be located 7.2 km (3.9 NM) from the threshold except that,
 where this distance is not practicable, the outer marker may be located between 6.5
 and 11.1 km (3.5 and 6 NM) from the threshold. The modulation is repeated Morse-
 style dashes of a 400 Hz tone. The cockpit indicator is a blue lamp that flashes in
 unison with the received audio code. The purpose of this beacon is to provide height,
 distance and equipment functioning checks to aircraft on intermediate and final
 approach. In the United States, an NDB is often combined with the outer marker
 beacon in the ILS approach (called a Locator Outer Marker, or LOM); in Canada,
 low-powered NDBs have replaced marker beacons entirely.
 Middle marker
 The middle marker should be located so as to indicate, in low visibility conditions,
 the missed approach point, and the point that visual contact with the runway is
 imminent, Ideally at a distance of approximately 3,500 ft (1,100 m) from the
 threshold. It is modulated with a 1300 Hz tone as alternating dots and dashes. The
 cockpit indicator is an amber lamp that flashes in unison with the received audio
 code.
 Inner marker
 The inner marker, when installed, shall be located so as to indicate in low visibility
 conditions the imminence of arrival at the runway threshold. This is typically the
 position of an aircraft on the ILS as it reaches Category II minima. Ideally at a
 distance of approximately 100 ft (30 m) from the threshold. The modulation is
 Morse-style dots at 3000 Hz. The cockpit indicator is a white lamp that flashes in
 unison with the received audio code.
 DME
 Distance Measuring Equipment (DME) provides pilots with a slant range
 measurement of distance to the runway in nautical miles. DMEs are augmenting or
 replacing markers in many installations. The DME provides more accurate and

Page 240
                        

continuous monitoring of correct progress on the ILS glideslope to the pilot, and does
 not require an installation outside the airport boundary. When used in conjunction
 with an ILS, the DME is often sited midway between the reciprocal runway
 thresholds with the internal delay modified so that one unit can provide distance
 information to either runway threshold. On approaches where a DME is specified in
 lieu of marker beacons, the aircraft must have at least one operating DME unit to
 begin the approach, and a "DME Required" restriction will be noted on the
 Instrument Approach Procedure.
 Monitoring
 It is essential that any failure of the ILS to provide safe guidance be detected
 immediately by the pilot. To achieve this, monitors continually assess the vital
 characteristics of the transmissions. If any significant deviation beyond strict limits is
 detected, either the ILS is automatically switched off or the navigation and
 identification components are removed from the carrier.[1] Either of these actions
 will activate an indication ('failure flag') on the instruments of an aircraft using the
 ILS.
 Approach lighting
 An approach lighting system
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 Some installations include medium or high intensity approach light systems. Most
 often, these are at larger airports. The Approach Lighting System (abbreviated ALS)
 assists the pilot in transitioning from instrument to visual flight, and to align the
 aircraft visually with the runway centerline. At many non-towered airports, the
 intensity of the lighting system can be adjusted by the pilot, for example the pilot can
 click their microphone 7 times to turn on the lights, then 5 times to turn them to
 medium intensity.
 Use of the Instrument Landing System
 At large airports, air traffic control will direct aircraft to the localizer via assigned
 headings, making sure aircraft do not get too close to each other (maintain
 separation), but also avoiding delay as much as possible. Several aircraft can be on
 the ILS at the same time, several miles apart. An aircraft that has intercepted both the
 localizer and the glideslope signal is said to be established on the approach.
 Typically, an aircraft will be established by 6 nautical miles (11 km) from the
 runway, or just after reaching the Final Approach Fix.
 Aircraft deviation from the optimal path is indicated to the flight crew by means of
 display with "needles" (a carry over from when an analog meter movement would
 indicate deviation from the course line via voltages sent from the ILS receiver).
 The output from the ILS receiver goes both to the display system (Head Down
 Display and Head-Up Display if installed) and can also go to the Flight Control
 Computer. An aircraft landing procedure can be either "coupled", where the Flight
 Control Computer directly flies the aircraft and the flight crew monitor the operation;
 or "uncoupled" (manual) where the flight crew fly the aircraft uses the HUD and
 manually control the aircraft to minimize the deviation from flight path to the runway
 centreline.
 Decision Altitude/Height
 Once established on an approach, the Autoland system or pilot will follow the ILS
 and descend along the glideslope, until the Decision Altitude is reached (for a typical
 Category I ILS, this altitude is 200 feet above the runway). At this point, the pilot
 must have the runway or its approach lights in sight to continue the approach.
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If neither can be seen, the approach must be aborted and a missed approach procedure
 will be performed. This is where the aircraft will climb back to a predetermined
 altitude and position. From there the pilot will either try the same approach again, try
 a different approach or divert to another airport.
 Aborting the approach (as well as the ATC instruction to do so) is called executing a
 missed approach.
 ILS categories
 There are three categories of ILS which support similarly named categories of
 operation.
 Category I - A precision instrument approach and landing with a decision height not
 lower than 200 feet (61 m) above touchdown zone elevation and with either a
 visibility not less than 2,625 feet (800 m) or a runway visual range not less than 2,400
 feet (730 m), (with touchdown zone and center lightning, RVR 1,800ft). An aircraft
 equipped with an Enhanced Flight Vision System may, under certain circumstances,
 continue an approach to CAT II minimums. [14 CFR Part 91.175 amendment 281]
 Category II - Category II operation: A precision instrument approach and landing
 with a decision height lower than 200 feet (61 m) above touchdown zone elevation
 but not lower than 100 feet (30 m), and a runway visual range not less than 1,200 feet
 (370 m).
 Category III is further subdivided
 Category III A - A precision instrument approach and landing with:
 a) a decision height lower than 100 feet (30 m) above touchdown zone elevation, or
 no decision height; and
 b) a runway visual range not less than 700 feet (210 m).
 Category III B - A precision instrument approach and landing with:
 a) a decision height lower than 50 feet (15 m) above touchdown zone elevation, or no
 decision height; and
 b) a runway visual range less than 700 feet (210 m) but not less than 150 feet (46 m).
 Category III C - A precision instrument approach and landing with no decision height
 and no runway visual range limitations. A Category III C system is capable of using
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 an aircraft's autopilot to land the aircraft and can also provide guidance along the
 runway surface.
 In each case a suitably equipped aircraft and appropriately qualified crew are
 required. For example, Cat IIIc requires a fail-operational system, along with a
 Landing Pilot (LP) who holds a Cat IIIc endorsement in their logbook, Cat I does not.
 A Head-Up Display which allows the pilot to perform aircraft maneuvers rather than
 an automatic system is considered as fail-operational. Cat I relies only on altimeter
 indications for decision height, whereas Cat II and Cat III approaches use radar
 altimeter to determine decision height.
 An ILS is required to shut down upon internal detection of a fault condition as
 mentioned in the monitoring section. With the increasing categories, ILS equipment
 is required to shut down faster since higher categories require shorter response times.
 For example, a Cat I localizer must shutdown within 10 seconds of detecting a fault,
 but a Cat III localizer must shut down in less than 2 seconds.
 Limitations and alternatives
 Due to the complexity of ILS localizer and glideslope systems, there are some
 limitations. Localizer systems are sensitive to obstructions in the signal broadcast
 area like large buildings or hangars. Glideslope systems are also limited by the terrain
 in front of the glideslope antennas. If terrain is sloping or uneven, reflections can
 create an uneven glide path causing unwanted needle deflections. Additionally, since
 the ILS signals are pointed in one direction by the positioning of the arrays, ILS only
 supports straight in approaches (though a modified ILS called an Instrument
 Guidance System (IGS) was in use at Kai Tak Airport, Hong Kong to accommodate a
 non-straight approach).[citation needed] Installation of ILS can also be costly due to
 the complexity of the antenna system and sitting criteria.
 In the 1970s there was a major US & European effort to establish the Microwave
 Landing System, which are not similarly limited and which allow curved approaches.
 However, a combination of slow development, airline reluctance to invest in MLS,
 and the rise of GPS has resulted in its failure to be widely adopted. The Transponder
 Landing System (TLS) is another alternative to an ILS that can be used where a
 conventional ILS will not work or is not cost-effective.
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DISTANCE MEASURING EQUIPMENT
 Distance Measuring Equipment (DME) is a transponder-based radio navigation
 technology that measures distance by timing the propagation delay of VHF or UHF
 radio signals.
 It was invented by Edward George "Taffy" Bowen whilst employed as Chief of the
 Division of Radiophysics of the Commonwealth Scientific and Industrial Research
 Organisation (CSIRO) in Australia. Another Australian world-first, engineered
 version of the system was deployed by Amalgamated Wireless Australasia Limited in
 the early 1950s operating in the 200 MHz VHF band. This Australian domestic
 version was referred by the Federal Department of Civil Aviation as DME (D) (or
 DME Domestic), and the later international version adopted by ICAO as DME .
 DME is similar to Secondary Radar, except in reverse. The system was a post-war
 development of the IFF (Identification Friend or Foe) systems of World War II. To
 maintain compatibility, DME is functionally identical to the distance measuring
 component of TACAN.
 DME ANTENNA
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 Operation
 Aircraft use DME to determine their distance from a land-based transponder by
 sending and receiving pulse pairs - two pulses of fixed duration and separation. The
 ground stations are typically collocated with VORs. A typical DME ground
 transponder system for enroute or terminal navigation will have a 1 kW peak pulse
 output on the assigned UHF channel.
 A low power DME can also be colocated with an ILS localizer where it provides an
 accurate distance function, similar to that otherwise provided by ILS Marker
 Beacons.
 Hardware
 The DME system is composed of a UHF transmitter/receiver (interrogator) in the
 aircraft and a UHF receiver/transmitter (transponder) on the ground.
 Timing
 The aircraft interrogates the ground transponder with a series of pulse-pairs
 (interrogations), The ground station replies with an identical sequence of reply pulse-
 pairs with a precise time delay (typically 50 microseconds). The DME receiver in the
 aircraft searches for pulse-pairs (X-mode= 12 microsecond spacing) with the correct
 time interval between them. The correct time between pulse pairs is determined by
 each individual aircraft's particular interrogation pattern. The aircraft interrogator
 locks on to the DME ground station once it understands that the particular pulse
 sequence is the interrogation sequence it sent out originally. Once the receiver is
 locked on, it has a narrower window in which to look for the echoes and can retain
 lock.
 Distance calculation
 A radio pulse takes around 12.36 microseconds to travel one nautical mile to and
 from, this is also referred to as a radar-mile. The time difference between
 interrogation and reply minus the 50 microsecond ground transponder delay is
 measured by the interrogator's timing circuitry and translated into a distance
 measurement in nautical miles which is then displayed in the cockpit.
 Specification
 A typical DME transponder can provide concurrent distance information to about 100
 aircraft.[1] Above this limit the transponder avoids overload by limiting the gain of
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the receiver. Replies to weaker more distant interrogations are ignored to lower the
 transponder load.
 Radio frequency and modulation data
 DME frequencies are paired to VHF omnidirectional range (VOR) frequencies. A
 DME interrogator is designed to automatically tune to the corresponding frequency
 when the associated VOR is selected. An airplane‘s DME interrogator uses
 frequencies from 1025 to 1150 MHz DME transponders transmit on a channel in the
 962 to 1150 MHz range and receive on a corresponding channel between 962 to 1213
 MHz The band is divided into 126 channels for interrogation and 126 channels for
 transponder replies. The interrogation and reply frequencies always differ by 63 MHz
 The spacing of all channels is 1 MHz with a signal spectrum width of 100 kHz.
 Technical references to X and Y channels relate only to the spacing of the individual
 pulses in the DME pulse pair, 12 microsecond spacing for X channels and 36
 microsecond spacing for Y channels.
 DME facilities identify themselves with a 1350 Hz Morse code three letter identity. If
 collocated with a VOR or ILS it will have the same identity code as the parent
 facility. Additionally, the DME will identify itself between those of the parent
 facility. DME identity is 1350 Hz to differentiate itself from the 1020 Hz tone of the
 VOR or the ILS localizer.
 Accuracy
 Accuracy of DME is 185 m (±0.1 nm). One important thing to understand is that
 DME provides the physical distance from the aircraft to the DME transponder. This
 distance is often referred to as 'slant range' and depends trigonometrically upon both
 the altitude above the transponder and the ground distance from it.
 For example, an aircraft directly above the DME station at 6000 feet altitude would
 still show one mile on the DME readout. The aircraft technically is a mile away, just
 a mile straight up. Slant range error is most pronounced at high altitudes when close
 to the DME station.
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 AUTOMATIC DIRECTION FINDER (ADF)
 An Automatic Direction Finder (ADF) is an aircraft radio-navigation instrument
 which displays the relative bearing from the aircraft to a suitable radio station. ADF
 receivers are normally tuned to aviation Non-directional Beacons (NDB), low-power
 AM radio transmitters operating in the low frequency band between 190 to 535 kHz.
 Most ADF receivers can also receive AM broadcast stations but because their
 location and identity is not controlled like aviation NDB, they are less reliable for
 navigation.
 The operator tunes their ADF receiver to the correct frequency and verifies the
 identity of the beacon by listening to the Morse code signal transmitted by the NDB.
 The ADF then automatically moves a compass-like pointer to indicate the direction
 of the beacon. The pilot may use this pointer to home directly towards the beacon, or
 may also use the magnetic compass and calculate the direction from the beacon (the
 radial) at which their aircraft is located.
 Unlike early direction finders which were rotated by the navigator as they listened for
 the direction of the null (the aerial visible as loops above or below the fuselage), ADF
 operate without direct intervention and continuously display the direction of the tuned
 beacon. Initially ADF receivers contained a rotating aerial driven by a motor which
 was controlled by the receiver. More modern ADF contain a small array of fixed
 aerials and use electronic means to deduce the direction using the strength and phase
 of the signals from each aerial. In either case, automated ADF use the phase of the
 signal from a second sense aerial to resolve the correct direction from its opposite.
 The ADF's direction needle will always point to the broadcast station, regardless of
 the aircraft's attitude or heading. An ADF can be used to determine current position,
 track inbound and outbound, and intercept a desired bearing. These procedures are
 used to execute holding patterns and non-precision instrument approaches.
 Typical NDB services
 Class of NDB Transmission Power Effective Range
 Locator below 25 watts 15 NM
 MH below 50 watts 25 NM
 H 50 to 1,999 watts 50 NM
 HH 2,000+ watts 75 NM
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Station passage
 As an aircraft nears an NDB station,[3] the ADF becomes increasingly sensitive,
 small lateral deviations result in large deflections of the needle which sometimes
 shows erratic left/right oscillations. Ideally, as the aircraft overflies the beacon, the
 needle swings rapidly from directly-ahead to directly-behind. This indicates station
 passage and provides an accurate position fix for the navigator. Less accurate station
 passage, passing slightly to one side or another, is shown by slower (but still rapid)
 swinging of the needle. The time interval from the first indications of station
 proximity to positive station passage varies with altitude — a few moments at low
 levels to several minutes at high altitude.
 Homing
 The ADF may be used to home in on a station. Homing is flying the aircraft on the
 heading required to keep the needle pointing directly to the 0° (straight ahead)
 position. To home into a station, tune the station, identify the Morse code signal, then
 turn the aircraft to bring the ADF azimuth needle to the 0° position. Turn to keep the
 ADF heading indicator pointing directly ahead. Homing is regarded as poor piloting
 technique because the aircraft may be blown significantly or dangerously off-course
 by a cross-wind, and will have to fly further and for longer than the direct track.
 Tracking
 The ADF may also be used to track a desired course using a ADF and allowing for
 winds aloft, winds which may blow the aircraft off-course. Good pilot age technique
 has the pilot calculate a correction angle that exactly balances the expected
 crosswind. As the the flight progresses, the pilot monitors the direction to or from the
 NDB using the ADF, adjusts the correction as required. A direct track will yield the
 shortest distance and time to the ADF location.
 RMI
 A Radio-Magnetic Indicator is an alternate ADF display providing more information
 than a standard ADF. While the ADF shows relative angle of the transmitter with
 respect to the aircraft, an RMI display incorporates a compass card, actuated by the
 aircraft's compass system, and permits the operator to read the magnetic bearing to or
 from the transmitting station, without resorting to arithmetic.
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 Most RMI incorporate two direction needles. Often one needle (generally the thin,
 single-barred needle) is connected to an ADF and the other (thicker and/or double-
 barred) is connected to a VOR. Using multiple indicators a navigator can accurately
 fix the position of their aircraft without requiring station passage. There is great
 variation between models and the operator must take care to that their selection
 displays information from the appropriate ADF and VOR.
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LORAN NAVIGATOR SYSTEM
 LORAN (Long Range Aid to Navigation) is a terrestrial radio navigation system
 using low frequency radio transmitters that uses multiple transmitters
 (multilateration) to determine location and/or speed of the receiver. The current
 version of LORAN in common use is LORAN-C, which operates in the low
 frequency portion of the EM spectrum from 90 to 110 kHz. Many nations are users of
 the system, including the United States, Japan, and several European countries.
 Russia uses a nearly identical system in the same frequency range, called CHAYKA.
 LORAN use is in steep decline, with GPS being the primary replacement. However,
 there are current attempts to enhance and re-popularize LORAN, mainly because it
 has proven to be a very reliable and simple system.
 HISTORY
 LORAN was an American development of the British GEE radio navigation system
 (used during World War II). While GEE had a range of about 400 miles (644 km),
 early LORAN systems had a range of 1,200 miles (1,930 km). LORAN systems were
 built during World War II and were used extensively by the US Navy and Royal
 Navy. The RAF also used LORAN on raids beyond the range of GEE.[1] It was
 originally known as "LRN" for Loomis radio navigation, after millionaire and
 physicist Alfred Lee Loomis, who invented LORAN and played a crucial role in
 military research and development during WWII
 PRINCIPLE
 The difference between the time of receipt of synchronized signals from radio
 stations A and B is constant along each hyperbolic curve. When demarcated on a
 map, such curves are known as "TD lines".
 The navigational method provided by LORAN is based on the principle of the time
 difference between the receipts of signals from a pair of radio transmitters. A given
 constant time difference between the signals from the two stations can be represented
 by a hyperbolic line of position (LOP). If the positions of the two synchronized
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 stations are known, then the position of the receiver can be determined as being
 somewhere on a particular hyperbolic curve where the time difference between the
 received signals is constant. (In ideal conditions, this is proportionally equivalent to
 the difference of the distances from the receiver to each of the two stations.)
 By itself, with only two stations, the 2-dimensional position of the receiver cannot be
 fixed. A second application of the same principle must be used, based on the time
 difference of a different pair of stations (in practice, one of the stations in the second
 pair may also be—and frequently is—in the first pair). By determining the
 intersection of the two hyperbolic curves identified by the application of this method,
 a geographic fix can be determined.
 LORAN method
 LORAN pulse
 In the case of LORAN, one station remains constant in each application of the
 principle, the master, being paired up separately with two other slave, or secondary,
 stations. Given two secondary stations, the time difference (TD) between the master
 and first secondary identifies one curve, and the time difference between the master
 and second secondary identifies another curve, the intersections of which will
 determine a geographic point in relation to the position of the three stations. These
 curves are often referred to as "TD lines."
 In practice, LORAN is implemented in integrated regional arrays, or chains,
 consisting of one master station and at least two (but often more) secondary (or slave)
 stations, with a uniform "group repetition interval" (GRI) defined in microseconds.
 The master station transmits a series of pulses, then pauses for that amount of time
 before transmitting the next set of pulses.
 The secondary stations receive this pulse signal from the master, then wait a preset
 amount of milliseconds, known as the secondary coding delay, to transmit a response
 signal. In a given chain, each secondary's coding delay is different, allowing for
 separate identification of each secondary's signal (though in practice, modern
 LORAN receivers do not rely on this for secondary identification).
 LORAN chains (GRIs)
 Every LORAN chain in the world uses a unique Group Repetition Interval, the
 number of which, when multiplied by ten, gives how many microseconds pass
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between pulses from a given station in the chain (in practice, the GRI delays in many,
 but not all, chains are multiples of 100 microseconds). LORAN chains are often
 referred to by this designation, e.g. GRI 9960, the designation for the LORAN chain
 serving the Northeast U.S.
 Due to the nature of hyperbolic curves, it is possible for a particular combination of a
 master and two slave stations to result in a "grid" where the axes intersect at acute
 angles. For ideal positional accuracy, it is desirable to operate on a navigational grid
 where the axes are as orthogonal as possible -- i.e., the grid lines are at right angles to
 each other. As the receiver travels through a chain, a certain selection of secondaries
 whose TD lines initially formed a near-orthogonal grid can become a grid that is
 significantly skewed. As a result, the selection of one or both secondaries should be
 changed so that the TD lines of the new combination are closer to right angles. To
 allow this, nearly all chains provide at least three, and as many as five, secondaries.
 LORAN charts
 Where available, common marine navigational charts include visible representations
 of TD lines at regular intervals over water areas. The TD lines representing a given
 master-slave pairing are printed with distinct colors, and include an indication of the
 specific time difference indicated by each line.
 Due to interference and propagation issues suffered by low-frequency signals from
 land features and man-made structures the accuracy of the LORAN signal is
 degraded considerably in inland areas. (See Limitations.) As a result, nautical charts
 will not print any TD lines in those areas, to prevent reliance on LORAN for
 navigation in such areas.
 Traditional LORAN receivers generally display the time difference between each
 pairing of the master and one of the two selected secondary stations. These numbers
 can then be found in relation to those of the TD lines printed on the chart.
 TRANSMITTERS AND ANTENNAS
 LORAN TRANSMITTER BANK
 LORAN-C transmitters operate at peak powers of 100 kilowatts to four megawatts,
 comparable to longwave broadcasting stations. Most LORAN-C transmitters use
 mast radiators insulated from ground with heights between 190 and 220 metres. The
 masts are inductively lengthened and fed by a loading coil (see: electrical
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 lengthening). A well known-example of a station using such an antenna is LORAN-C
 transmitter Rantum.
 LORAN-C transmitters with output powers of 1000 kW and higher sometimes use
 supertall mast radiators (see below).
 All LORAN-C antennas radiate an omnidirectional pattern. Unlike longwave
 broadcasting stations, LORAN-C stations cannot use backup antennas. The slightly
 different physical location of a backup antenna would produce Lines of Position
 different from those of the primary antenna.
 Limitations
 LORAN suffers from electronic effects of weather and the ionospheric effects of
 sunrise and sunset. The most accurate signal is the groundwave that follows the
 Earth's surface, ideally over seawater. At night the indirect skywave, bent back to the
 surface by the ionosphere, is a problem as multiple signals may arrive via different
 paths. The ionosphere's reaction to sunrise and sunset accounts for the particular
 disturbance during those periods. Magnetic storms have serious effects as with any
 radio based system.
 The absolute accuracy of Loran-C varies from 0.1 to 0.25 nautical miles. Repeatable
 accuracy is much greater, typically from 60 to 300 feet.
 LORAN-A and other systems
 LORAN-A was a less accurate system operating in the upper medium wave
 frequency band prior to deployment of the more accurate LORAN-C system. For
 LORAN-A the transmission frequencies 1750 kHz, 1850 kHz, 1900 kHz and 1950
 kHz were used. LORAN-A continued in operation partly due to the economy of the
 receivers and widespread use in civilian recreational and commercial navigation.
 LORAN-B was a phase comparison variation of LORAN-A while LORAN-D was a
 short-range tactical system designed for USAF bombers. The unofficial "LORAN-F"
 was a drone control system. None of these went much beyond the experimental stage.
 An external link to them is listed below.
 LORAN-A was used in the Vietnam War for navigation by large United States
 aircraft (C-124, C-130, C-97, C-123, HU-16, etc). A common airborne receiver of
 that era was the R-65/APN-9 which combined the receiver and cathode ray tube
 (CRT) indicator into a single relatively lightweight unit replacing the two larger,

Page 254
                        

separate receiver and indicator units which comprised the predecessor APN-4 system.
 The APN-9 and APN-4 systems found wide post-World War II use on fishing vessels
 in the U.S. They were cheap, accurate and plentiful. The main drawback for use on
 boats was their need for aircraft power, 115 VAC at 400 Hz. This was solved initially
 by the use of rotary inverters, typically 28 VDC input and 115 VAC output at 400
 Hz. The inverters were big and loud and were power hogs. In the 1960s, several firms
 such as Topaz and Linear Systems marketed solid state inverters specifically
 designed for these surplus LORAN-A sets. The availability of solid state inverters
 that used 12 VDC input opened up the surplus LORAN-A sets for use on much
 smaller vessels which typically did not have the 24-28 VDC systems found on larger
 vessels. The solid state inverters were very power efficient and widely replaced the
 more trouble prone rotary inverters.
 LORAN-A saved many lives by allowing offshore boats in distress to give accurate
 position reports. It also guided many boats whose owners could not afford radar
 safely into fog bound harbors or around treacherous offshore reefs. The low price of
 surplus LORAN-A receivers (often under $150) meant that owners of many small
 fishing vessels could afford this equipment, thus greatly enhancing safety. Surplus
 LORAN-A equipment, which was common on commercial fishing boats, was rarely
 seen on yachts. The unrefined cosmetic appearance of the surplus equipment was
 probably a deciding factor.
 Pan American World Airways used APN 9s in early Boeing 707 operations. The
 World War II surplus APN-9 looked out of place in the modern 707 cockpit, but was
 needed. There is an R65A APN-9 set displayed in the museum at SFO Airport,
 painted gold. It was a retirement present to an ex Pan Am captain.
 An elusive final variant of the APN 9 set was the APN 9A. A USAF technical manual
 (with photographs and schematics) shows that it had the same case as the APN-9 but
 a radically different front panel and internal circuitry on the non-RF portions. The
 APN-9A had vacuum tube flip-flop digital divider circuits so that TDs (time delays)
 between the master and slave signal could be selected on front panel rotary decade
 switches. The older APN-9 set required the user to perform a visual count of crystal
 oscillator timing marker pips on the CRT and add them up to get a TD. The APN 9A
 did not make it into widespread military use, if it was used at all, but it did exist and
 represented a big advance in military LORAN-A receiver technology.
 In the 1970s one U.S. company, SRD Labs in Campbell, California, made modern
 LORAN-A sets including one that was completely automatic with a digital TD
 readout on the CRT, and autotracking so that TDs were continuously updated. Other
 SRD models required the user to manually align the master and slave signals on the
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 CRT and then a phase locked loop would keep them lined up and provide updated TD
 readouts thereafter. This SRD LORAN-A sets would track only one pair of stations,
 giving you just one LOP (line of position). If one wanted a continuously updated
 position (two TDs giving intersecting LOPs) rather than just a single LOP, one
 needed two sets.
 Long after LORAN-A broadcasts were terminated, commercial fishermen still
 referred to old LORAN-A TDs, e.g., "I am on the 4100 [microsecond] line in 35
 fathoms", referring to a position outside of Bodega Bay. Many LORAN-C sets
 incorporated LORAN A TD converters so that a LORAN-C set could be used to
 navigate to a LORAN-A TD defined line or position.
 LORAN Data Channel (LDC)
 LORAN Data Channel (LDC) is a project underway between the FAA and USCG to
 send low bit rate data using the LORAN system. Messages to be sent include station
 identification, absolute time, and position correction messages. In 2001, data similar
 to Wide Area Augmentation System (WAAS) GPS correction messages were sent as
 part of a test of the Alaskan LORAN chain. As of November 2005, test messages
 using LDC were being broadcast from several U.S. LORAN stations.
 In recent years, LORAN-C has been used in Europe to send differential GPS and
 other messages, employing a similar method of transmission known as EUROFIX.
 The future of LORAN
 As LORAN systems are government maintained and operated, their continued
 existence is subject to public policy. With the evolution of other electronic navigation
 systems, such as Global Navigation Satellite Systems (GNSS), funding for existing
 systems is not always assured.
 Critics, who have called for the elimination of the system, state that the Loran system
 has too few users, lacks cost-effectiveness, and that GNSS signals are superior to
 Loran.[citation needed] Supporters of continued and improved Loran operation note
 that Loran uses a strong signal, which is difficult to jam, and that Loran is an
 independent, dissimilar, and complementary system to other forms of electronic
 navigation, which helps ensure availability of navigation signals.
 E-LORAN
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With the perceived vulnerability of GNSS systems, and their own propagation and
 reception limitations, renewed interest in LORAN applications and development has
 appeared. Enhanced LORAN, also known as eLORAN or E-LORAN, comprises
 advancement in receiver design and transmission characteristics which increase the
 accuracy and usefulness of traditional LORAN. With reported accuracy as high as 8
 meters, the system becomes competitive with unenhanced GPS. ELoran also includes
 additional pulses which can transmit auxiliary data such as DGPS corrections.
 ELoran receivers now use "all in view" reception, incorporating signals from all
 stations in range, not solely those from a single GRI, incorporating time signals and
 other data from up to 40 stations. These enhancements in LORAN make it adequate
 as a substitute for scenarios where GPS is unavailable or degraded.
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 DECCA NAVIGATOR SYSTEM
 The Decca Navigator System was a hyperbolic low frequency radio navigation
 system (also known as multilateration) that was first deployed during World War II
 when the Allied forces needed a system which could be used to achieve accurate
 landings. As was the case with Loran C, its primary use was for ship navigation in
 coastal waters. Fishing vessels were major post-war users, but it was also used on
 aircraft, including a very early (1949) application of moving-map displays. The
 system was deployed extensively in the North Sea and was used by helicopters
 operating to oil platforms. After being shut down in the spring of 2000, it has been
 superseded by systems such as the American GPS and the planned European
 GALILEO positioning system.
 It was deployed in the United Kingdom after World War II and later used in many
 areas around the world. Decca employees used to joke that DECCA was an acronym
 for Dedicated Englishmen Causing Chaos Abroad
 Principles of Operation
 The Decca Navigator principle.
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The phase difference between the signals received from stations A (Master) and B
 (Slave) is constant along each hyperbolic curve. The foci of the hyperbola are at the
 transmitting stations, A and B.
 The Decca Navigator System consisted of a number of land-based stations organized
 into chains. Each chain consisted of a Master station and three (occasionally two)
 Slave stations, termed Red, Green and Purple. Ideally, the Slaves would be positioned
 at the vertices of an equilateral triangle with the Master at the centre. The baseline
 length, i.e. the Master-Slave distance, was typically 60~120 nautical miles. Each
 station transmitted a continuous wave signal that, by comparing the phase difference
 of the signals from the Master and one of the Slaves, resulted in a set of hyperbolic
 lines of position called a pattern. As there were three Slaves there were three patterns,
 termed Red, Green and Purple. The patterns were drawn on nautical charts as a set of
 hyperbolic lines in the appropriate colour. Receivers identified which hyperbola they
 were on and a position could be plotted at the intersection of the hyperbola from
 different patterns, usually by using the pair with the angle of cut closest to orthogonal
 as possible.
 Detailed Principles of Operation
 When two stations transmit at the same phase-locked frequency, the difference in
 phase between the two signals is constant along a hyperbolic path. Of course, if two
 stations transmit on the same frequency, it is practically impossible for the receiver to
 separate them; so instead of all stations transmitting at the same frequency, each
 chain was allocated a nominal frequency, 1f, and each station in the chain transmitted
 at a harmonic of this base frequency, as follows: Station Harmonic Frequency
 (kHz)
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 Master 6f 85.000
 Purple Slave 5f 70.833
 Red Slave 8f 113.333
 Green Slave 9f 127.500
 The frequencies given are those for Chain 5B, known as the English Chain, but all
 chains used similar frequencies between 70 kHz and 129 kHz.
 Decca receivers multiplied the signals received from the Master and each Slave by
 different values to arrive at a common frequency (least common multiple, LCM) for
 each Master/Slave pair,
 It was phase comparison at this common frequency that resulted in the hyperbolic
 lines of position. The interval between two adjacent hyperbolas on which the signals
 are in phase was called a lane. Since the wavelength of the common frequency was
 small compared with the distance between the Master and Slave stations there were
 many possible lines of position for a given phase difference, and so a unique position
 could not be arrived at by this method.
 Other receivers, typically for aeronautical applications, divided the transmitted
 frequencies down to the basic frequency (1f) for phase comparison, rather than
 multiplying them up to the LCM frequency.
 Lanes and Zones
 Early Decca receivers were fitted with three rotating Decometers that indicated the
 phase difference for each pattern. Each Decometer drove a second indicator that
 counted the number of lanes traversed – each 360 degrees of phase difference was
 one lane traversed. In this way, assuming the point of departure was known, a more
 or less distinct location could be identified.
 The lanes were grouped into zones, with 18 green, 24 red, or 30 purple lanes in each
 zone. This meant that on the baseline (the straight line between the Master and its
 Slave) the zone width was the same for all three patterns of a given chain.
 The lanes were numbered 0 to 23 for red, 30 to 47 for green and 50 to 79 for purple.
 The zones were labelled A to J, repeating after J. A Decca position coordinate could
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thus be written: Red I 16.30; Green D 35.80. Later receivers incorporated a
 microprocessor and displayed a position in latitude and longitude.
 Multipulse
 Multipulse provided an automatic method of lane and zone identification by using the
 same phase comparison techniques described above on lower frequency signals.The
 nominally continuous wave transmissions were in fact divided into a 20 second cycle,
 with each station in turn simultaneously transmitting all four Decca frequencies (5f,
 6f, 8f and 9f) in a phase-coherent relationship for a brief period of 0.45 seconds each
 cycle. This transmission, known as Multipulse, allowed the receiver to extract the 1f
 frequency and so to identify which lane the receiver was in (to a resolution of a zone).
 As well as transmitting the Decca frequencies of 5f, 6f, 8f and 9f, an 8.2f signal,
 known as Orange, was also transmitted. The beat frequency between the 8.0f (Red)
 and 8.2f (Orange) signals allowed a 0.2f signal to be derived and so resulted in a
 hyperbolic pattern in which one cycle (360°) of phase difference equates to 5 zones.
 Assuming that one‘s position was known to this accuracy, this gave an effectively
 unique position.
 Range and Accuracy
 During daylight ranges of around 400 nautical miles (740 km) could be obtained,
 reducing at night to 200 to 250 nautical miles (460 km), depending on propagation
 conditions.
 The accuracy depended on:
 Width of the lanes
 Angle of cut of the hyperbolic lines of position
 Instrumental errors
 Propagation errors (e.g. Skywave)
 By day these errors could range from a few meters on the baseline up to a nautical
 mile at the edge of coverage. At night, skywave errors were greater and on receivers
 without multipulse capabilities it was not unusual for the position to jump a lane,
 sometimes without the navigator knowing.
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 Although in the days of differential GPS this range and accuracy may appear poor, in
 its day the Decca system was one of the few, if not the only, position fixing system
 available to many mariners. Since the need for an accurate position is less when the
 vessel is further from land, the reduced accuracy at long ranges was not a great
 problem.
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MARKER BEACON
 A marker beacon is a beacon used in aviation in conjunction with an instrument
 landing system (ILS), to give pilots a means to determine distance to the runway.
 There are three types of marker beacons on an ILS.
 Outer marker
 The Outer Marker, which normally identifies the Final Approach Fix, is situated on
 the same line with the localizer and the runway centerline, four to seven nautical
 miles [citation needed] before the runway threshold. It is typically located about 1-
 nautical-mile (2 km) inside the point where the glide slope intercepts the intermediate
 altitude and transmits a low-powered (3 watt), 400 Hz tone signal on a 75 MHz
 carrier frequency. Its antenna is highly directional, and is pointed straight up. The
 valid signal area is 2,400 ft (730 m) by 4,200 ft (1,280 m) ellipse (as measured 1,000
 ft (300 m) above the antenna.) When the aircraft passes over the outer marker
 antenna, its marker beacon receiver detects the signal. The system gives the pilot a
 visual (blinking blue outer marker light) and aural (continuous series of audio tone
 morse code 'dashes') indication. Some countries, such as Canada, have abandoned
 marker beacons completely, replacing the outer marker with a non-directional beacon
 (NDB). In the United States, the outer marker will often be combined with an NDB to
 make a Locator Outer Marker (LOM). Some ILS approaches have no navigation aid
 at all situated at the outer marker, but use other means, such as radial intersections,
 distance measuring equipment (DME), or radar fixes, to identify the position.
 Middle marker
 A middle marker works on the same principle as an outer marker. It is normally
 positioned 0.5 to 0.8 nautical miles (1 km) before the runway threshold. When the
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 aircraft is above the middle marker, the receiver‘s amber middle marker light starts
 blinking, and a repeating pattern of audio Morse code dot-dashes at a frequency of
 1,300 Hz in the headset. This is intended as an annunciator for the pilot, an alert that
 the missed approach point (typically 200 feet (60 m) above the ground level or AGL
 on the glide slope) has been passed and should have already initiated the missed
 approach if one of several visual cues has not been spotted. Middle Markers are
 typically associated with Category II or III approaches.
 Inner marker
 Similar to the outer and middle markers; located at the beginning (threshold) of the
 runway on some ILS approach systems (Category II and III) having decision heights
 of less than 200 feet (60 m) AGL. Triggers a flashing white light on the same marker
 beacon receiver used for the outer and middle markers; also a series of audio tone
 'dots' at a frequency of 3,000 Hz in the headset.
 Fan marker
 A fan marker can be used for a final approach fix on an ILS back course. It is located
 in a location similar to the outer marker only on the back course or opposite end of
 the runway. A fan marker on a back course lights the white light and emits a series of
 audio tone 'dots' at a frequency of 3,000 Hz in the headset.
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OMEGA NAVIGATION SYSTEM
 OMEGA was the first truly global radio navigation system for aircraft, operated by
 the United States in cooperation with six partner nations.
 History
 OMEGA was originally developed by the United States Navy for military aviation
 users. It was approved for development in 1968 with only eight transmitters and the
 ability to achieve a four mile accuracy when fixing a position. Each Omega station
 transmitted a very low frequency signal which consisted of a pattern of four tones
 unique to the station that was repeated every ten seconds. Because of this and radio
 navigation principles, an accurate fix of the receiver's position could be calculated.
 OMEGA employed hyperbolic radio navigation techniques and the chain operated in
 the VLF portion of the spectrum between 10 to 14 kHz. Near its end, it evolved into a
 system used primarily by the civil community. By receiving signals from three
 stations, an Omega receiver could locate a position to within nautical miles using the
 principle of phase comparison of signals.
 Omega stations used very extensive antennas in order to transmit their extremely low
 frequencies. They used grounded or insulated guyed masts with umbrella antennas, or
 wire-spans across fjords. Some Omega antennas were the tallest constructions on the
 continent where they stood or still stand.
 When six of the eight station chain became operational in 1971, day to day operations
 were managed by the United States Coast Guard in partnership with Argentina,
 http://en.wikipedia.org/wiki/Radio_navigation
 http://en.wikipedia.org/wiki/United_States
 http://en.wikipedia.org/wiki/Hertz
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 Norway, Liberia, and France. The Japanese and Australian stations became
 operational several years later. Coast Guard personnel operated two US stations: one
 in Lamoure, North Dakota and the other in Kaneohe, Hawaii on the island of Oahu.
 Due to the success of the Global Positioning System the use of Omega declined
 during the 1990s, to a point where the cost of operating Omega could no longer be
 justified. Omega was permanently terminated on September 30, 1997 and all stations
 ceased operation.
 Some of the stations, such as the Lamoure station, are now used for submarine
 communications.
 http://en.wikipedia.org/wiki/Global_Positioning_System
 http://en.wikipedia.org/wiki/Communication_with_submarines
 http://en.wikipedia.org/wiki/Communication_with_submarines
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MICROWAVE LANDING SYSTEM
 The Microwave Landing System (MLS) is an all-weather, precision landing system
 originally intended to replace or supplement the Instrument Landing System (ILS).
 MLS has a number of operational advantages, including a wide selection of channels
 to avoid interference with other nearby airports, excellent performance in all weather,
 and a small "footprint" at the airports.
 Although some MLS systems became operational in the 1990s, the widespread
 deployment initially envisioned by its designers never became a reality. GPS-based
 systems, notably WAAS, allowed the expectation of the same level of positioning
 detail with no equipment needed at the airport. GPS/WAAS dramatically lowers the
 cost of implementing precision landing approaches, and since its introduction most
 existing MLS systems in North America have been turned off. However, GPS has not
 yet provided the vertical guidance accuracy needed for precision approach, contrary
 to the MLS system. Additionally the integrity of the GPS system for precision
 approach, namely Cat II and Cat III, has been an issue that has not be resolved, in
 spite of continued efforts by FAA, Mitre and others since the early 1990's. The
 integrity and continuity of service of the MLS signal-in-space does possess the
 necessary characteristics to support Cat II and Cat III, as does the ILS.
 MLS continues to be of some interest in Europe, where concerns over the availability
 of GPS continue to be an issue. A widespread installation in the United Kingdom is
 currently underway, which included installing MLS receivers on most British
 Airways aircraft, but the continued deployment of the system is in doubt. NASA
 operates a similar system called the Microwave Scanning Beam Landing System to
 land the Space Shuttle.
 Principle
 MLS employs 5GHz transmitters at the landing place which use passive
 electronically scanned arrays to send scanning beams towards approaching aircraft.
 An aircraft that enters the scanned volume uses a special receiver that calculates its
 position by measuring the arrival times of the beams.
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 History
 The US version of MLS was a joint development between the FAA, NASA, and the
 U.S. Department of Defense, was designed to provide precision navigation guidance
 for exact alignment and descent of aircraft on approach to a runway. It provides
 azimuth, elevation, and distance, as well as "back azimuth", for navigating from an
 aborted landing or missed approach. MLS channels were also used for short-range
 communications with airport controllers, allowing long-distance frequencies to be
 handed over to other aircraft.
 In Australia, design work commenced on its version of an MLS in 1972. Most of this
 work was jointly done by the then Federal Department of Civil Aviation (DCA), and
 the Radio Physics Division of the Commonwealth Scientific and Industrial Research
 Organisation (CSIRO). The project was called Interscan, one of several microwave
 landing systems under consideration internationally. Interscan was chosen by the
 FAA in 1975 and by ICAO in 1978 as the format to be adopted. An engineered
 version of the system, called MITAN, was developed by industry (Amalgamated
 Wireless Australasia Limited and Hawker de Havilland) under a contract with DCA's
 successor, the Department of Transport, and successfully demonstrated at Melbourne
 Airport (Tullamarine) in the late 1970s. The white antenna dishes could still be seen
 at Tullamarine up till 2003 before it was dismantled. The CAA in UK developed a
 version of the MLS which is installed at Heathrow and other airports due to the
 greater incidence of instrument approaches and Cat II/III weather there. GPS has not
 yet solved the critical problems needed to match the MLS international standard.
 Compared to the existing ILS system, MLS had significant advantages. The antennas
 were much smaller, due to using a higher frequency signal. They also did not have to
 be placed at a specific point at the airport, and could "offset" their signals
 electronically. This made placement at the airports much simpler compared to the
 large ILS systems, which had to be placed at the ends of the runways and along the
 approach path.
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Another advantage was that the MLS signals covered a very wide fan-shaped area off
 the end of the runway, allowing controllers to vector aircraft in from a variety of
 directions. In comparison, ILS required the aircraft to fly down a single straight line,
 requiring controllers to distribute planes along that line. MLS allowed aircraft to
 approach from whatever direction they were already flying in, as opposed to flying to
 a parking orbit before "capturing" the ILS signal. This was particularly interesting to
 larger airports, as it potentially allowed the aircraft to be separated horizontally until
 much closer to the airport.
 Unlike ILS, which required a variety of frequencies to broadcast the various signals,
 MLS used a single frequency, broadcasting the azimuth and altitude information one
 after the other. This reduced frequency contention, as did the fact that the frequencies
 used were well away from FM broadcasts, another problem with ILS. Additionally,
 MLS offered two hundred channels, making the possibility of contention between
 airports in the same area extremely remote.
 Finally, the accuracy was greatly improved over ILS. For instance, standard DME
 equipment used with ILS offered range accuracy of only +/- 1200 feet. MLS
 improved this to +/- 100 ft in what they referred to as DME/P (for precision), and
 offered similar improvements in azimuth and altitude. This allowed MLS to guide the
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 extremely accurate CAT III approaches, whereas this normally required an expensive
 ground-based high precision radar.
 Similar to other precision landing systems, lateral and vertical guidance may be
 displayed on conventional course deviation indicators or incorporated into
 multipurpose cockpit displays. Range information can also be displayed by
 conventional DME indicators and also incorporated into multipurpose displays.
 It was originally intended that ILS would remain in operation until 2010 before being
 replaced by MLS. The system was only being installed experimentally in the 1980s
 when the FAA began to favour GPS. Even in the worst cases, GPS offered at least
 300 ft accuracy, not as good as MLS, but much better than ILS. Additionally, GPS
 worked "everywhere", not just off the end of the runways. This meant that a single
 navigation instrument could replace both short and long-range navigation systems,
 offer better accuracy than either, and required no ground-based equipment.
 The advantages appeared to be so overwhelming that the FAA, prompted by the
 airline industry, embraced GPS to the detriment of MLS. The major issues with GPS,
 namely 2 feet vertical guidance accuracy near the runway threshold and the integrity
 of the system has not been able to match historical ICAO standards and practices.
 Additional GPS accuracy could be provided by sending out "correcting signals" from
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ground-based stations, which would improve the accuracy to about 10 m in the worst
 case, far outperforming MLS. Initially it was planned to send these signals out over
 short-range FM transmissions on commercial radio frequencies, but this proved to be
 too difficult to arrange. Today a similar signal is instead sent across all of North
 America via commercial satellites, in a system known as WAAS. However WAAS is
 not capable of providing CAT II or CAT III standard signals (those required for
 autolanding) and so a Local Area Augmentation System, or LAAS, must be used.
 Even before the upgrades to GPS, plans to install MLS systems quickly disappeared.
 The few experimental stations and those systems commissioned by FAA for public
 use were turned off during the late 1990s and early 2000s, much to the relief of the
 aircraft operators, who no longer had to install an MLS receiver. Many of these
 already had GPS receivers for long-distance navigation, and many have optional
 inputs that allow a low-cost WAAS receiver to be added.
 Operational Functions
 The system may be divided into five functions:
 U Approach azimuth.
 U Back azimuth.
 U Approach elevation.
 U Range and Data communications.
 Approach azimuth guidance
 The azimuth station transmits MLS angle and data on one of 200 channels within the
 frequency range of 5031 to 5091 MHz and is normally located about 1,000 feet (300
 m) beyond the stop end of the runway, but there is considerable flexibility in
 selecting sites. For example, for heliport operations the azimuth transmitter can be
 collocated with the elevation transmitter.
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 The azimuth coverage extends: Laterally, at least 40 degrees on either side of the
 runway centerline in a standard configuration. In elevation, up to an angle of 15
 degrees and to at least 20,000 feet (6 km), and in range, to at least 20 nautical miles
 (37 km) (See FIG 1-1-8.)
 Elevation guidance
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The elevation station transmits signals on the same frequency as the azimuth station.
 A single frequency is time-shared between angle and data functions and is normally
 located about 400 feet from the side of the runway between runway threshold and the
 touchdown zone.
 Elevation coverage is provided in the same airspace as the azimuth guidance signals:
 In elevation, to at least +15 degrees; Laterally, to fill the Azimuth lateral coverage
 and in range, to at least 20 nautical miles (37 km) (See FIG 1-1-9.)
 Range guidance
 The MLS Precision Distance Measuring Equipment (DME/P) functions the same as
 the navigation DME, but there are some technical differences. The beacon
 transponder operates in the frequency band 962 to 1105 MHz and responds to an
 aircraft interrogator. The MLS DME/P accuracy is improved to be consistent with the
 accuracy provided by the MLS azimuth and elevation stations.
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 A DME/P channel is paired with the azimuth and elevation channel. A complete
 listing of the 200 paired channels of the DME/P with the angle functions is contained
 in FAA Standard 022 (MLS Interoperability and Performance Requirements).
 The DME/N or DME/P is an integral part of the MLS and is installed at all MLS
 facilities unless a waiver is obtained. This occurs infrequently and only at outlying,
 low density airports where marker beacons or compass locators are already in place.
 Data communications
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The data transmission can include both the basic and auxiliary data words. All MLS
 facilities transmit basic data. Where needed, auxiliary data can be transmitted. MLS
 data are transmitted throughout the azimuth (and back azimuth when provided)
 coverage sectors. Representative data include: Station identification, Exact locations
 of azimuth, elevation and DME/P stations (for MLS receiver processing functions),
 Ground equipment performance level; and DME/P channel and status.
 MLS identification is a four-letter designation starting with the letter M. It is
 transmitted in International Morse Code at least six times per minute by the approach
 azimuth (and back azimuth) ground equipment.[1]
 Auxiliary data content: Representative data include: 3-D locations of MLS
 equipment, Waypoint coordinates, Runway conditions and Weather (e.g., RVR,
 ceiling, altimeter setting, wind, wake vortex, wind shear).
 Future
 The FAA suspended the MLS program in 1994 in favor of the GPS (Wide Area
 Augmentation System WAAS) that may supplement or replace existing MLS
 systems. Many countries in Europe (particularly those known for low visibility
 conditions) have embraced the MLS system as a replacement to ILS. Phasing down
 of MLS systems in the U.S. is planned to begin in 2010. However, it is unclear
 whether all the systems will be replaced or taken out of service, but (like LORAN-C)
 it is reasonable to speculate that if funding becomes unfeasible, they will be.
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 SATELLITE COMMUNICATION SYSTEM
 The idea of communication through a satellite, in particular with synchronous
 satellite was conceived by Arthur C. Clarke, a former British Science fiction
 writer in 1945. Clarke had already pointed out that a satellite in a circular
 equatorial orbit would have angular velocity that matched earth‘s velocity.
 Three satellites spaced 120 degrees apart could cover the whole world in some
 overlap provided that messages could be relayed between the satellites.
 Electrical power for the satellite would be from Solar energy Conversion(Solar
 cells)
 It became a reality in 1957,October 4th with ―SPUTNIK‖ (Russian Satellite)
 The space race started between USSR and USA
 USA launched:
 1. ―SCORE‖ on Dec.18,1958
 2. ―ECHO 1‖ on Aug.12,1960
 3. ―ECHO 2‖ on Jan.25,1964
 4. ―TELSTAR 1‖ on Jul.10,1962
 5. ―TELSTAR 2‖ on May 7, 1963
 USA established ―COMMUNICATINS SATELLITE CORPORATION‖
 (COMSAT) in 1963 and ―SYNCOM‖ satellites.
 SATCOM (Satellite Communication System)
 Satellite communication systems are referred to as satcoms in short. Satellite
 communication is carried out through artificial satellites positioned in space in
 different kinds of orbits. There are five different kinds of orbits – low (non-polar and
 polar) Earth (LEO) orbits; medium earth orbits (MEO), highly elliptical orbits (HEO)
 and geostationary orbits.
 Satellite communication systems are largely used for communication through satellite
 phones. Satellite phones use geostationary satellites or low (non-polar and polar)
 Earth orbits. There are two kinds of satellite communication systems. One, fixed
 point-to-point. This is similar to someone calling up from a landline number to
 another landline number. In fixed point to point services, as the name implies, both
 the points of telecommunication are fixed or stationary. In such cases, satellite
 communication provides a parallel to fibre optic submarine communication cables
 and though the latter is cheaper, the former continues to be used in places where it is
 impractical or impossible to lay fibre optic submarine communication cables. Some
 islands like Ascension Island, St. Helena and the Pacific islands depend on satellite
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communication systems as fibre optic submarine communication cables have not
 been laid over there. Also, the polar caps are other instances of places which depend
 on satellite communication systems. For fixed (point-to-point) services,
 communications satellites (or comsats as they are referred to in short) provide a
 microwave radio relay technology complementary to that of fibre optic submarine
 communication cables. Two, mobile satellite communications (MSS or Mobile
 Satellite Services) where one or both the points is/are mobile. For instance, the
 mobile point(s) may be a ship (Marine MSS), (Air MSS) and even in cars if one is
 travelling in remote areas (Land MSS). Similarly, places like remote mountains or the
 countryside where there are no towers of cellular phone operators or any other form
 of telecommunication, satellite phones prove useful as they depend on space satellites
 for communication. Iridium, Globastar and Inmarsat are popular providers of mobile
 satellite services.
 Satellite communication systems have a constellation or a system of interlinked
 satellites. The least number of satellites is required if one uses geostationary satellites
 (called so because they appear to be in a fixed position to an observer on earth as they
 revolve around the earth at a constant speed and thus they help in simplifying
 technology on earth as there is no need to enable the gadget on earth to revolve to
 track and maintain a link with the satellite) – four to six satellites are enough to cover
 the whole surface of the earth. For highly elliptic and medium earth orbit satellite
 systems, more number of satellites is used. For low earth orbit satellite constellations,
 about 24 would be required at least. The global satellite company Iridium has 66
 satellites in its constellation.
 Satellite communication systems are used for satellite television and also for
 worldwide radio stations. Fixed Service Satellite (FSS) is slowly being replaced by
 Direct Broadcast Satellite (DBS) in a lot of countries for satellite television. Satellite
 communication is also used for internet access where wire line broadband or dial-up
 internet connections are not possible.
 A typical SATCOM system on an aircraft would comprise the following components:
 1. A Transceiver(Transmitter/receiver)
 2. A Modem processor
 3. A Cabin Telephone System
 4. A Satcom Antenna
 5. A Duplexer
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 INERTIAL NAVIGATION SYSTEM
 An Inertial Navigation System (INS) is a navigation aid that uses a computer and
 motion sensors to continuously track the position, orientation, and velocity (direction
 and speed of movement) of a vehicle without the need for external references. Other
 terms used to refer to inertial navigation systems or closely related devices include
 inertial guidance system, inertial reference platform, and many other variations.
 Overview
 An inertial navigation system includes at least a computer and a platform or module
 containing accelerometers, gyroscopes, or other motion-sensing devices. The INS is
 initially provided with its position and velocity from another source (a human
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operator, a GPS satellite receiver, etc.), and thereafter computes its own updated
 position and velocity by integrating information received from the motion sensors.
 The advantage of an INS is that it requires no external references in order to
 determine its position, orientation, or velocity once it has been initialized.
 An INS can detect a change in its geographic position (a move east or north, for
 example), a change in its velocity (speed and direction of movement), and a change
 in its orientation (rotation about an axis). It does this by measuring the linear and
 angular accelerations applied to the system. Since it requires no external reference
 (after initialization), it is immune to jamming and deception.
 Inertial-navigation systems are used in many different types of vehicles, including
 aircraft, submarines, spacecraft, and guided missiles. However, their cost and
 complexity does place constraints on the environments in which they are practical for
 use.
 Gyroscopes measure the angular velocity of the system in the inertial reference
 frame. By using the original orientation of the system in the inertial reference frame
 as the initial condition and integrating the angular velocity, the system's current
 orientation is known at all times. This can be thought of as the ability of a blindfolded
 passenger in a car to feel the car turn left and right or tilt up and down as the car
 ascends or descends hills. Based on this information alone, he knows what direction
 the car is facing but not how fast or slow it is moving, or whether it is sliding
 sideways.
 Accelerometers measure the linear acceleration of the system in the inertial reference
 frame, but in directions that can only be measured relative to the moving system
 (since the accelerometers are fixed to the system and rotate with the system, but are
 not aware of their own orientation). This can be thought of as the ability of a
 blindfolded passenger in a car to feel himself pressed back into his seat as the vehicle
 accelerates forward or pulled forward as it slows down; and feel himself pressed
 down into his seat as the vehicle accelerates up a hill or rise up out of his seat as the
 car passes over the crest of a hill and begins to descend. Based on this information
 alone, he knows how the vehicle is moving relative to itself, that is, whether it is
 going forward, backward, left, right, up (toward the car's ceiling), or down (toward
 the car's floor) measured relative to the car, but not the direction relative to the Earth,
 since he did not know what direction the car was facing relative to the Earth when he
 felt the accelerations.
 However, by tracking both the current angular velocity of the system and the current
 linear acceleration of the system measured relative to the moving system, it is
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 possible to determine the linear acceleration of the system in the inertial reference
 frame. Performing integration on the inertial accelerations (using the original velocity
 as the initial conditions) using the correct kinematic equations yields the inertial
 velocities of the system, and integration again (using the original position as the
 initial condition) yields the inertial position. In our example, if the blindfolded
 passenger knew how the car was pointed and what its velocity was before he was
 blindfolded, and he is able to keep track of both how the car has turned and how it
 has accelerated and decelerated since, he can accurately know the current orientation,
 position, and velocity of the car at any time.
 All inertial navigation systems suffer from integration drift: Small errors in the
 measurement of acceleration and angular velocity are integrated into progressively
 larger errors in velocity, which is compounded into still greater errors in position.
 This is a problem that is inherent in every open loop control system. The inaccuracy
 of a good-quality navigational system is normally fewer than 0.6 nautical miles per
 hour in position and on the order of tenths of a degree per hour in orientation.
 Inertial navigation may also be used to supplement other navigation systems,
 providing a higher degree of accuracy than is possible with the use of any single
 navigation system. For example, if, in terrestrial use, the inertially tracked velocity is
 intermittently updated to zero by stopping, the position will remain precise for a
 much longer time, a so-called zero velocity update.
 Control theory in general and Kalman filtering in particular provide a theoretical
 framework for combining information from various sensors. One of the most
 common alternative sensors is a satellite navigation radio, such as GPS. By properly
 combining the information from an INS and the GPS system, the errors in position
 and velocity are stable GPS/INS.
 History
 Inertial navigation systems were originally developed for rockets. American rocket
 pioneer Robert Goddard experimented with rudimentary gyroscopic systems. Dr.
 Goddard's systems were of great interest to contemporary German pioneers including
 Wernher von Braun. The systems entered more widespread use with the advent of
 spacecraft, guided missiles, and commercial airliners.
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One example of a popular INS for commercial aircraft was the Delco Carousel,
 which provided partial automation of navigation in the days before complete flight
 management systems became commonplace. The Carousel allowed pilots to enter a
 series of waypoints, and then guided the aircraft from one waypoint to the next using
 an INS to determine aircraft position. Some aircraft were equipped with dual
 Carousels for safety.
 INERTIAL NAVIGATION SYSTEMS IN DETAIL
 INSs have angular and linear accelerometers (for changes in position); some include
 a gyroscopic element (for maintaining an absolute angular reference).
 Angular accelerometers measure how the vehicle is rotating in space. Generally,
 there's at least one sensor for each of the three axes: pitch (nose up and down), yaw
 (nose left and right) and roll (clockwise or counter-clockwise from the cockpit).
 Linear accelerometers measure how the vehicle is moving in space. Since it can move
 in three axes (up & down, left & right, forward & back), there is a linear
 accelerometer for each axis.
 A computer continually calculates the vehicle's current position. First, for each of the
 six degrees of freedom (x, y, z and θ x, θ y and θ z), it integrates the sensed amount
 of acceleration over time to figure the current velocity. Then it integrates the velocity
 to figure the current position.
 Inertial guidance is difficult without computers. The desire to use inertial guidance in
 the Minuteman missile and Project Apollo drove early attempts to miniaturize
 computers.
 Inertial guidance systems are now usually combined with satellite navigation systems
 through a digital filtering system. The inertial system provides short term data, while
 the satellite system corrects accumulated errors of the inertial system.
 An inertial guidance system that will operate near the surface of the earth must
 incorporate Schuler tuning so that its platform will continue pointing towards the
 center of the earth as a vehicle moves from place to place.
 BASIC SCHEMES
 GIMBALLED GYROSTABILIZED PLATFORMS
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 Some systems place the linear accelerometers on a gimbaled gyrostabilized platform.
 The gimbals are a set of three rings, each with a pair of bearings initially at right
 angles. They let the platform twist about any rotational axis (or, rather, they let the
 platform keep the same orientation while the vehicle rotates around it). There are two
 gyroscopes (usually) on the platform.
 Two gyroscopes are used to cancel gyroscopic precession, the tendency of a
 gyroscope to twist at right angles to an input force. By mounting a pair of gyroscopes
 (of the same rotational inertia and spinning at the same speed) at right angles the
 precessions is cancelled, and the platform will resist twisting.
 This system allows a vehicle's roll, pitch, and yaw angles to be measured directly at
 the bearings of the gimbals. Relatively simple electronic circuits can be used to add
 up the linear accelerations, because the directions of the linear accelerometers do not
 change.
 The big disadvantage of this scheme is that it uses many expensive precision
 mechanical parts. It also has moving parts that can wear out or jam, and is vulnerable
 to gimbal lock. The primary guidance system of the Apollo spacecraft used a three-
 axis gyrostabilized platform, feeding data to the Apollo Guidance Computer.
 Maneuvers had to be carefully planned to avoid gimbal lock.
 FLUID-SUSPENDED GYROSTABILIZED PLATFORMS
 Gimbal lock constrains maneuvering, and it would be beneficial to eliminate the slip
 rings and bearings of the gimbals. Therefore, some systems use fluid bearings or a
 flotation chamber to mount a gyrostabilized platform. These systems can have very
 high precisions (e.g. Advanced Inertial Reference Sphere). Like all gyrostabilized
 platforms, this system runs well with relatively slow, low-power computers.
 The fluid bearings are pads with holes through which pressurized inert gas (such as
 Helium) or oil press against the spherical shell of the platform. The fluid bearings are
 very slippery, and the spherical platform can turn freely. There are usually four
 bearing pads, mounted in a tetrahedral arrangement to support the platform.
 In premium systems, the angular sensors are usually specialized transformer coils
 made in a strip on a flexible printed circuit board. Several coil strips are mounted on
 great circles around the spherical shell of the gyrostabilized platform. Electronics
 outside the platform uses similar strip-shaped transformers to read the varying
 magnetic fields produced by the transformers wrapped around the spherical platform.
 Whenever a magnetic field changes shape, or moves, it will cut the wires of the coils
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on the external transformer strips. The cutting generates an electric current in the
 external strip-shaped coils, and electronics can measure that current to derive angles.
 Cheap systems sometimes use bar codes to sense orientations, and use solar cells or a
 single transformer to power the platform. Some small missiles have powered the
 platform with light from a window or optic fibers to the motor. A research topic is to
 suspend the platform with pressure from exhaust gases. Data is returned to the
 outside world via the transformers, or sometimes LEDs communicating with external
 photodiodes.
 STRAPDOWN SYSTEMS
 Lightweight digital computers permit the system to eliminate the gimbals, creating
 "Strapdown" systems, so called because their sensors are simply strapped to the
 vehicle. This reduces the cost, eliminates gimbal lock, removes the need for some
 calibrations, and increases the reliability by eliminating some of the moving parts.
 Angular rate sensors called "rate gyros" measure how the angular velocity of the
 vehicle changes.
 A Strapdown system has a dynamic measurement range several hundred times that
 required by a gimbaled system. That is, it must integrate the vehicle's attitude
 changes in pitch, roll and yaw, as well as gross movements. Gimbaled systems could
 usually do well with update rates of 50 to 60 updates per second. However,
 Strapdown systems normally update about 2000 times per second. The higher rate is
 needed to keep the maximum angular measurement within a practical range for real
 rate gyros: about 4 milliradians. Most rate gyros are now laser interferometers.
 The data updating algorithms ("direction cosines" or "quaternions") involved are too
 complex to be accurately performed except by digital electronics. However, digital
 computers are now so inexpensive and fast that rate gyro systems can now be
 practically used and mass-produced. The Apollo lunar module used a Strapdown
 system in its backup Abort Guidance System (AGS).
 Strapdown systems are nowadays commonly used in commercial and tactical
 applications (aircraft, missiles, etc). However they are still not widespread in
 applications where superb accuracy is required (like submarine navigation or
 strategic ICBM guidance).
 MOTION-BASED ALIGNMENT
 The orientation of a gyroscope system can sometimes also be inferred simply from its
 position history (e.g., GPS). This is, in particular, the case with planes and cars,
 where the velocity vector usually implies the orientation of the vehicle body.
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 For example, Honeywell's Align in Motion[1] is an initialization process where the
 initialization occurs while the aircraft is moving, in the air or on the ground. This is
 accomplished using GPS and an inertial reasonableness test, thereby allowing
 commercial data integrity requirements to be met. This process has been FAA
 certified to recover pure INS performance equivalent to stationary align procedures
 for civilian flight times up to 18 hours. It avoids the need for gyroscope batteries on
 aircraft.
 VIBRATING GYROS
 Less-expensive navigation systems, intended for use in automobiles, may use a
 Vibrating structure gyroscope to detect changes in heading, and the odometer pickup
 to measure distance covered along the vehicle's track. This type of system is much
 less accurate than a higher-end INS, but it is adequate for the typical automobile
 application where GPS is the primary navigation system, and dead reckoning is only
 needed to fill gaps in GPS coverage when buildings or terrain block the satellite
 signals.
 HEMISPHERICAL RESONATOR GYROS ("BRANDY SNIFTER GYROS")
 If a standing wave is induced in a globular resonant cavity (i.e. a brandy snifter), and
 then the snifter is tilted, the waves tend to continue oscillating in the same plane of
 movement - they don't fully tilt with the snifter. This trick is used to measure angles.
 Instead of brandy snifters, the system uses hollow globes machined from
 piezoelectric materials such as quartz. The electrodes to start and sense the waves are
 evaporated directly onto the quartz.
 This system has almost no moving parts, and is very accurate. However it is still
 relatively expensive due to the cost of the precision ground and polished hollow
 quartz spheres.
 Although successful systems were constructed, and an HRG's kinematics appear
 capable of greater accuracy, they never really caught on.[citation needed] Laser gyros
 were just more popular.[citation needed]
 The classic system is the Delco 130Y Hemispherical Resonator Gyro, developed
 about 1986.
 QUARTZ RATE SENSORS
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This system is usually integrated on a silicon chip. It has two mass-balanced quartz
 tuning forks, arranged "handle-to-handle" so forces cancel. Aluminum electrodes
 evaporated onto the forks and the underlying chip both drive and sense the motion.
 The system is both manufacturable and inexpensive. Since quartz is dimensionally
 stable, the system can be accurate.
 As the forks are twisted about the axis of the handle, the vibration of the tines tends
 to continue in the same plane of motion. This motion has to be resisted by
 electrostatic forces from the electrodes under the tines. By measuring the difference
 in capacitance between the two tines of a fork, the system can determine the rate of
 angular motion.
 Current state of the art non-military technology (2005) can build small solid state
 sensors that can measure human body movements. These devices have no moving
 parts, and weigh about 50 grams.
 Solid state devices using the same physical principles are used to stabilize images
 taken with small cameras or camcorders. These can be extremely small (≈5 mm) and
 are built with MEMS (Microelectromechanical Systems) technologies.
 MHD SENSOR
 Sensors based on magneto hydrodynamic principles can be used to measure angular
 velocities and are described in "MHD sensor".
 LASER GYROS
 Laser gyroscopes were supposed to eliminate the bearings in the gyroscopes, and thus
 the last bastion of precision machining and moving parts.
 A laser gyro splits a beam of laser light into two beams in opposite directions through
 narrow tunnels in a closed optical circular path around the perimeter of a triangular
 block of temperature stable cervit glass block with reflecting mirrors placed in each
 corner. When the gyro is rotating at some angular rate, the distance traveled by each
 beam becomes different - the shorter path being opposite to the rotation. The phase-
 shift between the two beams can be measured by an interferometer, and is
 proportional to the rate of rotation (Sagnac effect).
 In practice, at low rotation rates the output frequency can drop to zero after the result
 of "Back scattering" causing the beams to synchronise and lock together. This is
 known as a "lock-in, or laser-lock." The result is that there is no change in the
 interference pattern, and therefore no measurement change.
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 To unlock the counter-rotating light beams, laser gyros either have independent light
 paths for the two directions (usually in fiber optic gyros), or the laser gyro is mounted
 on a piezo-electric dither motor that rapidly vibrates the laser ring back and forth
 about its input axis through the lock-in region to decouple the light waves.
 The shaker is the most accurate, because both light beams use exactly the same path.
 Thus laser gyros retain moving parts, but they do not move as far.
 PENDULAR ACCELEROMETERS
 PRINCIPLES OF OPEN LOOP ACCELEROMETER.
 Acceleration in the upward direction causes the mass to deflect downward.
 The basic, open-loop accelerometer consists of a mass attached to a spring. The mass
 is constrained to move only in-line with the spring. Acceleration causes deflection of
 the mass and the offset distance is measured. The acceleration is derived from the
 values of deflection distance, mass, and the spring constant. The system must also be
 damped to avoid oscillation. A closed-loop accelerometer achieves higher
 performance by using a feedback loop to cancel the deflection, thus keeping the mass
 nearly stationary. Whenever the mass deflects, the feedback loop causes an electric
 coil to apply an equally negative force on the mass, cancelling the motion.
 Acceleration is derived from the amount of negative force applied. Because the mass
 barely moves, the non-linearities of the spring and damping system are greatly
 reduced. In addition, this accelerometer provides for increased bandwidth past the
 natural frequency of the sensing element.
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Both types of accelerometers have been manufactured as integrated micro machinery
 on silicon chips.

Page 287
                        

AUTHOR –N.SOMASUNDARAM, AERONAUTICAL DEPARTMENT
 MOHAMMED SATHAK ENGINEERING COLLEGE,
 KILAKARAI Page 287
 AIR DATA COMPUTERS
 AN AIR DATA COMPUTER is an essential avionics component found in modern
 glass cockpits. This computer, rather than individual instruments, can determine the
 calibrated airspeed, Mach number, altitude, and altitude trend data from an aircraft's
 pitot-static system. In some very high speed aircraft such as the Space Shuttle,
 equivalent airspeed is calculated instead of calibrated airspeed.
 Air data computers usually also have an input of total air temperature. This enables
 computation of static air temperature and true airspeed.
 In Airbus aircraft the air data computer is combined with attitude, heading and
 navigation sources in a single unit known as the Air Data Inertial Reference Unit
 (ADIRU). This has now been replaced by Global Navigation Air Data Inertial
 Reference System (GNADIRS).
 Air Data Computers have been with us for many years now and have become
 increasingly more important, never more so then now as the RVSM mandate deadline
 approaches. The conventional aneroid pressure altimeter has been around for decades
 and is surprisingly accurate for a mechanical instrument. This instrument however
 will slowly loose accuracy with increasing altitude. This scale error is why they will
 not meet today‘s stringent RVSM accuracy requirements. The history of RVSM goes
 back further then you think, it was first proposed in the mid 1950‘s and again in 1973
 and both times was rejected. With RVSM going into effect this month it will provide
 six new flight levels, increase airspace capacity and most likely save hundreds of
 millions in fuel burn each year. Electrically driven altimeters when paired with
 current generation air data computers provide a much improved and more accurate
 system. The air data computer has become most important in maintaining optimum
 performance of the aircraft in this ever-demanding environment we call the national
 airspace system. These computers have made it possible to actually implement the
 RVSM mandate that we now face as well as providing additional information to other
 aircraft systems.
 The Beginning
 Initially the main air data sensing application that concerned us was for an altitude
 hold capability with the autopilot. This ―Altitude Capsule‖, a simple aneroid just like
 an altimeter is interfaced to a locking solenoid that allows an error signal to be
 generated as the diaphragm changes with altitude. All these capsules used gears,
 cams, potentiometers and solenoids to maintain a given altitude when commanded. In
 those days if the aircraft held within +/-100ft that was considered nominal but then
 the accuracy would also vary at different altitudes. These mechanically sensing
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instruments have at times been problems for us all, for failing to maintain proper
 pressure rates on them during normal routine maintenance would cause undo stress or
 even failure. Let‘s look at the airspeed indicator as an example. We have found that
 by keeping the airspeed ―alive‖ while performing any pitot-static system checks is the
 only way to insure the integrity of the instrument as well as provide a visual reference
 of the applied pressure differential in the system. Several type airspeeds in Learjet‘s
 for example would tend to drop a pin positioned internally between the aneroid and
 the bi-metal calibration arm when subjected to abnormal rates. The dislocation of this
 pin then would cause the instrument to read high above 120kts. This of course
 required a tear down of the airspeed in order to re-install the pin.
 Today‘s air data computers with solid state transducers that are integrated with
 electrical instruments or digital displays have eliminated these mechanical concerns.
 Solid state pressure sensors and digital instruments are much more forgiving. Current
 generation air data computers have evolved into a separate amplifier that provides a
 multitude of functions and information.
 The first generation of a Central Air Data Computer (CADC) evolved out of the
 Navy F14A
 Tomcat program in the 1967-1969 time period. This computer employed Quartz
 Sensors, 20 bit Analog to Digital and Digital to Analog devices and a microprocessor
 chipset designed by American Microsystems. Although this computer also was
 designed to manage some of the control surfaces of the aircraft it was a major
 achievement in its time.
 The Sensor
 The heart of any air data computer is the pressure sensor itself. The accuracy of the
 entire system is based on the sensor. The two types of pressure sensors used are
 absolute sensor for the static port and a differential sensor for the pitot system. There
 are three common sensor designs employed and they are: bonded strain gauge,
 deposited or ion implanted piezoresistive elements and capacitive. These pressure
 transducers are simply an Electro-mechanical device for translating fluid pressure
 values into voltages across a high-impedance. The piezoresistive sensor design
 employs a fully active Wheatstone Bridge. Applied pressure presents a distributed
 load to the diaphragm, which provides bending stresses. This stress creates a strain
 proportional to the applied pressure, which results in a bridge imbalance. With an
 applied voltage across the bridge the unbalance produces a millivolt output. The
 capacitive type is believed to provide the highest sensitivity, least aging effects and
 provide very accurate low pressure sensing. This capacitive sensing technique
 measures atmospheric pressure through the change in voltage across the capacitive
 element, one plate of which deflects slightly with changes in applied pressure. The
 sensitivity of a transducer is defined as the ratio of its electrical output to its
 mechanical input.
 These transducers are very accurate but they do have some imperfections in that their
 calibration curves do not represent a straight line (linear) relationship between the
 pressure applied and its output. The air data computer can correct for this by storing
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 the correction curve parameters in permanent memory in the form of a look-up table
 or put into flash memory for example to allow for re-writing the curve as aging
 occurs. This curve is critical to masking out the non-linearity and achieving
 maximum accuracy. The predictability and repeatability of the transducer‘s
 performance, regardless of type used will greatly effect system performance.
 Controlling the transducer‘s temperature will help insure this consistent performance.
 In order to appreciate the sensitivities required let‘s look at what the SAE has defined
 as accuracy‘s required by the air data system. An earlier SAE specification calls for a
 tolerance of +/-25ft(+/-0.012psi) at 5,000ft and +/-125ft(+/-0.010psi) at 50,000ft. The
 Collins ADC-3000 system for example lists resolution of one foot and lists an
 accuracy of +/-40ft at FL410 to maintain RVSM envelope tolerances. One common
 method used digitize the sensor output is to allow it to control a voltage controlled
 oscillator (VCO). The oscillator output then is a digital value from which all other
 computations can take place. The more common technique now is an analog to digital
 interface directly to the microprocessor. The microprocessor then can monitor and
 control the transducer temperature to insure a predictable output.
 Air Data Functions
 The modern air data computers and their associated instrumentation are used to
 measure a number of critical air mass properties. The computer must track pressure
 changes as the aircraft climbs, descends, accelerates, decelerates and then accurately
 predict for example capture points for the autopilot. The atmospheric pressure or
 force per unit area of the air in the earth‘s atmosphere will decrease monotonically
 with the distance above the surface. There are three critical measurements for the
 computer. The two fundamental pressure measurements required is impact pressure
 (Qc) as measured at the pitot tube and the ambient static air pressure
 (Qs) sensed at the static ports. Ideally you want undisturbed pitot-static pressure to
 arrive at the computer however some influences do exist. Placement and sizing of the
 Pitot-Static probes and ports is also critically important in order to help minimize
 these influences. The CIA found out after they lost an A-12 aircraft on May
 24, 1963 just how critical this can be. The computer must be capable of providing a
 stable and extremely accurate measurement over long sustained periods of flight.
 Pressure Altitude is the altitude referenced to a standard sea level pressure of
 29.92Hg. Since barometric pressure varies locally as a function of the weather
 conditions a local correction to the measured pressure is required. This Baro-
 Corrected or Baro- Altitude is referenced to the local pressure and this is used below
 FL180. The pilot controls the amount of correction applied to the measured pressure
 altitude simply by dialing in the local pressure on the altimeter or the display control
 panel. This correction is sent to the air data computer in one of several forms; analog
 voltage, synchro format or digitally. The final measurement that must be considered
 and
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one that influences many calculations is the air temperature. The Total Air
 Temperature (TAT) probe is one method while a simple outside air temperature
 (OAT) probe is another.
 Let‘s look at the total air temperature method. The probe compresses the impacting
 air to zero speed and the resulting temperature causes a change in the resistance of the
 sensing element. The air data then converts this resistance to temperature. The TAT
 probe design could be of two types: aspirated and non-aspirated. The air temperature
 is used to calibrate the impact pressure as well as in determining air density. The air
 density will effect the force of the air. This measured temperature will vary from the
 standard lapse rate of .65° C / 100 meters and this value will vary up or down
 depending on location and the local weather. These three measurements provide the
 following computed air data output signals which supply primary and secondary
 instruments: Pressure Altitude, Baro-Corrected Altitude, Vertical Speed, Mach
 number, and Total Air
 Temperature, Calibrated Airspeed, True Airspeed, Digitized Pressure Altitude
 (Gillham), Altitude Hold, Airspeed Hold, Mach Hold and Flight Control Gain
 Scheduling.
 System Corrections Static Source Error Correction (SSEC) plays an important role in the overall accuracy
 of the air data system by making corrections to pressure altitude. The purpose of
 SSEC is to produce a minimum residual static system error. All aircraft have some
 imperfections in the static system as it is plumbed through the airframe to include
 defects at the static ports caused by aerodynamic effects of the aircraft in flight. This
 correction is important in any high performance and jet aircraft. In order to correct for
 these imperfections certain calibrations need to be made within the air data computer.
 The Airplane Flight Manual Performance Section for a specific airplane will have in
 it a table or chart showing the actual corrections in altimetry for that airframe. This
 information developed by the airframe manufacturer can be pre-programmed in
 memory by the air data manufacturer and selected with program straps that identify
 the particular airframe. Program modules are another format used to implement this
 correction. The current useful weight and angle of attack may also influence the
 SSEC as the fluid dynamics around the static ports may differ. This is an important
 factor in minimizing the overall Altimetry System Error (ASE) in the aircraft. We
 should remember that because this is a dynamic correction that it must be disabled for
 example when complying with altimeter certification. Pitot Source Error
 Correction (PSEC) may also be compensated for in a similar manner on some
 airframes.
 Measuring Airspeed
 As with measuring altitude, measuring airspeed is basically straightforward and deals
 with measuring the impact pressure. Indicated airspeed (IAS) is merely a reference to
 pitot minus static pressure. There are however several other factors to be concerned
 with. In dealing with impact pressure (Qc) we must also be aware of the
 compressibility that occurs around the airframe and pitot tube. The compressibility of
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 the air mass as the aircraft moves through the air also creates a drag coefficient, as a
 result of this the air temperature must be known to solve for heat at a specific
 pressure. NASA has a technical note, D-822 that shows the relationship of Impact
 Pressure (Qc) for values of Calibrated Airspeed and serves as a good reference. The
 aircraft‘s airspeed indicators are calibrated at standard sea-level conditions and there
 the measured airspeed is True Airspeed (TAS). The net pressure and density at all
 other altitudes will deviate and therefore the air data computer must calculate a
 correction for them to maintain an accurate True Airspeed at these altitudes. True
 airspeed is the actual airspeed of the aircraft through the air or Mach number times
 the speed of sound. As the speed of sound is a function of static air temperature
 (SAT), here again air temperature is required. If the air mass at altitude is relatively
 stationary, then true airspeed represents groundspeed also. True airspeed is the speed
 of choice for any navigation system and has become a required input. The GPS
 navigator and Flight Management systems use true airspeed to compute winds aloft
 thus enabling the crew to fly at more fuel-efficient altitudes and also for solving
 equations relating to ground coordinates.
 Common Terms
 Pt Total Pressure: the sum of local atmospheric pressures plus dynamic pressures.
 Algebraically then, total pressure equals the sum of static pressure (Ps) plus
 Impact pressure (Qc)
 Pt = Ps + Qc
 Ps static pressure: the absolute pressure of still air surrounding a body; the
 atmospheric pressure at the flight level of the aircraft.
 Qc impact pressure: a calculated value, it is the difference between total pressure
 and static pressure; it is the pressure created by the forward motion of the aircraft.
 TAT total air temperature: the temperature of an airflow measured as the airflow is
 brought to rest without removal or addition of heat; impact temperature.
 OAT outside air temperature: the temperature of the static outside temperature
 without the effects of airspeed.
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ELECTRICAL FLIGHT CONTROL SYSTEM
 (OR) FLY BY WIRE SYSTEM
 INTRODUCTION
 In earlier days the aircraft is controlled by both conventional and power
 controls. The cable arrangement in both of these suffered from some inherent flaws.
 These were:
 Backlash
 Cable stretch
 Temperature effects
 Airframe structural distortion
 Response lag
 FLY BY WIRE SYSTEM
 Fly-by-wire is one in which wires carrying electrical signals from the pilots
 controls replace mechanical linkages entirely. During its operation the movement of
 the control column and rudder pedals as also the forces exerted by the pilot are
 measured by electrical pick offs or transducers in the cockpit and the signals
 produced are then amplified and relayed to a computer which processes the same
 before it is used to operate the hydraulic actuator units which are directly connected
 to the flight control surfaces.
 The computer also gets inputs from other aircraft motion sensors which are
 feeling real information of aircraft flying parameters as also the environmental
 conditions. If during signal processing, the pilot input is opposed by a signal
 proportional to an aircraft flight parameter (angle of attack or load factor for
 longitudinal control movements) roll rate for lateral control stick movements it will
 be found that:
 Firstly, the pilot input has become not only a simple control surface deflection
 command, but an angle of attack, roll factor or roll rate command.
 Secondly, at constant stick force, the aircraft is stabilized in angle of attack,
 load factor and roll rate.
 In this type of feedback control, the pilot transmits a command to the computer
 without having to modulate it or check its execution; in other words he no longer
 controls the aircraft parameters (angle of attack, load factor, roll rate etc.) as the
 computer processes the pilot input, compares this input / requirement with other flight
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 parameters and gives optimum commands to the servo actuators which operate the
 control surfaces. This obviously leaves the pilot force to concentrate on other
 requirements in the cockpit. This is how the FBW or electronic flight control system
 (EFCS) functions.
 ADVANTAGES OF FBW
 1. STABILITY:
 Since the Wright brothers, the need to provide aerodynamic
 Stability has placed an overriding constraint on the designers‘ ability to
 configure the aircraft. An aircraft equipped with a conventional flight control
 system must, to ensure acceptable handling characteristics, have natural
 stability about the three axes. The fulfillment of this requirement has the
 following consequence:-
 a) Penalizations of the aircraft performance.
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b) Restriction of the range of aerodynamic design options.
 c) Constraints on external store carriage capability.
 2. POSITION OF CENTRE OF GRAVITY:
 No longer is it necessary to have the C of G ahead of the centre of
 lift. As compared to an aircraft with a conventional flight control system, the
 centre of gravity can be moved aft of the reference chord thus making the
 aircraft neutrally table or unstable. This improves the basic lift and drag
 characteristics. In the case of an outstanding aircraft, the overall aerodynamic
 force situation is considerably more favorable, offering higher lift at a given
 angle of attack and lower drag at a given lift. In positive terms this would
 encompass the following.
 a) Reduction in approach speed
 b) Gain in maneuverings margin
 3. ADDITION OF DEVICES:
 The designer could also introduce certain devices without the
 problems of centre of gravity. For instance the addition of leading edge slats:-
 a) Reduce drag at a given high level of lift.
 b) Increase the maneuvering margin at a given thrust, and hence a given
 useful drag coefficient.
 Similarity the addition of strakes:-
 a) Improve the aircraft at high angles of attacks and hence the lateral
 behavior of the aircraft, especially in roll.
 b) Extend the angle of attacks envelope, which increases the maximum
 lift coefficient.
 4. INTRODUCTION OF AUTOMATIC SAFEGUARDS:
 These safeguards could be as follows:-
 a) Auto safeguard against loss of control:-
 i) Auto limitation of angle of attack.
 ii) Modulation of the roll and yaw as a function of pitch.
 b) Auto safeguards against structural damage:-
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 i) Limitation of load factor
 ii) Limitation of the roll rate (Notably in heavy external load
 configurations)
 The automatic limitation functions offer additional advantages. They
 a) Considerably reduce the aircraft handling restrictions.
 b) Relieve the pilot of additional workload.
 c) Increase exploitation of the aircraft flight envelope.
 5. SUPERIORITY OF FBW:
 The advantages, direct or indirect, that are accrued due to FBW could be listed
 as follows:-
 a) Superior aircraft performance by attaining greater lift at lower drag
 values. This would increase the maneuverability of the aircraft with better
 performance envelope.
 b) Weight reduction by having greater wing loading and no heavy
 equipment like cables etc. This would also have associated advantages like less fuel
 consumption.
 c) Introduction of devices like strakes slats etc. which would improve
 the handling characteristics at low speeds and high angles of attack.
 d) Ability to fly in unconventional attitudes and perform
 unconventional maneuvers without the hazards of temporary or total loss of aircraft.
 e) Pilot workload is considerably reduced.
 f) Instantaneous control response.
 g) Exploitation of the aircraft to its complete performance limits.
 h) Automatic safeguards which prevent exceeding structural damage
 and safe flying limits. This helps the pilot achieve carefree handling conditions.
 PRECAUTION AGAINST FAILURES:
 In view of the importance of the vital functions performed by the FBW system,
 certain failures could be catastrophic if they are not covered by suitable safeguards.
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Hence a high level of function related redundancy has been incorporated. The pitch
 channel which is the most critical part of the system could invariably be of
 quadruples design giving an extremely low probability(less than 10-7
 per flight hour)
 of failures.
 In case of multiple failures concerning sensors or various FBW system units
 back up modes are provided for instance the first electrical failure may not affect the
 following:-
 a) Aircraft performance
 b) Manoeuorability
 c) Flight handling qualities
 d) Aircraft safety
 Therefore the flight control system remains fully FBW after a first failure. A
 second electrical failure may entail in certain cases:-
 a) Maneuverability limitations.
 b) Limitations of flight handling qualities.
 For instance, should two sensors concerning roll axis fail.
 CONCLUTION:
 FBW (EFCS) flight control system belongs to the preset and future generation
 of high technology systems.
 The system ensures that the aircraft is flown to its optimum aerodynamic
 efficiency under all flight conditions and varying internal and external loads with
 reduced skill levels in the cockpit and permits more care-free handling. The system
 supplements the pilot‘s flying /handling abilities and is meant not only to relieve
 workload in the cockpit but also ensure safe operations within the extreme limits of
 the aircraft flying envelope. Multiple redundancies ensure sufficient safeguards
 against catastrophic failures ensuring complete and total reliability of the FBW
 system under all conditions of flight.
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 AUTOPILOT
 An autopilot is a mechanical, electrical, or hydraulic system used to guide a vehicle
 without assistance from a human being. Most people understand an autopilot to refer
 specifically to aircraft, but self-steering gear for ships, boats, space craft and missiles
 is sometimes also called by this term.
 The autopilot of an aircraft is sometimes referred to as "George."
 First autopilots
 In the early days of aviation, aircraft required the continuous attention of a pilot in
 order to fly safely. As aircraft range increased allowing flights of many hours, the
 constant attention led to serious fatigue. An autopilot is designed to perform some of
 the tasks of the pilot.
 The first aircraft autopilot was developed by Sperry Corporation in 1912. Lawrence
 Sperry (the son of famous inventor Elmer Sperry) demonstrated it two years later in
 1914, and proved the credibility of the invention by flying the aircraft with his hands
 away from the controls and visible to onlookers.
 The autopilot connected a gyroscopic Heading indicator and Attitude indicator to
 hydraulically operated elevators and rudder (ailerons were not connected as wing
 dihedral was counted upon to produce the necessary roll stability.) It permitted the
 aircraft to fly straight and level on a compass course without a pilot's attention,
 greatly reducing the pilot's workload.
 In the early 1920s, the Standard Oil tanker J.A Moffet became the first ship to use an
 autopilot.
 Modern autopilots
 Not all passenger aircraft flying today have an autopilot system. Older and smaller
 general aviation aircraft especially are still hand-flown, while small airliners with less
 than twenty seats may also be without an autopilot as they are used on short-duration
 flights with two pilots. The fitment of autopilots to airliners with more than twenty
 seats is generally made mandatory by international aviation regulations. There are
 three levels of control in autopilots for smaller aircraft. A single-axis autopilot
 controls an aircraft in the roll axis only; such autopilots are also known colloquially
 as "wing levellers", reflecting their limitations. A two-axis autopilot controls an
 aircraft in the pitch axis as well as roll, and may be little more than a "wing leveller"
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with limited pitch-oscillation-correcting ability; or it may receive inputs from on-
 board radio navigation systems to provide true automatic flight guidance once the
 aircraft has taken off until shortly before landing; or its capabilities may lie
 somewhere between these two extremes. A three-axis autopilot adds control in the
 yaw axis and is not required in many small aircraft.
 Autopilots in modern complex aircraft are three-axis and generally divide a flight into
 taxi, take-off, ascent, level, descent, approach and landing phases. Autopilots exist
 that automate all of these flight phases except the taxiing. An autopilot-controlled
 landing on a runway and controlling the aircraft on rollout (i.e. keeping it on the
 centre of the runway) is known as a CAT IIIb landing or Autoland, available on many
 major airports' runways today, especially at airports subject to adverse weather
 phenomena such as fog. Landing, rollout and taxi control to the aircraft parking
 position is known as CAT IIIc. This is not used to date but may be used in the future.
 An autopilot is often an integral component of a Flight Management System.
 Modern autopilots use computer software to control the aircraft. The software reads
 the aircraft's current position, and controls a Flight Control System to guide the
 aircraft. In such a system, besides classic flight controls, many autopilots incorporate
 thrust control capabilities that can control throttles to optimize the air-speed, and
 move fuel to different tanks to balance the aircraft in an optimal attitude in the air.
 Although autopilots handle new or dangerous situations inflexibly, they generally fly
 an aircraft with a lower fuel-consumption than a human pilot.
 The autopilot in a modern large aircraft typically reads its position and the aircraft's
 attitude from an inertial guidance system. Inertial guidance systems accumulate errors
 over time. They will incorporate error reduction systems such as the carousel system
 that rotates once a minute so that any errors are dissipated in different directions and
 have an overall nulling effect. Error in gyroscopes is known as drift. This is due to
 physical properties within the system, be it mechanical or laser guided, that corrupt
 positional data. The disagreements between the two are resolved with digital signal
 processing, most often a six-dimensional Kalman filter. The six dimensions are
 usually roll, pitch, yaw, altitude, latitude and longitude. Aircraft may fly routes that
 have a required performance factor, therefore the amount of error or actual
 performance factor must be monitored in order to fly those particular routes. The
 longer the flight the more error accumulates within the system. Radio aids such as
 DME, DME updates and GPS may be used to correct the aircraft position. Inertial
 reference units, i.e. gyroscopes, are the basis of aircraft on-board position
 determining, as GPS and other radio update systems depend on a third party to supply
 information. IRU's are completely self-contained and use gravity and earth rotation to
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 determine their initial position (earth rate). They then measure acceleration to
 calculate where they are in relation to where they were to start with. From
 acceleration speed can be calculated and from speed distance can be calculated. As
 long as the direction is known (from accelerometers) the IRU's can determine where
 they are (software dependent).
 Computer system details
 The hardware of a typical large aircraft's autopilot is a set of five 80386 CPUs, each
 on its own printed circuit board. The 80386 is an inexpensive, well-tested design that
 can implement a true virtual computer. New versions are being implemented that are
 radiation-resistant, and hardened for aerospace use. The very old computer design is
 intentionally favored, because it is inexpensive, and its reliability and software
 behavior are well-characterized.
 The custom operating system provides a virtual machine for each process. This
 means that the autopilot software never controls the computer's electronics directly.
 Instead it acts on a software simulation of the electronics. Most invalid software
 operations on the electronics occur during gross failures. They tend to be obviously
 incorrect, detected and discarded. In operation, the process is stopped, and restarted
 from a fresh copy of the software. In testing, such extreme failures are logged by the
 virtualization, and the engineers use them to correct the software.
 Usually, one of the processes on each computer is a low priority process that
 continually tests the computer.
 Generally, every process of the autopilot runs more than two copies, distributed
 across different computers. The system then votes on the results of those processes.
 For triple Autoland, this is called camout, and uses median values of autopilot
 commands versus mechanical centre and feel mechanism positioning as a possible
 computation. Extreme values are discarded before they can be used to control the
 aircraft.
 Some autopilots also use design diversity. In this safety feature, critical software
 processes will not only run on separate computers (possibly even using different
 architectures), but each computer will run software created by different engineering
 teams, often being programmed in different programming languages. It is generally
 considered unlikely that different engineering teams will make the same mistakes. As
 the software becomes more expensive and complex, design diversity is becoming less
 common because fewer engineering companies can afford it.
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Aviation Autopilot Categories of Landing
 Instrument-aided landings are defined in categories by the International Civil
 Aviation Organization. These are dependent upon the required visibility level and the
 degree to which the landing can be conducted automatically without input by the
 pilot.
 CAT I - This category permits pilots to land with a decision height of 200 ft (61 m)
 and a forward visibility or Runway Visual Range (RVR) of 2400 ft (730 m). Simplex
 autopilots are sufficient.
 CAT II - This category permits pilots to land with a decision height between 200 ft
 and 100 ft (≈ 30 m) and a RVR of 1000 ft (305 m). Autopilots have a fail passive
 requirement.
 CAT IIIa -This category permits pilots to land with a decision height as low as 50 ft
 (15 m) and a RVR of 700 ft (213 m). It needs a fail-passive autopilot. There must be
 only a 10-6 probability of landing outside the prescribed area.
 CAT IIIb - As IIIa but with the addition of automatic roll out after touchdown
 incorporated with the pilot taking control some distance along the runway. This
 category permits pilots to land with a decision height less than 50 feet or no decision
 height and a forward visibility of 250 ft (76 m, compare this to aircraft size, some of
 which are now over 70 m long) or 300 ft (91 m) in the United States. For a landing-
 without-decision aid, a fail-operational autopilot is needed. For this category some
 form of runway guidance system is needed: at least fail-passive but it needs to be fail-
 operational for landing without decision height or for RVR below 375 feet (114 m).
 CAT IIIc - As IIIb but without decision height or visibility minimums, also known as
 "zero-zero".
 Fail-passive autopilot: in case of failure, the aircraft stays in a controllable position
 and the pilot can take control of it to go around or finish landing. It is usually a dual-
 channel system.
 Fail-operational autopilot: in case of a failure below alert height, the approach, flare
 and landing can still be completed automatically. It is usually a triple-channel system
 or dual-dual system.
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 RADAR PRINCIPLE AND ITS TYPES
 Radar is a system that uses electromagnetic waves to identify the range, altitude,
 direction, or speed of both moving and fixed objects such as aircraft, ships, motor
 vehicles, weather formations, and terrain. The term RADAR was coined in 1941 as
 an acronym for Radio Detection and Ranging. The term has since entered the English
 language as a standard word, radar, losing the capitalization. Radar was originally
 called RDF (Radio Direction Finder) in the United Kingdom.
 This long-range radar antenna, known as ALTAIR, is used to detect and track space
 objects in conjunction with ABM testing at the Ronald Reagan Test Site on the
 Kwajalein atoll.
 A radar system has a transmitter that emits either microwaves or radio waves that are
 reflected by the target and detected by a receiver, typically in the same location as the
 transmitter. Although the signal returned is usually very weak, the signal can be
 amplified. This enables radar to detect objects at ranges where other emissions, such
 as sound or visible light, would be too weak to detect. Radar is used in many
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contexts, including meteorological detection of precipitation, measuring ocean
 surface waves, air traffic control, police detection of speeding traffic, and by the
 military.
 Principles
 Reflection
 Brightness can indicate reflectivity as in this 1960 weather radar image (of Hurricane
 Abby). The radar's frequency, pulse form, and antenna largely determine what it can
 observe.
 Electromagnetic waves reflect (scatter) from any large change in the dielectric or
 diamagnetic constants. This means that a solid object in air or a
 vacuum, or other significant change in atomic density between
 the object and what's surrounding it, will usually scatter radar
 (radio) waves. This is particularly true for electrically conductive
 materials, such as metal and carbon fiber, making radar
 particularly well suited to the detection of aircraft and ships.
 Radar absorbing material, containing resistive and sometimes
 magnetic substances, is used on military vehicles to reduce radar
 reflection. This is the radio equivalent of painting something a dark color.
 Radar waves scatter in a variety of ways depending on the size (wavelength) of the
 radio wave and the shape of the target. If the wavelength is much shorter than the
 target's size, the wave will bounce off in a way similar to the way light is reflected by
 a mirror. If the wavelength is much longer than the size of the target, the target is
 polarized (positive and negative charges are separated), like a dipole antenna. This is
 described by Rayleigh scattering, an effect that creates the Earth's blue sky and red
 sunsets. When the two length scales are comparable, there may be resonances. Early
 radars used very long wavelengths that were larger than the targets and received a
 vague signal, whereas some modern systems use shorter wavelengths (a few
 centimeters or shorter) that can image objects as small as a loaf of bread.
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 Short radio waves reflect from curves and corners, in a way similar to glint from a
 rounded piece of glass. The most reflective targets for short wavelengths have 90°
 angles between the reflective surfaces. A structure consisting of three flat surfaces
 meeting at a single corner, like the corner on a box, will always reflect waves
 entering its opening directly back at the source. These so-called corner reflectors are
 commonly used as radar reflectors to make otherwise difficult-to-detect objects easier
 to detect, and are often found on boats in order to improve their detection in a rescue
 situation and to reduce collisions. For similar reasons, objects attempting to avoid
 detection will angle their surfaces in a way to eliminate inside corners and avoid
 surfaces and edges perpendicular to likely detection directions, which leads to "odd"
 looking stealth aircraft. These precautions do not completely eliminate reflection
 because of diffraction, especially at longer wavelengths. Half wavelength long wires
 or strips of conducting material, such as chaff, are very reflective but do not direct the
 scattered energy back toward the source. The extent to which an object reflects or
 scatters radio waves is called its radar cross section.
 Polarization
 In the transmitted radar signal, the electric field is perpendicular to the direction of
 propagation, and this direction of the electric field is the polarization of the wave.
 Radars use horizontal, vertical, linear and circular polarization to detect different
 types of reflections. For example, circular polarization is used to minimize the
 interference caused by rain. Linear polarization returns usually indicate metal
 surfaces. Random polarization returns usually indicate a fractal surface, such as rocks
 or soil, and are used by navigation radars.
 Interference
 Radar systems must overcome several different sources of unwanted signals in order
 to focus only on the actual targets of interest. These unwanted signals may originate
 from internal and external sources, both passive and active. The ability of the radar
 system to overcome these unwanted signals defines its signal-to-noise ratio (SNR).
 SNR is defined as the ratio of a signal power to the noise power within the desired
 signal.
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In less technical terms, signal-to-noise ratio (SNR), compares the level of a desired
 signal (such as targets) to the level of background noise. The higher a system's SNR,
 the better it is in isolating actual targets from the surrounding noise signals.
 Noise
 Signal noise is an internal source of random variations in the signal, which is
 inherently generated to some degree by all electronic components. Noise typically
 appears as random variations superimposed on the desired echo signal received in the
 radar receiver. The lower the power of the desired signal, the more difficult it is to
 discern it from the noise (similar to trying to hear a whisper while standing near a
 busy road). Therefore, the most important noise sources appear in the receiver and
 much effort is made to minimize these factors. Noise figure is a measure of the noise
 produced by a receiver compared to an ideal receiver, and this needs to be minimized.
 Noise is also generated by external sources, most importantly the natural thermal
 radiation of the background scene surrounding the target of interest. In modern radar
 systems, due to the high performance of their receivers, the internal noise is typically
 about equal to or lower than the external scene noise. An exception is if the radar is
 aimed upwards at clear sky, where the scene is so cold that it generates very little
 thermal noise.
 There will be also Flicker noise due to electrons transit, but depending on 1/f, will be
 much lower than thermal noise when the frequency is high. Hence, in pulse radar, the
 system will be always heterodyne. See intermediate frequency.
 Clutter
 Clutter refers to actual radio frequency (RF) echoes returned from targets which are
 by definition uninteresting to the radar operators in general. Such targets mostly
 include natural objects such as ground, sea, precipitation (such as rain, snow or hail),
 sand storms, animals (especially birds), atmospheric turbulence, and other
 atmospheric effects, such as ionosphere reflections and meteor trails. Clutter may also
 be returned from man-made objects such as buildings and, intentionally, by radar
 countermeasures such as chaff.
 Some clutter may also be caused by a long radar waveguide between the radar
 transceiver and the antenna. In a typical plan position indicator (PPI) radar with a
 rotating antenna, this will usually be seen as a "sun" or "sunburst" in the centre of the
 display as the receiver responds to echoes from dust particles and misguided RF in
 the waveguide. Adjusting the timing between when the transmitter sends a pulse and
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 when the receiver stage is enabled will generally reduce the sunburst without
 affecting the accuracy of the range, since most sunburst is caused by a diffused
 transmit pulse reflected before it leaves the antenna.
 While some clutter sources may be undesirable for some radar applications (such as
 storm clouds for air-defense radars), they may be desirable for others (meteorological
 radars in this example). Clutter is considered a passive interference source, since it
 only appears in response to radar signals sent by the radar.
 There are several methods of detecting and neutralizing clutter. Many of these
 methods rely on the fact that clutter tends to appear static between radar scans.
 Therefore, when comparing subsequent scans echoes, desirable targets will appear to
 move and all stationary echoes can be eliminated. Sea clutter can be reduced by using
 horizontal polarization, while rain is reduced with circular polarization (note that
 meteorological radars wish for the opposite effect, therefore using linear polarization
 the better to detect precipitation). Other methods attempt to increase the signal-to-
 clutter ratio.
 CFAR (Constant False-Alarm Rate, a form of Automatic Gain Control, or AGC) is a
 method relying on the fact that clutter returns far outnumber echoes from targets of
 interest. The receiver's gain is automatically adjusted to maintain a constant level of
 overall visible clutter. While this does not help detect targets masked by stronger
 surrounding clutter, it does help to distinguish strong target sources. In the past, radar
 AGC was electronically controlled and affected the gain of the entire radar receiver.
 As radars evolved, AGC became computer-software controlled, and affected the gain
 with greater granularity, in specific detection cells.
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Radar multipath echoes from an actual target cause ghosts to appear.
 Clutter may also originate from multipath echoes from valid targets due to ground
 reflection, atmospheric ducting or ionospheric reflection/refraction. This specific
 clutter type is especially bothersome, since it appears to move and behave like other
 normal (point) targets of interest, thereby creating a ghost. In a typical scenario, an
 aircraft echo is multipath-reflected from the ground below, appearing to the receiver
 as an identical target below the correct one. The radar may try to unify the targets,
 reporting the target at an incorrect height, or - worse - eliminating it on the basis of
 jitter or a physical impossibility. These problems can be overcome by incorporating a
 ground map of the radar's surroundings and eliminating all echoes which appear to
 originate below ground or above a certain height. In newer Air Traffic Control (ATC)
 radar equipment, algorithms are used to identify the false targets by comparing the
 current pulse returns, to those adjacent, as well as calculating return improbabilities
 due to calculated height, distance, and radar timing.
 Jamming
 Radar jamming refers to radio frequency signals originating from sources outside the
 radar, transmitting in the radar's frequency and thereby masking targets of interest.
 Jamming may be intentional, as with an electronic warfare (EW) tactic, or
 unintentional, as with friendly forces operating equipment that transmits using the
 same frequency range. Jamming is considered an active interference source, since it
 is initiated by elements outside the radar and in general unrelated to the radar signals.
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 Jamming is problematic to radar since the jamming signal only needs to travel one-
 way (from the jammer to the radar receiver) whereas the radar echoes travel two-
 ways (radar-target-radar) and are therefore significantly reduced in power by the time
 they return to the radar receiver. Jammers therefore can be much less powerful than
 their jammed radars and still effectively mask targets along the line of sight from the
 jammer to the radar (Main lobe Jamming). Jammers have an added effect of affecting
 radars along other lines of sight, due to the radar receiver's sidelobes (Sidelobe
 Jamming).
 Main lobe jamming can generally only be
 reduced by narrowing the main lobe solid
 angle, and can never fully be eliminated
 when directly facing a jammer which uses the
 same frequency and polarization as the radar.
 Sidelobe jamming can be overcome by
 reducing receiving sidelobes in the radar
 antenna design and by using an
 omnidirectional antenna to detect and
 disregard non-main lobe signals. Other anti-
 jamming techniques are frequency hopping
 and polarization. See Electronic counter-counter-measures for details.
 Interference has recently become a problem for C-band (5.66 GHz) meteorological
 radars with the proliferation of 5.4 GHz band WiFi equipment.
 Radar functions and roles
 Types of radar in aeronautical application
 Detection and search radars
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RAF Boeing E-3 Sentry AEW1 (AWACS) with rotating radar dome. The dome is 30
 feet across (9 meters) The E-3 is accompanied by two Panavia Tornado F3.
 Early Warning (EW) Radar Systems
 Early Warning Radar
 Ground Control Intercept (GCI) Radar
 Airborne Early Warning (AEW)
 Over-the-Horizon (OTH) Radar
 Target Acquisition (TA) Radar Systems
 Surface-to-Air Missile (SAM) Systems
 Anti-Aircraft Artillery (AAA) Systems
 Surface Search (SS) Radar Systems
 Surface Search Radar
 Coastal Surveillance Radar
 Harbour Surveillance Radar
 Antisubmarine Warfare (ASW) Radar
 Height Finder (HF) Radar Systems
 Gap Filler Radar Systems
 Threat radars
 Target Tracking (TT) Systems
 AAA Systems
 SAM Systems
 Precision Approach Radar (PAR) Systems
 Multi-Function Systems
 Fire Control (FC) Systems
 1) Acquisition Mode
 2) Semiautomatic Tracking Mode
 3) Manual Tracking Mode
 Airborne Intercept (AI) Radars
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 Search Mode
 TA Mode
 TT Mode
 Target Illumination (TI) Mode
 Missile Guidance (MG) Mode
 Missile guidance systems
 Air-to-Air Missile (AAM)
 Air-to-Surface Missile (ASM)
 SAM Systems
 Surface-to-Surface Missiles (SSM) Systems
 Battlefield and reconnaissance radar
 Battlefield Surveillance Systems
 1) Battlefield Surveillance Radars
 Countermortar/Counterbattery Systems
 2) Shell Tracking Radars
 Air Mapping Systems
 Side Looking Airborne Radar (SLAR)
 Synthetic Aperture Radar (SAR)
 Perimeter Surveillance Radar (PSR)
 Red Dawn Radar System
 Air Traffic Control and navigation
 Air traffic control radar at London Heathrow Airport
 Air Traffic Control Systems
 Air Traffic Control (ATC) Radars
 Secondary Surveillance Radar (SSR) (Airport Surveillance
 Radar)
 Ground Control Approach (GCA) Radars
 Precision Approach Radar (PAR) Systems
 Distance Measuring Equipment (DME)
 Radio Beacons
 Radar Altimeter (RA) Systems
 Terrain-Following Radar (TFR) Systems
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Space and range instrumentation radar systems
 Space (SP) Tracking Systems
 Range Instrumentation (RI) Systems
 Video Relay/Downlink Systems
 Space-Based Radar
 Weather-sensing Radar systems
 Weather radar
 Wind profilers
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 RADAR ALTIMETER
 A radar altimeter, radio altimeter, low range radio altimeter (LRRA) or simply RA
 measures altitude above the terrain presently beneath an aircraft or spacecraft. This
 type of altimeter provides the distance between the plane and the ground directly
 below it, as opposed to a barometric altimeter which provides the distance above a
 pre-determined datum, usually sea level.
 Principle
 As the name implies, radar (radio detection and ranging) is the underpinning principle
 of the system. Radio waves are transmitted towards the ground and the time it takes
 them to be reflected back and return to the aircraft is timed. Because speed, distance
 and time are all related to each other, the distance from the surface providing the
 reflection can be calculated as the speed of the radio wave and the time it takes to
 travel are known quantities.
 Alternatively, the change in frequency of the wave can be measured, the greater the
 shift the further the distance travelled. This method can achieve much better accuracy
 than the aforementioned for the same outlay and radar altimeters that use frequency
 modulation are industry standard.
 Civil applications
 Radar altimeters are frequently used by commercial aircraft for approach and landing,
 especially in low-visibility conditions (see instrument flight rules, Autoland) and also
 automatic landings, allowing the autopilot to know when to begin the flare maneuver.
 In civil aviation applications, radio altimeters generally only give readings up to 762
 m / 2,500' above ground level (AGL).
 (TCAS is not to be confused with Radar Altimeter.)
 (TCAS uses a transponder with an encoding altimeter or ADC for IFF up to the
 aircraft's maximum altitude.)
 Today, almost all airliners are equipped with at least one and usually several radio
 altimeters, as they are essential to Autoland capabilities (determining height through
 other methods such as GPS is not permissible under current legislation). Even older
 airliners from the 1960s, such as Concorde and the BAC 1-11 were so equipped and
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today even smaller airliners in the sub-50 seat class are supplied with them (such as
 the ATR 42 and BAe Jetstream series).
 Radio altimeters are an essential part in ground proximity warning systems (GPWS),
 warning the pilot if the aircraft is flying too low or descending too quickly. However,
 radar altimeters cannot see terrain directly ahead of the aircraft, only that directly
 below it; such functionality requires either knowledge of position and the terrain at
 that position or a forward looking terrain radar which uses technology similar to a
 radio altimeter.
 It is interesting to note that while they are called altimeters, the information they
 provide is not called altitude in aviation; altitude is specifically height above sea level
 which is usually obtained from a pressure altimeter. The term height when used in
 aviation refers to the height above the terrain directly below the aircraft, that from a
 radio altimeter, in order to avoid confusion. "Radar-altitude" is used on some
 instrumentation but for communication purposes, the term height is always used.
 Radar altimeters normally work in the E-band, or Ka or S bands for more advanced
 sea-level measurement. Radar altimeters also provide a reliable and accurate method
 of measuring height above water, when flying long sea-tracks. These are critical for
 use when operating to and from oil rigs.
 Military applications
 Radar altimeters are also used in military aircraft flying extremely low over terrain to
 avoid radar detection and targeting by anti-aircraft artillery or Surface-to-air Missiles.
 Radar altimeter technology is also used in terrain-following radar allowing fighter
 aircraft to fly at very low altitude.
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 MOVING TARGET INDICATION
 Moving target indication (MTI) is a mode of operation of a radar to discriminate a
 target against clutter.
 In contrast to another mode, stationary target indication, it takes an advantage of the
 fact that the target moves with respect to stationary clutter. The most common
 approach is taking an advantage of the Doppler effect. For a sequence of radar pulses
 the moving target will be at different distance from the radar and the phase of the
 radar return from the target will be different for successive pulses, while the returns
 from stationary clutter will arrive at the same phase shift.
 Radar MTI may be specialized in terms of the type of clutter and environment:
 airborne MTI (AMTI), ground MTI (GMTI), etc., or may be combined mode:
 stationary and moving target indication (SMTI).

Page 314
                        

ELECTRONIC WARFARE
 EQUIPMENTS
 U IFF
 U JAMMER
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 IDENTIFICATION FRIEND OR FOE (IFF)
 In telecommunication identification, friend or foe (IFF) is a cryptographic
 identification system designed for command and control. A system that enables
 military, and national (civilian-located ATC) interrogation systems to distinguish
 friendly aircraft, vehicles, or forces, and to determine their bearing and range from
 the interrogator.
 IFF was first developed during World War II. The term is a bit of a misnomer, as IFF
 can only positively identify friendly targets but not hostile ones. If an IFF
 interrogation receives no reply, the object can only be treated as suspicious but not as
 a positively identified foe.
 There are many reasons for not replying to IFF by friendly aircraft: battle damage,
 loss of encryption keys, wrong encryption keys, or equipment failure. Aircraft
 hugging terrain are very often poor candidates for microwave line-of-sight systems
 such as the IFF system. Microwaves can't penetrate mountains, and very often
 atmosphere effects (referred to as anomalous propagation) cause timing, range, and
 azimuth issues.
 Method of operation
 The IFF of WW II and Soviet military systems (1946 to 1991) used coded radar
 signals (called Cross-Band Interrogation, or CBI) to automatically trigger the
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aircraft's transponder in an aircraft "painted" by the radar. Modern IFF systems use a
 separate specialized transponder beacon which can operate without radar. They are
 referred to as cross-band beacon or transponders.
 An IFF transponder responds:
 U In a military aircraft, vehicle, or unit by returning a coded reply signal only
 when the incoming interrogation is identified as part of the friendly forces
 network;
 U If no IFF response is generated, a civil (Selective Identification Feature - SIF)
 interrogation may then be generated and the aircraft, by returning various mode
 replies can then be identified or sorted.
 In an IFF network both the interrogation and the reply are verified as friendly.
 Each IFF transponder also has a KIR or KIT cryptography computer associated with
 it. The KIR (designed for interrogators) and the KIT (designed for transponders) have
 an access port where the encryption keys are inserted. The military IFF system will
 not function without a valid key. Civilian SIF systems and Mode S do not require
 encryption keys.
 An IFF transponder receives interrogation pulses at one frequency (1030 MHz), and
 sends the reply pulses at a different frequency (1090 MHz). Just the opposite of a SIF
 interrogation, which is composed of two pulses spaced apart by a different amount
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 for each mode, with the transponder reply being a long series of bits; the IFF
 interrogation is instead a long series of bits that contains the encrypted message and
 parity, and the reply is just three pulses.
 The IFF message is encrypted with a secret key. IFF transponders with the same
 secret key will be able to decode the IFF message. Once decoded, the IFF
 transponder will execute the message and send back a 3 pulse reply. The interrogator
 then compares each reply to the challenge messages, and marks these targets friendly
 while also storing their azimuth and range.
 A second possibility is a target being marked as a spoof target. That is, the target
 replies, but fails to process the IFF message correctly on a significant number of
 challenges. Targets marked as a spoofer can be declared hostile and, inside a battle-
 space, are often destroyed when able.
 If no reply is received from the IFF transponder, the target continues to be an
 unknown. The IFF system is not used to declare a target hostile if they do not reply.
 Very often the pilot can have the wrong code (encryption key) selected, or the code is
 expired, and they will have an audible and visual alarm every time they are
 interrogated by IFF. If they can't clear the alarm they follow the pre-briefed safe
 passage procedures.
 Benefits
 Major military benefits of IFF include:
 Reducing "friendly-fire" or "fratricidal" attacks
 Positive identification of friendly forces.
 There are no civilian uses of IFF. Civilian systems are all based on SIF and MODE S.
 IFF modes
 There are two military modes of operation designated for use by Allied forces:
 Mode 4 is crypto-secure mode.
 Mode 5 is crypto-secure using Mode S and ADS-B technology. [Citation
 needed]

Page 318
                        

RADAR JAMMING AND DECEPTION
 Radar jamming and deception is the intentional emission of radio frequency signals
 to interfere with the operation of a radar by saturating its receiver with noise or false
 information.
 There are two types of radar jamming:
 Mechanical jamming
 Electronic jamming.
 Mechanical jamming
 Mechanical jamming is caused by devices which reflect or re-reflect radar energy
 back to the radar to produce false target returns on the operator's scope. Mechanical
 jamming devices include chaff, corner reflectors, and decoys.
 Chaff is made of different length metallic strips, which reflect different frequencies,
 so as to create a large area of false returns in which a real contact would be difficult
 to detect. Chaff is often aluminum for weight purposes and is usually coated with
 something such as a plastic to make it slicker and less likely to bind up in large
 clumps.
 Corner reflectors have the same effect as chaff but are physically very different.
 Corner reflectors are multiple-sided objects that re-radiate radar energy mostly back
 toward its source. An aircraft cannot carry as many corner reflectors as it can chaff.
 Decoys are maneuverable flying objects that are intended to deceive a radar operator
 into believing that they are actually aircraft. They are especially dangerous because
 they can clutter up radar with false targets making it easier for an attacker to get
 within weapons range and neutralize the radar. Corner reflectors can be fitted on
 decoys to make them appear larger than they are, thus furthering the illusion that a
 decoy is an actual aircraft. Some decoys have the capability to perform electronic
 jamming or drop chaff.
 Electronic jamming
 Electronic jamming is a form of Electronic Warfare where jammers radiate
 interfering signals toward an enemy's radar, blocking the receiver with highly
 concentrated energy signals. The two main technique styles are noise techniques and
 repeater techniques. The three types of noise jamming are spot, sweep, and barrage.

Page 319
                        

AUTHOR –N.SOMASUNDARAM, AERONAUTICAL DEPARTMENT
 MOHAMMED SATHAK ENGINEERING COLLEGE,
 KILAKARAI Page 319
 Spot jamming occurs when a jammer focuses all of its power on a single frequency.
 While this would severely degrade the ability to track on the jammed frequency,
 frequency agile radar would hardly be affected because the jammer can only jam one
 frequency. While multiple jammers could possibly jam a range of frequencies, this
 would consume a great deal of resources to have any effect on frequency-agile radar,
 and would probably still be ineffective.
 Sweep jamming is when a jammer's full power is shifted from one frequency to
 another. While this has the advantage of being able to jam multiple frequencies in
 quick succession, it does not affect them all at the same time, and thus limits the
 effectiveness of this type of jamming. Although, depending on the error checking in
 the device(s) this can render a wide range of devices effectively useless.
 Barrage jamming is the jamming of multiple frequencies at once by a single jammer.
 The advantage is that multiple frequencies can be jammed simultaneously; however,
 the jamming effect can be limited because this requires the jammer to spread its full
 power between these frequencies. So the more frequencies being jammed, the less
 effectively each is jammed.
 Base jamming is a new type of Barrage Jamming where one radar is jammed
 effectively at its source at all frequencies. However, all other radars continue working
 normally.
 Digital radio frequency memory, or DRFM jamming, or Repeater jamming is a
 repeater technique that manipulates received radar energy and retransmits it to change
 the return the radar sees. This technique can change the range the radar detects by
 changing the delay in transmission of pulses, the velocity the radar detects by
 changing the Doppler shift of the transmitted signal, or the angle to the plane by
 using AM techniques to transmit into the sidelobes of the radar.
 Inadvertent Jamming
 In some cases, jamming of either type may be caused by friendly sources. Inadvertent
 mechanical jamming is fairly common because it is indiscriminate and will affect any
 nearby radar, hostile or not. Electronic jamming can also be inadvertently caused by
 friendly sources, usually powerful EW platforms operating within range of the
 affected radar. Unintentional electronic jamming is most easily prevented by good
 planning and common sense, though sometimes it is unavoidable.
 Countermeasures
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Constantly alternating the frequency that the radar operates on (frequency hopping)
 over a spread-spectrum will limit the effectiveness of most jamming, making it easier
 to read through it. Modern jammers can track a predictable frequency change, so the
 more random the frequency change, the more likely it is to counter the jammer.
 Cloaking the outgoing signal with random noise makes it more difficult for a jammer
 to figure out the frequency that radar is operating on.
 Limiting unsecure radio communication concerning the jamming and its effectiveness
 is also important. The jammer could be listening, and if they know that a certain
 technique is effective, they could direct more jamming assets to employ this method.
 Interference
 While not usually caused by the enemy, interference can greatly impede the ability of
 an operator to track. Interference occurs when two radars in relatively close proximity
 (how close they need to be depends on the power of the radars) are operating on the
 same frequency. This will cause "running rabbits", a visual phenomenon that can
 severely clutter up a scope with useless data. Interference is not that common
 between ground radars, however, because they are not usually placed close enough
 together. It is more likely that some sort of airborne radar system is inadvertently
 causing the interference—especially when two or more countries are involved.
 The interference between airborne radars referred to above can sometimes (usually)
 be eliminated by frequency-shifting the magnetron.
 The other interference often experienced is between the aircraft's own electronic
 transmitters, i.e. transponders, being picked up by own radar. This interference is
 eliminated by suppressing the radar's reception for the duration of the transponder's
 transmission. Instead of "bright-light" rabbits across the display, one would observe
 very small black dots. Because the external radar causing the transponder to respond
 is generally not synchronized with your own radar (i.e. different PRFs [pulse
 repetition frequency]), these black dots appear randomly across the display and the
 operator sees through and around them. The returning image may be much larger
 than the "dot" or "hole", as it has become known, anyway. Keeping the transponder's
 pulse widths and mode of operation becomes a crucial factor.
 The external radar could, in theory, come from an aircraft flying alongside your own,
 or from space. Another factor often overlooked is to reduce the sensitivity of one's
 own transponder to external radars; i.e., ensure that the transponder's threshold is
 high. In this way it will only respond to nearby radars—which, after all, should be
 friendly.
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 One should also reduce the power output of the transponder in like manner. Radar
 jamming seekers some times the enemy adds a radar jamming seeker to the missile so
 if the target sends a radar jam the missile will seek the thing the source of the
 jamming signal(which is in this case your plane!)
 Radar jamming in the civilian world
 Radar jamming for the purposes of defeating radar guns is simpler than for military
 application, although it is often illegal. However, most products called radar jammers
 on the market do not effectively jam police radar guns but can cause an error reading
 giving the user time to respond (by slowing down in the case of speed guns).
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INFRARED AND LASER APPLICATION IN
 AVIONICS
 Infrared (IR) radiation is electromagnetic radiation whose wavelength is longer than
 that of visible light, but shorter than that of terahertz radiation and microwaves. The
 name means "below red" (from the Latin infra, "below"), red being the color of
 visible light with the longest wavelength. Infrared radiation has wavelengths between
 about 750 nm and 1 mm, spanning three orders of magnitude. Humans at normal
 body temperature can radiate at a wavelength of 10 micrometres.
 Applications
 Infrared Filters
 Infrared (IR) filters can be made from many different materials. One type is made of
 polysulphone plastic that blocks over 99% of the visible light spectrum from ―white‖
 light sources such as incandescent filament bulbs. Infrared filters allow a maximum
 of infrared output while maintaining extreme covertness. Currently in use around the
 world, infrared filters are used in Military, Law Enforcement, Industrial and
 Commercial applications. The unique makeup of the plastic allows for maximum
 durability and heat resistance. IR filters provide a more cost effective and time
 efficient solution over the standard bulb replacement alternative. All generations of
 night vision devices are greatly enhanced with the use of IR filters.
 Night vision
 Infrared is used in night vision equipment when there is insufficient visible light to
 see. Night vision devices operate through a process involving the conversion of
 ambient light photons into electrons which are then amplified by a chemical and
 electrical process and then converted back into visible light.Infrared light sources can
 be used to augment the available ambient light for conversion by night vision
 devices, increasing in-the-dark visibility without actually using a visible light source.
 The use of infrared light and night vision devices should not be confused with
 thermal imaging which creates images based on differences in surface temperature by
 detecting infrared radiation (heat) that emanates from objects and their surrounding
 environment.
 Thermography
 Infrared radiation can be used to remotely determine the temperature of objects (if the
 emissivity is known). This is termed thermography, or in the case of very hot objects
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 in the NIR or visible it is termed pyrometry. Thermography (thermal imaging) is
 mainly used in military and industrial applications but the technology is reaching the
 public market in the form of infrared cameras on cars due to the massively reduced
 production costs.
 Thermographic cameras detect radiation in the infrared range of the electromagnetic
 spectrum (roughly 900–14,000 nanometers or 0.9–14 µm) and produce images of that
 radiation. Since infrared radiation is emitted by all objects based on their
 temperatures, according to the black body radiation law, thermography makes it
 possible to "see" one's environment with or without visible illumination. The amount
 of radiation emitted by an object increases with temperature, therefore thermography
 allows one to see variations in temperature (hence the name).
 Tracking
 Infrared tracking, also known as infrared homing, refers to a passive missile guidance
 system which uses the emission from a target of electromagnetic radiation in the
 infrared part of the spectrum to track it. Missiles which use infrared seeking are often
 referred to as "heat-seekers", since infrared (IR) is just below the visible spectrum of
 light in frequency and is radiated strongly by hot bodies. Many objects such as
 people, vehicle engines and aircraft generate and retain heat, and as such, are
 especially visible in the infra-red wavelengths of light compared to objects in the
 background.
 Heating
 Infrared radiation can be used as a deliberate heating source. For example it is used in
 infrared saunas to heat the occupants, and also to remove ice from the wings of
 aircraft (de-icing). FIR is also gaining popularity as a safe method of natural health
 care & physiotherapy. Far infrared thermomedic therapy garments use thermal
 technology to provide compressive support and healing warmth to assist symptom
 control for arthritis, injury & pain. Infrared can be used in cooking and heating food
 as it predominantly heats the opaque, absorbent objects, rather than the air around
 them.
 Infrared heating is also becoming more popular in industrial manufacturing
 processes, e.g. curing of coatings, forming of plastics, annealing, plastic welding,
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print drying. In these applications, infrared heaters replace convection ovens and
 contact heating. Efficiency is achieved by matching the wavelength of the infrared
 heater to the absorption characteristics of the material.
 Communications
 IR data transmission is also employed in short-range communication among
 computer peripherals and personal digital assistants. These devices usually conform
 to standards published by IrDA, the Infrared Data Association. Remote controls and
 IrDA devices use infrared light-emitting diodes (LEDs) to emit infrared radiation
 which is focused by a plastic lens into a narrow beam. The beam is modulated, i.e.
 switched on and off, to encode the data. The receiver uses a silicon photodiode to
 convert the infrared radiation to an electric current. It responds only to the rapidly
 pulsing signal created by the transmitter, and filters out slowly changing infrared
 radiation from ambient light. Infrared communications are useful for indoor use in
 areas of high population density. IR does not penetrate walls and so does not interfere
 with other devices in adjoining rooms. Infrared is the most common way for remote
 controls to command appliances.
 Free space optical communication using infrared lasers can be a relatively
 inexpensive way to install a communications link in an urban area operating at up to
 4 gigabit/s, compared to the cost of burying fiber optic cable.
 Infrared lasers are used to provide the light for optical fiber communications systems.
 Infrared light with a wavelength around 1,330 nm (least dispersion) or 1,550 nm (best
 transmission) are the best choices for standard silica fibers.
 IR data transmission of encoded audio versions of printed signs is being researched as
 an aid for visually impaired people through the RIAS (Remote Infrared Audible
 Signage) project.
 Spectroscopy
 Infrared vibrational spectroscopy (see also near infrared spectroscopy) is a technique
 which can be used to identify molecules by analysis of their constituent bonds. Each
 chemical bond in a molecule vibrates at a frequency which is characteristic of that
 bond. A group of atoms in a molecule (e.g. CH2) may have multiple modes of
 oscillation caused by the stretching and bending motions of the group as a whole. If
 an oscillation leads to a change in dipole in the molecule, then it will absorb a photon
 which has the same frequency. The vibrational frequencies of most molecules
 correspond to the frequencies of infrared light. Typically, the technique is used to
 study organic compounds using light radiation from 4000-400 cm-1, the mid-
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 infrared. A spectrum of all the frequencies of absorption in a sample is recorded. This
 can be used to gain information about the sample composition in terms of chemical
 groups present and also its purity (for example a wet sample will show a broad O-H
 absorption around 3200 cm-1).
 Astronomy
 Astronomers observe objects in the infrared portion of the electromagnetic spectrum
 using optical components, including mirrors, lenses and solid state digital detectors.
 For this reason it is classified as part of optical astronomy. To form an image, the
 components of an infrared telescope need to be carefully shielded from heat sources,
 and the detectors are chilled using liquid helium.
 The sensitivity of Earth-based infrared telescopes is significantly limited by water
 vapor in the atmosphere, which absorbs a portion of the infrared radiation arriving
 from space outside of selected atmospheric windows. This limitation can be partially
 alleviated by placing the telescope observatory at a high altitude, or by carrying the
 telescope aloft with a balloon or an aircraft. Space telescopes do not suffer from this
 handicap, and so outer space is considered the ideal location for infrared astronomy.
 The infrared portion of the spectrum has several useful benefits for astronomers.
 Cold, dark molecular clouds of gas and dust in our galaxy will glow with radiated
 heat as they are irradiated by imbedded stars. Infrared can also be used to detect
 protostars before they begin to emit visible light. Stars emit a smaller portion of their
 energy in the infrared spectrum, so nearby cool objects such as planets can be more
 readily detected. (In the visible light spectrum, the glare from the star will drown out
 the reflected light from a planet.)
 Infrared light is also useful for observing the cores of active galaxies which are often
 cloaked in gas and dust. Distant galaxies with a high redshift will have the peak
 portion of their spectrum shifted toward longer wavelengths, so they are more readily
 observed in the infrared.
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LASER APPLICATION
 Military
 Military uses of lasers include applications such as target designation and ranging,
 defensive countermeasures, communications and directed energy weapons. Directed
 energy weapons such as Boeing‘s Airborne Laser which can be mounted on a 747 jet
 is able to burn the skin off enemy missiles.
 Defensive countermeasures
 Defensive countermeasure applications can range from compact, low power infrared
 countermeasures to high power, airborne laser systems. IR countermeasure systems
 use lasers to confuse the seeker heads on heat-seeking anti-aircraft missiles. High
 power boost-phase intercept laser systems use a complex system of lasers to find,
 track and destroy intercontinental ballistic missiles. In this type of system a chemical
 laser, one in which the laser operation is powered by an energetic chemical reaction,
 is used as the main weapon beam (see Airborne Laser). The Mobile Tactical High-
 Energy Laser (MTHEL) is another defensive laser system under development; this is
 envisioned as a field-deployable weapon system able to track incoming artillery
 projectiles and cruise missiles by radar and destroy them with a powerful deuterium
 fluoride laser.
 Another example of direct use of a laser as a defensive weapon was researched for
 the Strategic Defense Initiative (SDI, nicknamed "Star Wars"), and its successor
 programs. This project would use ground-based or space-based laser systems to
 destroy incoming intercontinental ballistic missiles (ICBMs). The practical problems
 of using and aiming these systems were many; particularly the problem of destroying
 ICBMs at the most opportune moment, the boost phase just after launch. This would
 involve directing a laser through a large distance in the atmosphere, which, due to
 optical scattering and refraction, would bend and distort the laser beam, complicating
 the aiming of the laser and reducing its efficiency.
 Another idea to come from the SDI project was the nuclear-pumped X-ray laser. This
 was essentially an orbiting atomic bomb, surrounded by laser media in the form of
 glass rods; when the bomb exploded, the rods would be bombarded with highly-
 energetic gamma-ray photons, causing spontaneous and stimulated emission of X-ray
 photons in the atoms making up the rods. This would lead to optical amplification of
 the X-ray photons, producing an X-ray laser beam that would be minimally affected
 by atmospheric distortion and capable of destroying ICBMs in flight. The X-ray laser
 would be a strictly one-shot device, destroying itself on activation. Some initial tests
 of this concept were performed with underground nuclear testing; however, the
 results were not encouraging. Research into this approach to missile defense was
 discontinued after the SDI program was cancelled.
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 The United States Air Force has experimented with using lasers combined with high-
 altitude airships as a potential means for a missile defense shield but also as a means
 to destroy enemy spacecraft or satellites in low-earth orbit.. According to a 2005
 report issued by the Pentagon, China is developing a laser that could blind low Earth
 orbit satellites.
 In the April 2008 edition of Popular Science, there is an article showcasing a new
 combat laser, the Boeing Advanced Tactical Laser Beam, which will be carried in a
 large aircraft (it is shown carried in a C-130) and fired at large targets (vehicles or
 buildings.) It is currently being tested at Kirtland Air Force Base in New Mexico. The
 laser itself is a chemical laser, and weighs 40,000 pounds. The range is reported to be
 5 miles, and it can rapidly strike targets (it uses rapid-fire rather than a continuous
 beam to minimize the risk of friendly fire.) However, the prototype cost $200 million,
 making it doubtful that this will be put to widespread use. Barring the cost, it is
 expected to be in battle within five years. There is also talk of development of smaller
 versions to fit in smaller vehicles.
 Targeting
 A laser rangefinder is a device consisting of a pulsed laser and a light detector. By
 measuring the time taken for light to reflect off a far object, and knowing the speed of
 light, the range to the object can be found. A laser rangefinder is thus a simple form
 of LIDAR. The distance to the target can then be used to aim a weapon such as a
 tank's main gun.
 Target designator
 Another military use of lasers is as a laser target designator. This is a low-power
 laser pointer used to indicate a target for a precision-guided munition, typically
 launched from an aircraft. The guided munition adjusts its flight-path to home in to
 the laser light reflected by the target, enabling a great precision in aiming. The beam
 of the laser target designator is set to a pulse rate that matches that set on the guided
 munition to ensure munitions strike their designated targets and do not follow other
 laser beams which may be in use in the area. The laser designator can be shone onto
 the target by an aircraft or nearby infantry. Lasers used for this purpose are usually
 infrared lasers, so the enemy cannot easily detect the guiding laser light.
 Military applications
 The laser has in most military applications been used as a tool to enhance the
 targeting of other weapon systems. For example, a laser sight is a small, usually
 visible-light laser placed on a handgun or rifle aligned to emit a beam parallel to the
 barrel. Since a laser beam by definition has low divergence, the laser light appears as
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a small spot even at long distances; the user simply places the spot on the desired
 target and the barrel of the gun is aligned.
 Most laser sights use a red laser diode. Others use an infrared diode to produce a dot
 invisible to the naked human eye but detectable with night vision devices. In the late
 1990s, green diode pumped solid state laser (DPSS) laser sights (532 nm) became
 available. Modern laser sights are small and light enough for attachment to the
 firearms.
 In 2007, LaserMax, a company specializing in manufacturing lasers for military and
 police firearms, introduced the first mass-production green laser available for small
 arms.[3]
 This laser mounts to the underside of a handgun or long arm on the accessory
 rail. The green laser is supposed to be more visible than the red laser in bright
 lighting conditions.
 Eye-targeted lasers
 A non-lethal laser weapon was developed by the U.S. Air Force to temporarily impair
 an adversary‘s ability to fire a weapon or to otherwise threaten enemy forces. This
 unit illuminates an opponent with harmless low-power laser light and can have the
 effect of dazzling or disorienting the subject or causing them to flee. There remains
 the possibility of using lasers to blind, since this requires much lower power levels,
 and is easily achievable in a man portable unit. However, most nations regard the
 deliberate permanent blinding of the enemy as forbidden by the rules of war (see
 Protocol on Blinding Laser Weapons).
 In addition to the applications that crossover with military applications, a widely
 known law enforcement use of lasers is for lidar to measure the speed of vehicles.
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 UTILITY SYSTEMS
 ELT
 TACS
 EPWS
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ELT (EMERGENCY LOCATOR TRANSMITTER)
 In the field of Search and Rescue (SAR), distress radio beacons, also collectively
 known as distress beacons, emergency beacons, or simply, beacons, are tracking
 transmitters which aid in the detection and location of boats, aircraft, and/or persons
 in distress. In the proper sense, the term refers specifically to the three types of
 radiobeacons (listed below) that interface with Cospas-Sarsat, the international
 satellite system for Search and Rescue. When activated, such beacons send out a
 distress signal that, when detected by non-geostationary satellites, can be located by
 triangulation. In the case of 406 MHz beacons which transmit digital signals, the
 beacons can be uniquely identified almost instantly (via GEOSAR), and furthermore,
 a GPS position can be encoded into the signal (thus providing both instantaneous
 identification and position.) Often using the initial position provided via the satellite
 system, the distress signals from the beacons can be homed by SAR aircraft and
 ground search parties who can in turn come to the aid of the concerned boat, aircraft,
 and/or persons.
 There are three types of distress radiobeacons compatible with the Cospas-Sarsat
 system:[1]
 EPIRBs (Emergency Position-Indicating Radio Beacons) signal maritime
 distress,
 ELTs (Emergency Locator Transmitters) signal aircraft distress
 PLBs (Personal Locator Beacons) are for personal use and are intended to
 indicate a person in distress who is away from normal emergency services,
 e.g., 9-1-1. Also in use for crewsaving applications in shipping and lifeboats at
 terrestrial systems.
 The basic purpose of distress radiobeacons is to get people rescued within the so-
 called "golden day" (the first 24 hours following a traumatic event) when the majority
 of survivors can still be saved.
 Since the inception of Cospas-Sarsat in 1982, distress radiobeacons have assisted in
 the rescue of over 20,531 persons in 5,752 distress situations. In 2005 distress
 radiobeacons aided in the rescue of 1,666 persons in 435 distress situations. There are
 roughly 556,000 121.5 MHz beacons and 429,000 406 MHz beacons. As of 2002,
 there were roughly 82,000 registered (406 MHz) beacons, and over 500,000 of the
 older unregistered kind.
 ELT sub-classification
 ELTs for aircraft may be classed as follows:[
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 A ELT, automatically ejected
 AD ELT, automatic deployable
 F ELT, Fixed
 AF ELT, automatic fixed
 AP ELT, automatic portable
 W ELT, water activated
 S ELT, survival
 Section 2.08 Activation methods
 There are two ways to activate a beacon:
 manually, or
 automatically
 Automatic EPIRBs are water activated, while automatic ELTs are G-force (impact)
 activated. Some EPIRBs also deploy; this means that they physically depart from
 their mounting bracket on the exterior of the vessel (usually by going into the water.)
 For a marine EPIRB to begin transmitting a signal (or "activate") it first needs to
 come out of its bracket (or "deploy"). Deployment can happen either manually—
 where someone has to physically take it out of its bracket—or automatically—where
 water pressure will cause a hydrostatic release unit to release the EPIRB from its
 bracket. If it does not come out of the bracket it will not activate. There is a magnet in
 the bracket which operates a reed safety switch in the EPIRB. This is to prevent
 accidental activation when the unit gets wet from rain or shipped seas.
 Once deployed, EPIRBs can be activated, depending on the circumstances, either
 manually (crewman flicks a switch) or automatically (as soon as water comes into
 contact with the unit's "sea-switch".) All modern EPIRBs provide both methods of
 activation and deployment and thus are labelled "Manual and Automatic Deployment
 and Activation."
 (a) Aviation (ELTs)
 Most general aviation aircraft in the U.S. are required to carry an ELT, depending
 upon the type or location of operation, while scheduled flights by scheduled air
 carriers are not. However, in commercial aircraft, a cockpit voice recorder or flight
 data recorder must contain an underwater detection beacon.
 As per 14 CFR 91.207.a.1, ELTs built according to TSO-C91 (of the type described
 below as "Traditional ELT, unregistered") have not been permitted for new
 installations since June 21, 1995; the replacing standard was TSO-C91a.
 http://en.wikipedia.org/wiki/G-force
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Furthermore, TSO-C91/91a ELTs are scheduled to phase out February 1, 2009 to be
 replaced by the 406 MHz C:\Documents and
 Settings\abu\Desktop\not\Emergency_Locator_Transmitter.htm - cite_note-23 ELT, a far superior
 unit.
 Though monitoring of 121.5 and 243 MHz (Class B) distress signals by satellite is
 scheduled to cease in 2009, there is currently no upgrade of older ELT units
 mandated by the FAA for aircraft in the United States.
 Section 2.09 Detailed type descriptions
 (a) Current types
 (i) ELTs (aircraft)
 ELTs used in aircraft are of the following types:
 The new 406 MHz TSO-126 ELT will be the only type of ELT detected by
 Cospas-Sarsat after February 1, 2009 (see above.)
 Types Being Phased Out:
 TSO-C91 - 121.5 / 243 MHz unregistered - have not been permitted for new
 installations since June 21, 1995;
 TSO-C91a - 121.5 / 243 MHz unregistered - was the replacing standard; most
 current aviation ELTs are of this type.
 Section 2.10 How they work
 All the systems work something like this: A beacon is activated by a crash, a sinking,
 or manually by survivors. The beacon's transmission is picked up by one or more
 satellites. The satellite transmits the beacon's signal to its ground control station. The
 satellite's ground station processes the signals and forwards the data, including
 approximate location, to a national authority. The national authority forwards the data
 to a rescuing authority. The rescuing authority uses its own receiving equipment to
 locate the beacon and makes the rescue or recovery. Once the satellite data is in, it
 takes less than a minute to forward the data to any signatory nation.
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 Overview diagram of EPIRB/COSPAS-SARSAT communication system
 There are several systems in use, with beacons of varying expense, different types of
 satellites and varying performance. Note that even the oldest systems provide an
 immense improvement in safety, compared to not having a beacon.
 Section 2.11 GPS-based, registered
 The most modern 406 MHz beacons with GPS (US$ 1200-$3000 in 2002) locate a
 beacon with a precision of 100 meters, anywhere in the world, and send a serial
 number so the government authority can look up phone numbers to notify next-of-kin
 in four minutes, with rescue commencing shortly afterward. The GPS system permits
 stationary, wide-view geosynchronous communications satellites to enhance the
 doppler position received by low Earth orbit satellites. EPIRB beacons with built-in
 http://en.wikipedia.org/wiki/GPS
 http://en.wikipedia.org/wiki/Low_Earth_orbit
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GPS are usually called GPIRBs, for GPS Position-Indicating Radio Beacon or Global
 Position-Indicating Radio Beacon.
 Section 2.12 High-precision registered
 An intermediate technology 406 MHz beacon (US$ 500-900) has world-wide
 coverage, locates within 2 km (12.5 km² search area), notifies kin and rescuers in 2
 hours maximum (46 min average), and has a serial number to look up phone
 numbers, etc. This can take up to two hours because it has to use moving weather
 satellites to locate the beacon. To help locate the beacon, the beacon's frequency is
 controlled to 2 parts per billion, and its power is a hefty five watts.
 Both of the above types of beacons usually include an auxiliary 25 milliwatt beacon
 at 121.5 MHz to guide rescue aircraft.
 Section 2.13 Traditional ELT, unregistered
 The oldest, cheapest (US$ 139) beacons send an anonymous warble at 121.5 MHz.
 They can be detected by satellite over only 60% of the earth, require up to 6 hours for
 notification, locate within 20 km (search area of 1200 km²) and are anonymous.
 Coverage is partial because the satellite has to be in view of both the beacon and a
 ground station at the same time—the satellites do not store and forward the beacon's
 position. Coverage in polar and south-hemisphere areas is poor. The frequency is the
 standard aviation emergency frequency, and there is interference from other
 electronic and electrical systems, so false alarms are common. To reduce false
 alarms, a beacon is confirmed by a second satellite pass, which can easily slow
 confirmation of a 'case' of distress to up to about 4 hours (although in rare
 circumstances the satellites could be position such that immediate detection becomes
 possible.) Also, the beacons can't be located as well because their frequency is only
 accurate to 50 parts per million, and they send only 75-100 milliwatts of power.
 Section 2.14 Location by Doppler (without GPS)
 When the beacon has no GPS receiver, the system locates the beacon from its
 Doppler shift as received by the quickly-moving satellites. Using the same techniques
 as radar, basically, the frequency received varies depending on the speed of the
 beacon relative to the satellite. The amount of shift is proportional to the range and
 bearing to the satellite. The instant the beacon's Doppler shift changes from high to
 low indicate the time when the bearing from the beacon to the satellite's ground track
 is 90 degrees. The side of the satellite track is determined because the rate of change
 of the Doppler shift is faster when the Earth is turning towards the satellite track.
 One key to an effective Doppler position triangulation is excellent frequency
 stability. If the signal is not monotone (stable), then the results of the triangulation
 will vary. This is why 406 MHz beacons can be triangulated to within 5km and the b-
 http://en.wikipedia.org/wiki/Distress_frequency
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 side (unlikely mirror position) can be ruled out with 98.5% accuracy, whereas the old
 technology of analog beacons is only accurate to within a 20 km radius per mirror
 image, each of which is roughly equally likely to be the correct position.
 In order to handle multiple simultaneous beacons, modern 406 MHz beacons transmit
 in bursts, and remain silent for a few seconds. This also conserves transmitter power.
 Russia developed the original system, and its success drove the desire to develop the
 improved 406 MHz system. The original system is a brilliant adaptation to the low
 quality beacons, originally designed to aid air searches. It uses just a simple,
 lightweight transponder on the satellite, with no digital recorders or other
 complexities. Ground stations listen to each satellite as long as it is above the
 horizon. Doppler shift is used to locate the beacon(s). Multiple beacons are separated
 when a computer program performs a Fourier transform on the signal. Also, two
 satellite passes per beacon are used. This eliminates false alarms by using two
 measurements to verify the beacon's location from two different bearings. This
 prevents false alarms from VHF channels that affect a single satellite. Regrettably,
 the second satellite pass almost doubles the average time before notification of the
 rescuing authority. However, the notification time is much less than a day.
 Section 2.15 Operational testing
 According to the FAA, ground testing of type A, B and S ELTs is to be done within
 the first 5 minutes of each hour. Testing is restricted to 3 audio sweeps. Type I and II
 devices (those transmitting at 406 MHz) have a self test function and must not be
 activated except in an actual emergency.
 The Coast Guard web page for EPIRBs states: "You may be fined for false activation
 of an unregistered EPIRB. The U.S. Coast Guard routinely refers cases involving the
 non-distress activation of an EPIRB (e.g., as a hoax, through gross negligence,
 carelessness or improper storage and handling) to the Federal Communications
 Commission. The FCC will prosecute cases based upon evidence provided by the
 Coast Guard, and will issue warning letters or notices of apparent liability for fines up
 to $10,000."
 Section 2.16 Satellites used
 Receivers are auxiliary systems mounted on several types of satellites. This
 substantially reduces the program's cost.
 The weather satellites that carry the SARSAT receivers are in "ball of yarn" orbits,
 inclined at 99 degrees. The longest period that all satellites can be out of line-of-sight
 of a beacon is about two hours.
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The first satellite constellation was launched in the early 1970s by the Soviet Union,
 Canada, France and the USA.
 Some geosynchronous satellites have beacon receivers. Since end of 2003 there are
 four such geostationary satellites (GEOSAR) that cover more than 80% of the surface
 of the earth. As with all geosynchronous satellites, they are located above the equator.
 The GEOSAR satellites do not cover the polar caps.
 Since they see the Earth as a whole, they see the beacon immediately, but have no
 motion, and thus no Doppler frequency shift to locate it. However, if the beacon
 transmits GPS data, the geosynchronous satellites give nearly instantaneous response
 http://en.wikipedia.org/wiki/Soviet_Union
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 GROUND PROXIMITY WARNING
 SYSTEM
 Ground proximity warning system (GPWS) is a system designed to alert pilots if
 their aircraft is in immediate danger of flying into the ground or an obstacle. Another
 common name for such a system is ground-collision warning system (GCWS).
 Commercial aircraft
 The system monitors an aircraft's height above ground as determined by a radar
 altimeter. A computer then keeps track of these readings, calculates trends, and will
 warn the captain with visual and audio messages if the aircraft is in certain defined
 flying configurations ("modes").
 The modes are:
 Excessive descent rate ("PULL UP" "SINKRATE")
 Excessive terrain closure rate ("TERRAIN" "PULL UP")
 Altitude loss after take off or with a high power setting ("DON'T SINK")
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Unsafe terrain clearance ("TOO LOW - TERRAIN" "TOO LOW -
 GEAR" "TOO LOW - FLAPS")
 Excessive deviation below glideslope ("GLIDESLOPE")
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 Bank angle protection ("BANK ANGLE")
 Windshear protection ("WINDSHEAR")
 Don Bateman, a Canadian born engineer, is credited with the invention of GPWS.[2]
 He spearheaded the development of GPWS in the late 1960s after a series of
 controlled flight into terrain (CFIT) accidents killed hundreds of people.
 Prior to the development of GPWS, large passenger aircraft were involved in 3.5 fatal
 CFIT accidents per year, falling to 2 per year in the mid-1970s. Since 1974, when the
 U.S. Federal Aviation Administration made it a requirement for large aircraft to carry
 such equipment, there has not been a single passenger fatality in a CFIT crash by a
 large jet in U.S. airspace.[3] In 2000 the FAA extended the requirement to smaller
 commuter aircraft.
 Traditional GPWS does have a blind spot. Since it can only gather data from directly
 below the aircraft, it must predict future terrain features. If there is a dramatic change
 in terrain, such as a steep slope, GPWS will not detect the aircraft closure rate until it
 is too late for evasive action.
 In the late 1990s improvements were made and the system was renamed "Enhanced
 Ground Proximity Warning System" (EGPWS/TAWS). The system was now
 combined with a worldwide digital terrain database and relies on Global Positioning
 System (GPS) technology. On-board computers compared its current location with a
 database of the Earth's terrain. The Terrain Display now gave pilots a visual
 orientation to high and low points nearby the aircraft.
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EGPWS software improvements were focused on solving two common problems; no
 warning at all, and late or improper response.
 No Warning: The primary cause of CFIT occurrences with no GPWS warning is
 landing short. When the landing gear is down and landing flaps are deployed, the
 GPWS expects the airplane to land and therefore, issues no warning. EGPWS
 introduces the Terrain Clearance Floor (TCF) function, which provides GPWS
 protection even in the landing configuration.
 Late Warning or Improper Response: The occurrence of a GPWS alert typically
 happens at a time of high workload and nearly always surprises the flight crew.
 Almost certainly, the aircraft is not where the pilot thinks it should be, and the
 response to a GPWS warning can be late in these circumstances. Warning time can
 also be short if the aircraft is flying into steep terrain since the downward looking
 radio altimeter is the primary sensor used for the warning calculation. The EGPWS
 improves terrain awareness and warning times by introducing the Terrain Display and
 the Terrain Data Base Look Ahead protection.
 In Commercial and Airline operations there are legally mandated procedures that
 must be followed should an EGPWS caution or warning occur. Both Pilots must
 respond and act accordingly once the alert has been issued. An Indonesian Captain
 has been charged with manslaughter for not adhering to these procedures .
 General Aviation
 The EGPWS equipment is not a legal requirement in piston engined aircraft.
 Depending on the type of operation, EGPWS is only required to be installed into
 Turbine powered aircraft with 10 or more passenger seats.
 A smaller and less expensive version of EGPWS was developed by AlliedSignal
 (now merged with Honeywell) for General Aviation and Private Aircraft.
 Military fast jet
 For military fast-jets, the high speed and low altitude which may frequently be flown,
 make traditional GPWS systems unsuitable as the ―blind spot‖ becomes the critical
 part. Thus an enhanced system is required, taking inputs not only from RadAlt but
 also from LINS, GPS, and FCS, and using these to accurately predict the flight path
 of the aircraft up to four or five miles ahead. Digital maps of terrain and obstacle
 features are then used to determine whether a collision is likely if the aircraft does not
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 pull up at a given pre-set g-level. If a collision is predicted a cockpit warning may be
 provided. This is the type of system deployed on such aircraft as Eurofighter
 Typhoon.
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TRAFFIC COLLISION AVOIDANCE
 SYSTEM
 The Traffic alert and Collision Avoidance System (or TCAS) is an aircraft
 collision avoidance system designed to reduce the danger of mid-air collisions
 between aircraft. It monitors the airspace around an aircraft for other aircraft
 equipped with a corresponding active transponder, independent of air traffic control,
 and warns pilots of the presence of other transponder-equipped aircraft which may
 present a threat of mid-air collision (MAC). It is an implementation of the Airborne
 Collision Avoidance System mandated by International Civil Aviation Organization
 to be fitted to all aircraft over 5700 kg or authorized to carry more than 19
 passengers.
 Official definition from PANS-ATM (Nov 2007): ACAS / TCAS is an aircraft
 system based on secondary surveillance radar (SSR) transponder signals which
 operates independently of ground-based equipment to provide advice to the pilot on
 potential conflicting aircraft that are equipped with SSR transponders.
 In modern glass cockpit aircraft, the TCAS display may be integrated in the
 Navigation Display (ND); in older glass cockpit aircraft and those with mechanical
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 instrumentation, such an integrated TCAS display may replace the mechanical
 Instantaneous Vertical Speed Indicator (which indicates the rate with which the
 aircraft is descending or climbing).
 TCAS basics
 TCAS involves communication between all aircraft equipped with an appropriate
 transponder (provided the transponder is enabled and set up properly). Each TCAS-
 equipped aircraft "interrogates" all other aircraft in a determined range about their
 position (via the 1030 MHz radio frequency), and all other craft reply to other
 interrogations (via 1090 MHz). This interrogation-and-response cycle may occur
 several times per second.
 Through this constant back-and-forth communication, the TCAS system builds a
 three dimensional map of aircraft in the airspace, incorporating their bearing, altitude
 and range. Then, by extrapolating current range and altitude difference to anticipated
 future values, it determines if a potential collision threat exists.
 TCAS and its variants are only able to interact with aircraft that have a correctly
 operating transponder. A unique 24-bit identifier is assigned to each aircraft upon
 manufacture and is entered into the transponder. These identifiers can be decoded
 online using tools such as those at Airframes.org.
 The next step beyond identifying potential collisions is automatically negotiating a
 mutual avoidance maneuver (currently, maneuvers are restricted to changes in
 altitude and modification of climb/sink rates) between the two (or more) conflicting
 aircraft. These avoidance maneuvers are communicated to the flight crew by a
 cockpit display and by synthesized voice instructions.
 Safety aspects of TCAS
 Safety studies on TCAS estimate that the system improves safety in the airspace by a
 factor of between 3 and 5.
 However, it is well understood that part of the remaining risk is that TCAS may
 induce midair collisions: "In particular, it is dependent on the accuracy of the threat
 aircraft‘s reported altitude and on the expectation that the threat aircraft will not make
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an abrupt maneuver that defeats the TCAS RA. The safety study also shows that
 TCAS II will induce some critical near midair collisions..." (See page 7 of
 Introduction to TCAS II Version 7 (PDF) in external links below).
 One potential problem with TCAS II is the possibility that a recommended avoidance
 maneuver might direct the flight crew to descend toward terrain below a safe altitude.
 Recent requirements for incorporation of ground proximity mitigate this risk. Ground
 proximity warning alerts have priority in the cockpit over TCAS alerts.
 Some pilots have been unsure how to act when their aircraft was requested to climb
 whilst flying at their maximum altitude. The accepted procedure is to follow the
 climb RA as best as possible, temporarily trading speed for height. The climb RA
 should quickly finish. In the event of a stall warning, the stall warning would take
 priority.
 Relationship to Automatic Dependent Surveillance (ADS)
 Automatic Dependent Surveillance-Broadcast (ADS-B) messages are transmitted
 from aircraft equipped with suitable transponders, containing information such as
 identity, location, and velocity. The signals are broadcast on the 1090 MHz radio
 frequency. ADS-B messages are also carried on a Universal Access Transceiver
 (UAT) in the 900 MHz band.
 TCAS equipment which is capable of processing ADS-B messages may use this
 information to enhance the performance of TCAS, using techniques known as
 "hybrid surveillance". As currently implemented, hybrid surveillance uses reception
 of ADS-B messages from an aircraft to reduce the rate at which the TCAS equipment
 interrogates that aircraft. This reduction in interrogations reduces the use of the
 1030/1090 MHz radio channel, and will over time extend the operationally useful life
 of TCAS technology. The ADS-B messages will also allow low cost (for aircraft)
 technology to provide real time traffic in the cockpit for small aircraft. Currently
 UAT based traffic uplinks are provided in Alaska and in regions of the East coast of
 the USA.
 Hybrid surveillance does not include the use any of the aircraft flight information in
 the TCAS conflict detection algorithms; ADS-B is used only to identify aircraft that
 can safely be interrogated at a lower rate.
 In the future, prediction capabilities may be improved by using the state vector
 information present in ADS-B messages. Also, since ADS-B messages can be
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 received at greater range than TCAS normally operates, aircraft can be acquired
 earlier by the TCAS tracking algorithms.
 The identity information present in ADS-B messages can be used to label other
 aircraft on the cockpit display (where present), improving situational awareness.
 Drawbacks to TCAS and ADS-B
 The major demonstrated problem of the ADS-B protocol integration is this added
 verbosity of the extra information transmitted, which is considered unnecessary for
 collision avoidance purposes. The more data transmitted from one aircraft in
 accordance with the system design, the lesser the number of aircraft that can
 participate in the system, due to the fixed and limited channel data bandwidth (1
 megabit/second with the 26/64 data bits to packet length bit capacity of the Mode S
 downlink data format packet). For every Mode S message of 64 bits, the overhead
 demands 8 for clock sync at the receiver and Mode S packet discovery, 6 for type of
 Mode S packet, 24 for who it came from. Since that leaves only 26 for information,
 multiple packets must be used to convey a single message. The ADS-B "fix" proposal
 is to go to a 128 bit packet, which is not an accepted international standard. Either
 approach increases channel traffic above the level sustainable for environments such
 as the Los Angeles Basin.[citation needed]
 Versions of TCAS
 PASSIVE
 Collision Avoidance systems which rely on transponder replies triggered by ground
 and airborne systems are considered passive. Ground and airborne interrogators query
 nearby transponders for mode C altitude information, which can be monitored by
 third-party systems for traffic information. Passive systems display traffic similar to
 TCAS, however generally have a range of less than 7 nautical miles (13 km).
 Portable Collision Avoidance System.
 TCAS I
 TCAS I is the first generation of collision avoidance technology. It is cheaper but less
 capable than the modern TCAS II system, and is mainly intended for general aviation
 use. TCAS I systems are able to monitor the traffic situation around a plane (to a
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range of about 40 miles) and offer information on the approximate bearing and
 altitude of other aircraft. It can also generate collision warnings in the form of a
 "Traffic Advisory" (TA). The TA warns the pilot that another aircraft is in near
 vicinity, announcing "traffic, traffic", but does not offer any suggested remedy; it is
 up to the pilot to decide what to do, usually with the assistance of Air Traffic Control.
 When a threat has passed, the system announces "clear of conflict".
 TCAS II
 TCAS II is the second and current generation of TCAS, used in the majority of
 commercial aviation aircraft (see table below). It offers all the benefits of TCAS I,
 but will also offer the pilot direct, vocalized instructions to avoid danger, known as a
 "Resolution Advisory" (RA). The suggestive action may be "corrective", suggesting
 the pilot change vertical speed by announcing, "Descend, descend", "climb, climb" or
 "Adjust Vertical Speed Adjust" (meaning reduce or increase vertical speed). By
 contrast a "preventive" RA may be issued which simply warns the pilots not to
 deviate from their present vertical speed, announcing, "Monitor vertical speed" or
 "maintain vertical speed". TCAS II systems coordinate their resolution advisories
 before issuing commands to the pilots, so that if one aircraft is instructed to descend,
 the other will typically be told to climb — maximising the separation between the
 two craft.
 As of 2006, the only implementation that meets the ACAS II standards set by ICAO
 is Version 7.0 of TCAS II, produced by three avionics manufacturers: Rockwell
 Collins, Honeywell, and ACSS (Aviation Communication & Surveillance Systems;
 an L-3 Communications and Thales Avionics company).
 TCAS III
 TCAS III was the "next generation" of collision avoidance technology which
 underwent development by aviation companies such as Honeywell. TCAS III
 incorporated technical upgrades to the TCAS II system, and had the capability to
 offer traffic advisories and resolve traffic conflicts using horizontal as well as vertical
 manouevring directives to pilots. For instance, in a head-on situation, one aircraft
 might be directed, "turn right, climb" while the other would be directed "turn right,
 descend." This would act to further increase the total separation between aircraft, in
 both horizontal and vertical aspects. All work on TCAS III is currently suspended
 and there are no plans for its implementation.[citation needed]

Page 347
                        

AUTHOR –N.SOMASUNDARAM, AERONAUTICAL DEPARTMENT
 MOHAMMED SATHAK ENGINEERING COLLEGE,
 KILAKARAI Page 347
 Current implementation
 Although the system occasionally suffers from false alarms, pilots are now under
 strict instructions to regard all TCAS messages as genuine alerts demanding an
 immediate, high-priority response. (Only stall warnings and Ground Proximity
 Warning System warnings have higher priority than the TCAS.) The FAA and most
 other countries' authorities' rules state that in the case of a conflict between TCAS RA
 and air traffic control (ATC) instructions, the TCAS RA always takes precedence
 (this is mainly because of the TCAS-RA having -by design- a more comprehensive
 and "up to date picture" of the situation than ATC, whose radar/transponder updates
 usually happen at a much slower rate than the TCAS interrogations). If one aircraft
 follows a TCAS RA and the other follows conflicting ATC instructions, a collision
 can occur, such as the July 1, 2002 Überlingen disaster. In this mid-air collision, both
 airplanes were fitted with TCAS II systems which functioned properly, but one
 obeyed the TCAS advisory while the other ignored the TCAS and obeyed the
 controller; both aircraft descended into a fatal collision.
 In JAA countries, a Resolution Advisory may only be disregarded when both pilots
 visually identify the potentially conflicting traffic and decide no deviation from the
 current flight path is needed.
 TCAS Limitations
 While the benefits of TCAS are undisputable, it can be assumed that TCAS' true
 technical and operational potential (and thus its possible benefits) is not yet being
 fully exploited because of the following limitations in current implementations:
 TCAS is limited to supporting only vertical separation advisories
 ATC isn't automatically informed about resolution advisories issued by TCAS-so that
 controllers may be unaware of TCAS-based resolution advisories or even issue
 conflicting instructions (unless ATC is explicitly informed about an issued RA during
 a high-workload situation), which may be a source of confusion for the affected
 crews
 In the above context, TCAS lacks automated facilities to enable pilots to easily report
 and acknowledge reception of a (mandatory) RA to ATC (and intention to comply
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with it), so that voice radio is currently the only option to do so, which however
 additionally increases pilot workload
 Today's TCAS displays do not provide information about resolution advisories issued
 to other (conflicting) aircraft, while resolution advisories issued to other aircraft may
 seem irrelevant to another aircraft, this information would enable and help crews to
 assess whether other aircraft (conflicting traffic) actually comply with RAs by
 comparing the actual rate of (altitude) change with the requested rate of change
 (which could be done automatically and visualized accordingly), thereby providing
 crucial realtime information for situational awareness during highly critical situations
 TCAS equipment today is often primarily range-based, as such it only displays the
 traffic situation within a configurable range of miles/feet, however under certain
 circumstances a "time-based" representation (i.e. within the next xx minutes) might
 be more intuitive.
 Lack of terrain/ground awareness information, which might be critical for creating
 feasible (non-dangerous, in the context of terrain clearance) and useful resolution
 advisories (i.e. prevent extreme descent instructions if close to terrain), to ensure that
 TCAS RAs never facilitate CFIT scenarios.
 Aircraft performance in general and current performance capabilities in particular
 (due to active aircraft configuration) are not taken into account during the negotiation
 and creation of resolution advisories, so that it is theoretically possible that resolution
 advisories are issued that demand climb or sink rates outside the normal/safe flight
 envelope of an aircraft during a certain phase of flight (i.e. due to the aircraft's current
 configuration), furthermore all traffic is being dealt with equally, there's basically no
 distinction taking place between different types of aircraft, neglecting the option of
 possibly exploiting aircraft-specific (performance) information to issue customized
 and optimized instructions for any given traffic conflict (i.e. by issuing climb
 instructions to those aircraft that can provide the best climb rates, while issuing
 descend instructions to aircraft providing comparatively better sink rates, thereby
 hopefully maximizing altitude change per time unit, that is separation)
 TCAS is primarily extrapolation-oriented, as such it is using algorithms trying to
 approximate 4D trajectory prediction, in order to assess and evaluate the current
 traffic situation within an aircraft's proximity, however the degree of data- reliability
 and usefulness could be significantly improved by enhancing said information with
 limited access to relevant flight plan information, as well as to relevant ATC
 instructions to get a more comprehensive picture of other traffic's (route) plans and
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 intentions, so that flight path predictions would no longer be merely based on
 estimations but rather aircraft routing (FMS flight plan) and ATC instructions.
 For TCAS to work effectively, it needs to be fitted to all aircraft in a given airspace.
 However, TCAS is not fitted to many smaller aircraft mainly due to the high costs
 involved (between $25,000 and $150,000). Many smaller personal business jets for
 example, are currently not legally required to have TCAS installed, even though they
 fly in the same airspace as larger aircraft that are required to have proper TCAS
 equipment on board.
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COCKPIT DATA RECORDER OR BLACK
 BOX
 Cockpit Voice Recorder (on display in the Deutsches Museum). This is a magnetic tape unit built to an old
 standard TSO C84 as shown on the nameplate. The text on the side in French "FLIGHT RECORDER DO
 NOT OPEN"
 A Cockpit Voice Recorder (CVR) is a flight recorder used to record the audio
 environment in the flight deck of an aircraft for the purpose of investigation of
 accidents and incidents. This is typically achieved by recording the signals of the
 microphones and earphones of the pilots headsets and of an area microphone in the
 roof of the cockpit.
 Where an aircraft is required to carry a CVR and utilizes digital communications the
 CVR is required to record such communications with air traffic control unless this is
 recorded elsewhere. As of 2005 it is an FAA requirement that the recording duration
 is a minimum of thirty minutes, but the NTSB has long recommended that it should
 be at least two hours.
 Overview
 A standard CVR is capable of recording 4 channels of audio data for a period of 2
 hours. The original requirement was for a CVR to record for 30 minutes, but this has
 been found to be insufficient in many cases, significant parts of the audio data needed
 for a subsequent investigation having occurred more than 30 minutes before the end
 of the recording.The earliest CVRs used analog wire recording, later replaced by
 analog magnetic tape. Some of the tape units used two reels, with the tape
 automatically reversing at each end. The original was the ARL Flight Memory Unit
 produced in 1957 by David Warren and an instrument maker named Tych Mirfield.
 http://en.wikipedia.org/wiki/Deutsches_Museum
 http://en.wikipedia.org/wiki/Technical_Standard_Order
 http://en.wikipedia.org/wiki/Flight_recorder
 http://en.wikipedia.org/wiki/Wire_recording
 http://en.wikipedia.org/wiki/Magnetic_tape
 http://en.wikipedia.org/wiki/Flight_Data_Recorder
 http://en.wikipedia.org/wiki/1957
 http://en.wikipedia.org/wiki/David_Warren
 http://en.wikipedia.org/w/index.php?title=Tych_Mirfield&action=edit&redlink=1
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 Other units used a single reel, with the tape spliced into a continuous loop, much as in
 an 8-track cartridge. The tape would circulate and old audio information would be
 overwritten every 30 minutes. Recovery of sound from magnetic tape often proves
 difficult if the recorder is recovered from water and its housing has been breached.
 Thus, the latest designs employ solid-state memory and use digital recording
 techniques, making them much more resistant to shock, vibration and moisture. With
 the reduced power requirements of solid-state recorders, it is now practical to
 incorporate a battery in the units, so that recording can continue until flight
 termination, even if the aircraft electrical system fails.
 Both side views of a cockpit voice recorder
 Like the flight data recorder (FDR), the CVR is typically mounted in the empennage
 of an airplane to maximize the likelihood of its survival in a crash.
 Future devices
 The U.S. National Transportation Safety Board has asked for the installation of
 cockpit image recorders in large transport aircraft to provide information that would
 supplement existing CVR and FDR data in accident investigations. They also
 recommended image recorders be placed into smaller aircraft that are not required to
 have a CVR or FDR
 http://en.wikipedia.org/wiki/8-track_cartridge
 http://en.wikipedia.org/wiki/Flight_data_recorder
 http://en.wikipedia.org/wiki/Empennage
 http://en.wikipedia.org/wiki/National_Transportation_Safety_Board
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Such systems, estimated to cost less than $8,000 installed, typically consist of a
 camera and microphone located in the cockpit to continuously record cockpit
 instrumentation, the outside viewing area, engine sounds, radio communications, and
 ambient cockpit sounds. As with conventional CVRs and FDRs, data from such a
 system is stored in a crash-protected unit to ensure survivability.[3]
 Since the recorders can sometimes be crushed into unreadable pieces, or even never
 located in deep water, some modern units are self-ejecting (taking advantage of
 kinetic energy at impact to separate themselves from the aircraft) and also equipped
 with radio and sonar beacons (see emergency locator transmitter) to aid in their
 location.
 On 19 July 2005, the Safe Aviation and Flight Enhancement Act of 2005 was
 introduced and referred to the Committee on Transportation and Infrastructure of the
 U.S. House of Representatives. This bill would require installation of a second
 cockpit voice recorder, digital flight data recorder system and emergency locator
 transmitter that utilizes combination deployable recorder technology in each
 commercial passenger aircraft that is currently required to carry each of those
 recorders. The deployable recorder system would be ejected from the rear of the
 aircraft at the moment of an accident. The bill was referred to the Subcommittee on
 Aviation and has not progressed since.
 
 http://en.wikipedia.org/wiki/Kinetic_energy
 http://en.wikipedia.org/wiki/Radio
 http://en.wikipedia.org/wiki/Sonar
 http://en.wikipedia.org/wiki/Emergency_locator_transmitter
 http://en.wikipedia.org/wiki/July_19
 http://en.wikipedia.org/wiki/2005
 http://en.wikipedia.org/wiki/Committee_on_Transportation_and_Infrastructure
 http://en.wikipedia.org/wiki/U.S._House_of_Representatives
 http://en.wikipedia.org/wiki/Digital
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 ULTRA HIGH FREQUENCY
 Ultra high frequency (UHF) designates a range (band) of electromagnetic waves
 with frequencies between 300 MHz and 3 GHz (3,000 MHz). Also known as the
 decimeter band or decimeter wave as the wavelengths range from ten to one
 decimeters. Radio waves with frequencies above the UHF band fall into the SHF
 (Super high frequency) and EHF (Extremely high frequency) bands, all of which fall
 into the Microwave frequency range. Lower frequency signals fall into the VHF
 (Very high frequency) or lower bands. See electromagnetic spectrum for a full listing
 of frequency bands.
 Uses
 UHF and VHF are the most commonly used frequency bands for transmission of
 television signals. Modern mobile phones also transmit and receive within the UHF
 spectrum. UHF is widely used by public service agencies for two-way radio
 communication, usually using narrowband frequency modulation, but digital services
 are on the rise. There has traditionally been very little radio broadcasting in this band
 until recently; see digital audio broadcasting for details. The Global Positioning
 System also uses UHF.
 One uncommon use of UHF waves is for the detection of partial discharges. Partial
 discharges occur because of the sharp geometries created in high voltage insulated
 equipment. The advantage of UHF detection is that this method can be used to
 localize the source of the discharge. A drawback to UHF detection is the extreme
 sensitivity to external noise. UHF detection methods are used in the field, especially
 for large distribution transformers.
 2.45 GHz, now mainly used for WiFi, Bluetooth and US cordless phones has been
 proposed for Wireless energy transfer. Some pilot experiments have been performed,
 but it is not used on a large scale.
 Some radio frequency identification (RFID) tags utilize UHF. These tags are
 commonly known as UHFID's or Ultra-HighFID's (Ultra-High Frequency
 Identification).
 Characteristics and advantages
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The point to point transmission of radio waves is affected by many variables.
 Atmospheric moisture, the stream of particles from the sun called solar wind, and
 time of day will all have an effect on the signal transmission. All radio waves are
 partially absorbed by atmospheric moisture. Atmospheric absorption reduces, or
 attenuates, the strength of radio signals over long distances. The effects of attenuation
 increases according to the frequency. UHF signals are generally more degraded by
 moisture than lower bands such as VHF. The layer of the Earth's atmosphere called
 the ionosphere is filled with charged particles that can reflect radio waves. The
 reflection of radio waves can be helpful in transmitting a radio signal over long
 distances as the wave repeatedly bounces from the sky to the ground. UHF benefits
 less from the effects of reflection than lower (VHF, etc.) frequencies. UHF
 transmissions may be enhanced by tropospheric ducting as the atmosphere warms and
 cools throughout the day.
 The main advantage of UHF transmission is the physically short wave that is
 produced by the high frequency. The size of transmission and reception equipment,
 (particularly antennas), is related to the size of the radio wave. Smaller and less
 conspicuous antennas can be used with higher frequency bands.
 UHF is widely used in two-way radio systems and cordless telephones. UHF signals
 travel over line-of-sight distances. Transmissions generated by two-way radios and
 cordless telephones do not travel far enough to interfere with local transmissions. A
 number of public safety and business communications are handled on UHF. Civilian
 applications such as GMRS, PMR446, UHF CB, and 802.11b ("WiFi") are popular
 uses of UHF frequencies. A repeater is used to propagate UHF signals when a
 distance that is greater than the line-of-sight is required.
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 VERY HIGH FREQUENCY
 Very high frequency (VHF) is the radio frequency range from 30 MHz to 300 MHz.
 Frequencies immediately below VHF are denoted High frequency (HF), and the next
 higher frequencies are known as Ultra high frequency (UHF).
 Common uses for VHF are FM radio broadcast, television broadcast, land mobile
 stations (emergency, business, and military), Amateur Radio, marine
 communications, air traffic control communications and air navigation systems (VOR
 in particular).
 Propagation characteristics
 VHF propagation characteristics are ideal for short-distance terrestrial
 communication, with a range generally somewhat farther than line-of-sight from the
 transmitter (see formula below). Unlike high frequencies (HF), the ionosphere does
 not usually reflect VHF radio and thus transmissions are restricted to the local area
 (and don't interfere with transmissions thousands of kilometres away). VHF is also
 less affected by atmospheric noise and interference from electrical equipment than
 lower frequencies. Whilst it is more easily blocked by land features than HF and
 lower frequencies, it is less bothered by buildings and other less substantial objects
 than UHF frequencies.
 Two unusual propagation conditions can allow much farther range than normal. The
 first, tropospheric ducting, can occur in front of and parallel to an advancing cold
 weather front, especially if there is a marked difference in humidities between the
 cold and warm air masses. A duct can form approximately 250 km (155 mi) in
 advance of the cold front, much like a ventilation duct in a building, and VHF radio
 frequencies can travel along inside the duct, bending or refracting, for hundreds of
 kilometers. For example, a 50 watt Amateur FM transmitter at 146 MHz can talk
 from Chicago, to Joplin, Missouri, directly, and to Austin, Texas, through a repeater.
 In a July 2006 incident, a NOAA Weather Radio transmitter in north central
 Wisconsin was blocking out local transmitters in west central Michigan, quite far out
 of its normal range. The second type, much more rare, is called Sporadic E, referring
 to the E-layer of the ionosphere. A sunspot eruption can pelt the Earth's upper
 atmosphere with charged particles, which may allow the formation of an ionized
 "patch" dense enough to reflect back VHF frequencies the same way HF frequencies
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are usually reflected (skywave). For example, KMID (TV Channel 2; 54–60 MHz)
 from Midland, Texas was seen around Chicago, pushing out Chicago's WBBM-
 TV.[citation needed] These patches may last for seconds, or extend into hours. FM
 stations from Miami, Florida; New Orleans, Louisiana; Houston, Texas and even
 Mexico were heard for hours in central Illinois during one such event. Mid summer
 2006 central Iowa stations were heard in Columbus, NE and blocking out Omaha
 radio and TV stations for several days. Similar propagation effects can affect land-
 mobile stations in this band, rarely causing intereference well beyond the usual
 coverage area.
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 GLOBAL POSITIONING SYSTEM
 The Global Positioning System (GPS) is the only fully functional Global
 Navigation Satellite System (GNSS). The GPS uses a constellation of between 24 and
 32 Medium Earth Orbit satellites that transmit precise microwave signals, that enable
 GPS receivers to determine their location, speed, direction, and time. GPS was
 developed by the United States Department of Defense. Its official name is
 NAVSTAR-GPS. Although NAVSTAR-GPS is not an acronym, a few backronyms
 have been created for it. The GPS satellite constellation is managed by the United
 States Air Force 50th Space Wing.
 Similar satellite navigation systems include the Russian GLONASS (incomplete as of
 2008), the upcoming European Galileo positioning system, the proposed COMPASS
 navigation system of China, and IRNSS of India.
 Following the shooting down of Korean Air Lines Flight 007 in 1983, President
 Ronald Reagan issued a directive making the system available free for civilian use as
 a common good. Since then, GPS has become a widely used aid to navigation
 worldwide, and a useful tool for map-making, land surveying, commerce, scientific
 uses, and hobbies such as geocaching. GPS also provides a precise time reference
 used in many applications including scientific study of earthquakes, and
 synchronization of telecommunications networks.
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History
 The basic idea to build up a navigation system using satellites already existed before
 World War II. In May 11, 1939 the German aerospace scientist Karl Hans Janke
 announced in Berlin a patent for a "Position indicator concerning to aircrafts― which
 had been issued on November 11, 1943.[citation needed] In the patent, he assumed
 two distant bodies (satellites) which are permanently sending electromagnetic signals.
 Those signals can be received and be shown on a screen as a vector. By laying a map
 on that screen it would be even possible to determine origin and direction of an
 object.
 The first satellite navigation system, Transit, used by the United States Navy, was
 first successfully tested in 1960. Using a constellation of five satellites, it could
 provide a navigational fix approximately once per hour. In 1967, the U.S. Navy
 developed the Timation satellite which proved the ability to place accurate clocks in
 space, a technology the GPS relies upon. In the 1970s, the ground-based Omega
 Navigation System, based on signal phase comparison, became the first world-wide
 radio navigation system. The design of GPS is based partly on similar ground-based
 radio navigation systems, such as LORAN and the Decca Navigator developed in the
 early 1940s, and used during World War II. Additional inspiration for the GPS came
 when the Soviet Union launched the first Sputnik in 1957. A team of U.S. scientists
 led by Dr. Richard B. Kershner were monitoring Sputnik's radio transmissions. They
 discovered that, because of the Doppler effect, the frequency of the signal being
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 transmitted by Sputnik was higher as the satellite approached, and lower as it
 continued away from them. They realized that since they knew their exact location on
 the globe, they could pinpoint where the satellite was along its orbit by measuring the
 Doppler distortion.
 Basic concept of GPS operation
 A GPS receiver calculates its position by carefully timing the signals sent by the
 constellation of GPS satellites high above the Earth. Each satellite continually
 transmits messages containing the time the message was sent, a precise orbit for the
 satellite sending the message (the ephemeris), and the general system health and
 rough orbits of all GPS satellites (the almanac). These signals travel at the speed of
 light through outer space, and slightly slower through the atmosphere. The receiver
 uses the arrival time of each message to measure the distance to each satellite, from
 which it determines the position of the receiver (conceptually the intersection of
 spheres - see trilateration ) The resulting coordinates are converted to more user-
 friendly forms such as latitude and longitude, or location on a map, then displayed to
 the user.
 It might seem that three satellites would be enough to solve for a position, since space
 has three dimensions. However, a three satellite solution requires the time be known
 to a nanosecond or so, far better than any non-laboratory clock can provide. Using
 four or more satellites allows the receiver to solve for time as well as geographical
 position, eliminating the need for a very accurate clock. In other words, the receiver
 uses four measurements to solve for four variables: x, y, z, and t. While most GPS
 applications use the computed location and not the (very accurate) computed time,
 the time is used in some GPS applications such as time transfer and traffic signal
 timing.
 Although four satellites are required for normal operation, fewer may be needed in
 some special cases. If one variable is already known (for example, a ship or plane
 may already know its altitude), a receiver can determine its position using only three
 satellites. Some GPS receivers may use additional clues or assumptions (such as re-
 using the last known altitude, dead reckoning, inertial navigation, or including
 information from the vehicle computer) to give degraded answers when fewer than
 four satellites are visible.
 GPS tracking
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A GPS tracking unit is a device that uses the Global Positioning System to determine
 the precise location of a vehicle, person, or other asset to which it is attached and to
 record the position of the asset at regular intervals. The recorded location data can be
 stored within the tracking unit, or it may be transmitted to a central location data
 base, or internet-connected computer, using a cellular (GPRS), radio, or satellite
 modem embedded in the unit. This allows the asset's location to be displayed against
 a map backdrop either in real-time or when analysing the track later, using
 customized software. Such systems are not new; amateur radio operators have been
 operating their free GPS-based nationwide realtime Automatic Packet Reporting
 System (APRS) since 1982.
 Types of GPS trackers.
 A GPS tracker will fall into one of these three categories:
 Data loggers
 A GPS logger simply logs the position of the device at regular intervals in its internal
 memory. Modern GPS loggers have either a memory card slot, or internal flash
 memory and a USB port. Some act as a USB flash drive. This allows downloading of
 the data for further analysis in a computer.
 These kind of devices are most suited for use by sport enthusiasts: They carry it while
 practicing an outdoors sport, e.g. jogging or backpacking. When they return home,
 they download the data to a computer, to calculate the length and duration of the trip,
 or to overimpose their paths over a map with the aid of GIS software. GPS devices
 are also integral tools in geocaching.
 In the sport of gliding, competitors are sent to fly over closed circuit tasks of
 hundreds of kilometres. GPS loggers are used to prove that the competitors
 completed the task and stayed away from controlled airspace. The data stored over
 many hours in the loggers is downloaded after the flight is completed and is analyzed
 by computing the start and finish times so determining the fastest competitors.
 Most digital cameras save the time a photo was taken. Provided the camera clock was
 reasonably accurate, this time can be correlated with GPS log data, to provide an
 accurate location. This can be added to the picture, and is called geotagging.
 In some Private Investigation cases, these data loggers are used to keep track of the
 vehicle or the fleet vehicle. The reason for using this device is so that a PI will not
 have to follow the target so closely and always has a backup source of data.
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 Data pushers
 These devices started to become popular and cheaper at the same time as mobile
 phones. The falling prices of the SMS services, and smaller sizes of phone allowed to
 integrate the technologies at a fair price. A GPS receiver and a mobile phone sit side-
 by-side in the same box, powered by the same battery. At regular intervals, the phone
 sends a text message via SMS, containing the data from the GPS receiver.
 Some companies provide data "push" technology, enabling sophisticated GPS
 tracking in business environments, specifically organizations that employ a mobile
 workforce, such as a commercial fleet.
 The applications of these kinds of trackers include:
 Fleet control. For example, a delivery or taxi company may put such a tracker in
 every of its vehicles, thus allowing the staff to know if a vehicle is on time or late, or
 is doing its assigned route. The same applies for armored trucks transporting valuable
 goods, as it allows to pinpoint the exact site of a possible robbery.
 Stolen vehicle searching. Owners of expensive cars can put a tracker in it, and
 "activate" them in case of theft. "Activate" means that a command is issued to the
 tracker, via SMS or otherwise, and it will start acting as a fleet control device,
 allowing the user to know where the thieves are.
 Animal control. When put on a wildlife animal (e.g. in a collar), it allows scientists
 to study its activities and migration patterns. Vaginal implant transmitters are used to
 mark the location where pregnant females give birth.[1] Animal tracking collars may
 also be put on domestic animals, to locate them in case they get lost.
 Race control. In some sports, such as gliding, participants are required to have a
 tracker with them. This allows, among other applications, for race officials to know if
 the participants are cheating, taking unexpected shortcuts or how far apart they are.
 This use has been featured in the movie "Rat Race", where some millionaires see the
 position of the racers in a wall map.
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Espionage/surveillance. When put on a person, or on his personal vehicle, it allows
 the person monitoring the tracking to know his/her habits. This application is used by
 private investigators, and also by some parents to track their children.[2]
 Internet Fun. Some Web 2.0 pioneers have created their own personal web pages
 that show their position constantly, and in real-time, on a map within their website.
 These usually use data push from a GPS enabled cell phone
 Data pullers
 Contrary to a data pusher, that sends the position of the device at regular intervals
 (push technology), these devices are always-on and can be queried as often as
 required (pull technology). This technology is not in widespread use, but an example
 of this kind of device is a computer connected to the Internet and running gpsd.
 These can often be used in the case where the location of the tracker will only need to
 be known occasionally e.g. placed in property that may be stolen.
 Data Pullers are coming into more common usage in the form of devices containing a
 GPS receiver and a cell phone which, when sent a special SMS message reply to the
 message with their location.
 Applications
 The Global Positioning System, while originally a military project is considered a
 dual-use technology, meaning it has significant applications for both the military and
 the civilian industry.
 Military
 The military applications of GPS span many purposes:
 Navigation: GPS allows soldiers to find objectives in the dark or in unfamiliar
 territory, and to coordinate the movement of troops and supplies. The GPS-receivers
 commanders and soldiers use are respectively called the Commanders Digital
 Assistant and the Soldier Digital Assistant.
 Target tracking: Various military weapons systems use GPS to track potential
 ground and air targets before they are flagged as hostile.[citation needed] These
 weapon systems pass GPS co-ordinates of targets to precision-guided munitions to
 allow them to engage the targets accurately. Military aircraft, particularly those used
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 in air-to-ground roles use GPS to find targets (for example, gun camera video from
 AH-1 Cobras in Iraq show GPS co-ordinates that can be looked up in Google
 Earth[citation needed]).
 Missile and projectile guidance: GPS allows accurate targeting of various military
 weapons including ICBMs, cruise missiles and precision-guided munitions. Artillery
 projectiles with embedded GPS receivers able to withstand accelerations of 12,000G
 have been developed for use in 155 mm howitzers.
 Search and Rescue: Downed pilots can be located faster if they have a GPS receiver.
 Reconnaissance and Map Creation: The military use GPS extensively to aid
 mapping and reconnaissance.
 The GPS satellites also carry a set of nuclear detonation detectors consisting of an
 optical sensor (Y-sensor), an X-ray sensor, a dosimeter, and an Electro-Magnetic
 Pulse (EMP) sensor (W-sensor) which form a major portion of the United States
 Nuclear Detonation Detection System.
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