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STRUCTURAL ENGINEERING IS
 THE ART OF USING MATERIALSThat Have Properties Which Can Only Be Estimated
 TO BUILD REAL STRUCTURESThat Can Only Be Approximately Analyzed
 TO WITHSTAND FORCESThat Are Not Accurately Known
 SO THAT OUR RESPONSIBILITY WITH RESPECT TO
 PUBLIC SAFETY IS SATISFIED.
 Adapted From An Unknown Author
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Preface To Third Edition
 This edition of the book contains corrections and additions to the July 1998 edition.Most of the new material that has been added is in response to questions and commentsfrom the users of SAP2000, ETABS and SAFE.
 Chapter 22 has been written on the direct use of absolute earthquake displacementloading acting at the base of the structure. Several new types of numerical errors forabsolute displacement loading have been identified. First, the fundamental nature ofdisplacement loading is significantly different from the base acceleration loadingtraditionally used in earthquake engineering. Second, a smaller integration time step isrequired to define the earthquake displacement and to solve the dynamic equilibriumequations. Third, a large number of modes are required for absolute displacementloading to obtain the same accuracy as produced when base acceleration is used as theloading. Fourth, the 90 percent mass participation rule, intended to assure accuracy ofthe analysis, does not apply for absolute displacement loading. Finally, the effectivemodal damping for displacement loading is larger than when acceleration loading isused.
 To reduce those errors associated with displacement loading, a higher order integrationmethod based on a cubic variation of loads within a time step is introduced in Chapter13. In addition, static and dynamic participation factors have been defined that allow thestructural engineer to minimize the errors associated with displacement type loading. Inaddition, Chapter 19 on viscous damping has been expanded to illustrate the physicaleffects of modal damping on the results of a dynamic analysis.
 Appendix H, on the speed of modern personal computers, has been updated. It is nowpossible to purchase a personal computer for approximately $1,500 that is 25 timesfaster than a $10,000,000 CRAY computer produced in 1974.
 Several other additions and modifications have been made in this printing. Please sendyour comments and questions to [email protected].
 Edward L. WilsonApril 2000
 mailto:[email protected]
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Personal Remarks
 My freshman Physics instructor dogmatically warned the class “do not use an equationyou cannot derive.” The same instructor once stated that “if a person had five minutes tosolve a problem, that their life depended upon, the individual should spend threeminutes reading and clearly understanding the problem." For the past forty years thesesimple, practical remarks have guided my work and I hope that the same philosophy hasbeen passed along to my students. With respect to modern structural engineering, onecan restate these remarks as “do not use a structural analysis program unless you fullyunderstand the theory and approximations used within the program” and “do not createa computer model until the loading, material properties and boundary conditions areclearly defined.”
 Therefore, the major purpose of this book is to present the essential theoreticalbackground so that the users of computer programs for structural analysis canunderstand the basic approximations used within the program, verify the results of allanalyses and assume professional responsibility for the results. It is assumed that thereader has an understanding of statics, mechanics of solids, and elementary structuralanalysis. The level of knowledge expected is equal to that of an individual with anundergraduate degree in Civil or Mechanical Engineering. Elementary matrix andvector notations are defined in the Appendices and are used extensively. A backgroundin tensor notation and complex variables is not required.
 All equations are developed using a physical approach, because this book is written forthe student and professional engineer and not for my academic colleagues. Three-dimensional structural analysis is relatively simple because of the high speed of themodern computer. Therefore, all equations are presented in three-dimensional form andanisotropic material properties are automatically included. A computer programmingbackground is not necessary to use a computer program intelligently. However, detailednumerical algorithms are given so that the readers completely understand thecomputational methods that are summarized in this book. The Appendices contain anelementary summary of the numerical methods used; therefore, it should not benecessary to spend additional time reading theoretical research papers to understand thetheory presented in this book.
 The author has developed and published many computational techniques for the staticand dynamic analysis of structures. It has been personally satisfying that many members
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of the engineering profession have found these computational methods useful.Therefore, one reason for compiling this theoretical and application book is toconsolidate in one publication this research and development. In addition, the recentlydeveloped Fast Nonlinear Analysis (FNA) method and other numerical methods arepresented in detail for the first time.
 The fundamental physical laws that are the basis of the static and dynamic analysis ofstructures are over 100 years old. Therefore, anyone who believes they have discovereda new fundamental principle of mechanics is a victim of their own ignorance. This bookcontains computational tricks that the author has found to be effective for thedevelopment of structural analysis programs.
 The static and dynamic analysis of structures has been automated to a large degreebecause of the existence of inexpensive personal computers. However, the field ofstructural engineering, in my opinion, will never be automated. The idea that an expert-system computer program, with artificial intelligence, will replace a creative human isan insult to all structural engineers.
 The material in this book has evolved over the past thirty-five years with the help of myformer students and professional colleagues. Their contributions are acknowledged.Ashraf Habibullah, Iqbal Suharwardy, Robert Morris, Syed Hasanain, Dolly Gurrola,Marilyn Wilkes and Randy Corson of Computers and Structures, Inc., deserve specialrecognition. In addition, I would like to thank the large number of structural engineerswho have used the TABS and SAP series of programs. They have provided themotivation for this publication.
 The material presented in the first edition of Three Dimensional Dynamic Analysis ofStructures is included and updated in this book. I am looking forward to additionalcomments and questions from the readers in order to expand the material in futureeditions of the book.
 Edward L. WilsonJuly 1998
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1.
 MATERIAL PROPERTIES
 Material Properties Must Be Evaluated By Laboratory or Field Tests
 1.1 INTRODUCTION
 The fundamental equations of structural mechanics can be placed in threecategories[1]. First, the stress-strain relationship contains the material propertyinformation that must be evaluated by laboratory or field experiments. Second,the total structure, each element, and each infinitesimal particle within eachelement must be in force equilibrium in their deformed position. Third,displacement compatibility conditions must be satisfied.
 If all three equations are satisfied at all points in time, other conditions willautomatically be satisfied. For example, at any point in time the total work doneby the external loads must equal the kinetic and strain energy stored within thestructural system plus any energy that has been dissipated by the system. Virtualwork and variational principles are of significant value in the mathematicalderivation of certain equations; however, they are not fundamental equations ofmechanics.
 1.2 ANISOTROPIC MATERIALS
 The linear stress-strain relationships contain the material property constants,which can only be evaluated by laboratory or field experiments. The mechanicalmaterial properties for most common material, such as steel, are well known andare defined in terms of three numbers: modulus of elasticity E , Poisson’s ratio
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1-2 STATIC AND DYNAMIC ANALYSIS
 ν and coefficient of thermal expansion α . In addition, the unit weight w and theunit mass ρ are considered to be fundamental material properties.
 Before the development of the finite element method, most analytical solutions insolid mechanics were restricted to materials that were isotropic (equal propertiesin all directions) and homogeneous (same properties at all points in the solid).Since the introduction of the finite element method, this limitation no longerexists. Hence, it is reasonable to start with a definition of anisotropic materials,which may be different in every element in a structure.
 The positive definition of stresses, in reference to an orthogonal 1-2-3 system, isshown in Figure 1.1.
 3
 Figure 1.1 Definition of Positive Stresses
 All stresses are by definition in units of force-per-unit-area. In matrix notation,the six independent stresses can be defined by:
 [ ]233121321 τττσσσ=Tf (1.1)
 1
 2
 2σ
 3σ
 1σ 21
 τ
 23τ
 31τ
 12τ
 32τ13
 τ
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MATERIAL PROPERTIES 1-3
 From equilibrium, 233213312112 , ττττττ === and . The six corresponding
 engineering strains are:
 [ ]233121321 γγγεεε=Td (1.2)
 The most general form of the three dimensional strain-stress relationship forlinear structural materials subjected to both mechanical stresses and temperaturechange can be written in the following matrix form[2]:
 ∆+
 −−−−−
 −−−−−
 −−−−−
 −−−−−
 −−−−−
 −−−−−
 =
 23
 31
 21
 3
 2
 1
 23
 31
 21
 3
 2
 1
 65
 65
 4
 64
 3
 63
 2
 62
 1
 61
 6
 56
 54
 54
 3
 53
 2
 52
 1
 51
 6
 46
 5
 45
 43
 43
 2
 42
 1
 41
 6
 36
 4
 35
 4
 34
 32
 32
 1
 31
 6
 26
 5
 25
 4
 24
 3
 23
 21
 21
 6
 16
 5
 15
 4
 14
 3
 13
 2
 12
 1
 23
 31
 21
 3
 2
 1
 1
 1
 1
 1
 1
 1
 αααααα
 τττσσσ
 ννννν
 ννννν
 ννννν
 ννννν
 ννννν
 ννννν
 γγγεεε
 T
 EEEEEE
 EEEEEE
 EEEEEE
 EEEEEE
 EEEEEE
 EEEEEE
 (1.3)
 Or, in symbolic matrix form:
 aCfd T∆+= (1.4)
 The C matrix is known as the compliance matrix and can be considered to be the
 most fundamental definition of the material properties because all terms can beevaluated directly from simple laboratory experiments. Each column of the Cmatrix represents the strains caused by the application of a unit stress. Thetemperature increase T∆ is in reference to the temperature at zero stress. The amatrix indicates the strains caused by a unit temperature increase.
 Basic energy principles require that the C matrix for linear material be
 symmetrical. Hence,

Page 22
                        

1-4 STATIC AND DYNAMIC ANALYSIS
 i
 ji
 j
 ij
 EE
 νν= (1.5)
 However, because of experimental error or small nonlinear behavior of thematerial, this condition is not identically satisfied for most materials. Therefore,these experimental values are normally averaged so that symmetrical values canbe used in the analyses.
 1.3 USE OF MATERIAL PROPERTIES WITHIN COMPUTERPROGRAMS
 Most of the modern computer programs for finite element analysis require thatthe stresses be expressed in terms of the strains and temperature change.Therefore, an equation of the following form is required within the program:
 0fEdf += (1.6)
 in which C = E -1 . Therefore, the zero-strain thermal stresses are defined by:
 Eaf0 - T∆= (1.7)
 The numerical inversion of the 6 x 6 C matrix for complex anisotropic materials
 is performed within the computer program. Therefore, it is not necessary tocalculate the E matrix in analytical form as indicated in many classical books on
 solid mechanics. In addition, the initial thermal stresses are numericallyevaluated within the computer program. Consequently, for the most generalanisotropic material, the basic computer input data will be twenty-one elasticconstants, plus six coefficients of thermal expansion.
 Initial stresses, in addition to thermal stresses, may exist for many different typesof structural systems. These initial stresses may be the result of the fabrication orconstruction history of the structure. If these initial stresses are known, they maybe added directly to Equation (1.7).
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MATERIAL PROPERTIES 1-5
 1.4 ORTHOTROPIC MATERIALS
 The most common type of anisotropic material is one in which shear stresses,acting in all three reference planes, cause no normal strains. For this special case,the material is defined as orthotropic and Equation (1.3) can be written as:
 ∆+
 −−
 −−
 −−
 =
 0
 0
 0
 100000
 01
 0000
 001
 000
 0001
 0001
 0001
 3
 2
 1
 23
 31
 21
 3
 2
 1
 6
 5
 4
 32
 32
 1
 31
 3
 23
 21
 21
 3
 13
 2
 12
 1
 23
 31
 21
 3
 2
 1
 ααα
 τττσσσ
 νν
 νν
 νν
 γγγεεε
 T
 G
 G
 G
 EEE
 EEE
 EEE
 (1.8)
 For orthotropic material, the C matrix has nine independent material constants,
 and there are three independent coefficients of thermal expansion. This type ofmaterial property is very common. For example, rocks, concrete, wood and manyfiber reinforced materials exhibit orthotropic behavior. It should be pointed out,however, that laboratory tests indicate that Equation (1.8) is only anapproximation to the behavior of real materials.
 1.5 ISOTROPIC MATERIALS
 An isotropic material has equal properties in all directions and is the mostcommonly used approximation to predict the behavior of linear elastic materials.For isotropic materials, Equation (1.3) is of the following form:
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 It appears that the compliance matrix has three independent material constants. Itcan easily be shown that the application of a pure shear stress should result inpure tension and compression strains on the element if it is rotated 45 degrees.Using this restriction, it can be shown that:
 )1(2 ν+= E
 G (1.10)
 Therefore, for isotropic materials only Young's modulus E and Poisson's ratio νneed to be defined. Most computer programs use Equation (1.10) to calculate theshear modulus if it is not specified.
 1.6 PLANE STRAIN ISOTROPIC MATERIALS
 If 232313 and , , , , ττγγε 131 are zero, the structure is in a state of plane strain. For
 this case the compliance matrix is reduced to a 3 x 3 array. The cross-sections ofmany dams, tunnels, and solids with a near infinite dimension along the 3-axiscan be considered in a state of plane strain for constant loading in the 1-2 plane.For plane strain and isotropic materials, the stress-strain relationship is:
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 (1.11)
 where
 )21)(1( νν −+= E
 E (1.12)
 For the case of plane strain, the displacement and strain in the 3-direction arezero. However, from Equation (1.8) the normal stress in the 3-direction is:
 TE ∆−+= ασσνσ )( 213 (1.13)
 It is important to note that as Poisson's ratio, ν , approaches 0.5, some terms in
 the stress-strain relationship approach infinity. These real properties exist for anearly incompressible material with a relatively low shear modulus.
 1.7 PLANE STRESS ISOTROPIC MATERIALS
 If 233 and , , ττσ 13 are zero, the structure is in a state of plane stress. For this case
 the stress-strain matrix is reduced to a 3 x 3 array. The membrane behavior ofthin plates and shear wall structures can be considered in a state of plane strainfor constant loading in the 1-2 plane. For plane stress and isotropic materials, thestress-strain relationship is:
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 (1.14)
 where
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 )1( 2ν−= E
 E (1.15)
 1.8 PROPERTIES OF FLUID-LIKE MATERIALS
 Many different isotropic materials, which have a very low shear moduluscompared to their bulk modulus, have fluid-like behavior. These materials areoften referred to as nearly incompressible solids. The incompressible terminologyis very misleading because the compressibility, or bulk modulus, of thesematerials is normally lower than other solids. The pressure-volume relationshipfor a solid or a fluid can be written as:
 ελσ = (1.16)
 where λ is the bulk modulus of the material, which must be evaluated bypressure-volume laboratory tests. The volume changeε is equal to εεε 321 + + ,
 and the hydrostatic pressureσ indicates equal stress in all directions. From
 Equation (1.9) the bulk modulus can be written in terms of Young's modulus andPoisson's ratio as:
 ) 2 - 1
 E =
 νλ
 (3(1.17)
 For fluids, the bulk modulus is an independent constant, Poisson’s ratio is 0.5,and Young’s modulus and the shear modulus are zero. For isotropic materials,the bulk modulus and shear modulus are known as Lame's elastic constants andare considered to be fundamental material properties for both solids and fluids.From Equation (1.10), Poisson's ratio and Young's modulus can be calculatedfrom:
 26
 G
 +
 G 2 3
 =
 λ
 λν−
 and G = E )1(2 ν+ (1.18a and 1.18b)
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 If the shear modulus becomes small compared to the bulk modulus, 5.0≈ νand G E 3≈ . Table 1.1 summarizes approximate material properties for several
 common materials.
 Table 1.1 Approximate Mechanical Properties of Typical Materials
 Material
 EYoung'sModulus
 ksi
 νPoisson's
 Ratio
 GShear
 Modulusksi
 λBulk
 Modulusksi
 αThermal
 Expansion-610 ×
 wWeightDensity
 3lb/in
 Steel 29,000 0.30 11,154 16,730 6.5 0.283
 Aluminum 10,000 0.33 3,750 7,300 13.0 0.100
 Concrete 4,000 0.20 1,667 1,100 6.0 0.087
 Mercury 0 0.50 0 3,300 - 0.540
 Water 0 0.50 0 300 - 0.036
 Water* 0.9 0.4995 0.3 300 - 0.036
 * These are approximate properties that can be used to model water as a solid
 material.
 It is apparent that the major difference between liquids and solids is that liquidshave a very small shear modulus compared to the bulk modulus, and liquids arenot incompressible.
 1.9 SHEAR AND COMPRESSION WAVE VELOCITIES
 The measurement of compression and shear wave velocities of the material usinglaboratory or field experiments is another simple method that is often used todefine material properties. The compressive wave velocity, cV , and the shearwave velocity, sV , are given by:
 ρλ G 2+
 = Vc (1.19)

Page 28
                        

1-10 STATIC AND DYNAMIC ANALYSIS
 ρG
 = Vs (1.20)
 where ρ is the mass density of the material. Therefore, it is possible to calculate
 all of the other elastic properties for isotropic materials from these equations. It isapparent that shear waves cannot propagate in fluids since the shear modulus iszero.
 1.10 AXISYMMETRIC MATERIAL PROPERTIES
 A large number of very common types of structures, such as pipes, pressurevessels, fluid storage tanks, rockets, and other space structures, are included inthe category of axisymmetric structures. Many axisymmetric structures haveanisotropic materials. For the case of axisymmetric solids subjected to non-axisymmetric loads, the compliance matrix, as defined by Equation (1.3), can berewritten in terms of the θ and zr, reference system as Equation (1.21). Thesolution of this special case of a three-dimensional solid can be accomplished byexpressing the node point displacements and loads in a series of harmonicfunctions. The solution is then expressed as a summation of the results of a seriesof two-dimensional, axisymmetric problems[3].
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 1.11 FORCE-DEFORMATION RELATIONSHIPS
 The stress-strain equations presented in the previous sections are the fundamentalconstitutive laws for linear materials. However, for one-dimensional elements instructural engineering, we often rewrite these equations in terms of forces anddeformations. For example, for a one-dimensional axially loaded member oflength L and area A , the total axial deformation ∆ and axial force P are
 εL=∆ and σAP = . Because εσ E= , the force deformation relationship is:
 ∆= akP (1.22)
 where L
 AEka = and is defined as the axial stiffness of the member. Also,
 Equation (1.22) can be written in the following form:
 Pfa=∆ (1.23)
 where AEL
 fa = and is defined as the axial flexibility of the member. It is
 important to note that the stiffness and flexibility terms are not a function of theload and are only the material and geometric properties of the member.
 For a one-dimensional member of constant cross-section, the torsional force T interms of the relative rotation ϕ between the ends of the member is given by:
 ϕTkT = (1.24)
 where LJG
 kT = in which J is the torsional moment of inertia. Also, the inverse
 of the torsional stiffness is the torsional flexibility.
 In the case of pure bending of a beam fixed at one end, integration of a stressdistribution over the cross-section produces a moment M . The linear straindistribution results in a rotation at the end of the beam of φ . For this finite lengthbeam, the moment-rotation relationship is:
 φbkM = (1.25)
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 where the bending stiffness LEI
 kb = . For a typical cross-section of the beam of
 length dx , the moment curvature relationship at location x is:
 )()( xEIxM ψ= (1.26)
 These force-deformation relationships are considered fundamental in thetraditional fields of structural analysis and design.
 1.12 SUMMARY
 Material properties must be determined experimentally. Careful examinations ofthe properties of most structural materials indicate that they are not isotropic orhomogeneous. Nonetheless, it is common practice to use the isotropicapproximation for most analyses. In the future of structural engineering,however, the use of composite, anisotropic materials will increase significantly.The responsibility of the engineer is to evaluate the errors associated with theseapproximations by conducting several analyses using different materialproperties.
 Remember the result obtained from a computer model is an estimation of thebehavior of the real structure. The behavior of the structure is dictated by thefundamental laws of physics and is not required to satisfy the building code orthe computer program's user manual.
 1.13 REFERENCES
 1. Popov, E. P. 1990. Engineering Mechanics of Solids. Prentice-Hall, Inc.ISBN 0-13-279258-3.
 2. Boresi, A. P. 1985. Advanced Mechanics of Materials. John Wiley & Sons.ISBN 0-471-88392-1.
 3. Wilson, E. L. 1965. “Structural Analysis of Axisymmetric Solids.” AIAAJournal. Vol. 3, pp.2269-2274.
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2.
 EQUILIBRIUM AND COMPATIBILITY
 Equilibrium Is Essential - Compatibility Is Optional
 2.1 INTRODUCTION
 Equilibrium equations set the externally applied loads equal to the sum of theinternal element forces at all joints or node points of a structural system; they arethe most fundamental equations in structural analysis and design. The exactsolution for a problem in solid mechanics requires that the differential equationsof equilibrium for all infinitesimal elements within the solid must be satisfied.Equilibrium is a fundamental law of physics and cannot be violated within a"real" structural system. Therefore, it is critical that the mathematical model,which is used to simulate the behavior of a real structure, also satisfies thosebasic equilibrium equations.
 It is important to note that within a finite element, which is based on a formaldisplacement formulation, the differential stress-equilibrium equations are notalways satisfied. However, inter-element force-equilibrium equations areidentically satisfied at all node points (joints). The computer program user whodoes not understand the approximations used to develop a finite element canobtain results that are in significant error if the element mesh is not sufficientlyfine in areas of stress concentration[1].
 Compatibility requirements should be satisfied. However, if one has a choicebetween satisfying equilibrium or compatibility, one should use the equilibrium-based solution. For real nonlinear structures, equilibrium is always satisfied in
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2-2 STATIC AND DYNAMIC ANALYSIS
 the deformed position. Many real structures do not satisfy compatibility causedby creep, joint slippage, incremental construction and directional yielding.
 2.2 FUNDAMENTAL EQUILIBRIUM EQUATIONS
 The three-dimensional equilibrium of an infinitesimal element, shown in Figure1.1, is given by the following equilibrium equations[2]:
 0 = + + x
 + x 1
 3
 13
 2
 12
 1
 1 βττσx∂
 ∂∂∂
 ∂∂
 0 = + x
 + x
 + x 2
 3
 23
 2
 2
 1
 21 βτστ
 ∂∂
 ∂∂
 ∂∂ (2.1)
 0 = + x
 + x
 + x 3
 3
 3
 2
 32
 1
 31 βσττ
 ∂∂
 ∂∂
 ∂∂
 The body force, β i , is per unit of volume in the i-direction and representsgravitational forces or pore pressure gradients. Because jiij ττ = , theinfinitesimal element is automatically in rotational equilibrium. Of course for thisequation to be valid for large displacements, it must be satisfied in the deformedposition, and all stresses must be defined as force per unit of deformed area.
 2.3 STRESS RESULTANTS - FORCES AND MOMENTS
 In structural analysis it is standard practice to write equilibrium equations interms of stress resultants rather than in terms of stresses. Force stress resultantsare calculated by the integration of normal or shear stresses acting on a surface.Moment stress resultants are the integration of stresses on a surface times adistance from an axis.
 A point load, which is a stress resultant, is by definition an infinite stress times aninfinitesimal area and is physically impossible on all real structures. Also, a pointmoment is a mathematical definition and does not have a unique stress field as aphysical interpretation. Clearly, the use of forces and moments is fundamental instructural analysis and design. However, a clear understanding of their use in
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 finite element analysis is absolutely necessary if stress results are to be physicallyevaluated.
 For a finite size element or joint, a substructure, or a complete structural systemthe following six equilibrium equations must be satisfied:
 0= F 0= F 0 = F zyx ΣΣΣ
 0= M 0= M 0 = M zyx ΣΣΣ (2.2)
 For two dimensional structures only three of these equations need to be satisfied.
 2.4 COMPATIBILITY REQUIREMENTS
 For continuous solids we have defined strains as displacements per unit length.To calculate absolute displacements at a point, we must integrate the strains withrespect to a fixed boundary condition. This integration can be conducted overmany different paths. A solution is compatible if the displacement at all points isnot a function of the path. Therefore, a displacement compatible solutioninvolves the existence of a uniquely defined displacement field.
 In the analysis of a structural system of discrete elements, all elements connectedto a joint or node point must have the same absolute displacement. If the nodedisplacements are given, all element deformations can be calculated from thebasic equations of geometry. In a displacement-based finite element analysis,node displacement compatibility is satisfied. However, it is not necessary that thedisplacements along the sides of the elements be compatible if the element passesthe "patch test."
 A finite element passes the patch test "if a group (or patch) of elements, ofarbitrary shape, is subjected to node displacements associated with constantstrain; and the results of a finite element analysis of the patch of elements yieldconstant strain." In the case of plate bending elements, the application of aconstant curvature displacement pattern at the nodes must produce constantcurvature within a patch of elements. If an element does not pass the patch test, itmay not converge to the exact solution. Also, in the case of a coarse mesh,
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 elements that do not pass the patch test may produce results with significanterrors.
 2.5 STRAIN DISPLACEMENT EQUATIONS
 If the small displacement fields , 21 uu and 3 u are specified, assumed or
 calculated, the consistent strains can be calculated directly from the followingwell-known strain-displacement equations[2]:
 1
 11 x
 u
 ∂∂
 =ε (2.3a)
 2
 22 x
 u
 ∂∂
 =ε (2.3b)
 3
 33 x
 u
 ∂∂
 =ε (2.3c)
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 ∂∂=γ (2.3e)
 2
 3
 3
 223 x
 u
 x
 u
 ∂∂+
 ∂∂=γ (2.3f)
 2.6 DEFINITION OF ROTATION
 A unique rotation at a point in a real structure does not exist. A rotation of ahorizontal line may be different from the rotation of a vertical line. However, inmany theoretical books on continuum mechanics the following mathematicalequations are used to define rotation of the three axes:
 ∂∂−
 ∂∂≡
 1
 2
 2
 13 2
 1
 x
 u
 x
 uθ (2.4a)
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 ∂∂
 −∂∂
 ≡3
 1
 1
 32 2
 1x
 uxu
 θ (2.4b)
 ∂∂
 −∂∂≡
 2
 3
 3
 21 2
 1
 x
 u
 x
 uθ (2.4c)
 It is of interest to note that this definition of rotation is the average rotation oftwo normal lines. It is important to recognize that these definitions are not thesame as used in beam theory when shearing deformations are included. Whenbeam sections are connected, the absolute rotation of the end sections must beequal.
 2.7 EQUATIONS AT MATERIAL INTERFACES
 One can clearly understand the fundamental equilibrium and compatibilityrequirements from an examination of the stresses and strains at the interfacebetween two materials. A typical interface for a two-dimensional continuum isshown in Figure 2.1. By definition, the displacements at the interface are equal.Or, ),(),( nsunsu ss = and ),(),( nsunsu nn = .
 s, us(s,n)n, un(s,n)
 GE,
 GE,
 Figure 2.1 Material Interface Properties
 Normal equilibrium at the interface requires that the normal stresses be equal. Or:
 nn σσ = (2.5a)
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 Also, the shear stresses at the interface are equal. Or:
 nsns ττ = (2.5b)
 Because displacement ss uu and must be equal and continuous at the interface:
 ss εε = (2.5c)
 Because the material properties that relate stress to strain are not equal for thetwo materials, it can be concluded that:
 ss σσ ≠ (2.5d)
 nn εε ≠ (2.5e)
 nsns γγ ≠ (2.5f)
 For a three-dimensional material interface on a s-t surface, it is apparent that thefollowing 12 equilibrium and compatibility equations exist:
 nn σσ = nn εε ≠ (2.6a)
 ss σσ ≠ ss εε = (2.6b)
 tt σσ ≠ tt εε = (2.6c)
 nsns ττ = nsns γγ ≠ (2.6d)
 ntnt ττ = ntnt γγ ≠ (2.6e)
 stst ττ ≠ stst γγ = (2.6f)
 These 12 equations cannot be derived because they are fundamental physicallaws of equilibrium and compatibility. It is important to note that if a stress iscontinuous, the corresponding strain, derivative of the displacement, is
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 discontinuous. Also, if a stress is discontinuous, the corresponding strain,derivative of the displacement, is continuous.
 The continuity of displacements between elements and at material interfaces isdefined as C0 displacement fields. Elements with continuities of the derivatives ofthe displacements are defined by C1 continuous elements. It is apparent thatelements with C1 displacement compatibility cannot be used at materialinterfaces.
 2.8 INTERFACE EQUATIONS IN FINITE ELEMENT SYSTEMS
 In the case of a finite element system in which the equilibrium and compatibilityequations are satisfied only at node points along the interface, the fundamentalequilibrium equations can be written as:
 0=+∑∑ nn FF (2.7a)
 0=+∑∑ ss FF (2.7b)
 0=+∑∑ tt FF (2.7c)
 Each node on the interface between elements has a unique set of displacements;therefore, compatibility at the interface is satisfied at a finite number of points.As the finite element mesh is refined, the element stresses and strains approachthe equilibrium and compatibility requirements given by Equations (2.6a) to(2.6f). Therefore, each element in the structure may have different materialproperties.
 2.9 STATICALLY DETERMINATE STRUCTURES
 The internal forces of some structures can be determined directly from theequations of equilibrium only. For example, the truss structure shown in Figure2.2 will be analyzed to illustrate that the classical "method of joints" is nothingmore than solving a set of equilibrium equations.
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 Or, symbolically:
 AfR = (2.9)
 where A is a load-force transformation matrix and is a function of the geometryof the structure only. For this statically determinate structure, we have sevenunknown element forces and seven joint equilibrium equations; therefore, theabove set of equations can be solved directly for any number of joint loadconditions. If the structure had one additional diagonal member, there would beeight unknown member forces, and a direct solution would not be possiblebecause the structure would be statically indeterminate. The major purpose ofthis example is to express the well-known traditional method of analysis("method of joints") in matrix notation.
 2.10 DISPLACEMENT TRANSFORMATION MATRIX
 After the member forces have been calculated, there are many differenttraditional methods to calculate joint displacements. Again, to illustrate the use ofmatrix notation, the member deformations id will be expressed in terms of jointdisplacements ju . Consider a typical truss element as shown in Figure 2.4.
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 Lx
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 Figure 2.4 Typical Two-Dimension Truss Element
 The axial deformation of the element can be expressed as the sum of the axialdeformations resulting from the four displacements at the two ends of theelement. The total axial deformation written in matrix form is:
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 Ld yxyx (2.10)
 Application of Equation (2.10) to all members of the truss shown in Figure 2.3yields the following matrix equation:
 −−
 −−−
 −−−
 −
 =
 7
 6
 5
 4
 3
 2
 1
 7
 6
 5
 4
 3
 2
 1
 0.1000000
 00000.100
 0008.06.000
 000.10000
 00.100.1000
 08.06.0008.06.0
 00000.100.1
 u
 u
 u
 u
 u
 u
 u
 d
 d
 d
 d
 d
 d
 d
 (2.11)
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 Or, symbolically:
 uBd = (2.12)
 The element deformation-displacement transformation matrix, B, is a function of
 the geometry of the structure. Of greater significance, however, is the fact thatthe matrix B is the transpose of the matrix A defined by the joint equilibrium
 Equation (2.8). Therefore, given the element deformations within this staticallydeterminate truss structure, we can solve Equation (2.11) for the jointdisplacements.
 2.11 ELEMENT STIFFNESS AND FLEXIBILITY MATRICES
 The forces in the elements can be expressed in terms of the deformations in theelements using the following matrix equations:
 dkf = or, fkd 1−= (2.13)
 The element stiffness matrix k is diagonal for this truss structure, where the
 diagonal terms are i
 iiii L
 EAk = and all other terms are zero. The element
 flexibility matrix is the inverse of the stiffness matrix, where the diagonal terms
 are ii
 i
 EAL
 . It is important to note that the element stiffness and flexibility
 matrices are only a function of the mechanical properties of the elements.
 2.12 SOLUTION OF STATICALLY DETERMINATE SYSTEM
 The three fundamental equations of structural analysis for this simple trussstructure are equilibrium, Equation (2.8); compatibility, Equation (2.11); andforce-deformation, Equation (2.13). For each load condition R, the solution stepscan be summarized as follows:
 1. Calculate the element forces from Equation (2.8).
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 2. Calculate element deformations from Equation (2.13).
 3. Solve for joint displacements using Equation (2.11).
 All traditional methods of structural analysis use these basic equations. However,before the availability of inexpensive digital computers that can solve over 100equations in less than one second, many special techniques were developed tominimize the number of hand calculations. Therefore, at this point in time, thereis little value to summarize those methods in this book on the static and dynamicanalysis of structures.
 2.13 GENERAL SOLUTION OF STRUCTURAL SYSTEMS
 In structural analysis using digital computers, the same equations used inclassical structural analysis are applied. The starting point is always jointequilibrium. Or, fAR = . From the element force-deformation equation,
 dkf = , the joint equilibrium equation can be written as dkAR = . From thecompatibility equation, uBd = , joint equilibrium can be written in terms of jointdisplacements as uBkAR = . Therefore, the general joint equilibrium can bewritten as:
 uKR = (2.14)
 The global stiffness matrix K is given by one of the following matrix equations:
 BkAK = or TAkAK = or BkBK T= (2.15)
 It is of interest to note that the equations of equilibrium or the equations of
 compatibility can be used to calculate the global stiffness matrix K.
 The standard approach is to solve Equation (2.14) for the joint displacements and
 then calculate the member forces from:
 uBkf = or uAkf T= (2.16)
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 It should be noted that within a computer program, the sparse matricesKkBA and ,, are never formed because of their large storage requirements. The
 symmetric global stiffness matrix K is formed and solved in condensed form.
 2.14 SUMMARY
 Internal member forces and stresses must be in equilibrium with the applied loadsand displacements. All real structures satisfy this fundamental law of physics.Hence, our computer models must satisfy the same law.
 At material interfaces, all stresses and strains are not continuous. Computerprograms that average node stresses at material interfaces produce plot stresscontours that are continuous; however, the results will not converge andsignificant errors can be introduced by this approximation.
 Compatibility conditions, which require that all elements attached to a rigid jointhave the same displacement, are fundamental requirements in structural analysisand can be physically understood. Satisfying displacement compatibility involvesthe use of simple equations of geometry. However, the compatibility equationshave many forms, and most engineering students and many practicing engineerscan have difficulty in understanding the displacement compatibility requirement.Some of the reasons we have difficulty in the enforcement of the compatibilityequations are the following:
 1. The displacements that exist in most linear structural systems are smallcompared to the dimensions of the structure. Therefore, deflected shapedrawing must be grossly exaggerated to write equations of geometry.
 2. For structural systems that are statically determinate, the internal memberforces and stresses can be calculated exactly without the use of thecompatibility equations.
 3. Many popular (approximate) methods of analysis exist that do not satisfy thedisplacement compatibility equations. For example, for rectangular frames,both the cantilever and portal methods of analysis assume the inflectionpoints to exist at a predetermined location within the beams or columns;therefore, the displacement compatibility equations are not satisfied.
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 4. Many materials, such as soils and fluids, do not satisfy the compatibilityequations. Also, locked in construction stresses, creep and slippage withinjoints are real violations of displacement compatibility. Therefore,approximate methods that satisfy statics may produce more realistic resultsfor the purpose of design.
 5. In addition, engineering students are not normally required to take a course ingeometry; whereas, all students take a course in statics. Hence, there has notbeen an emphasis on the application of the equations of geometry.
 The relaxation of the displacement compatibility requirement has been justifiedfor hand calculation to minimize computational time. Also, if one must make achoice between satisfying the equations of statics or the equations of geometry,in general, we should satisfy the equations of statics for the reasons previouslystated.
 However, because of the existence of inexpensive powerful computers andefficient modern computer programs, it is not necessary to approximate thecompatibility requirements. For many structures, such approximations canproduce significant errors in the force distribution in the structure in addition toincorrect displacements.
 2.15 REFERENCES
 1. Cook, R. D., D. S. Malkus and M. E. Plesha. 1989. Concepts andApplications of Finite Element Analysis, Third Edition. John Wiley & Sons,Inc. ISBN 0-471-84788-7.
 2. Boresi, A. P. 1985. Advanced Mechanics of Materials. John Wiley & Sons,Inc. ISBN 0-471-88392-1.
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 ENERGY AND WORK
 All External Work Supplied to a Real StructuralSystem is Stored or Dissipated as Energy
 3.1 INTRODUCTION
 A large number of energy methods have been presented during the last 150 yearsfor the analysis of both determinate and statically indeterminate structures.However, if all methods are formulated in matrix notation, it can be shown thatonly two fundamental methods exist. They are generally defined as the force anddisplacement methods. One can use minimum energy principles or methods ofvirtual-work to derive the general equations for linear structural analysis. Energyis defined as the ability to do work. Both have the units of force-distance.
 For many types of structural elements, however, there can be many advantages inusing both force and displacement methods in approximating the stiffnessproperties of the element. For example, the classical non-prismatic beam elementuses a force approach to define the forces at a typical cross-section within thebeam; however, a displacement approximation, such as plane sections remainplane, is used to define the strain distribution over the cross-section.
 In recent years, assumed-stress hybrid formulations have been used to produceelement stiffness properties. In addition, assumed-stress distributions, virtualwork methods and the least-square error approach have been used to calculateaccurate stresses in displacement-based finite elements. Therefore, no onemethod can be used to solve all problems in structural analysis. The only
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 restriction on the computational techniques used is that the results must convergeto the exact values as the elements become smaller.
 3.2 VIRTUAL AND REAL WORK
 The principles of virtual work are very simple and are clear statements ofconservation of energy. The principles apply to structures that are in equilibriumin a real displaced position u when subjected to loading R . The correspondingreal internal deformations and internal forces are d and f respectively. All termsare illustrated in Figures 3.1 and 3.2.
 Figure 3.1 Method of Virtual Forces
 The principle of virtual forces states (in my words) if a set of infinitesimalexternal forces, R , in equilibrium with a set of infinitesimal internal forces
 f that exist before the application of the real loads and displacements, theexternal virtual work is equal to the internal virtual work. Or, in terms of thenotation defined previously:
 dfuR TT = (3.1)
 If only one joint displacement iu is to be calculated, only one external virtual
 load exists, 1=iR . For this case, the equation is the same as the unit load
 method. It is apparent for nonlinear analysis that the principle of virtual forces
 d
 f
 f
 f
 B. Internal Virtual Work df
 u
 R
 R
 R
 A. External Virtual Work uR

Page 47
                        

ENERGY AND WORK 3-3
 cannot be used, because the linear relationship between R and f may not holdafter the application of the real loads and displacements.
 The principle of virtual displacements states (in my words) if a set ofinfinitesimal external displacements, u , consistent with a set of internal virtual
 displacements,d , and boundary conditions are applied after the application of
 the real loads and displacements, the external virtual work is equal to theinternal virtual work. Or, in terms of matrix notation:
 fdRu TT = (3.2)
 It is important to note that the principle of virtual displacements does apply to thesolution of nonlinear systems because the virtual displacements are applied toreal forces in the deformed structure.
 In the case of finite element analysis of continuous solids, the virtual workprinciples are applied at the level of stresses and strains; therefore, integrationover the volume of the element is required to calculate the virtual work terms.
 For linear analysis, it is apparent that the real external work, or energy, is givenby:
 uRRu TT
 21
 21 ==EW (3.3)
 Figure 3.2 Method of Virtual Displacements
 u
 R
 R
 uA. External Virtual Work Ru
 d
 f
 f
 dB. Internal Virtual Work fd
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 The real internal work, or strain energy, is given by:
 dffd TT
 21
 21 ==IW (3.4)
 3.3 POTENTIAL ENERGY AND KINETIC ENERGY
 One of the most fundamental forms of energy is the position of a mass within agravitational field near the earth's surface. The gravitational potential energy
 gV is defined as the constant weight w moved against a constant gravitationalfield of distance h . Or:
 or WhVmghV gg == (3.5)
 A mass that is moving with velocity v has kinetic energy given by the following
 equation:
 2
 21mvVk = (3.6)
 One of the most common examples that illustrates the physical significance ofboth the potential and kinetic energy is the behavior of a pendulum shown inFigure 3.3.
 If the mass of the pendulum has an initial position of maxh , the kinetic energy iszero and the potential energy is Whmax . When h equals zero, the potentialenergy is zero; therefore, from conservation of energy, the kinetic energy is:
 g
 vWWhVk 2
 2
 max == (3.7)
 Hence, the maximum horizontal velocity is:
 maxmax 2 hgv = (3.8)

Page 49
                        

ENERGY AND WORK 3-5
 It is importanconstant; the
 satisfied:
 +)( VtVg
 The physicalenergy pumpenergy.
 The tangenti
 Law, the follo
 +θ WmL
 For very sma
 =θ+θL
 g
 Figure 3.3 Oscillation of Pendulum
 t to note that the total energy in the oscillating system is alwaysrefore, the following energy equation, at any time t , must be
 constant== max)( hWtk (3.9)
 behavior of the oscillating pendulum can be considered to be an, where there is an interchange between potential and kinetic
 al force accelerating the mass is θsinW . From Newton's Second
 wing nonlinear, differential equation of equilibrium can be written:
 0sin0sin =θ+θ=θL
 g or, (3.10)
 ll angles, θ≈θsin , the approximate linear differential equation is:
 0 (3.11)
 hv
 L
 W
 θ
 MasslessRigid Bar
 max
 0
 0
 hWV
 V
 v
 g
 k
 ==
 =
 maxmax
 max
 2
 0
 hgv
 hWV
 V
 k
 g
 ==
 =
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 Hence, the small displacement period of oscillation of a pendulum is:
 gL
 T π= 2 (3.12)
 3.4 STRAIN ENERGY
 The strain energy stored in an element "i" within a general structural system isthe area under the stress-strain diagram integrated over the volume of theelement. For linear systems, the stress-strain matrix )(iE , including initial thermalstresses )(i
 tf , can be written in matrix form as:
 )()()()( it
 iii fdEf += (3.13)
 The column matrices )()( ii df and are the stresses and strain respectively.
 Therefore, the strain energy within one element is given by:
 ∫∫ += dVdVW it
 ii
 iiiI
 )()()(
 )()()(
 21
 fddEdTT
 (3.14)
 Within each element, an approximation can be made on the displacements. Or:
 and , zii
 zyii
 yxii
 x uuu uNuNuN )()()()()()( === (3.15)
 Hence, after the application of the strain-displacement equations, the elementstrains can be expressed in terms of nodal displacements. Or:
 TTT BuduBd ))()()( (iiii == or (3.16)
 The column matrix u contains all of the node, or joint, displacements of the
 complete structural system. In addition, it may contain displacement patternswithin the element. When equation (3.16) is written in this form, it is apparentthat the )(iB matrix can be very large; however, it only has non-zero termsassociated with the displacements at the nodes connected to nodes adjacent to theelement. Therefore, the )(iB matrix is always formed and used in compacted formwithin a computer program, and an integer location array, (i)
 aL , is formed for
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 each element that is used to relate the local node displacements )(iu to the globalnode displacements u .
 After integration over the volume of the element, the strain energy, in terms ofthe global node displacements, can be written as:
 )()()(
 21 iii
 IW tTT Fuuku += (3.17)
 Therefore, the element stiffness matrix is by definition:
 dViii ∫= )()()()( iT BEBk (3.18)
 And the element thermal force matrix is:
 dViii ∫= )()()(t
 TfBF (3.19)
 The total internal strain energy is the sum of the element strain energies. Or:
 tTT FuuKu +=
 21
 IW (3.20)
 The global stiffness matrix K is the sum of the element stiffness matrices )(ik .Or:
 ∑= )(ikK (3.21)
 The summation of element stiffness matrices to form the global stiffness matrixis termed the direct stiffness method. The global thermal load vector tF is thesum of the element thermal load matrices:
 ∑= )(ttFFt (3.22)
 3.5 EXTERNAL WORK
 The external work cW performed by a system of concentrated node, or joint,loads cF is:
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 ccW FuT
 21= (3.23)
 Within each element "i", the external work )(igW performed by the body forces
 because of gravitational loads is:
 dVugugugmW zzzyyyixx
 ix
 ig )(
 21 )()()( ρ+ρ+= ∫ (3.24)
 Application of the displacement assumptions given by Equation (3.15),integration over the volume of the element, and summation over all elementsproduces the following equation for the energy because of body forces:
 ggW FuT
 21= (3.25)
 The external work jsW performed because of element surface stresses (tractions)
 )( jst , for a typical surface "j" is of the form:
 dSW js
 (j)s
 js ∫= )()(
 21
 tBuTT (3.26)
 Application of the displacement assumptions given by Equation (3.15),integration over the surface of the element, and summation over all surfaceelements produces the following equation for the energy because of surfacetractions:
 ssW FuT
 21= (3.27)
 Therefore, the total external work performed on any system of structuralelements is:
 [ ]sgcEW FFFuT ++=21
 (3.28)
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 3.6 STATIONARY ENERGY PRINCIPLE
 It is a fact for linear systems that the internal strain energy must equal theexternal work performed on the structure. For a single degree-of-freedom system,we can use this principle to solve for the displacement. However, for a multidegree-of-freedom system, a different approach is required. The energy plots,shown in Figure 3.4, illustrate that a new energy function Ω can be defined.
 Figure 3.4 Energy as a Function of a Typical Displacement
 It is apparent that the solution at the point of minimum potential energy is wherethe internal energy equals the external energy. Therefore, the major advantage ofthe use of the potential energy function is that the solution must satisfy thefollowing equation for all displacement degrees-of-freedom nu :
 0=∂
 Ω∂
 nu (3.29)
 The energy function written in matrix form is:
 RuKuu TT −=Ω21
 (3.30)
 The resultant load vector R associated with the four types of loading is:
 nu
 Energy
 MINat 0 Ω=∂
 Ω∂
 nu
 tTT FuKuu +=
 2
 1IW
 [ ]sgcEW FFFuT ++=2
 1
 EI WW 2−=Ω
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 tsgc FFFFR −++= (3.31)
 Application of Equation (3.29) to all displacements yields:
 [ ] [ ]0RKu
 1000
 0100
 0010
 0001
 u
 u
 u
 u1
 =−
 −−−−−−−−
 −−−−−−−−
 −−−−
 =
 ∂Ω∂−
 ∂Ω∂−
 ∂Ω∂−
 ∂Ω∂
 N
 n
 2 (3.32)
 Therefore, the node equilibrium equation for all types of structural systems canbe written as the following matrix equation:
 RuK ==== (3.33)
 The only approximation involved in the development of this equation is theassumption of the displacement patterns within each element. If the samedisplacement approximation is used to calculate the kinetic energy, the resultingmass matrix is termed a consistent mass matrix.
 Another important fact concerning compatible displacement-based finiteelements is that they converge from below, to the exact solution, as the mesh isrefined. Therefore, the displacements and stresses tend to be lower than the exactvalues. From a practical structural engineering viewpoint, this can produce verydangerous results. To minimize this problem, the structural engineer must checkstatics and conduct parameter studies using different meshes.
 3.7 THE FORCE METHOD
 The traditional method of cutting a statically indeterminate structure, applyingredundant forces, and solving for the redundant forces by setting the relative
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 displacements at the cuts to zero has been the most popular method of structuralanalysis, if hand calculations are used. The author has developed structuralanalysis programs based on both the force and displacement methods of analysis.At this point in time, there appears to be no compelling reason for using the forcemethod within a computer program for solving large structural systems. In fact,programs based on the displacement approach are simple to program and, ingeneral, require less computer time to execute. Another significant advantage ofa displacement approach is that the method is easily extended to the dynamicresponse of structures.
 To develop the stiffness of one-dimensional elements, however, the force methodshould be used because the internal forces can be expressed exactly in terms ofthe forces at the two ends of the element. Therefore, the force method will bepresented here for a single-element system.
 Neglecting thermal strains, the energy function can be written as:
 uRdf TT −=Ω ∫ dV21
 (3.34)
 The internal forces can be expressed in terms of the node forces using thefollowing equation:
 RPf ==== (3.35)
 For linear material Cfd ==== and the energy function can be written as:
 uRRFR TT −=Ω21
 (3.36)
 Where the element flexibility matrix is:
 dVCPPF T∫= (3.37)
 We can now minimize the complementary energy function by requiring that:
 0=∂
 Ω∂
 nR(3.38)
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 The node displacements can now be expressed in terms of node forces by:
 FRu = (3.39)
 The element stiffness can now be numerically evaluated from:
 1−= FK (3.40)
 The element stiffness can be used in the direct stiffness approach where the basicunknowns are the node displacements. One can also derive the element flexibilityby applying the virtual force method.
 3.8 LAGRANGE’S EQUATION OF MOTION
 In the case of dynamic analysis of structures, the direct application of the well-known Lagrange’s equation of motion can be used to develop the dynamicequilibrium of a complex structural system[1]. Lagrange’s minimizationequation, written in terms of the previously defined notation, is given by:
 0=∂
 Ω∂+∂∂
 −
 ∂∂
 ∂∂
 nn
 k
 n
 k
 uuV
 uV
 t(3.41)
 The node point velocity is defined as nu . The most general form for the kinetic
 energy )(ikV stored within a three-dimensional element i of mass density ρ is:
 [ ] dV
 u
 u
 u
 uuuV
 z
 y
 x
 zyxi
 k
 ρρ
 ρ= ∫
 000000
 21)( (3.42)
 The same shape functions used to calculate the strain energy within the elementallow the velocities within the element to be expressed in terms of the node pointvelocities. Or:
 and , zii
 zyii
 yxii
 x uuu uNuNuN )()()()()()( === (3.43)
 Therefore, the velocity transformation equations can be written in the followingform:
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 uN )(
 )(
 )(
 )(
 i
 iz
 iy
 ix
 u
 u
 u
 =
 (3.44)
 Using exact or numerical integration, it is now possible to write the total kineticenergy within a structure as:
 ∑ ==i
 ikk VV uMuT
 21)( (3.45)
 The total mass matrix M is the sum of the element mass matrices )(iM . The
 element consistent mass matrices are calculated from:
 dViTi )()()( NmNM i ∫= (3.46)
 where m is the 3 by 3 diagonal mass density matrix shown in Equation (3.42).Equation (3.46) is very general and can be used to develop the consistent massmatrix for any displacement-based finite element. The term “consistent” is usedbecause the same shape functions are used to develop both the stiffness and massmatrices.
 Direct application of Equation (3.41) will yield the dynamic equilibriumequations:
 RKuuM =+ (3.47)
 Later in the book the more general dynamic equilibrium equations with dampingwill be developed using a physical equilibrium approach.
 3.9 CONSERVATION OF MOMENTUM
 The conservation of momentum is often presented as a fundamental principle ofphysics. However, it can be easily derived from the basic equilibrium equations.Consider the two rigid bodies shown in Figure 3.5.
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 Figure 3.5 Conservation of Linear Momentum
 From Newton’s Second Law, the equal and opposite forces acting on the rigidbodies during impact will be:
 tuu
 MuMFδ−≈= (3.48)
 If the duration of contact between the two bodies is tδ , the contact force can beapproximated by a change in the velocity before and after impact. Duringcontact, equilibrium must be satisfied in both the x and y directions. Therefore:
 0)()(
 0)()(
 222111
 222111
 =−+−=δ
 =−+−=δ
 yyyyy
 xxxxx
 uuMuuMtF
 uuMuuMtF(3.49)
 Momentum is defined as mass times the velocity of the mass and has theproperties of a vector. From Equation (3.49), momentum has the direction of thevelocity and its components can be plus or minus in reference to the x-y system.Or:
 yyyy
 xxxx
 uMuMuMuM
 uMuMuMuM
 22112211
 22112211
 +=+
 +=+(3.50)
 , u1M1
 x
 y
 u2M2u1M1u2M2u1M1 ++++====++++2
 α
 , u1M1
 , u2M2
 , u2M2
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 In addition, the resultant momentum vector must be the same before and afterimpact. Or:
 22112211 uMuMuMuM +=+ (3.51)
 It is apparent that three equations, given by Equations (3.50) and (3.51), do nothave a unique solution because there are four unknowns. The following principleof conservation of kinetic energy must be enforced as an additional condition:
 222
 211
 222
 211 uMuMuMuM +=+ (3.52)
 Consider a direct collision, with no energy dissipation, of a mass 1M at a knownvelocity 1u with a mass of 2M that is at rest. Conservation of momentum(equilibrium) and conservation of kinetic energy requires that:
 222
 211
 211
 221111
 uMuMuM
 uMuMuM
 +=
 +=(3.53)
 After impact, the new velocities are:
 121
 121
 21
 211
 2u
 MMM
 uuMMMM
 u+
 =+−
 = and (3.54)
 If the two masses are equal, the velocity of the first is reduced to zero. If the firstmass is less than the second mass, the first will bounce back and the large masswill move forward with a small velocity.
 These simple equations can be extended to model the impact between differentparts of a structural system. These equations also may apply to the closing ofgaps between different elastic structures.
 3.10 SUMMARY
 Several energy methods have been presented that can be used to derive the basicequations used for the static and dynamic analysis of structures. The fundamentalequations of structural analysis are equilibrium, force-deformation andcompatibility. If the same sign convention is used for element and joint
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 displacements and forces, the compatibility and equilibrium equations aredirectly related. If the joint equilibrium equations are written in the same order asthe joint forces, the resulting stiffness and flexibility matrices will always besymmetrical.
 By assuming displacement shape functions within structural elements, consistentmass and stiffness matrices can be developed. In most cases, however, a physicalmass lumping will not produce significant errors.
 In dynamic analysis, the independent time integration of the various componentsof energy, including energy dissipation, can be used to evaluate the accuracy ofthe solution. By comparing the strain energy stored in the structure resulting froma given load condition, one can modify and improve a structural design tominimize the energy absorbed by the structure
 After the structural model has been selected and the loading has been assumed,the structural analysis procedure can be automated. However, the selection of thestructural model and the interpretation and verification of the results is the majorresponsibility of the professional structural engineer.
 3.11 REFERENCES
 1. Clough, R., and J. Penzien. 1993. Dynamics of Structures, Second Edition.McGraw-Hill, Inc. ISBN 0-07-011394-7.
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 Before 1960, the Field of Structural AnalysisWas Restricted to One-Dimensional Elements
 4.1 INTRODUCTION
 Most structural engineers have the impression that two- and three-dimensionalfinite elements are very sophisticated and accurate compared to the one-dimensional frame element. After more than forty years of research in thedevelopment of practical structural analysis programs, it is my opinion that thenon-prismatic frame element, used in an arbitrary location in three-dimensional space, is definitely the most complex and useful element comparedto all other types of finite elements.
 The fundamental theory for frame elements has existed for over a century.However, only during the past forty years have we had the ability to solve largethree-dimensional systems of frame elements. In addition, we now routinelyinclude torsion and shear deformations in all elements. In addition, the finite sizeof connections is now considered in most analyses. Since the introduction ofcomputer analysis, the use of non-prismatic sections and arbitrary memberloading in three-dimensions has made the programming of the element verytedious. In addition, the post processing of the frame forces to satisfy the manydifferent building codes is complex and not clearly defined.
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 4.2 ANALYSIS OF AN AXIAL ELEMENT
 To illustrate the application of the basic equations presented in the previouschapter, the 2 x 2 element stiffness matrix will be developed for the truss elementshown in Figure 4.1.
 Figure 4.1 Tapered Bar Example
 The axial displacements at position s can be expressed in terms of the axialdisplacements at points I and J at the ends of the element. Or:
 )()( IJI uuLs
 usu −+= (4.1)
 The axial strain is by definition su
 s ∂∂=ε . Hence, the strain-displacement
 relationship will be:
 uB=
 −=−=ε
 J
 IIJ u
 u
 LLuu
 L11
 )(1
 (4.2)
 The stress-strain relationship is ε=σ E . Therefore, the element stiffness matrix
 is:
 −
 −== ∫ 11
 11)()()()(
 LAE
 dViii iT BEBk (4.3)
 L=80
 RIuI uI RJ
 1010)(
 ssA −=
 s
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 Because the strain is constant, integration over the element produces the volumeLAa where aA is the average cross-sectional area of the element. If the cross-
 sectional area is constant, the stiffness matrix is exact and the force anddisplacement methods will produce identical results. However, if the area is notconstant, significant errors may be introduced by the formal application of thedisplacement method.
 To illustrate the errors involved in the application of the displacement method, letus assume the following properties:
 E=1,000 ksi 2in0.6=aA 80=L in. 0=Iu kips10=JR
 Hence, the displacement at point J is given by:
 .1333.0 in== Ja
 J REA
 Lu (4.4)
 From equation (4.2), the corresponding constant strain is 0.0016666. Therefore,the constant axial stress is given by:
 ksi667.1=ε=σ E (4.5)
 However, if a force approach is used for the solution of this problem, significantand more accurate results are obtained. From simple statics, the axial stressdistribution is:
 RP=−
 ==σ JJ R
 ssA
 R
 10010
 )((4.6)
 From the force method, the displacement at the end of the member is given by:
 [ ] .1607.0100
 101 80
 0
 in=−
 == ∫∫ RRPCPT dssE
 dVuJ (4.7)
 Note that the end displacement obtained by the displacement method isapproximately 17 percent less than the exact displacement produced by the forcemethod.
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 Of greater significance, however, is the comparison of the axial stressdistribution summarized in Figure 4.2, using both the force and displacementmethods of analysis.
 Figure 4.2 Comparison of Stresses for Force and Displacement Method
 At the end of the tampered rod, the displacement method produces only 33percent of the maximum stress of 5.0 ksi. Of course, if a fine mesh is used, theresults will be closer. Also, if higher order elements are used, with interior points,the displacement method results can be improved significantly. Nevertheless, thisexample clearly illustrates that the force approach should be used to predict thebehavior of one-dimensional elements.
 4.3 TWO-DIMENSIONAL FRAME ELEMENT
 A non-prismatic frame element with axial, bending and shearing deformationswill be developed to illustrate the power of the force method. The displacementmethod has the ability to calculate a stiffness matrix of any element directly interms of all displacement degrees-of-freedom associated with the elements; andthe element automatically includes the rigid body displacement modes of theelement. The force method only allows for the development of the elementflexibility matrix in terms of displacements relative to a stable support system.
 012345
 0 20 40 60 80
 Distance "s"
 Str
 ess FORCE METHOD
 DISPLACEMENTMETHOD
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 The general frame element is composed of any number of non-prismatic framesegments. Each segment can have independent axial, shear or bending properties.Therefore, at the ends of the element, rigid bending segments are possible, withor without shearing and axial deformations. Hence, it is possible to approximatethe behavior of the finite connection area. A typical frame member is shown inFigure 4.3.
 Figure 4.3 Arbitrary, Two-Dimensional Frame Element
 The relative displacements are the axial displacement ∆ , vertical displacementv , and the end rotation θ . The corresponding loads are the axial load P , verticalload V , and the end moment M . At a typical cross-section at location s , theforce-deformation relationship is:
 )()()( sss fCd = , or
 =
 )(
 )(
 )(
 )()(
 )()(
 )()(
 )(
 )(
 )(
 sM
 sV
 sP
 sIsE
 ssAsG
 sAsE
 s
 s
 s
 100
 010
 001
 ψγε
 (4.8)
 All cross-sectional properties, including the effective shear area sA , can varywithin each segment of the frame element.
 M,θ
 Vv,
 P,∆
 iS
 1+iS
 L
 s
 Deformed Position
 Semi RigidSegment
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 The section forces within a typical segment at location s can be expressed
 directly from statics in terms of the arbitrary end forces R . Or:
 RPf )()( ss = , or
 −=
 M
 VP
 sLsM
 sVsP
 10010001
 )()()(
 (4.9)
 The 3 x 3 flexibility matrix as defined by the force method is calculated from:
 ∑ ∫∫+
 ==MAX i
 i
 I
 i
 S
 S
 L
 dsssdsss1
 )()()()()()(0
 sPCPsPCPF TT (4.10)
 It is of interest to note that because of the discontinuity of the properties of thesegments, each segment produces a separate 3 by 3 flexibility matrix. Therefore,Equation (4.10) can be written in the following form:
 ∑=MAXI
 i
 (i)FF , where ∫+
 =1
 )()()()(i
 i
 S
 S
 i dsss sPCPF T (4.11)
 Equation (4.11) can be termed the direct flexibility method, because the segmentflexibility terms are directly added. It should be pointed out that if any cross-sectional stiffness properties are infinite, as defined in Equation (4.9), thecontribution to the flexibility at the end of the element is zero.
 The C and P matrices contain a significant number of zero terms. Therefore, the
 element flexibility matrix for a straight member contains only four independentterms, which are illustrated by:
 =
 MMVM
 VMVV
 P
 FFFF
 F
 00
 00F , (4.12)
 It can easily be shown that the individual flexibility terms are given by thefollowing simple equations:
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 ∑ ∫+
 =MAX I
 i
 I
 i
 S
 S
 P dssAsE
 F1
 )()(1
 (4.13a)
 ∑ ∫+
 +−=
 MAX I
 i
 I
 i
 S
 S sVV ds
 sAsGsIsEsL
 F1
 )()(1
 )()()( 2
 (4.13b)
 ∑ ∫+ −=
 MAX I
 i
 I
 i
 S
 S
 VM dssIsEsL
 F1
 )()()(
 (4.13c)
 ∑ ∫+
 =MAX I
 i
 I
 i
 S
 S
 MM dssIsE
 F1
 )()(1
 (4.13d)
 For frame segments with constant or linear variation of element properties, thoseequations can be evaluated in closed form. For the case of more complexsegment properties, numerical integration may be required. For a prismaticelement without rigid end offsets, those flexibility constants are well-known andreduce to:
 EAL
 FP = (4.14a)
 sVV GA
 LEIL
 F +=3
 3
 (4.14b)
 EIL
 FVM 2
 2
 = (4.14c)
 EIL
 FMM = (4.14d)
 For rectangular cross-sections, the shear area is AAs 65= .
 One can easily consider loading within the segment by calculating the additionalrelative displacements at the end of the element using simple virtual work
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 methods. For this more general case, the total relative displacement will be of thefollowing form:
 θ
 ∆+
 =
 θ
 ∆
 L
 L
 L
 MMVM
 VMVV
 P
 v
 M
 VP
 FF
 FFF
 v
 00
 00 or, LvFRv += (4.15)
 The displacements caused by span loading are designated by Lv . Equation (4.15)
 can be rewritten in terms of the element stiffness as:
 LL r-vv-vr KKK == (4.16)
 The element stiffness is the inverse of the element flexibility, -1FK = , and thefixed-end forces caused by span loading are LL vr K= . Within a computerprogram, those equations are evaluated numerically for each element; therefore,it is not necessary to develop the element stiffness in closed form.
 4.4 THREE-DIMENSIONAL FRAME ELEMENT
 The development of the three-dimensional frame element stiffness is a simpleextension of the equations presented for the two-dimensional element. Bendingand shearing deformations can be included in the normal direction using the sameequations. In addition, it is apparent that the uncoupled torsional flexibility isgiven by:
 ∑ ∫+
 =MAX I
 i
 I
 i
 S
 S
 T dssJsG
 F1
 )()(1
 (4.17)
 The torsional stiffness term, )()( sJsG , can be difficult to calculate for manycross-sections. The use of a finite element mesh may be necessary for complexsections.
 An arbitrary, three-dimensional frame element is shown in Figure 4.4. Note thatonly the six forces at the J end are shown. The six relative displacements at nodeJ have the same positive sign convention as the forces at node J.
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 Figure 4.4 Member Forces in Local Reference Systems
 The 6 by 6 stiffness matrix is formed in the local 1-2-3 coordinate system, asshown in Figure 4.4. The order of the forces and relative deformations are givenby:
 θθφ
 ∆
 =
 3
 2
 3
 2
 5553
 44
 3533
 11
 3
 2
 3
 2
 00000000000000000
 000000000
 T
 v
 v
 kk
 kkk
 k
 MM
 TV
 VP
 6662
 2622
 kk
 kk
 or, JJJ dkf = (4.18)
 The bold terms indicate the shear and bending contributions in the 1-2 plane. Fora curved member in three dimensions, the 6 by 6 k matrix may be full withoutthe existence of any zero terms. Note that the 6 by 6 stiffness matrix formed inthe local system does not have the six rigid body modes.
 The forces acting at node I are not independent and can be expressed in terms ofthe forces acting at node J by the application of the basic equations of statics.Therefore:
 y
 x
 z
 J
 I
 PV2
 12
 3
 LOCALSYSTEM
 T
 V3
 M3
 M2
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 JI
 −−
 −
 −
 −−
 =
 3
 2
 3
 2
 3
 2
 3
 2
 1000001000001000
 01
 0100
 100010
 000001
 MM
 TV
 VP
 L
 L
 L
 L
 MM
 TV
 VP
 or, JTJII fbf = (4.19)
 The twelve forces at both ends of the beam can now be expressed in terms of thesix forces at the J end of the beam by the following submatrix equations:
 J
 TJI
 J
 I fI
 bf
 f
 =
 or, J
 TJI fbf = (4.20)
 Also, from the relationship between the equations of statics and compatibility,the following displacement transformation equation exists:
 JII dbd = (4.21)
 Therefore, the 12 by 12 frame element stiffness, JIk , with respect to the local1-2-3 reference system, is:
 bkbk JT
 JI = (4.22)
 Hence, the force-displacement equations in the local 1-2-3 system can be writtenas:
 JIJIJI ukf = (4.23)
 To use the direct stiffness formulation, it is necessary to transform the localelement stiffness into the global x-y-z reference system. The global 12 by 12stiffness matrix must be formed with respect to the node forces shown in Figure4.5. All twelve node forces R and twelve node displacements u have the samesign convention.
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 Figure 4.5 Frame Member Forces in Absolute Reference System
 The local displacements and forces can be expressed using the elementarydirection cosine matrix given in Appendix A. Or:
 =
 z
 y
 x
 u
 uu
 u
 uu
 V
 3
 2
 1
 and
 =
 2
 2
 1
 f
 ff
 f
 ff
 x
 y
 xTV (4.24)
 Therefore, the final twelve transformation equations are in the following simple4 by 4 submatrix form:
 Tuuu
 V000
 0V00
 00V0
 000V
 u IJIJ =
 = or, (4.25)
 y
 x
 z
 J
 I
 R1
 R2
 R4
 R5
 R6
 R3
 R8 R11
 R12
 R9
 R7
 R10
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 The twelve global equilibrium equations in x-y-z reference system are now givenby:
 LRKuR += (4.26)
 The frame element stiffness matrix is:
 TkTK JIT= (4.27)
 It can be shown that the six fixed-end forces Jr caused by member loads, whichare defined in the local 1-2-3 system, can be transformed to twelve global loadsby:
 JTT
 L rbTR = (4.28)
 It should be pointed out that within most efficient computer programs, formalmatrix multiplication is not used to form the matrices. Programming methods areused to skip most multiplication by zero terms.
 4.5 MEMBER END-RELEASES
 Including member loading in Equation (4.23), the twelve equilibrium equationsin the local IJ reference system can be written as
 IJIJIJIJ rukf += or, without subscripts rkuf += (4.29)
 If one end of the member has a hinge, or other type of release that causes thecorresponding force to be equal to zero, Equation (4.29) requires modification. Atypical equation is of the following form:
 nj
 jnjn rukf += ∑=
 12
 1
 (4.30)
 If we know a specific value of nf is zero because of a release, the corresponding
 displacement nu can be written as:
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 nnj
 jnn
 njn
 jj
 nn
 njn ru
 k
 ku
 k
 ku ++= ∑∑
 +=
 −
 =
 12
 1
 1
 1
 (4.31)
 Therefore, by substitution of equation (4.31) into the other eleven equilibriumequations, the unknown nu can be eliminated and the corresponding row and
 column set to zero. Or:
 IJIJIJIJ rukf += (4.32)
 The terms 0== nn rf and the new stiffness and load terms are equal to:
 nn
 ninii
 nn
 njinijij
 kk
 rrr
 k
 kkkk
 −=
 −=(4.33)
 This procedure can be repeatedly applied to the element equilibrium equationsfor all releases. After the other displacements associated with the element havebeen found from a solution of the global equilibrium equations, thedisplacements associated with the releases can be calculated from Equation(4.31) in reverse order from the order in which the displacements wereeliminated. The repeated application of these simple numerical equations isdefined in Appendix C as static condensation or partial Gauss elimination.
 4.6 SUMMARY
 The force method should be used to develop the stiffness matrices for one-dimensional elements where the internal section stress-resultants can beexpressed, by satisfying equilibrium, in terms of the forces acting on the ends ofthe element. First, the flexibility matrix, with respect to a stable support system,is developed in the element local reference system. Second, this flexibility matrixis inverted to form the element stiffness matrix. Third, the local stiffness matrixis expanded to include the rigid-body displacements and is modified because ofend releases. Finally, the stiffness and load matrices are transformed into theglobal reference system.
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 Bruce Irons, in 1968, Revolutionized the Finite ElementMethod by Introducing a Natural Coordinate
 Reference System
 5.1 INTRODUCTION
 Before development of the Finite Element Method, researchers in the field ofstructural engineering and structural mechanics found “closed form” solutions interms of known mathematical functions of many problems in continuummechanics. However, practical structures of arbitrary geometry, non-homogeneous materials or structures made of several different materials aredifficult to solve by this classical approach.
 Professor Ray Clough coined the terminology “Finite Element Method” in apaper presented in 1960 [1]. This paper proposed to use the method as analternative to the finite difference method for the numerical solution of stressconcentration problems in continuum mechanics. The major purpose of theearlier work at the Boeing Airplane Company published in 1956 [2] was toinclude the skin stiffness in the analysis of wing structures and was not intendedto accurately calculate stresses in continuous structures. The first, fullyautomated, finite element computer program was developed during the period of1961 - 1962 [3].
 It is the author’s opinion that the introduction of the isoparametric elementformulation in 1968 by Bruce Irons [4] was the single most significant
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 contribution to the field of finite element analysis during the past 40 years. Itallowed very accurate, higher-order elements of arbitrary shape to be developedand programmed with a minimum of effort. The addition of incompatibledisplacement modes to isoparametric elements in 1971 was an important, butminor, extension to the formulation [5].
 5.2 A SIMPLE ONE-DIMENSIONAL EXAMPLE
 To illustrate the fundamentals of the isoparametric approach, the one-dimensional, three-node element shown in Figure 5.1 is formulated in a naturalcoordinate reference system.
 R1u1 u2 R210
 6x
 xA −−−−====)( u3 R3
 50 30
 1 3 2
 x
 +ss=-1.0
 -ss=0 s=1.0
 211 s)/s(N −−=
 23 1 sN −=
 212 s)/(sN +=
 1.0
 1.0
 1.0
 A. GLOBAL REFERENCE SYSTEM “X”
 B. ISOPARAMETRIC REFERENCE SYSTEM “s”
 -40
 101 ====A 22 ====A
 0
 Figure 5.1 A Simple Example of an Isoparametric Element
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 The shape functions iN are written in terms of the element isoparametric
 reference system. The "natural" coordinate s has a range of 0.1±=s . The
 isoparametric and global reference systems are related by the followingelementary equation:
 xN )()()()()( 332211 sxsNxsNxsNsx =++≡ (5.1)
 The validity of this equation can be verified at values of 1−=s , 0=s and1=s . No additional mathematical references are required to understand
 Equation (5.1).
 The global displacement can now be expressed in terms of the fundamentalisoparametric shape functions. Or:
 uN )()()()()( 332211 susNusNusNsu =++= (5.2)
 Note that the sum of the shape functions is equal to 1.0 for all values of s ;
 therefore, rigid-body displacement of the element is possible. This is afundamental requirement of all displacement approximations for all types offinite elements.
 The strain-displacement equation for this one-dimensional element is:
 dxds
 dssdu
 dxsdu
 xsu
 x)()()( ==
 ∂∂=ε (5.3)
 You may recall from sophomore calculus that this is a form of the chain rule. Forany value of s the following equations can be written:
 uN(s),s=ds
 sdu )((5.4a)
 Jdsdx == xN(s),s (s) (5.4b)
 Therefore:
 uBuN )()(
 1)(s
 sJdxds
 dssdu
 x === s(s),ε (5.5)
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 From Equation (5.1), the derivatives with respect to the global and isoparametricreference systems are related by:
 dssJdsdx )(== xN s(s), (5.6)
 The 3 by 3 element stiffness can now be expressed in terms of the natural system:
 dssJ )((s)(s)∫+
 −
 =1
 1
 T BEBK (5.7)
 In general, Equation (5.7) cannot be evaluated in closed form. However, it can beaccurately evaluated by numerical integration.
 5.3 ONE-DIMENSIONAL INTEGRATION FORMULAS
 Most engineers have used Simpson’s rule or the trapezoidal rule to integrate afunction evaluated at equal intervals. However, those traditional methods are notas accurate, for the same computational effort, as the Gauss numerical integrationmethod presented in Appendix G. The Gauss integration formulas are of thefollowing form:
 ∫ ∑+
 − =
 ==1
 1
 n
 iii sfWdssfI
 1
 )()( (5.8)
 The Gauss points and weight factors for three different formulas are summarizedin Table 5.1.
 Table 5.1 Gauss Points and Weight Factors for Numerical Integration
 n 1s 1W 2s 2W 3s 3W
 1 0 2
 2 31− 1 31 1
 3 6.0− 95 0 98 6.0 95
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 Note that the sum of the weight factors is always equal to 2. Higher ordernumerical integration formulas are possible. However, for most displacement-based finite element analysis higher order integration is not required. In fact, formany elements, lower order integration produces more accurate results thanhigher order integration.
 For the analysis of the tapered beam, shown in Figure 5.1, the same materialproperties, loading and boundary conditions are used as were used for theexample presented in Section 4.2. The results are summarized in Table 5.2.
 Table 5.2 Summary of Results of Tapered Rod Analyses
 ELEMENT TYPEIntegration
 Order3u
 (%error)1σ
 (%error)2σ
 (%error)3σ
 (%error)
 EXACT 0.1607 1.00 5.00 2.00
 Constant Strain Exact 0.1333(-17.1 %)
 1.67(+67 %)
 1.67(-66 %)
 1.67(-16.5 %)
 3-node isoparametric 2 point 0.1615(+0.5 %)
 0.58(-42 %)
 4.04(-19 %)
 2.31(+15.5 %)
 3-node isoparametric 3 point 0.1609(+0.12 %)
 0.83(-17 %)
 4.67(-6.7 %)
 2.76(+34 %)
 From this simple example, the following conclusions and remarks can be made:
 1. Small errors in displacement do not indicate small errors in stresses.
 2. Lower order integration produces a more flexible structure than the use ofhigher order numerical integration.
 3. If this isoparametric element is integrated exactly, the tip displacement wouldbe less than the exact displacement.
 4. The stresses were calculated at the integration point and extrapolated to thenodes. Every computer program uses a different method to evaluate thestresses within an element. Those methods will be discussed later.
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 5.4 RESTRICTION ON LOCATIONS OF MID-SIDE NODES
 The previous example illustrates that the location of the mid-side node need notbe at the geometric center of the element. However, its location is not completelyarbitrary.
 Equation (5.4b) can be rewritten, with21L
 x −= , 22L
 x = and 23L
 rx = , as
 2)2()(
 LsrsJ −= (5.9)
 where r is the relative location of node 3, with respect to the center of theelement. Equation (5.5) indicates that the strains can be infinite if )(sJ is zero.Also, if )(sJ is negative, it implies that the coordinate transformation between x
 and s is very distorted. For infinite strains at locations 1±=s , the zero singularity
 can be found from:
 02 =± r , or 21±=r (5.10)
 Hence, the mid-side node location must be within the middle one-half of theelement. In the case of two- and three-dimensional elements, mid-side nodesshould be located within the middle one -half of each edge or side.
 At a crack tip, where the physical strains can be very large, it has been proposedthat the elements adjacent to the crack have the mid-side node located at one-fourth the length of the element side. The stresses at the integration points willthen be realistic; and element strain energy can be estimated, which may be usedto predict crack propagation or stability [5].
 5.5 TWO-DIMENSIONAL SHAPE FUNCTIONS
 Two-dimensional shape functions can be written for different elements with anarbitrary number of nodes. The formulation presented here will be for a generalfour-sided element with four to nine nodes. Therefore, one formulation will coverall element types shown in Figure 5.2.
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 Figure 5.2 Four- to Nine-Node Two-Dimensional Isoparametric Elements
 The shape functions, in the natural r-s system, are a product of the one-dimensional functions shown in Figure 5.1. The range of both r and s is 1± . Allfunctions must equal 1.0 at the node and equal zero at all other nodes associatedwith the element. The shape functions shown in Table 5.3 are for the basic four-node element. The table indicates how the functions are modified if nodes 5, 6, 7,8 or 9 exist.
 Table 5.3 Shape Functions for a Four- to Nine-Node 2D Element
 OPTIONAL NODESNODE
 i ir is
 SHAPE FUNCTION
 ),(1 srN 5 6 7 8 9
 1 -1 -1 4/)1)(1(1 srN −−=25N
 −28N
 −49N
 −
 2 1 -1 4/)1)(1(2 srN −+=25N
 −26N
 −49N
 −
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 Table 5.3 Shape Functions for a Four- to Nine-Node 2D Element
 OPTIONAL NODESNODE
 i ir is
 SHAPE FUNCTION
 ),(1 srN 5 6 7 8 9
 3 1 1 4/)1)(1(3 srN ++=26N
 −27N
 −49N
 −
 4 -1 1 4/)1)(1(4 srN +−=27N
 −28N
 −49N
 −
 5 0 -1 2/)1)(1( 25 srN −−=
 29N
 −
 6 1 0 2/)1)(1( 26 srN −+=
 29N
 −
 7 0 1 2/)1)(1( 27 srN +−=
 29N
 −
 8 -1 0 2/)1)(1( 28 srN −−=
 29N
 −
 9 0 0 )1)(1( 229 srN −−=
 If any node from 5 to 9 does not exist, the functions associated with that node arezero and need not be calculated. Note the sum of all shape functions is alwaysequal to 1.0 for all points within the element. Tables with the same format can becreated for the derivatives of the shape functions siri NN , and , . The shapefunctions and their derivatives are numerically evaluated at the integration points.
 The relationship between the natural r-s and local orthogonal x-y systems are bydefinition:
 ∑= ii xNsrx ),( (5.11a)
 ∑= ii yNsry ),( (5.11b)
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 Also, the local x and y displacements are assumed to be of the following form:
 ∑= xiix uNsru ),( (5.12a)
 ∑= yiiy uNsru ),( (5.12b)
 To calculate strains it is necessary to take the derivatives of the displacementswith respect to x and y. Therefore, it is necessary to use the classical chain rule,which can be written as:
 sy
 yu
 sx
 xu
 su
 ry
 yu
 rx
 xu
 ru
 ∂∂
 ∂∂+
 ∂∂
 ∂∂=
 ∂∂
 ∂∂
 ∂∂+
 ∂∂
 ∂∂=
 ∂∂
 or
 ∂∂∂∂
 =
 ∂∂∂∂
 yuxu
 suru
 J (5.13)
 The matrix J is known in mathematics as the Jacobian matrix and can be
 numerically evaluated from:
 =
 =
 ∂∂
 ∂∂
 ∂∂
 ∂∂
 = ∑∑∑∑
 2221
 1211
 ,,,,
 JJJJ
 yNxN
 yNxN
 sy
 sx
 ry
 rx
 isiisi
 iriiriJ (5.14)
 At the integration points the J matrix can be numerically inverted. Or:
 −
 −=−
 1112
 21221 1JJJJ
 JJ (5.15)
 The term J is the determinate of the Jacobian matrix and is:
 ry
 sx
 sy
 rx
 JJJJJ∂∂
 ∂∂−
 ∂∂
 ∂∂=−= 21122211 (5.16)
 Figure 5.3 illustrates the physical significance of this term at any point r and swithin the element. Simple geometry calculations will illustrate that J relates the
 area in the x-y system to the natural reference system. Or:
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 dsdrJdydxdA == (5.17)
 Hence, all the basic finite element equations can be transformed into the naturalreference system and standard numerical integration formulas can be used toevaluate the integrals.
 drds
 drr
 y
 ∂∂
 drr
 x
 ∂∂
 dss
 y
 ∂∂
 dss
 x
 ∂∂
 x
 y
 dsdrJdA(s,r)=
 r
 y
 s
 x
 s
 y
 r
 xJ
 ∂∂
 ∂∂−
 ∂∂
 ∂∂=
 Area in x-y System
 Figure 5.3 True Area in Natural Reference System
 5.6 NUMERICAL INTEGRATION IN TWO DIMENSIONS
 Numerical integration in two dimensions can be performed using the one-dimensional formulas summarized in Table 5.1. Or:
 ∑∑∫ ∫ ==− − i j
 jijiji srJsrfWWdsdrsrJsrfI ),(),(),(),(1
 1
 1
 1
 (5.18)
 Note that the sum of the weighting factors, jiWW , equals four, the natural areaof the element. Most computer programs use 2 by 2 or 3 by 3 numericalintegration formulas. The fundamental problem with this approach is that forcertain elements, the 3 by 3 produces elements that are too stiff and the 2 by 2produces stiffness matrices that are unstable, or, rank deficient using matrixanalysis terminology. Using a 2 by 2 formula for a nine-node element producesthree zero energy displacement modes in addition to the three zero energy rigidbody modes. One of these zero energy modes is shown in Figure 5.4.
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 9 Node Element2 by 2 Integration Zero Energy Mode
 Figure 5.4 A Zero Energy Hourglass Displacement Mode
 For certain finite element meshes, these zero energy modes may not exist afterthe element stiffness matrices have been added and boundary conditions applied.In many cases, however, inaccurate results may be produced if reducedintegration is used for solid elements. Because of those potential problems, theauthor recommends the use of true two-dimensional numerical integrationmethods that are accurate and are always more numerically efficient. Therefore,Equation (5.18) can be written as
 ∑∫ ∫ ==− − i
 iiiii srJsrfWdsdrsrJsrfI ),(),(),(),(1
 1
 1
 1
 (5.19)
 Eight- and five-point formulas exist and are summarized in Figure 5.5.
 If αW = 9/49, the eight-point formula gives the same accuracy as the 3 by 3Gauss product rule, with less numerical effort. On the other hand, if αW = 1.0 theeight-point formula reduces to the 2 by 2 Gauss product rule. If one wants tohave the benefits of reduced integration, without the introduction of zero energymodes, it is possible to let αW = 0.99. Note that the sum of the weight factorsequals four.

Page 85
                        

5-12 STATIC AND DYNAMIC ANALYSIS
 Figure 5.5 Eight- and Five-Point Integration Rules
 The five point formula is very effective for certain types of elements. It has theadvantage that the center point, which in my opinion is the most importantlocation in the element, can be assigned a large weight factor. For example, if
 0W is set to 224/81, the other four integration points are located at 6.0±=α ,
 with weights of iW = 5/9, which are the same corner points as the 3 by 3 Gauss
 rule. If 0W is set to zero, the five-point formula reduces to the 2 by 2 Gauss rule.
 5.7 THREE-DIMENSIONAL SHAPE FUNCTIONS
 One can easily extend the two-dimensional approach, used to develop the 4- to 9-node element, to three dimensions and create an 8- to 27-node solid element, asshown in Figure 5.6.
 ααβ α
 α
 β
 α
 α
 αβ
 α
 β
 α
 W
 W
 W
 WW
 W
 3
 22
 3
 1.0
 1.0?
 −=
 =
 −==
 α
 α
 αW
 WW
 W
 3
 1.0
 4/1.0
 ?
 0
 0
 =
 −==
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 Figure 5.6 Eight- to 27-Node Solid Element
 Three-dimensional shape functions are products of the three basic one-dimensional functions and can be written in the following form:
 ),(),(),(),,( iiiiii ttgssgrrgtsrG = (5.20)
 The terms iii tsr and , are the natural coordinates of node “i.” The one-dimensional functions in the r, s and t direction are defined as:
 existnot does node if
 if
 if
 igrrrrgg
 rrrrrgg
 i
 iii
 iiii
 00)1(),(
 1)1(21
 ),(
 2
 ==+==
 ±=+==
 (5.21)
 Using this notation, it is possible to program a shape function subroutine directlywithout any additional algebraic manipulations. The fundamental requirement ofa shape function is that it has a value of 1.0 at the node and is zero at all othernodes. The node shape function is the basic node shape function ig corrected tobe zero at all nodes by a fraction of the basic shape functions at adjacent nodes.
 The shape functions 81 NN and for the 8-corner nodes are:
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 8/4/2/ 27ggggN FEii −−−= (5.22a)
 The shape functions 209 NN and for the 12-edge nodes are:
 4/2/ 27gggN Fii −−= (5.22b)
 The shape functions 2621 NN and for the 6 center nodes of each face are:
 2/27ggN ii −= (5.22c)
 The shape function for the node at the center of the element is:
 2727 gN = (5.22d)
 The term Eg is the sum of the g values at the three adjacent edges. The term Fgis the sum of the g values at the center of the three adjacent faces.
 The 27-node solid element is not used extensively in the structural engineeringprofession. The major reason for its lack of practical value is that almost thesame accuracy can be obtained with the 8-node solid element, with the additionof corrected incompatible displacement modes, as presented in the next chapter.The numerical integration can be 3 by 3 by 3 or 2 by 2 by 2 as previouslydiscussed. A nine-point, third-order, numerical integration formula can be usedfor the eight-node solid element with incompatible modes and, is given by:
 αα α
 3W
 1 and =−== 8/1?, 00 WWW (5.23)
 The eight integration points are located at α±=α±=α±= tsr and , and the
 center point is located at the center of the element. If 00 =W the formula reducesto the 2 by 2 by 2. If 3/160 =W the other eight integration points are located ateight nodes of the element, .3/11 =±= αα W and
 5.8 TRIANGULAR AND TETRAHEDRAL ELEMENTS
 The constant strain plane triangular element and the constant strain solidtetrahedral element should never be used to model structures. They are
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 numerically inefficient, compared to the computational requirements of higherorder elements, and do not produce accurate displacements and stresses.However, the six-node plane triangular element and the ten-node solid tetrahedralelement, shown in Figure 5.7, are accurate and numerically efficient. The reasonfor their success is that their shape functions are complete second orderpolynomials.
 Figure 5.7 Six-Node Plane Triangle and Ten-Node Solid Tetrahedral Elements
 They are used extensively for computer programs with special mesh generationor automatic adaptive mesh refinement. They are best formulated in area andvolume coordinate systems. For the details and basic formulation of theseelements see Cook [5].
 5.9 SUMMARY
 The use of isoparametric, or natural, reference systems allows the developmentof curved, higher-order elements. Numerical integration must be used to evaluateelement matrices because closed form solutions are not possible for non-rectangular shapes. Elements must have the appropriate number of rigid-bodydisplacement modes. Additional zero energy modes may cause instabilities andoscillations in the displacements and stresses. Constant strain triangular andtetrahedral elements should not be used because of their inability to capture stressgradients. The six-node triangle and ten-node tetrahedral elements produceexcellent results.
 A. SIX-NODE TRIANGLE B. TEN-NODE TETRAHEDRAL
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6.
 INCOMPATIBLE ELEMENTS
 When Incompatible Elements Were Introduced in 1971,Mathematics Professor Strang of MIT Stated
 “In Berkeley, Two Wrongs Make a Right”
 6.1 INTRODUCTION
 In the early years of the development of the Finite Element Method, researchersin the fields of Mathematics, Structural Engineering and Structural Mechanicsconsidered that displacement compatibility between finite elements wasabsolutely mandatory. Therefore, when the author first introduced incompatibledisplacements into rectangular isoparametric finite elements at a conference in1971 [1], the method was received with great skepticism by fellow researchers.The results for both displacements and stresses for rectangular elements werevery close to the results from the nine-node isoparametric element. The twotheoretical crimes committed were displacement compatibility was violated andthe method was not verified with examples using non-rectangular elements [2].As a consequence of these crimes, Bruce Irons introduced the patch testrestriction and the displacement compatible requirement was eliminated [3].
 In 1976 a method was presented by Taylor to correct the incompatibledisplacement mode; he proposed using a constant Jacobian during the integrationof the incompatible modes so that the incompatibility elements passed the patchtest [4]. However, the results produced by the non-rectangular isoparametricelement were not impressive.

Page 91
                        

6-2 STATIC AND DYNAMIC ANALYSIS
 In 1986 Simo and Rafai introduced the B bar method to correct the strainsproduced by incompatible displacements, achieving excellent results for non-rectangular elements [5]. Since that time the use of incompatible lower-orderelements has reduced the need for reduced integration and the use of very high-order isoparametric elements. Many of these new elements, based on correctedincompatible displacement modes, are summarized in this book.
 6.2 ELEMENTS WITH SHEAR LOCKING
 The simple four-node isoparametric element does not produce accurate results formany applications. To illustrate this deficiency, consider the rectangular element,shown in Figure 6.1, subjected to pure bending loading.
 Figure 6.1 Basic Equilibrium Errors in Four-Node Plane Element
 xσ yσ
 yxτ xyux ≈ 0=uy
 Compatible Finite Element
 Displacements
 F
 F F
 F
 y
 x
 a a
 b
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 It is apparent that the compatible four-point rectangular element producessignificant errors in both displacements and stresses when subjected to simplestress gradients. Shear-locking is the term used to describe the development ofshear stresses when the element is subjected to pure bending. In addition to theshear stress problem, an error in the vertical stress is developed because of thePoisson’s ratio effect. The exact displacements, which allow the element tosatisfy internal equilibrium, are of the form:
 xycux 1= and )1()1(2
 3
 2
 2
 −+
 −=
 by
 cax
 cuy (6.1)
 These displacements allow the shear strain to be zero at all points within theelement. Also, the neutral axis must move vertically, thereby reducing thevertical stresses to zero.
 6.3 ADDITION OF INCOMPATIBLE MODES
 The motivation for the addition of incompatible displacement modes, ofmagnitude jα , is to cancel the stresses associated with the error terms defined inEquation (6.1). Or, in terms of the r-s natural reference system, the newdisplacement shape functions for the four-node isoparametric element are:
 )1()1(
 )1()1(
 24
 23
 4
 1
 22
 21
 4
 1
 sruNu
 sruNu
 xyi
 iy
 xii
 ix
 −α+−α+=
 −α+−α+=
 ∑
 ∑
 =
 = (6.2)
 Hence, the strain-displacement equation for an incompatible element can bewritten as:
 [ ]
 = α
 uBBd IC (6.3)
 If we let [ ]xyyx γεε=Td and [ ]xyyx τσσ=Tf , the strain energy within
 the incompatible element is given as:
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 ∫∫∫ α+== dVdVdVW IT
 CTT BfuBfdf
 21
 21
 21
 (6.4)
 To pass the patch test, the strain energy associated with the incompatible modesmust be zero for a state of constant element stress. Hence, for a state of constantstress, the following equation must be satisfied:
 ∫ =α 021
 dVIT Bf or ∫ = 0dVIB (6.5)
 This can be satisfied if we add a constant correction matrix ICB to the IBmatrix and to form a new strain-displacement, ICII BBB += , so that thefollowing equation is satisfied:
 ∫ =+ 0)( dVICI BB or, ∫ =+ 0ICI BB VdV (6.6)
 The volume of the element is V. Hence, the correction matrix can be calculatedfrom:
 ∫−= dVV IIC BB1
 (6.7)
 This is a very general approach and can be used to add any number ofincompatible displacement modes, or strain patterns, to all types of isoparametricelements. The same numerical integration formula should be used to evaluateEquation (6.7) as is used in calculating the element stiffness matrix.
 6.4 FORMATION OF ELEMENT STIFFNESS MATRIX
 In the minimization of the potential energy the forces associated with theincompatible displacement modes α are zero. Therefore, the elementequilibrium equations are given by:
 =
 αu
 kk
 kk
 0
 f
 IIIC
 CICCc (6.8)
 The individual sub-matrices within the element stiffness matrix are given by:
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 dVC
 TCCC BEBk ∫= (6.9a)
 dVI
 TCCI BEBk ∫= (6.9b)
 dVC
 TIIC BEBk ∫= (6.9c)
 dVI
 TIII BEBk ∫= (6.9d)
 Using static condensation [6] the incompatible displacement modes areeliminated before assembly of the element stiffness matrices. Or:
 ukf CC = (6.10)
 Therefore, the element stiffness matrix is given by:
 IC1
 IICICCC kkkkk −−= (6.11)
 Symbolically, Equation (6.11) is correct; however, it should be pointed out thatmatrix inversion and matrix multiplication are not used in the static condensationalgorithm as presented in Section 4.5 for the modification of frame elementstiffness because of moment end releases.
 6.5 INCOMPATIBLE TWO-DIMENSIONAL ELEMENTS
 The addition of the incompatible shape functions, )1()1( 22 rs −− and , to xu and
 yu displacement approximations is very effective for plane rectangular elements.Therefore, for quadrilaterals of arbitrary shape, the following displacementapproximation has been found to be effective:
 yii
 ixyi
 iy
 xii
 ixii
 ix
 NuNu
 NuNu
 α+=
 α+=
 ∑∑
 ∑∑
 ==
 ==6
 5
 4
 1
 6
 5
 4
 1 (6.12)
 The incompatible shape functions are:
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 26
 25
 1
 1
 sN
 rN
 −=
 −=(6.13)
 The four incompatible modes increase computational time required to form theelement stiffness matrix; however, the improvement in accuracy is worth theadditional calculations.
 6.6 EXAMPLE USING INCOMPATIBLE DISPLACEMENTS
 To illustrate the accuracy of both compatible and incompatible elements in twodimensions, the cantilever beam shown in Figure 6.2 is analyzed assuming amoment and concentrated forces acting at the end of the cantilever.
 Figure 6.2 Beam Modeled with Distorted Mesh
 An element shape sensitivity study can be accomplished using different distortionfactors. Table 6.1 presents a summary of the results.
 Table 6.1 Results of Analysis of Cantilever Beam
 TIP MOMENT LOADING TIP SHEAR LOADING
 Mesh
 Distortion
 Factor “a”
 Number of
 Incompatible
 Modes
 Normalized
 Tip
 Displacement
 Normalized
 Maximum
 Stress At
 Support
 Normalized Tip
 Displacement
 Normalized
 Maximum
 Stress At
 Support
 EXACT - 1.000 1.000 1.000 1.000
 0 0 0.280 0.299 0.280 0.149
 M V
 L=5
 a
 a
 E=1,500 25.0=υ
 d=2
 L=5

Page 96
                        

INCOMPATIBLE ELEMENTS 6-7
 Table 6.1 Results of Analysis of Cantilever Beam
 TIP MOMENT LOADING TIP SHEAR LOADING
 Mesh
 Distortion
 Factor “a”
 Number of
 Incompatible
 Modes
 Normalized
 Tip
 Displacement
 Normalized
 Maximum
 Stress At
 Support
 Normalized Tip
 Displacement
 Normalized
 Maximum
 Stress At
 Support
 0 4 1.000 1.000 0.932 0.750
 1 4 0.658 0.638 0.706 0.600
 2 4 0.608 0.657 0.688 0.614
 It is apparent that the classical four-node, rectangular, compatible isoparametricelement, without incompatible modes, produces very poor results. The use of thisclassical element can produce significant errors that may have serious practicalengineering consequences. One notes that the stresses may be less than 20percent of the correct value.
 The addition of four parabolic shape functions produces the exact values ofdisplacements and stresses for rectangular elements resulting from constantmoment loading. However, because of tip shear loading, the maximum stress hasa 25 percent error. In addition, as the element is distorted, the accuracy of bothdisplacements and stresses is reduced by 30 to 40 percent.
 It should be noted that all elements pass the patch test and will converge to theexact solution, as the mesh is refined. It appears that the plane quadrilateralelements, with eight incompatible displacement modes, will converge faster thanthe lower-order elements.
 6.7 THREE-DIMENSIONAL INCOMPATIBLE ELEMENTS
 The classical eight-node, hexahedral displacement compatible element has thesame shear-locking problem as the classical, four-node plane element. Theaddition of nine incompatible shape functions has proven effective for threedimensional, eight-node, hexahedral elements. Or:
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 ∑∑
 ∑∑
 ∑∑
 +=
 +=
 +=
 =
 =
 =
 11
 9
 8
 1
 11
 9
 8
 1
 11
 9
 8
 1
 yiixii
 iz
 yiiyii
 iy
 xiixii
 ix
 aNuNu
 aNuNu
 aNuNu
 (6.14)
 The three additional incompatible shape functions are:
 211
 210
 29
 1
 1
 1
 tN
 sN
 rN
 −=
 −=
 −=
 (6.15)
 The 2 by 2 by 2 integration formula previously presented for three-dimensionalisoparametric elements has been found to be effective for the eight-nodehexahedral element with nine additional incompatible modes.
 6.8 SUMMARY
 Because of the serious problem associated with shear-locking, the classicalcompatible four-node quadrilateral and eight-node hexahedral elements shouldnot be used to simulate the behavior of real structures. It has been demonstratedthat the addition of incompatible displacement modes, corrected to pass the patchtest, significantly enhances the performance of quadrilateral and hexahedralisoparametric elements.
 The nine-node quadrilateral and the 27-node hexahedral elements are accurateand can be improved by adding corrected incompatible modes. For example,cubic modes can be added to the nine-node plane element in which the exactresults can be calculated, for tip shear loading, using only one element to model acantilever beam [7].
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7.
 BOUNDARY CONDITIONS AND
 GENERAL CONSTRAINTS
 The Specification of Known Joint DisplacementsReduces the Number of Equations to be Solved
 7.1 INTRODUCTION
 The fundamentals of structural analysis and mechanics as applied to the linearstatic analysis have been summarized in the first several chapters of this book.However, additional computational and modeling techniques used to solvespecial problems remain to be presented.
 It has been established that the displacement method, where the jointdisplacements and rotations are the unknowns, generates a system of jointequilibrium equations. Both statically determinate and statically indeterminatestructures are solved by the displacement method. The global stiffness matrix isthe sum of element stiffness matrices and can be formed with respect to allpossible joint displacement degrees of freedom. The minimum number ofsupports required for a stable system is that which will prevent rigid bodymovement of the structure.
 There are several reasons that the general displacement method is not used fornon-computer calculations. For most problems, the solution of a large number ofequations is required. Also, to avoid numerical problems, a large number of
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 significant figures is required if both bending and axial deformations are includedin the analysis of frame structures. One notes that the two traditionaldisplacement analysis methods, moment distribution and slope-deflection,involve only moments and rotations. When those traditional displacementmethods are extended to more general frame-type structures, it is necessary to setthe axial deformations to zero; which, in modern terminology, is the applicationof a displacement constraint.
 It has been shown that for the development of finite element stiffness matrices itis necessary to introduce approximate displacement shape functions. Based onthe same shape functions, it is possible to develop constraints between differentcoarse and fine finite element meshes in two and three dimensions.
 7.2 DISPLACEMENT BOUNDARY CONDITIONS
 One of the significant advantages of the displacement method is the ease inspecifying displacement boundary conditions. Consider the following set of Nequilibrium equations formed including the displacements associated with thesupports:
 RKu = Or, in subscript notation NiRuK i
 N
 jij j
 ,...11
 ==∑=
 (7.1)
 If a particular displacement nu is known and is specified, the corresponding load,or reaction nR , is unknown. Hence, the N-1 equilibrium equations are written as:
 NniuKRuK
 niuKRuK
 nini
 N
 njij
 nini
 n
 jij
 j
 j
 ,...1
 1,...1
 1
 1
 1
 +=−=
 −=−=
 ∑
 ∑
 +=
 −
 = or, RuK = (7.2)
 This simple modification to the stiffness and load matrices is applied to eachspecified displacement and the nth row and column are discarded. For a fixedsupport, where the displacement is zero, the load vectors are not modified. Thosemodifications, resulting from applied displacements, can be applied at the
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 element level, before formation of the global stiffness matrix. After alldisplacements have been calculated, the load associated with the specifieddisplacements can be calculated from the discarded equilibrium equation. Thissame basic approach can be used where the displacements are specified as afunction of time.
 It should be apparent that it is not possible to specify both nu and nR at thesame degree of freedom. One can design a structure so that a specifieddisplacement will result from a specified load; therefore, this is a structuraldesign problem and not a problem in structural analysis.
 7.3 NUMERICAL PROBLEMS IN STRUCTURAL ANALYSIS
 Many engineers use large values for element properties when modeling rigidparts of structures. This can cause large errors in the results for static anddynamic analysis problems. In the case of nonlinear analysis the practice of usingunrealistically large numbers can cause slow convergence and result in longcomputer execution times. Therefore, the purpose of this section is to explain thephysical reasons for those problems and to present some guidelines for theselection of properties for stiff elements.
 Elements with infinite stiffness and rigid supports do not exist in real structures.We can only say that an element, or a support, is stiff relative to other parts of thestructure. In many cases, the relative stiffness of what we call a rigid element is10 to 1,000 times the stiffness of the adjacent flexible elements. The use of theserealistic values will not normally cause numerical problems in the analysis of thecomputer model of a structure. However, if a relative value of 1020 is used, asolution may not be possible, because of what is known as truncation errors.
 To illustrate truncation errors, consider the simple three-element model shown inFigure 7.1.
 u 1 , F 1 u 2 , F 2
 k K k
 Figure 7.1 Example to Illustrate Numerical Problems
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 The equilibrium equations for this simple structure, written in matrix form, arethe following:
 =
 +−
 −+
 2
 1
 2
 1
 FF
 uu
 kKKKkK
 (7.3)
 Most structural analysis programs are written in double precision, and thestiffness terms have approximately 15 significant figures and can be in the rangeof 10-308 to 10+308. Therefore, if the stiff element has a stiffness of K=1020 k, theterm K+k is truncated to K and the equilibrium equations are singular and cannotbe solved. If K=1012 k, approximately 12 significant figures are lost and thesolution is accurate to approximately three significant figures. The equationsolvers used in the well-written structural analysis programs can sometimesdetect this type of error and warn the user. However, for large systems, this typeof error can be cumulative and is not always detected by the computer program.
 This problem can be avoided by using realistic stiffness values, or by usingconstraints in the place of very stiff elements. This is one reason the rigid floordiaphragm constraint is often used in the solution of multistory buildings,because the in-plane stiffness of the floor system is often several orders-of-magnitude greater than the bending stiffness of the columns that connect the stifffloor slabs.
 In nonlinear dynamic analysis, iteration is often used to satisfy equilibrium at theend of each time step. If elements have a large stiffness change during the timestep, the solution can oscillate about the converged solution for alternateiterations. To avoid this convergence problem, it is necessary to select realisticstiffness values; or displacement constraints can be activated and deactivatedduring the incremental solution.
 7.4 GENERAL THEORY ASSOCIATED WITH CONSTRAINTS
 Structural engineers have used displacement constraints in structural analysis forover a century. For example, the two dimensional portal frame shown in Figure7.2 has six displacement degrees of freedom (DOF). Therefore, six independentjoint loads are possible.

Page 103
                        

CONSTRAINTS 7-5
 Figure 7.2 Utilization of Displacement Constraints in Portal Frame Analysis
 Using hand calculations and the slope-deflection method, it is common practiceto neglect axial deformations within the three members of the portal frame. Inmathematical notation, those three constraint equations can be written as:
 12
 2
 1
 0
 0
 xx
 y
 y
 uu
 u
 u
 =
 =
 =
 (7.4)
 As a result of these constraints, the following load assumptions must be made:
 211
 2
 1
 0
 0
 xxx
 y
 y
 RRR
 R
 R
 +=
 =
 =
 (7.5)
 Note the similarities between the displacement compatibility conditions,Equation (7.4), and the force equilibrium requirements, Equation (7.5).
 From this simple example, the following general comments can be made:
 APPLICATION OF
 3 CONTRAINTS
 1 2 1 2
 111
 111
 ,,
 ,,
 θ
 θ
 RRR
 uuu
 yx
 yx
 6 DOF 3 DOF
 222
 222
 ,,
 ,,
 θ
 θ
 RRR
 uuu
 yx
 yx
 211
 211
 ,,
 ,,
 θθ
 θθ
 RRR
 uuu
 x
 x
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 1. The application of a constraint equation must be justified by a physicalunderstanding of structural behavior. In this case, we can say that the axialdeformations are small compared to lateral deformation 1xu . Also, the axialdeformations in the columns do not cause significant bending forces withinthe other members of the structure. In addition, vertical loads cannot beapplied that can cause horizontal displacements in the real structure.
 2. In general, for each application of a constraint equation, one global jointdisplacement degree of freedom is eliminated.
 3. The force association with each axial deformation, which has been set tozero, cannot be calculated directly. Because the axial deformation has beenset to zero, a computer program based on a displacement method willproduce a zero axial force. This approximation can have seriousconsequences if “automatic code design checks” are conducted by thecomputer program.
 4. The constraint equations should be applied at the element stiffness levelbefore addition of element stiffness matrices to the global joint equilibriumequations.
 7.5 FLOOR DIAPHRAGM CONSTRAINTS
 Many automated structural analysis computer programs use master-slaveconstraint options. However, in many cases the user’s manual does not clearlydefine the mathematical constraint equations that are used within the program. Toillustrate the various forms that this constraint option can take, let us consider thefloor diaphragm system shown in Figure 7.3.
 The diaphragm, or the physical floor system in the real structure, can have anynumber of columns and beams connected to it. At the end of each member, at thediaphragm level, six degrees of freedom exist for a three-dimensional structurebefore introduction of constraints.
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 Figure 7.3 Rigid Diaphragm Approximation
 Field measurements have verified for a large number of building-type structuresthat the in-plane deformations in the floor systems are small compared to theinter-story horizontal displacements. Hence, it has become common practice toassume that the in-plane motion of all points on the floor diaphragm move as arigid body. Therefore, the in-plane displacements of the diaphragm can beexpressed in terms of two displacements, )(m
 xu and )(myu , and a rotation about the
 z-axis, )(mzu θ .
 In the case of static loading, the location of the master node (m) can be at anylocation on the diaphragm. However, for the case of dynamic earthquake loading,the master node must be located at the center of mass of each floor if a diagonalmass matrix is to be used. The SAP2000 program automatically calculates thelocation of the master node based on the center of mass of the constraint nodes.
 As a result of this rigid diaphragm approximation, the following compatibilityequations must be satisfied for joints attached to the diaphragm:
 A. Typical Joint “I” on Floor System in x-y Plane
 )(iyu)(i
 zu
 )(ixuθ
 )(ixu
 )(izuθ )(i
 yuθ
 )(myu
 )(izu
 )(ixuθ
 )(mxu
 )(mzuθ
 )(iyuθ
 B. Master-Slave Constraints
 )(izuθ
 x(i)y(i)
 ?
 m
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 )()()()(
 )()()()(
 mz
 imy
 iy
 mz
 imx
 ix
 uxuu
 uyuu
 θ
 θ
 +=
 −=(7.6)
 The rotation )(izuθ may or may not be constrained to the rigid body rotation of the
 diaphragm. This decision must be based on how the beams and columns arephysically connected to the floor system. In the case of a steel structure, thestructural designer may specify that the floor slab is released in the vicinity of thejoint, which would allow the joint to rotate independently of the diaphragm. Onthe other hand, in the case of a poured-in-place concrete structure, wherecolumns and beams are an intricate part of the floor system, the followingadditional constraint must be satisfied:
 )()( mz
 iz uu θθ = (7.7)
 Or in matrix form, the displacement transformation is:
 −=
 θθθ)(
 )(
 )(
 )(
 )(
 )(
 )(
 )(
 )(
 001001
 mz
 my
 mx
 iz
 i
 i
 iz
 iy
 ix
 uu
 u
 ux
 y
 uu
 u
 or, )()()( mii uTu = (7.8)
 If displacements are eliminated by the application of constraint equations, theloads associated with those displacements must also be transformed to the masternode. From simple statics the loads applied at joint “i” can be moved to themaster node “m” by the following equilibrium equations:
 )()()()()()(
 )()(
 )()(
 iy
 iix
 iiz
 miz
 iy
 miy
 ix
 mix
 RxRyRR
 RR
 RR
 +−=
 =
 =
 θθ
 (7.9)
 Or in matrix form. the load transformation is:
 −=
 θθ)(
 )(
 )(
 )()()(
 )(
 )(
 1010001
 iz
 iy
 ix
 iimiz
 miy
 mix
 RRR
 xyRRR
 Or, )()()( iimi T
 RTR = (7.10)
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 Again, one notes that the force transformation matrix is the transpose of thedisplacement transformation matrix.
 The total load applied at the master point will be the sum of the contributionsfrom all slave nodes. Or:
 )()()()( ii
 i
 mim T
 RTRR ∑∑ == (7.11)
 Now, consider a vertical column connected between joint i at level m and joint jat level m+1, as shown in Figure 7.4. Note that the location of the master nodecan be different for each level.
 Figure 7.4 Column Connected Between Horizontal Diaphragms
 j
 i
 m
 m+1
 )( jy
 )( jx
 )(iy)(ix
 DOF at i and j
 DOF at m and m+1
 zuθ
 zuθ
 xuyu
 xuθ
 yuθzu
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 From Equation (7.6) it is apparent that the displacement transformation matrixfor the column is given by
 −
 −
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 +θ
 θ
 θ
 θ
 +
 +θ
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 θ
 θ
 θ
 θ
 θ
 θ
 θ
 θ
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 (7.12)
 Or in symbolic form:
 Bud = (7.13)
 The displacement transformation matrix is 12 by 14 if the z-rotations are retainedas independent displacements. The new 14 by 14 stiffness matrix, with respect tothe master and slave reference systems at both levels, is given by:
 BkBK T= (7.14)
 where k is the initial 12 by 12 global stiffness matrix for the column. It shouldbe pointed out that the formal matrix multiplication, suggested by Equation(7.14), need not be conducted within a computer program. Sparse matrixoperations reduce the numerical effort significantly.
 In the case of a beam at a diaphragm level, the axial deformation will be set tozero by the constraints, and the resulting 8 by 8 stiffness matrix will be in

Page 109
                        

CONSTRAINTS 7-11
 reference to six rotations and two vertical displacements. Therefore, the force inthe beam element will be zero.
 7.6 RIGID CONSTRAINTS
 There are several different types of constraints that require displacements at onepoint to be related to displacements at another point. The most general form of athree-dimensional rigid constraint is illustrated in Figure 7.5.
 Figure 7.5 Rigid Body Constraints
 The points i, j and m are all points on a body that can be considered to movewith six rigid body displacements. Any point in space can be considered as themaster node for static loading; however, for dynamic analysis, the master nodemust be at the center of the mass if we wish to restrict our formulation to adiagonal mass matrix.
 It is apparent from the fundamental equations of geometry that all pointsconnected to the rigid body are related to the displacements of the master node bythe following equations:
 )( jyu)( j
 zu
 )( jxuθ
 )( jxu
 )( jzuθ )( j
 yuθ
 )(iyu)(i
 zu
 )(ixuθ
 )(ixu
 )(izuθ )(i
 yuθ
 x
 y
 z
 i
 j
 m
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 mz
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 (7.15)
 The constraint equations for point j are identical to matrix Equation (7.15) with ireplaced with j.
 7.7 USE OF CONSTRAINTS IN BEAM-SHELL ANALYSIS
 An example that illustrates the practical use of a three-dimensional rigidconstraint is the beam-slab system shown in Figure 7.6.
 Figure 7.6 Connection of Beam to Slab by Constraints
 It is realistic to use four-node shell elements to model the slab and two-nodebeam elements to model the beam. Both elements have six DOF per node.However, there are no common nodes in space to directly connect the twoelement types. Therefore, it is logical to connect node i, at the mid-surface of theslab, with point j at the neutral axis of the beam with a rigid constraint. If theseconstraints are enforced at the shell nodes along the axis of the beam, it willallow the natural interaction of the two element types. In addition to reducing the
 i
 j
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 number of unknowns, it avoids the problem of selecting an effective width of theslab. Also, it allows non-prismatic beams, where the neutral axis in not on astraight line, to be realistically modeled. To maintain compatibility between thebeam and slab, it may be necessary to apply the rigid-body constraint at severalsections along the axis of the beam.
 7.8 USE OF CONSTRAINTS IN SHEAR WALL ANALYSIS
 Another area in which the use of constraints has proven useful is in the analysisof perforated concrete shear walls. Consider the two-dimensional shear wallshown in Figure 7.7a.
 Figure 7.7 Beam-Column Model of Shear Wall
 Many engineers believe that the creation of a two-dimensional finite elementmesh, as shown in Figure 7.7b, is the best approach to evaluate the displacementsand stresses within the shear wall. In the author’s opinion, this approach may notbe the best for the following reasons:
 A. SHEAR WALL WITH LINE LOADS B. FINITE ELEMENT MODEL
 C. DEFINE BEAMS & COLUMNS D. BEAM-COLUMN MODEL
 COLUMNS
 RIGID ZONES
 BEAMS
 3 DOF PERRIGID ZONE
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 1. As previously illustrated, the use of four-node plane elements for frameanalysis does not accurately model linear bending. The approximation ofconstant shear stress within each element makes it very difficult to capturethe parabolic shear distribution that exists in the classical frame element.
 2. If a very fine mesh is used, the linear finite element solution will producenear infinite stresses at the corners of the openings. Because the basicphilosophy of reinforced concrete design is based on cracked sections, it isnot possible to use the finite element results directly for design.
 3. Using common sense and a physical insight into the behavior of thestructure, it is possible to use frame elements to create a very simple modelthat accurately captures the behavior of the structure and directly producesresults that can be used to design the concrete elements.
 Figure 7.7c illustrates how the shear wall is reduced to a frame element modelinterconnected with rigid zones. The columns are first defined by identifyingregions of the structure that have two stress-free vertical sides. The beams arethen defined by identifying areas that have two stress-free horizontal sides. Thelength of each beam and column should be increased by approximately 20percent of the depth of the element to allow for deformations near the ends of theelements. The remaining areas of the structure are assumed to be rigid in-plane.
 Based on these physical approximations, the simple model, shown in Figure 7.7d,is produced. Each rigid area will have three DOF, two translations and tworotations. The end of the frame elements must be constrained to move with theserigid areas. Therefore, this model has only 12 DOF. Additional nodes within theframe elements may be required to accurately model the lateral loading.
 7.9 USE OF CONSTRAINTS FOR MESH TRANSITIONS
 It is a fact that rectangular elements are more accurate than arbitrary quadrilateralelements. Also, regular eight-node prisms are more accurate than hexahedralelements of arbitrary shape. Therefore, there is a motivation to use constraints toconnect a fine mesh with coarse mesh.
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 Figure 7.8 Use of Constraints to Merge Different Finite Element Meshes
 To illustrate the use of constraints to merge different sized elements, consider thethree-dimensional finite element shown in Figure 7.8.
 The easiest method to generate the mesh shown in Figure 7.8 is to use completelydifferent numbering systems to generate the coarse and fine mesh areas of thefinite element model. The two sections can then be connected by displacementconstraints. To satisfy compatibility, it is necessary that the fine mesh beconstrained to the coarse mesh. Therefore, the shape functions of the surface ofthe coarse mesh must be used to evaluate the displacements at the nodes of thefine mesh. In this case, the 36 DOF of the12 fine mesh nodes, numbers 21 to 32,are related to the displacements at nodes 13 to 16 by 36 equations of thefollowing form:
 1616151514141313 uNuNuNuNuc +++= (7.16)
 The equation is applied to the x, y and z displacements at the 12 points. Thebilinear shape functions, Ni, are evaluated at the natural coordinates of the 12points. For example, the natural coordinates for node 25 are r = 0 and s = 1/3. Itis apparent that these displacement transformations can automatically be formed
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 and applied within a computer program. This approach has been used incomputer programs that use adaptive mesh refinement.
 7.10 LAGRANGE MULTIPLIERS AND PENALTY FUNCTIONS
 In rigid-body mechanics the classical approach to specify displacementconstraints is by using Lagrange multipliers. A more recent approach used incomputational mechanics is to use penalty functions, within the variationalformulation of the problem, to enforce constraint conditions.
 The penalty method can be explained using a simple physical approach in whichthe constraint is enforced using a semi-rigid element. To illustrate this approachEquation (7.17) can be written as:
 uBcc eeuuNuNuNuN =≈=−+++ or, 01616151514141313 (7.17)
 An equation of this form can be written for all degrees of freedom at theconstraint node. The displacement transformation matrix cB is a 1 by 5 matrixfor each constraint displacement. For the constraint equation to be satisfied, theerror e must be zero, or a very small number compared to the otherdisplacements in the equation. This can be accomplished by assigning a largestiffness ck , or penalty term, to the error in the constraint equation. Hence, theforce associated with the constraint is ekf cc = and the 5 by 5 constraint elementstiffness matrix can be written as:
 ccTcc k BBk = (7.18)
 As the value of ck is increased, the error is reduced and the strain energy withinthe constraint element will approach zero. Therefore, the energy associated withthe constraint element can be added directly to the potential energy of the systembefore application of the principle of minimum potential energy.
 It should be pointed out that the penalty term should not be too large, ornumerical problems may be introduced, as illustrated in Figure 7.1. This can beavoided if the penalty term is three to four orders-of-magnitude greater than thestiffness of the adjacent elements.
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 The Lagrange multiplier approach adds the constraint equations to the potentialenergy. Or:
 ∑=
 λ+−=ΩJ
 jjj
 121
 uBRuKuu TT (7.19)
 where jλ is defined as the Lagrange multiplier for the constraint j. After thepotential energy is minimized with respect to each displacement and eachLagrange multiplier, the following set of equations is produced:
 =
 0
 Ru
 0B
 BKλT (7.20)
 The number of equations to be solved is increased by “J” additional equations.Equation (7.20) has both equilibrium equations and equations of geometry. Also,the symmetric matrix is not positive-definite. Therefore, pivoting may berequired during the solution process. Hence, the penalty method is the preferableapproach.
 7.11 SUMMARY
 Traditionally, constraints were used to reduce the number of equations to besolved. At the present time, however, the high speed of the current generation ofinexpensive personal computers allows for the double-precision solution ofseveral thousand equations within a few minutes. Hence, constraints should beused to avoid numerical problems and to create a realistic model that accuratelypredicts the behavior of the real structure.
 Constraint equations are necessary to connect different element types together. Inaddition, they can be very useful in areas of mesh transitions and adaptive meshrefinement.
 Care must be exercised to avoid numerical problems if penalty functions are usedto enforce constraints. The use of Lagrange multipliers avoids numericalproblems; however, additional numerical effort is required to solve the mixed setof equations.
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 PLATE BENDING ELEMENTS
 Plate Bending is a Simple Extension of Beam Theory
 8.1 INTRODUCTION
 Before 1960, plates and slabs were modeled using a grid of beam elements formany civil engineering structures. Only a small number of “closed form”solutions existed for plates of simple geometry and isotropic materials. Even atthe present time many slab designs are based on grid models. This classicalapproximate approach, in general, produces conservative results because itsatisfies statics and violates compatibility. However, the internal moment andshear distribution may be incorrect. The use of a converged finite elementsolution will produce a more consistent design. The fundamental differencebetween a grid of beam elements and a plate-bending finite element solution isthat a twisting moment exists in the finite element model; whereas, the gridmodel can only produce one-dimensional torsional moments and will notconverge to the theoretical solution as the mesh is refined.
 The following approximations are used to reduce the three-dimensional theory ofelasticity to govern the behavior of thin plates and beams:
 1. It is assumed that a line normal to the reference surface (neutral axis) of theplate (beam) remains straight in the loaded position. This displacementconstraint is the same as stating that the in-plane strains are a linear functionin the thickness direction. This assumption does not require that the rotation
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 of the normal line to be equal to the rotation of the reference surface; hence,transverse shear deformations are possible.
 2. In addition, the normal stress in the thickness direction, which is normallyvery small compared to the bending stresses, is assumed to be zero for bothbeams and plates. This is accomplished by using plane stress materialproperties in-plane as defined in Chapter 1. Note that this approximationallows Poisson’s ratio strains to exist in the thickness direction.
 3. If the transverse shearing strains are assumed to be zero, an additionaldisplacement constraint is introduced that states that lines normal to thereference surface remain normal to the reference surface after loading.This approximation is attributed to Kirchhoff and bears his name.
 Classical thin plate theory is based on all three approximations and leads to thedevelopment of a fourth order partial differential equation in terms of the normaldisplacement of the plate. This approach is only possible for plates of constantthickness. Many books and papers, using complicated mathematics, have beenwritten based on this approach. However, the Kirchhoff approximation is notrequired to develop plate bending finite elements that are accurate, robust andeasy to program. At the present time, it is possible to include transverse shearingdeformations for thick plates without a loss of accuracy for thin plates.
 In this chapter, plate bending theory is presented as an extension of beam theory(see Appendix F) and the equations of three-dimensional elasticity. Hence, noprevious background in plate theory is required by the engineer to fullyunderstand the approximations used. Several hundred plate-bending finiteelements have been proposed during the past 30 years. However, only oneelement will be presented here. The element is a three-node triangle or a four-node quadrilateral and is formulated with and without transverse shearingdeformations. The formulation is restricted to small displacements and elasticmaterials. Numerical examples are presented to illustrate the accuracy of theelement. The theory presented here is an expanded version of the plate bendingelement first presented in reference [1] using a variational formulation.
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 8.2 THE QUADRILATERAL ELEMENT
 First, the formulation for the quadrilateral element will be considered. The sameapproach applies to the triangular element. A quadrilateral of arbitrary geometry,in a local x-y plane, is shown in Figure 8.1. Note that the parent four-nodeelement, Figure 8.1a, has 16 rotations at the four node points and at the mid-pointof each side. The mid-side rotations are then rotated to be normal and tangentialto each side. The tangential rotations are then set to zero, reducing the number ofdegrees-of-freedom to 12, Figure 8.1b. The sides of the element are constrainedto be a cubic function in zu and four displacements are introduced at the cornernodes of the element, Figure 8.1c. Finally, the mid-side rotations are eliminatedby static condensation, Figure 8.1d, and a 12 DOF element is produced.
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 Figure 8.1 Quadrilateral Plate Bending Element
 The basic displacement assumption is that the rotation of lines normal to thereference plane of the plate is defined by the following equations:
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 The eight-node shape functions are given by:
 4/)1)(1(1 srN −−= 4/)1)(1(2 srN −+=
 4/)1)(1(3 srN ++= 4/)1)(1(4 srN +−=
 2/)1)(1( 25 srN −−= 2/)1)(1( 2
 6 srN −+= (8.2)
 2/)1)(1( 27 srN +−= 2/)1)(1( 2
 8 srN −−=
 Note that the first four shape functions are the natural bilinear shape functions fora four-node quadrilateral. The four shape functions for the mid-side nodes are anaddition to the bilinear functions and are often referred to as hierarchicalfunctions. A typical element side ij is shown in Figure 8.2.
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 Figure 8.2 Typical Element Side
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 The tangential rotations are set to zero and only the normal rotations exist.Therefore, the x and y components of the normal rotation are given by:
 ijijy
 ijijx
 θαθθαθ
 ∆−=∆
 ∆=∆
 cos
 sin(8.3)
 Hence, Equation (8.1) can be rewritten as:
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 The number of displacement degrees-of-freedom has now been reduced from 16to 12, as indicated in Figure 8.1b. The three-dimensional displacements, asdefined in Figure 8.3 with respect to the x-y reference plane, are:
 Figure 8.3 Positive Displacements in Plate Bending Element
 xux,
 yuy, zuz,
 h
 xθ
 yθ
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 ),(),(
 ),(),(
 srzsru
 srzsru
 xy
 yx
 θθ
 −=
 =(8.5)
 Note that the normal displacement of the reference plane ),( sruz has not beendefined as a function of space. Now, it is assumed that the normal displacementalong each side is a cubic function. From Appendix F, the transverse shear strainalong the side is given by:
 ijjizizjij 32
 - ) + ( 21
 - )u - u( L1
 = θθθγ ∆ (8.6)
 From Figure 8.2, the normal rotations at nodes i and j are expressed in terms ofthe x and y rotations. Or, Equation (8.6) can be written as:
 ijyjyiij
 xjxiij
 zizjij 32
 - ) + ( 2
 ) + ( 2
 - )u - u( L1
 = θθθα
 θθα
 γ ∆+cossin
 (8.7)
 This equation can be written for all four sides of the element.
 It is now possible to express the node shears in terms of the side shears. A typicalnode is shown in Figure 8.4.
 Figure 8.4 Node Point Transverse Shears
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 The two mid-side shears are related to the shears at node i by the following straintransformation:
 iyz
 xz
 kiki
 ijij
 ki
 ij
 =
 γγ
 αααα
 γγ
 sincossincos
 (8.8)
 Or, in inverse form:
 −
 −=
 ki
 ij
 ijij
 kiki
 iyz
 xz
 γγ
 αααα
 γγ
 cossincossin
 det1
 (8.9)
 where ijkikiij αααα sincossincosdet −= .
 The final step in determining the transverse shears is to use the standard four-node bilinear functions to evaluate the shears at the integration point.
 8.3 STRAIN-DISPLACEMENT EQUATIONS
 Using the three-dimensional strain-displacement equations, the strains within theplate can be expressed in terms of the node rotations. Or:
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 θθγ
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 =∂
 ∂=
 (8.10)
 Therefore, at each integration point the five components of strain can beexpressed in terms of the 16 displacements, shown in Figure 8.2c, by an equationof the following form:
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 Hence, the strain-displacement transformation matrix is a product of twomatrices in which one is a function of z only.
 8.4 THE QUADRILATERAL ELEMENT STIFFNESS
 From Equation (8.11), the element stiffness matrix can be written as:
 ∫∫ == dADdV T bbEBBk T (8.12)
 where
 dzD T∫= aEa (8.13)
 After integration in the z-direction, the 5 by 5 force-deformation relationship fororthotropic materials is of the following form:
 =
 yz
 xz
 xy
 yy
 xx
 yz
 xz
 xy
 yy
 xx
 DDDDD
 DDDDDDDDDDDDDDD
 DDDDD
 VV
 MMM
 γγψψψ
 5554535251
 4544434241
 3534333131
 2524232221
 1514131211
 (8.14)
 The moments M and shears resultant V are forces per unit length. As in thecase of beam elements, the deformations associated with the moment are thecurvature ψ . For isotropic plane stress materials, the non-zero terms are givenby:
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 8.5 SATISFYING THE PATCH TEST
 For the element to satisfy the patch test, it is necessary that constant curvaturesbe produced if the node displacements associated with constant curvature areapplied. Equation (8.11) can be written in the following form:
 ∆∆∆∆
 ====
 θ
 θθ
 γγψψψ
 wy
 x
 yz
 xz
 xy
 yy
 xx
 2221
 1211
 bb
 bb(8.16)
 where, for a quadrilateral element, 11b is a 3 by 12 matrix associated with the 12node displacements ( wyx ,,θθ ) and 12b is a 3 by 4 matrix associated with theincompatible 4 normal side rotations ( θ∆ ). In order that the element satisfies theconstant moment patch test, the following modification to 12b must be made:
 ∫−= dAA 1212121
 bbb (8.17)
 The development of this equation is presented in the chapter on incompatibleelements, Equation (6.4).
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 8.6 STATIC CONDENSATION
 The element 16 by 16 stiffness matrix for the plate bending element withshearing deformations is obtained by numerical integration. Or:
 == ∫
 2221
 1211T
 KK
 KKDBBK dA (8.18)
 where 22K is the 4 by 4 matrix associated with the incompatible normalrotations.
 The element equilibrium equations are of the following form:
 =
 ∆
 0
 Fu
 KK
 KK
 2221
 1211
 θ(8.19)
 where F is the 12 node forces. Because the forces associated with θ∆ must be
 zero, those deformation degrees-of-freedom can be eliminated, by staticcondensation, before assembly of the global stiffness matrix. Therefore, the 12 by12 element stiffness matrix is not increased in size if shearing deformations areincluded. This quadrilateral (or triangular) plate bending element, including sheardeformations, is defined in this book as the Discrete Shear Element, or DSE.
 8.7 TRIANGULAR PLATE BENDING ELEMENT
 The same approximations used to develop the quadrilateral element are appliedto the triangular plate bending element with three mid-side nodes. The resultingstiffness matrix is 9 by 9. Approximately 90 percent of the computer program forthe quadrilateral element is the same as for the triangular element. Only differentshape functions are used and the constraint associated with the fourth side isskipped. In general, the triangle is stiffer than the quadrilateral.
 8.8 OTHER PLATE BENDING ELEMENTS
 The fundamental equation for the discrete shear along the sides of an element isgiven by Equation (8.6). Or:
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 θθθγ ∆ 32
 - ) + ( 21
 - )u - u( L1
 = jizizjij (8.20)
 If θ∆ is set to zero at the mid-point of each side, shearing deformations are still
 included in the element. However, the internal moments within the element areconstrained to a constant value for a thin plate. This is the same as the PQ2element given in reference [1], which is based on a second order polynomialapproximation of the normal displacement. The displacements produced by thiselement tend to have a small error; however, the internal moments for a coarsemesh tend to have a significant error. Therefore, this author does not recommendthe use of this element.
 If the shear is set to zero along each side of the element, the following equation isobtained:
 ) + ( - )w - w( L
 = jiij θθθ43
 23∆ (8.21)
 Hence, it is possible to directly eliminate the mid-side relative rotations directlywithout using static condensation. This approximation produces the DiscreteKirchhoff Element, DKE, in which transverse shearing deformations are set tozero. It should be noted that the DSE and the DKE for thin plates converge atapproximately the same rate for both displacements and moments. For manyproblems, the DSE and the DKE tend to be more flexible than the exact solution.
 8.9 NUMERICAL EXAMPLES
 Several examples are presented to demonstrate the accuracy and convergenceproperties of quadrilateral and triangular plate bending elements with and withouttransverse shear deformations. A four-point numerical integration formula is usedfor the quadrilateral element. A three-point integration formula is used for thetriangular element.
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 8.9.1 One Element Beam
 To illustrate that the plate element reduces to the same behavior as classical beamtheory, the cantilever beam shown in Figure 8.5 is modeled as one element that is2 inches thick. The narrow element is 6 inches by 0.2 inch in plan.
 0.2”
 6.0”
 2.0”
 1.0 k
 E=10,000 ksi
 G=3,846 ksi
 Figure 8.5 Cantilever Beam Modeled using One Plate Element
 The end displacements and base moments are summarized in Table 8.1 forvarious theories.
 Table 8.1 Displacement and Moment for Cantilever Beam
 THEORY and ELEMENT Tip Displacement(inches)
 Maximum Moment(kip-in.)
 Beam Theory 0.0000540 6.00
 Beam Theory with Shear Deformation 0.0000587 6.00
 DSE Plate Element 0.0000587 6.00
 DKE Plate Element 0.0000540 6.00
 PK2 Plate Element – Ref. [1] 0.0000452 3.00

Page 128
                        

PLATE BENDING ELEMENTS 8-13
 This example clearly indicates that one plate element can model a one-dimensional beam without the loss of accuracy. It is worth noting that many plateelements with shear deformations, which are currently used within computerprograms, have the same accuracy as the PQ2 element. Hence, the user mustverify the theory and accuracy of all elements within a computer program bychecking the results with simple examples.
 8.9.2 Point Load On Simply Supported Square Plate
 To compare the accuracy of the DSE and DKE as the elements become very thin,a 4 by 4 mesh, as shown in Figure 8.6, models one quadrant of a square plate.Note that the normal rotation along the pinned edge is set to zero. This “hard”boundary condition is required for the DSE. The DKE yields the same results forboth hard and soft boundary conditions at the pinned edge.
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 Figure 8.6 Point Load at Center of Simply Supported Square Plate
 The maximum displacement and moment at the center of the plate aresummarized in Table 8.2. For a thin plate without shear displacements, thedisplacement is proportional to 1/h3. Therefore, to compare results, thedisplacement is normalized by the factor h3. The maximum moment is not afunction of thickness for a thin plate. For this example, shearing deformations areonly significant for a thickness of 1.0. The exact thin-plate displacement for thisproblem is 1.160, which is very close to the average of the DKE and the DSE
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 results. Hence, one can conclude that DSE converges to an approximate thinplate solution as the plate becomes thin. However, DSE does not converge for acoarse mesh to the same approximate value as the DKE.
 Table 8.2 Convergence of Plate Elements – 4 by 4 Mesh – Point Load
 Displacement times h3 Maximum MomentThickness, h
 DKE DSE DKE DSE
 1 1.195 1.383 0.3545 0.4273
 0.1 1.195 1.219 0.3545 0.4269
 0.01 1.195 1.218 0.3545 0.4269
 0.001 1.195 1.218 0.3545 0.4269
 0.0001 1.195 1.218 0.3545 0.4269
 To demonstrate that the two approximations converge for a fine mesh, a 16 by 16mesh is used for one quadrant of the plate. The results obtained are summarizedin Table 8.3.
 Table 8.3 Convergence of Plate Element –16 by 16 Mesh – Point Load
 Displacement times h3 Maximum MomentThickness h
 DKE DSE DKE DSE
 1 1.163 1.393 0.5187 0.5704
 0.01 1.163 1.164 0.5187 0.5295
 0.0001 1.163 1.164 0.5187 0.5295
 One notes that the DKE and DSE displacements converge to the approximatelysame value for a point load at the center of the plate. However, because of stresssingularity, the maximum moments are not equal, which is to be expected.
 8.9.3 Uniform Load On Simply Supported Square Plate
 To eliminate the problem associated with the point load, the same plate issubjected to a uniform load of 1.0 per unit area. The results are summarized in
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 Table 8.4. For thin plates, the quadrilateral DKE and DSE displacements andmoments agree to three significant figures.
 Table 8.4 Convergence of Quad Plate Elements –16 by 16 Mesh -
 Uniform Load
 Displacement times h3 Maximum MomentThickness h
 DKE DSE DKE DSE
 1 9.807 10.32 1.142 1.144
 0.01 9.807 9.815 1.142 1.144
 0.0001 9.807 9.815 1.142 1.144
 8.9.4 Evaluation of Triangular Plate Bending Elements
 The accuracy of the triangular plate bending element can be demonstrated byanalyzing the same square plate subjected to a uniform load. The plate ismodeled using 512 triangular elements, which produces a 16 by 16 mesh, witheach quadrilateral divided into two triangles. The results are summarized in Table8.5. For thin plates, the quadrilateral DKE and DSE displacements and momentsagree to four significant figures. The fact that both moments and displacementsconverge to the same value for thin plates indicates that the triangular elementsmay be more accurate than the quadrilateral elements for both thin and thickplates. However, if the triangular mesh is changed by dividing the quadrilateralon the other diagonal the results are not as impressive.
 Table 8.5 Convergence of Triangular Plate Elements –- Uniform Load
 Displacement times h3 Maximum MomentThickness h
 DKE DSE DKE DSE
 1 9.807 10.308 1.145 1.145
 0.01 9.807 9.807 1.145 1.145
 0.0001 9.807 9.807 1.145 1.145
 0.0001* 9.800 9.807 1.142 1.145
 * Quadrilateral divided on other diagonal
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 It should be noted, however, that if the triangular element is used in shellanalysis, the membrane behavior of the triangular shell element is very poor andinaccurate results will be obtained for many problems.
 8.9.5 Use of Plate Element to Model Torsion in Beams
 For one-dimensional beam elements, the plate element can be used to model theshear and bending behavior. However, plate elements should not be used tomodel the torsional behavior of beams. To illustrate the errors introduced by thisapproximation, consider the cantilever beam structure shown in Figure 8.7subjected to a unit end torque.
 FIXED END
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 E=10,000,000
 30.0====ν
 T=1.0
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 x
 0====xzτ
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 0====yzγ
 Figure 8.7 Beam Subjected to Torsion Modeled by Plate Elements
 The results for the rotation at the end of the beam are shown in Table 8.6.
 Table 8.6 Rotation at End of Beam Modeled using Plate Elements
 DKE DSEY-ROTATION
 1 x 6 9 x 9 1 x 6 9 x 9
 free 0.0284 0.0233 0.2368 0.1249
 fixed 0.0227 0.0218 0.0849 0.0756
 The exact solution, based on an elasticity theory that includes warpage of therectangular cross section, is 0.034 radians. Note that the shear stress and strain
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 boundary conditions shown in Figure 8.6 cannot be satisfied exactly by plateelements regardless of the fineness of the mesh. Also, it is not apparent if the y-rotation boundary condition should be free or set to zero
 For this example, the DKE element does give a rotation that is approximately 68percent of the elasticity solution; however, as the mesh is refined, the results arenot improved significantly. The DSE element is very flexible for the coarsemesh. The results for the fine mesh are stiffer. Because neither element is capableof converging to the exact results, the torsion of the beam should not be used as atest problem to verify the accuracy of plate bending elements. Triangularelements produce almost the same results as the quadrilateral elements.
 8.10 SUMMARY
 A relatively new and robust plate bending element has been summarized in thischapter. The element can be used for both thin and thick plates, with or withoutshearing deformations. It has been extended to triangular elements andorthotropic materials. The plate bending theory was presented as an extension ofbeam theory and three-dimensional elasticity theory. The DKE and DSE arecurrently used in the SAFE, FLOOR and SAP2000 programs.
 In the next chapter, a membrane element will be presented with three DOF pernode, two translations and one rotation normal to the plane. Based on the bendingelement presented in this chapter and membrane element presented in the nextchapter, a general thin or thick shell element is presented in the followingchapter.
 8.11 REFERENCES
 1. Ibrahimbegovic, Adnan. 1993. “Quadrilateral Elements for Analysis of Thickand Thin Plates,” Computer Methods in Applied Mechanics and Engineering.Vol. 110 (1993). 195-209.
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 Rotations Must Be Compatible Between Beam,Membrane and Shell Elements
 9.1 INTRODUCTION
 The complex nature of most buildings and other civil engineering structuresrequires that frame, plate bending and membrane elements exist in the samecomputer model. The three-dimensional beam element normally has six degrees-of-freedom per nodethree displacements and three rotations per node. Theplate bending element, presented in the previous chapter, has two rotations in theplane of the element and one displacement normal to the element at each node.The standard plane stress element, used to model the membrane behavior in shellelements, has only two in-plane displacements at each node and cannot carrymoments applied normal to the plane of the element.
 A frame element embedded normal to a shear wall or slab is very common in themodeling of buildings and many other types of structural systems. It is possibleto use a constraint to transfer the frame element moment to a force-coupleapplied in the plane of the element. However, for shells connected to edge beamsand many other common types of structural systems, there is a need for amembrane element that has a normal rotation as a basic DOF at each node.
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 The search for a membrane element with normal rotations was a fruitlessendeavor for the first 30 years of the development of finite element technology.Within the last 15 years, however, a practical quadrilateral element has evolved.Rather than refer to the many research papers (summarized in reference [1]) thatled to the development of the element currently used in the general structuralanalysis program SAP2000, the fundamental equations will be developed in thischapter. In addition, numerical examples will be presented to illustrate theaccuracy of the element.
 9.2 BASIC ASSUMPTIONS
 The development of the membrane element is very similar to the plate bendingelement presented in the previous chapter. The quadrilateral element is shown inFigure 9.1.
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 Figure 9.1 Quadrilateral Membrane Element with Normal Rotations
 Development of the element can be divided into the following four steps:
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 1. The starting point is the nine-node quadrilateral element, 16 DOF, shown inFigure 9.1a.
 2. The next step is to rotate the mid-side relative displacements to be normaland tangential to each side and to set the relative tangential displacement tozero, reducing the element to the 12 DOF shown in Figure 9.1b.
 3. The third step is to introduce parabolic normal displacement constraints toeliminate the four mid-side normal displacements and to introduce fourrelative normal rotations at the nodes shown in Figure 9.1c.
 4. The final step is to convert the relative normal rotations to absolute valuesand to modify the shape functions to pass the patch test. This results in the 12by 12 element stiffness with respect to the 12 DOF shown in Figure 9.1d.
 9.3 DISPLACEMENT APPROXIMATION
 The basic assumption is that in-plane x and y displacements are defined by thefollowing equations:
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 The eight shape functions are given by:
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 The first four shape functions are the natural bilinear shape functions for a four-node quadrilateral and are not zero at nodes 5 to 8. The last four shape functionsfor the mid-side nodes and center node are an addition to the bilinear functionsand are referred to as hierarchical functions.
 9.4 INTRODUCTION OF NODE ROTATION
 A typical element side ij is shown in Figure 9.2.
 If it is asfollowing
 iu∆
 Because displacem
 Figure 9.2 Typical Side of Quadrilateral Element
 sumed that the relative normal displacement of the side is parabolic, the equation must be satisfied:
 )(8 ijij
 j
 Lθθ ∆−∆= (9.3)
 the tangential mid-side displacement is zero, the global relative mid-sideents are given by:
 ijαiju∆∆∆∆
 yu∆∆∆∆
 xu∆∆∆∆
 i
 j
 8,7,6,5====m
 1,4,3,2====j
 4,3,2,1====iijL
 22 )()( ijijij yyxxL −−−−++++−−−−====
 iθ∆∆∆∆
 jθ∆∆∆∆
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 (9.4)
 Equation (9.4) can be applied to all four sides and the global displacements,Equation (9.1), can be written as:
 ∑∑
 ∑∑
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 ∆+=
 ∆+=
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 4
 1
 8
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 4
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 ),(),(),(
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 iiyi
 iyiiy
 iixi
 ixiix
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 θ
 θ
 (9.5)
 Therefore, the system has been reduced to 12 DOF.
 9.5 STRAIN-DISPLACEMENT EQUATIONS
 The strain-displacement equations can now be constructed from the followingfundamental equations:
 x
 u
 yu
 y
 u
 xu yx
 xyy
 yx
 x ∂∂
 +∂
 ∂=
 ∂∂
 =∂
 ∂= γεε and, (9.6)
 Alternatively, the 3 by 12 strain-displacement equations written in sub matrixform are the following:
 [ ]
 ∆
 =
 θγεε
 uBB 1211
 xy
 y
 x
 (9.7)
 In order that the element satisfies the constant stress patch test, the followingmodification to the 3 by 4 12B matrix must be made:
 ∫−= dAA 1212121
 BBB (9.8)
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 The development of this equation is presented in the chapter on incompatibleelements, Equation (6.4).
 9.6 STRESS-STRAIN RELATIONSHIP
 The stress-strain relationship for orthotropic plane stress materials can be writtenas:
 =
 xy
 y
 x
 xy
 y
 x
 DDDDDD
 DDD
 γεε
 τσσ
 333231
 232221
 131211
 (9.9)
 The only restriction on the stress-strain matrix is that it must be symmetric andpositive definite.
 9.7 TRANSFORM RELATIVE TO ABSOLUTE ROTATIONS
 The element 12 by 12 stiffness matrix for a quadrilateral element with normalrotations is obtained using four-point numerical integration. Or:
 ∫= dVDBBK T(9.10)
 The stiffness matrix for the membrane element, as calculated from Equation(9.9), has four unknown relative rotations at the nodes. An examination of theproperties of the stiffness matrix indicates that it has a zero energy mode inaddition to the three rigid body modes. This spurious deformation mode, relativeto the rigid-body rotation of the element, is shown in Figure 9.3.
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 Figure 9.3 Zero Energy Displacement Mode
 The zero energy displacement mode has equal rotations at all nodes and zeromid-side displacements. To eliminate this mode, it is only necessary to add arank one matrix to the element stiffness matrix that has stiffness associated withthe mode. From the elasticity definition of rotation, the absolute rotation at thecenter of the element, or an estimation of the rigid-body rotation of the element,can be calculated from:
 ub00 21 =
 ∂
 ∂−
 ∂∂
 =x
 u
 yu yxθ (9.11)
 where 0b is a 1 by 12 matrix. The difference between the absolute rotation andthe average relative rotation at the center of the element is:
 ub0
 4
 10 )0,0( =∆−= ∑
 =i
 iiNd θθ (9.12)
 A stiffness 0k (or a penalty term) can now be assigned to this deformation to
 create, using one point integration, the following rank one stiffness matrix:
 0000000 bbbbK TT VolkdVk == ∫ (9.13)
 Experience with the solution of a large number of problems indicates that thefollowing value for rotational stiffness is effective:
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 330 025.0 Dk = (9.14)
 where 33D is the shear modulus for isotropic materials. When this rank onematrix is added to the 12 by 12 stiffness matrix, the zero energy mode is removedand the node rotation is converted to an absolute rotation.
 9.8 TRIANGULAR MEMBRANE ELEMENT
 The same approximations used to develop the quadrilateral element are appliedto the triangular element with three mid-side nodes. The resulting stiffness matrixis 9 by 9. Approximately 90 percent of the computer program for thequadrilateral element is the same as for the triangular element. Only differentshape functions are used and the constraint associated with the fourth side isskipped. However, the triangle is significantly more stiff than the quadrilateral. Infact, the accuracy of the membrane behavior of the triangle with the drillingdegrees of freedom is nearly the same as the constant strain triangle.
 9.9 NUMERICAL EXAMPLE
 The beam shown in Figure 9.4 is modeled with two membrane elements withdrilling degrees-of-freedom.
 M V
 L=5
 a
 a
 E=1,500 25.0=υ
 d=2
 L=5
 Figure 9.4 Beam Modeled with Distorted Elements
 Results for both displacements and stresses are summarized in Table 9.1.
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 Table 9.1. Results of Analysis of Cantilever Beam
 TIP MOMENT LOADING TIP SHEAR LOADINGMeshDistortion
 Factor“a”
 NormalizedTip
 Displacement
 NormalizedMaximumStress AtSupport
 NormalizedTip
 Displacement
 NormalizedMaximum Stress
 At Support
 Exact 1.000 1.000 1.000 1.000
 0 1.000 1.000 0.958 0.750
 1 0.502 0.675 0.510 0.601
 2 0.280 0.627 0.303 0.557
 For rectangular elements subjected to end moment, the exact results are obtainedand “shear locking” does not exist. For a tip shear loading, the displacements arein error by only 4 percent; however, the bending stresses are in error by 25percent. This behavior is almost identical to the behavior of plane elements withincompatible modes. As the element is distorted, the displacements and stressesdeteriorate. All results were obtained using four-point integration.
 The end moment can be applied as two equal and opposite horizontal forces atthe end of the beam. Or, one half of the end moment can be applied directly astwo concentrated moments at the two end nodes. The results for the two differentmethods of loading are almost identical. Therefore, standard beam elements canbe attached directly to the nodes of the membrane elements with normalrotational DOF.
 9.10 SUMMARY
 The membrane plane stress element presented in this chapter can be used toaccurately model many complex structural systems where frame, membrane andplate elements interconnect. The quadrilateral element produces excellent results.However, the performance of the triangular membrane element is very poor.
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10.
 SHELL ELEMENTS
 All Shell Elements Are Approximate anda Special Case of Three-Dimensional Elasticity
 10.1 INTRODUCTION
 The use of classical thin shell theory for problems of arbitrary geometry leads tothe development of higher order differential equations that, in general, can onlybe solved approximately using the numerical evaluation of infinite series.Therefore, a limited number of solutions exist only for shell structures withsimple geometric shapes. Those solutions provide an important function in theevaluation of the numerical accuracy of modern finite element computerprograms. However, for the static and dynamic analysis of shell structures ofarbitrary geometry, which interact with edge beams and supports, the finiteelement method provides the only practical approach at this time.
 Application of the finite element method for the analysis of shell structuresrequires that the user have an understanding of the approximations involved inthe development of the elements. In the previous two chapters, the basic theoryof plate and membrane elements has been presented. In this book, both the plateand membrane elements were derived as a special case of three-dimensionalelasticity theory, in which the approximations are clearly stated. Therefore, usingthose elements for the analysis of shell structures involves the introduction ofvery few new approximations.
 Before analyzing a structure using a shell element, one should always considerthe direct application of three-dimensional solids to model the structure. For
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 example, consider the case of a three-dimensional arch dam. The arch dam maybe thin enough to use shell elements to model the arch section with six degrees-of-freedom per node; however, modeling the foundation requires the use of solidelements. One can introduce constraints to connect the two element typestogether. However, it is simpler and more accurate to use solid elements, withincompatible modes, for both the dam and foundation. For that case, only oneelement in the thickness direction is required, and the size of the element usedshould not be greater than two times the thickness. Because one can now solvesystems of over one thousand elements within a few minutes on a personalcomputer, this is a practical approach for many problems.
 10.2 A SIMPLE QUADRILATERAL SHELL ELEMENT
 The two-dimensional plate bending and membrane elements presented in theprevious two chapters can be combined to form a four-node shell element asshown in Figure 10.1.
 X
 Z
 Y
 + =x
 xθyθ
 zu
 z
 y
 xθyθ
 zu
 xuyu
 zθ
 PLATE BENDING ELEMENT + MEMBRANE ELEMENT = SHELL ELEMENT
 xuyu
 zθ
 x
 z
 y
 LOCAL REFERENCE xyz SYSTEM GLOBAL X YZ REFERENCE SYSTEM
 Figure 10.1 Formation of Flat Shell Element
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 It is only necessary to form the two element stiffness matrices in the local xyzsystem. The 24 by 24 local element stiffness matrix, Figure 10.1, is thentransformed to the global XYZ reference system. The shell element stiffness andloads are then added using the direct stiffness method to form the globalequilibrium equations.
 Because plate bending (DSE) and membrane elements, in any plane, are specialcases of the three-dimensional shell element, only the shell element needs to beprogrammed. This is the approach used in the SAP2000 program. As in the caseof plate bending, the shell element has the option to include transverse shearingdeformations.
 10.3 MODELING CURVED SHELLS WITH FLAT ELEMENTS
 Flat quadrilateral shell elements can be used to model most shell structures if allfour nodes can be placed at the mid-thickness of the shell. However, for someshells with double curvature this may not be possible. Consider the shell structureshown in Figure 10.2.
 MID SURFACE OF SHELL
 FLAT SHELL ELEMENT
 d
 d
 dd
 Shell Structure With Double Curvature Typical Flat Shell Element
 1
 2
 3
 4
 Figure 10.2 Use of Flat Elements to Model Arbitrary Shells

Page 146
                        

10-4 STATIC AND DYNAMIC ANALYSIS
 The four input points 1, 2 3 and 4 that define the element are located on the mid-surface of the shell, as shown in Figure 10.2. The local xyz coordinate system isdefined by taking the cross product of the diagonal vectors. Or, 4231 −−= VVVz .The distance vector d is normal to the flat element and is between the flatelement node points and input node points at the mid-surface of the shell and iscalculated from:
 24231 zzzz
 d−−+
 ±= (10.1)
 For most shells, this offset distance is zero and the finite element nodes arelocated at the mid-surface nodes. However, if the distance d is not zero, the flat
 element stiffness must be modified before transformation to the global XYZ
 reference system. It is very important to satisfy force equilibrium at the mid-surface of the shell structure. This can be accomplished by a transformation ofthe flat element stiffness matrix to the mid-surface locations by applying thefollowing displacement transformation equation at each node:
 sz
 y
 x
 z
 y
 x
 nz
 y
 x
 z
 y
 x
 u
 uu
 dd
 u
 uu
 −
 =
 θθθ
 θθθ
 1000000100000010000001000001000001
 (10.2)
 Physically, this is stating that the flat element nodes are rigidly attached to themid-surface nodes. It is apparent that as the elements become smaller, thedistance d approaches zero and the flat element results will converge to the shell
 solution.
 10.4 TRIANGULAR SHELL ELEMENTS
 It has been previously demonstrated that the triangular plate-bending element,with shearing deformations, produces excellent results. However, the triangularmembrane element with drilling rotations tends to lock, and great care must be
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 practiced in its application. Because any geometry can be modeled usingquadrilateral elements, the use of the triangular element presented in this bookcan always be avoided.
 10.5 USE OF SOLID ELEMENTS FOR SHELL ANALYSIS
 The eight-node solid element with incompatible modes can be used for thickshell analysis. The cross-section of a shell structure modeled with eight-nodesolid elements is shown in Figure 10.3.
 Figure 10.3 Cross-Section of Thick Shell StructureModeled with Solid Elements
 Note that there is no need to create a reference surface when solid elements areused. As in the case of any finite element analysis, more than one mesh must beused, and statics must be checked to verify the model, the theory and thecomputer program.
 10.6 ANALYSIS OF THE SCORDELIS-LO BARREL VAULT
 The Scordelis-Lo barrel vault is a classical test problem for shell structures [1,2].The structure is shown in Figure 10.4, with one quadrant modeled with a 4 by 4shell element mesh. The structure is subjected to a factored gravity load in the
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 negative z-direction. The maximum vertical displacement is 0.3086 ft. and mid-span moment is 2,090 lb. ft.
 x
 y
 z
 R=25 ’ 40 O
 50 ‘
 0
 0
 ============
 y
 xz uu
 θ
 0
 0
 ========
 ====
 xz
 yu
 θθ
 0
 0
 ============
 zy
 xu
 θθ
 Thickness = 0.250’
 Modulus of Elasticity = 4.32 x 10-6
 Poisson’s Ratio = 0.0
 Weight Density = 300 pcf
 lb. ft. 2090M
 ft. 3086.0
 MAXxx
 MAX
 ====−−−−====zu
 Figure 10.4 Scordelis-Lo Barrel Vault Example
 To illustrate the convergence and accuracy of the shell element presented in thischapter, two meshes, with and without shearing deformations, will be presented.The results are summarized in Table 10.1.
 Table 10.1 Result of Barrel Shell Analysis
 Theoretical 4 x4 DKE 4 x4 DSE 8 x 8 DKE 8 x 8 DSE
 Displacement 0.3086 0.3173 0.3319 0.3044 0.3104
 Moment 2090 2166 2252 2087 2113
 One notes that the DSE tends to be more flexible than the DKE formulation.From a practical viewpoint, both elements yield excellent results. It appears thatboth will converge to almost the same result for a very fine mesh. Because oflocal shear deformation at the curved pinned edge, one would expect DSEdisplacement to converge to a slightly larger, and more correct, value.
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 10.7 HEMISPHERICAL SHELL EXAMPLE
 The hemispherical shell shown in Figure 10.5 was proposed as a standard testproblem for elements based on the Kirchhoff thin shell theory [1].
 F=1.0
 z
 F=1.0free
 symmetricsymmetric
 free
 18o
 x
 y
 Radius = 10.0
 Thickness = 0.4
 Modulus of Elasticity = 68,250,000
 Poisson’s Ratio = 0.30
 Loads as shown on one quadrant
 Figure 10.5 Hemispherical Shell Example
 The results of the analyses using the DKE and DSE are summarized in Table10.2. Because the theoretical results are based on the Kichhoff approximation,the DKE element produces excellent agreement with the theoretical solution. TheDSE results are different. Because the theoretical solution under a point loaddoes not exist, the results using the DSE approximation are not necessarilyincorrect.
 Table 10.2 Result of Hemispherical Shell Analysis
 Theoretical 8 x 8 DKE 8 x 8 DSE
 Displacement 0.094 0.0939 0.0978
 Moment ---------- 1.884 2.363
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 It should be emphasized that it is physically impossible to apply a point load to areal structure. All real loads act on a finite area and produce finite stresses. Thepoint load, which produces infinite stress, is a mathematical definition only andcannot exist in a real structure.
 10.8 SUMMARY
 It has been demonstrated that the shell element presented in this book is accuratefor both thin and thick shells. It appears that one can use the DSE approximationfor all shell structures. The results for both displacements and moment appear tobe conservative when compared to the DKE approximation.
 10.9 REFERENCES
 1. MacNeal, R. H. and R. C. Harder. 1985. “A Proposed Standard Set to TestElement Accuracy, Finite Elements in Analysis and Design.” Vol. 1 (1985).pp. 3-20.
 2. Scordelis, A. C. and K. S. Lo. 1964. “Computer Analysis of CylinderShells,” Journal of American Concrete Institute. Vol. 61. May.
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 GEOMETRIC STIFFNESS AND P-DELTA EFFECTS
 P-Delta Effects, Due To Dead Load, Can Be ConsideredWithout Iteration for Both Static and Dynamic Analysis
 11.1 DEFINITION OF GEOMETRIC STIFFNESS
 We are all aware that a cable has an increased lateral stiffness when subjected to alarge tension force. If a long rod is subjected to a large compressive force and is onthe verge of buckling, we know that the lateral stiffness of the rod has been reducedsignificantly and a small lateral load may cause the rod to buckle. This general typeof behavior is caused by a change in the “geometric stiffness” of the structure. It isapparent that this stiffness is a function of the load in the structural member and canbe either positive or negative.
 The fundamental equations for the geometric stiffness for a rod or a cable arevery simple to derive. Consider the horizontal cable shown in Figure 11.1 oflength L with an initial tension T. If the cable is subjected to lateraldisplacements, vi and vj, at both ends, as shown, then additional forces, Fi and Fi ,must be developed for the cable element to be in equilibrium in its displacedposition. Note that we have assumed all forces and displacements are positive inthe up direction. We have also made the assumption that the displacements aresmall and do not change the tension in the cable.
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 i j
 Deformed Position
 v iT
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 Fi
 Fj
 vj
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 Figure 11.1 Forces Acting on a Cable Element
 Taking moments about point j in the deformed position, the followingequilibrium equation can be written:
 )( jii vvLT
 F −= (11.1)
 And from vertical equilibrium the following equation is apparent:
 ij FF −= (11.2)
 Combining Equations 11.1 and 11.2, the lateral forces can be expressed in termsof the lateral displacements by the following matrix equation:
 −
 −=
 j
 i
 j
 i
 vv
 LT
 FF
 1111
 or symbolically, vkF gg = (11.3)
 Note that the 2 by 2 geometric stiffness matrix, gk , is not a function of the
 mechanical properties of the cable and is only a function of the element’s length
 and the force in the element. Hence, the term “geometric” or “stress” stiffness
 matrix is introduced so that the matrix has a different name from the
 “mechanical” stiffness matrix, which is based on the physical properties of the
 element. The geometric stiffness exists in all structures; however, it becomes
 important only if it is large compared to the mechanical stiffness of the structural
 system.
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 In the case of a beam element with bending properties in which the deformedshape is assumed to be a cubic function caused by the rotations φ i and φ j at theends, additional moments Mi and M j are developed. From Reference [1] theforce-displacement relationship is given by the following equation:
 −−−−−−−
 −
 =
 j
 j
 i
 i
 j
 j
 i
 i
 v
 v
 LLLL
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 φ
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 433336336
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 30 or, vkF GG = (11.4)
 The well-known elastic force deformation relationship for a prismatic beamwithout shearing deformations is:
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 or, vkF EE = (11.5)
 Therefore, the total forces acting on the beam element will be:
 vkvkkFFF TGEGET =+=+= ][ (11.6)
 Hence, if the large axial force in the member remains constant, it is onlynecessary to form the total stiffness matrix, Tk , to account for this stressstiffening or softening effect.
 11.2 APPROXIMATE BUCKLING ANALYSIS
 In the case when the axial compressive force is large, PT −= , the total stiffnessmatrix of the beam can become singular. To illustrate this instability, considerthe beam shown in Figure 11.2 with the displacements at point j set to zero.
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 Figure 11.2 Cantilever Beam Subjected to Buckling Load
 From Equation (11.6) the equilibrium equations for the beam shown in Figure11.2 are in matrix form:
 =
 ++++
 00
 4436363612
 22i
 ivLLLLLL
 φλλλλ
 (11.7)
 Where EI
 PL30
 2
 −=λ . This eigenvalue problem can be solved for the lowest root,
 which is:
 0858.01 −=λ or 257.2LEI
 Pcr = (11.8)
 The well-known exact Euler buckling load for the cantilever beam is given by:
 22
 2
 47.24 L
 EILEI
 Pcr == π(11.9)
 Therefore, the approximate solution Equation (11.8), which is based on a cubicshape, is within five percent of the exact solution.
 If the straight line approximation is used, given by Equation (11.3), an
 approximate buckling load of 30 2.EI
 L is obtained. This is still a reasonable
 approximation.
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 11.3 P-DELTA ANALYSIS OF BUILDINGS
 The use of the geometric stiffness matrix is a general approach to includesecondary effects in the static and dynamic analysis of all types of structuralsystems. However, in Civil Structural Engineering it is commonly referred to asP-Delta Analysis that is based on a more physical approach. For example, inbuilding analysis, the lateral movement of a story mass to a deformed positiongenerates second-order overturning moments. This second-order behavior hasbeen termed the P-Delta effect because the additional overturning moments onthe building are equal to the sum of story weights “P” times the lateraldisplacements “Delta.”
 Many techniques have been proposed for evaluating this second-order behavior.Rutenberg [2] summarized the publications on this topic and presents asimplified method to include those second-order effects. Some methods considerthe problem as one of geometric non-linearity and propose iterative solutiontechniques that can be numerically inefficient. Also, those iterative methods arenot appropriate for dynamic analysis where the P-Delta effect causeslengthening of the periods of vibration. The equations presented in this sectionare not new. However, the simple approach used in their derivation should addphysical insight to the understanding of P-Delta behavior in buildings [3].
 The P-Delta problem can be linearized and the solution to the problem obtaineddirectly and exactly, without iteration, in building type structures where theweight of the structure is constant during lateral motions and the overallstructural displacements can be assumed to be small compared to the structuraldimensions. Furthermore, the additional numerical effort required is negligible.
 The method does not require iteration because the total axial force at a storylevel is equal to the weight of the building above that level and does not changeduring the application of lateral loads. Therefore, the sum of the column ofgeometric stiffness terms associated with the lateral loads is zero, and only theaxial forces caused by the weight of the structure need to be included in theevaluation of the geometric stiffness terms for the complete building.
 The effects of P-Delta are implemented in the basic analytical formulation thuscausing the effects to be consistently included in both static and dynamic
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 analyses. The resulting structural displacements, mode shapes and frequenciesinclude the effect of structural softening automatically. Member forces satisfyboth static and dynamic equilibrium and reflect the additional P-Delta momentsconsistent with the calculated displacements.
 ( a ) D isp laced positiono f sto ry w eigh ts
 ( b ) Add itional overtu rn ingm om ents or la tera l loads
 u i u i
 Leve l
 1
 2
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 i i
 i + 1 i + 1
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 Figure 11.3 Overturning Loads Due to Translation of Story Weights
 The vertical “cantilever type” structure shown in Figure 11.3 (a) is considered toillustrate the basic problem. Under lateral displacements, let us consider theadditional overturning moments related to one mass, or story weight, at level i.The total overturning effects will be the sum of all story weight contributions.Figure 11.3 (b) indicates statically equivalent force systems that produce thesame overturning moments. Or, in terms of matrix notation:
 [ ]ii
 i
 1+i
 i u hf
 f
 −
 =
 0.10.1w
 (11.10)
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 The lateral forces shown in Figure 11.3 (b) can be evaluated for all stories andadded to the external loads on the structure. The resulting lateral equilibriumequation of the structure is:
 LuFKu += (11.11)
 where K is the lateral stiffness matrix with respect to the lateral storydisplacements u. The vector F represents the known lateral loads and L is amatrix that contains ii /hw factors. Equation (11.11) can be rewritten in theform:
 FuK =* (11.12)
 where LKK −=*
 Equation (11.12) can be solved directly for the lateral displacements. If internalmember forces are evaluated from these displacements, consistent with the lineartheory used, it will be found that equilibrium with respect to the deformed positionhas been obtained. One minor problem exists with the solution of Equation (11.12);the matrix *K is not symmetric. However, it can be made symmetric by replacingthe lateral loads shown in Figure 11.3 (b) with another statically equivalent loadsystem.
 From simple statics the total contribution to overturning associated with therelative story displacement “ u - ui i+1 ,” can be written as:
 −
 −=
 1+i
 i
 i
 i
 1+i
 i
 u
 u
 h
 Wf
 f
 0.10.10.10.1
 (11.13)
 where iW is the total dead load weight above story i. The L matrix is nowsymmetrical and no special non-symmetric equation solver is required.
 It is of significant interest to note that Equation (11.13) is the exact form of the“geometric stiffness,” Equation (11.3), for a column, including axial forceeffects only. Therefore, the physical development given here is completelyequivalent to the more theoretical approach normally used to formulate theincremental stiffness in nonlinear structural analysis.
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 The equilibrium of a complete building can be formulated in terms of the lateraldisplacement of the floor level. Then, one can evaluate the contribution to thetotal geometric stiffness for each column at a particular story level in which theeffects of the external lateral loads F are included in the evaluation of the axialforces in all columns. If this approach is used, the total geometric stiffness at thelateral equilibrium level is identical to Equation (11.13) because the lateral axialforces F do not produce a net increase in the total of all axial forces that exist inthe columns at any level. Such a refined analysis must be iterative in nature;however, it does not produce more exact results.
 It is clear that the beam-column stiffness effects as defined by Equation (11.4)have been neglected. The errors associated with those cubic shape effects can beestimated at the time member forces are calculated. However, the methodpresented here does include the overall large displacement side-sway behavior ofthe complete structure that is associated with the global stability of the building.
 Figure 11.4 Mass Distribution at Typical Floor Level
 11.4 EQUATIONS FOR THREE-DIMENSIONAL BUILDINGS
 Equation (11.13) can be applied directly in both directions for buildings in whichthe centroids are the same for all story levels. However, for the more generalbuilding, the equations for the story couples are more complicated. A generalthree-dimensional building system is shown schematically in Figure 11.4.
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 It is assumed that the three-dimensional building stiffness of the system has beenformulated with respect to the two lateral displacements, yixi uu , , and rotation,
 riu , at the center of mass at each story level. In addition to the overturningforces given by Equation (11.13), secondary forces exist because of thedistribution of the story mass over a finite floor size.
 The first step before developing the 6 by 6 geometric stiffness matrix for eachstory is to calculate the location of the center of mass and the rotational momentof inertia for all story levels. For a typical story i, it is then necessary to calculatethe total weight and centroid of the structure above that level. Because of therelative displacements between story i and story i + 1, from Equation 11.13,forces must be developed to maintain equilibrium. Those forces anddisplacements must then be transformed to the center of mass at both level i andi + 1.
 11.5 THE MAGNITUDE OF P-DELTA EFFECTS
 The comparison of the results of two analyses with and without P-Delta willillustrate the magnitude of the P-Delta effects. A well-designed building usuallyhas well-conditioned level-by-level stiffness/weight ratios. For such structures,P-Delta effects are usually not very significant. The changes in displacementsand member forces are less than 10%.
 However, if the weight of the structure is high in proportion to the lateralstiffness of the structure, the contributions from the P-Delta effects are highlyamplified and, under certain circumstances, can change the displacements andmember forces by 25 percent or more. Excessive P-Delta effects will eventuallyintroduce singularities into the solution, indicating physical structure instability.Such behavior is clearly indicative of a poorly designed structure that is in needof additional stiffness.
 An analysis of a 41-story steel building was conducted with and without P-Deltaeffects. The basic construction was braced frame and welded steel shear wall.The building was constructed in a region where the principal lateral loading iswind. The results are summarized in Table 11.1.
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 Table 11.1 P-Delta Effects on Typical Building
 Without P-Delta With P-Delta
 First Mode Period (seconds) 5.33 5.52
 Second Mode Period (seconds) 4.21 4.30
 Third Mode Period (seconds) 4.01 4.10
 Fourth Mode Period (seconds) 1.71 1.75
 Wind Displacement (inches) 7.99 8.33
 Because the building is relatively stiff, the P-Delta effects are minimal. Also, itis apparent that P-Delta effects are less important for higher frequencies.
 11.6 P-DELTA ANALYSIS WITHOUT COMPUTER PROGRAMMODIFICATION
 Many engineers are using general purpose, structural analysis programs forbuildings that cannot be easily modified to include the equations presented here.Equation 11.4 presents the form of the lateral force-displacement equations forstory i. We note that the form of this 2 x 2 geometric stiffness matrix is the sameas the stiffness matrix for a prismatic column that has zero rotations at the topand bottom. Therefore, it is possible to add “dummy columns” between storylevels of the building and assign appropriate properties to achieve the sameeffects as the use of geometric stiffness [2]. The force-displacement equations ofthe “dummy column” are:
 −
 −=
 ++ 1i
 i
 3i1i
 i
 u
 u
 h
 12EIf
 f
 1111
 (11.14)
 Therefore, if the moment of inertia of the column is selected as:
 12E
 hW I
 2ii−= (11.15)
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 The dummy column will have the same negative stiffness values as the lineargeometric stiffness.
 11.7 EFFECTIVE LENGTH - K FACTORS
 The solution procedure for the P-Delta effects described in this chapter has beenimplemented and verified in the ETABS program. The application of the methodof analysis presented in this chapter should lead to the elimination of the columneffective length (K-) factors, since the P-Delta effects automatically produce therequired design moment amplifications. Also, the K-factors are approximate,complicated, and time-consuming to calculate. Building codes for concrete [4]and steel [5] now allow explicit accounting of P-Delta effects as an alternative tothe more involved and approximate methods of calculating momentmagnification factors for most column designs.
 11.8 GENERAL FORMULATION OF GEOMETRY STIFFNESS
 It is relatively simple to develop the geometric stiffness matrix for any type ofdisplacement-based finite element [1]. It is only necessary to add to the linearstrain-displacement equations, Equations (2.3a-f), the higher order nonlinearterms. These large strain equations, in a local x-y-z reference system, are:
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 (11.16)
 The nonlinear terms are the product of matrices that are defined as:
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 Equation (11.16) can be expressed in terms of the following sum of linear andnonlinear components:
 NL ddd += (11.18)
 These strain-displacement equations, written in terms of engineering strains andin matrix notation, are identical to the classical Green-Lagrange strains. This isoften referred to as the total Lagrangian approach in which the strains arecomputed with respect to the original reference system and the large rigid-bodyrotation is exact.
 Using the same shape functions as used to form the element stiffness matrix, thederivatives of the displacements can be written as:
 Gug = (11.19)
 If the initial stresses are large, the potential energy of the structure must bemodified by the addition of the following term:
 [ ] dVdV T
 z
 y
 x
 zzzyzx
 yzyyyx
 xzxyxxT
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 Tx ∫∫ =
 =Ω gSg
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 u
 u
 sss
 sss
 sss
 uuu21
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 ,,,σ (11.20)
 The 3 by 3 initial stress matrices are of the following form:
 000
 000
 =
 ij
 ij
 ij
 ij
 σσ
 σs (11.21)
 where the initial stresses are defined as:
 [ ]00 yzxzxyzzyyxxT σσσσσσ=s (11.22)
 Therefore, the geometric stiffness for any element can be calculated from:
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 dVTg GSGk ∫= (11.23)
 For most finite elements the geometric stiffness is evaluated by numericalintegration.
 11.9 SUMMARY
 The SAP2000 program has the option to add a three-dimensional geometricstiffness matrix to each frame element. Therefore, guyed towers, cable stay andsuspension bridges can be modeled if the tension in the cable is not modified bythe application of the load. If the initial axial forces in the elements aresignificantly changed by the addition of loads, iteration may be required.However, in the case of dynamic analysis, the evaluation of the eigen or LDRvectors must be based on one set of axial forces.
 Most traditional methods for incorporating P-Delta effects in analysis ofbuildings are based on iterative techniques. Those techniques are time-consuming and are, in general, used for static analysis only. For buildingstructures, the mass that causes the P-Delta effect is constant irrespective of thelateral loads and displacements. This information is used to linearize the P-Deltaeffect for buildings and solve the problem “exactly,” satisfying equilibrium inthe deformed position without iterations. An algorithm is developed thatincorporates P-Delta effects into the basic formulation of the structural stiffnessmatrix as a geometric stiffness correction. This procedure can be used for staticand dynamic analysis and will account for the lengthening of the periods andchanges in mode shapes caused by P-Delta effects.
 A well designed building should not have significant P-Delta effects. Analyseswith and without the P-Delta effects will yield the magnitude of the P-Deltaeffects separately. If those lateral displacements differ by more than 5% for thesame lateral load, the basic design may be too flexible and a redesign should beconsidered.
 The current SEAOC Blue Book states “the drift ratio of 0.02/RW serves to definethe threshold of deformation beyond which there may be significant P-Deltaeffects.” Clearly, if one includes P-Delta effects in all analyses, one can
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 disregard this statement. If the loads acting on the structure have been reducedby a ductility factor RW, however, the P-Delta effects should be amplified by RW
 to reflect ultimate load behavior. This can be automatically included in acomputer program using a multiplication factor for the geometric stiffness terms.
 It is possible to calculate geometric stiffness matrices for all types of finiteelements. The same shape functions used in developing the elastic stiffnessmatrices are used in calculating the geometric stiffness matrix.
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 Force Equilibrium is Fundamental inthe Dynamic Analysis of Structures
 12.1 INTRODUCTION
 All real physical structures behave dynamically when subjected to loads ordisplacements. The additional inertia forces, from Newton’s second law, areequal to the mass times the acceleration. If the loads or displacements areapplied very slowly, the inertia forces can be neglected and a static load analysiscan be justified. Hence, dynamic analysis is a simple extension of static analysis.
 In addition, all real structures potentially have an infinite number ofdisplacements. Therefore, the most critical phase of a structural analysis is tocreate a computer model with a finite number of massless members and a finitenumber of node (joint) displacements that will simulate the behavior of the realstructure. The mass of a structural system, which can be accurately estimated, islumped at the nodes. Also, for linear elastic structures, the stiffness properties ofthe members can be approximated with a high degree of confidence with the aidof experimental data. However, the dynamic loading, energy dissipationproperties and boundary (foundation) conditions for many structures are difficultto estimate. This is always true for the cases of seismic input or wind loads.
 To reduce the errors that may be caused by the approximations summarized inthe previous paragraph, it is necessary to conduct many different dynamicanalyses using different computer models, loading and boundary conditions. It is

Page 166
                        

12-2 STATIC AND DYNAMIC ANALYSIS
 not unrealistic to conduct 20 or more computer runs to design a new structure orto investigate retrofit options for an existing structure.
 Because of the large number of computer runs required for a typical dynamicanalysis, it is very important that accurate and numerically efficient methods beused within computer programs. Some of those methods have been developed bythe author and are relatively new. Therefore, one of the purposes of this book isto summarize those numerical algorithms, their advantages and limitations.
 12.2 DYNAMIC EQUILIBRIUM
 The force equilibrium of a multi-degree-of-freedom lumped mass system as afunction of time can be expressed by the following relationship:
 (t)(t)(t)(t) SDI FFFF = + + (12.1)
 in which the force vectors at time t are:
 I(t)F is a vector of inertia forces acting on the node masses
 D(t)F is a vector of viscous damping, or energy dissipation, forces
 S(t)F is a vector of internal forces carried by the structure
 (t)F is a vector of externally applied loads
 Equation (12.1) is based on physical laws and is valid for both linear andnonlinear systems if equilibrium is formulated with respect to the deformedgeometry of the structure.
 For many structural systems, the approximation of linear structural behavior ismade to convert the physical equilibrium statement, Equation (12.1), to thefollowing set of second-order, linear, differential equations:
 (t)(t)(t)(t) aaa FuKuCuM = + + (12.2)
 in which M is the mass matrix (lumped or consistent), C is a viscous dampingmatrix (which is normally selected to approximate energy dissipation in the real
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 structure) and K is the static stiffness matrix for the system of structuralelements. The time-dependent vectors a(t)u , a(t)u and a(t)u are the absolutenode displacements, velocities and accelerations, respectively.
 Many books on structural dynamics present several different methods of appliedmathematics to obtain the exact solution of Equation (12.2). Within the pastseveral years, however, with the general availability of inexpensive, high-speedpersonal computers (see Appendix H), the exact solution of Equation (12.2) canbe obtained without the use of complex mathematical techniques. Therefore, themodern structural engineer who has a physical understanding of dynamicequilibrium and energy dissipation can perform dynamic analysis of complexstructural systems. A strong engineering mathematical background is desirable;however, in my opinion, it is no longer mandatory.
 For seismic loading, the external loading (t)F is equal to zero. The basic seismicmotions are the three components of free-field ground displacements igu(t) thatare known at some point below the foundation level of the structure. Therefore,we can write Equation (12.2) in terms of the displacements (t)u , velocities (t)uand accelerations (t)u that are relative to the three components of free-fieldground displacements.
 Therefore, the absolute displacements, velocities and accelerations can beeliminated from Equation (12.2) by writing the following simple equations:
 zgzygyxgxa u(t) + u(t) + u(t)(t)(t) IIIuu + =
 zgzygyxgxa (t)u + (t)u + (t)u(t)(t) IIIuu + = (12.3)
 zgzygyxgxa (t)u + (t)u + (t)u(t)(t) IIIuu + =
 where Ii is a vector with ones in the “i” directional degrees-of-freedom and zero
 in all other positions. The substitution of Equation (12.3) into Equation (12.2)allows the node point equilibrium equations to be rewritten as:
 zgzygyxgx (t)u - (t)u - (t)u-(t)(t)(t) MMMKuuCuM = + + (12.4)
 where ii MIM = .
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 The simplified form of Equation (12.4) is possible since the rigid body velocitiesand displacements associated with the base motions cause no additional dampingor structural forces to be developed.
 It is important for engineers to realize that the displacements, which arenormally printed by a computer program, are relative displacements and that thefundamental loading on the structure is foundation displacements and notexternally applied loads at the joints of the structure. For example, the staticpushover analysis of a structure is a poor approximation of the dynamic behaviorof a three-dimensional structure subjected to complex time-dependent basemotions. Also, one must calculate absolute displacements to properly evaluatebase isolation systems.
 There are several different classical methods that can be used for the solution ofEquation (12.4). Each method has advantages and disadvantages that depend onthe type of structure and loading. To provide a general background for thevarious topics presented in this book, the different numerical solution methodsare summarized below.
 12.3 STEP-BY-STEP SOLUTION METHOD
 The most general solution method for dynamic analysis is an incrementalmethod in which the equilibrium equations are solved at times ,3,2, t t t ∆∆∆ etc.There are a large number of different incremental solution methods. In general,they involve a solution of the complete set of equilibrium equations at each timeincrement. In the case of nonlinear analysis, it may be necessary to reform thestiffness matrix for the complete structural system for each time step. Also,iteration may be required within each time increment to satisfy equilibrium. As aresult of the large computational requirements, it can take a significant amountof time to solve structural systems with just a few hundred degrees-of-freedom.
 In addition, artificial or numerical damping must be added to most incrementalsolution methods to obtain stable solutions. For this reason, engineers must bevery careful in the interpretation of the results. For some nonlinear structuressubjected to seismic motions, incremental solution methods are necessary.
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 For very large structural systems, a combination of mode superposition andincremental methods has been found to be efficient for systems with a smallnumber of nonlinear members. This method has been incorporated into the newversions of SAP and ETABS and will be presented in detail later in this book.
 12.4 MODE SUPERPOSITION METHOD
 The most common and effective approach for seismic analysis of linearstructural systems is the mode superposition method. After a set of orthogonalvectors have been evaluated, this method reduces the large set of globalequilibrium equations to a relatively small number of uncoupled second orderdifferential equations. The numerical solution of those equations involvesgreatly reduced computational time.
 It has been shown that seismic motions excite only the lower frequencies of thestructure. Typically, earthquake ground accelerations are recorded at incrementsof 200 points per second. Therefore, the basic loading data does not containinformation over 50 cycles per second. Hence, neglecting the higher frequenciesand mode shapes of the system normally does not introduce errors.
 12.5 RESPONSE SPECTRA ANALYSIS
 The basic mode superposition method, which is restricted to linearly elasticanalysis, produces the complete time history response of joint displacements andmember forces because of a specific ground motion loading [1, 2]. There are twomajor disadvantages of using this approach. First, the method produces a largeamount of output information that can require an enormous amount ofcomputational effort to conduct all possible design checks as a function of time.Second, the analysis must be repeated for several different earthquake motionsto ensure that all the significant modes are excited, because a response spectrumfor one earthquake, in a specified direction, is not a smooth function.
 There are significant computational advantages in using the response spectramethod of seismic analysis for prediction of displacements and member forcesin structural systems. The method involves the calculation of only the maximum
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 values of the displacements and member forces in each mode using smoothdesign spectra that are the average of several earthquake motions. In this book,we will recommend the CQC method to combine these maximum modalresponse values to obtain the most probable peak value of displacement or force.In addition, it will be shown that the SRSS and CQC3 methods of combiningresults from orthogonal earthquake motions will allow one dynamic analysis toproduce design forces for all members in the structure.
 12.6 SOLUTION IN THE FREQUENCY DOMAIN
 The basic approach used to solve the dynamic equilibrium equations in thefrequency domain is to expand the external loads (t)F in terms of Fourier seriesor Fourier integrals. The solution is in terms of complex numbers that cover thetime span from ∞- to ∞ . Therefore, it is very effective for periodic types ofloads such as mechanical vibrations, acoustics, sea-waves and wind [1].However, the use of the frequency domain solution method for solving structuressubjected to earthquake motions has the following disadvantages:
 1. The mathematics for most structural engineers, including myself, is difficultto understand. Also, the solutions are difficult to verify.
 2. Earthquake loading is not periodic; therefore, it is necessary to select a longtime period so that the solution from a finite length earthquake is completelydamped out before application of the same earthquake at the start of the nextperiod of loading.
 3. For seismic type loading, the method is not numerically efficient. Thetransformation of the result from the frequency domain to the time domain,even with the use of Fast Fourier Transformation methods, requires asignificant amount of computational effort.
 4. The method is restricted to the solution of linear structural systems.
 5. The method has been used, without sufficient theoretical justification, for theapproximate nonlinear solution of site response problems and soil/structureinteraction problems. Typically, it is used in an iterative manner to createlinear equations. The linear damping terms are changed after each iteration to
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 approximate the energy dissipation in the soil. Hence, dynamic equilibriumwithin the soil is not satisfied.
 12.7 SOLUTION OF LINEAR EQUATIONS
 The step-by-step solution of the dynamic equilibrium equations, the solution inthe frequency domain, and the evaluation of eigenvectors and Ritz vectors allrequire the solution of linear equations of the following form:
 BAX = (12.5)
 Where A is an 'N by N' symmetric matrix that contains a large number of zeroterms. The 'N by M' X displacement and B load matrices indicate that more thanone load condition can be solved at the same time.
 The method used in many computer programs, including SAP2000 [5] andETABS [6], is based on the profile or active column method of compact storage.Because the matrix is symmetric, it is only necessary to form and store the firstnon-zero term in each column down to the diagonal term in that column.Therefore, the sparse square matrix can be stored as a one-dimensional arrayalong with a N by 1 integer array that indicates the location of each diagonalterm. If the stiffness matrix exceeds the high-speed memory capacity of thecomputer, a block storage form of the algorithm exists. Therefore, the capacityof the solution method is governed by the low speed disk capacity of thecomputer. This solution method is presented in detail in Appendix C of thisbook.
 12.8 UNDAMPED HARMONIC RESPONSE
 The most common and very simple type of dynamic loading is the application ofsteady-state harmonic loads of the following form:
 t)((t) ωsinf = F (12.6)
 The node point distribution of all static load patterns, f , which are not afunction of time, and the frequency of the applied loading, ω , are user
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 specified. Therefore, for the case of zero damping, the exact node pointequilibrium equations for the structural system are:
 t)( (t)(t) ωsinfKuuM = + (12.7)
 The exact steady-state solution of this equation requires that the node pointdisplacements and accelerations are given by:
 t)( , t)( ωωω sinsin 2vuvu - = (t) = (t) (12.8)
 Therefore, the harmonic node point response amplitude is given by the solutionof the following set of linear equations:
 = or = ] - [ fvKfvMK 2ω (12.9)
 It is of interest to note that the normal solution for static loads is nothing morethan a solution of this equation for zero frequency for all loads. It is apparentthat the computational effort required for the calculation of undamped steady-state response is almost identical to that required by a static load analysis. Notethat it is not necessary to evaluate mode shapes or frequencies to solve for thisvery common type of loading. The resulting node point displacements andmember forces vary as t)(ωsin . However, other types of loads that do not varywith time, such as dead loads, must be evaluated in a separate computer run.
 12.9 UNDAMPED FREE VIBRATIONS
 Most structures are in a continuous state of dynamic motion because of randomloading such as wind, vibrating equipment, or human loads. These small ambientvibrations are normally near the natural frequencies of the structure and areterminated by energy dissipation in the real structure. However, specialinstruments attached to the structure can easily measure the motion. Ambientvibration field tests are often used to calibrate computer models of structures andtheir foundations.
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 After all external loads have been removed from the structure, the equilibriumequation, which governs the undamped free vibration of a typical displacedshape v, is:
 0KvvM =+ (12.10)
 At any time, the displaced shape v may be a natural mode shape of the system,or any combination of the natural mode shapes. However, it is apparent the totalenergy within an undamped free vibrating system is a constant with respect totime. The sum of the kinetic energy and strain energy at all points in time is aconstant that is defined as the mechanical energy of the dynamic system andcalculated from:
 EM Kv vvMv TT
 21
 21 += (12.11)
 12.10 SUMMARY
 Dynamic analysis of three-dimensional structural systems is a direct extension ofstatic analysis. The elastic stiffness matrices are the same for both dynamic andstatic analysis. It is only necessary to lump the mass of the structure at the joints.The addition of inertia forces and energy dissipation forces will satisfy dynamicequilibrium. The dynamic solution for steady state harmonic loading, withoutdamping, involves the same numerical effort as a static solution. Classically,there are many different mathematical methods to solve the dynamic equilibriumequations. However, it will later be shown in this book that the majority of bothlinear and nonlinear systems can be solved with one numerical method.
 Energy is fundamental in dynamic analysis. At any point in time, the externalwork supplied to the system must be equal to the sum of the kinetic and strainenergy plus the energy dissipated in the system.
 It is my opinion, with respect to earthquake resistant design, that we should tryto minimize the mechanical energy in the structure. It is apparent that a rigidstructure will have only kinetic energy and zero strain energy. On the other hand,a completely base isolated structure will have zero kinetic energy and zero strainenergy. A structure cannot fail if it has zero strain energy.
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 The Mode Shapes used to Uncouple theDynamic Equilibrium Equations Need NotBe the Exact Free-Vibration Mode Shapes
 13.1 EQUATIONS TO BE SOLVED
 The dynamic force equilibrium Equation (12.4) can be rewritten in the followingform as a set of Nd second order differential equations:
 jjj
 (t)(t)(t)(t)(t) gfFKuuCuM ∑J
 1=
 = = + + (13.1)
 All possible types of time-dependent loading, including wind, wave and seismic,can be represented by a sum of “J” space vectors f j , which are not a function oftime, and J time functions j(t)g .
 The number of dynamic degrees of freedom is equal to the number of lumpedmasses in the system. Many publications advocate the elimination of allmassless displacements by static condensation before solution of Equation(13.1). The static condensation method reduces the number of dynamicequilibrium equations to solve; however, it can significantly increase the densityand the bandwidth of the condensed stiffness matrix. In building type structures,in which each diaphragm has only three lumped masses, this approach iseffective and is automatically used in building analysis programs.
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 For the dynamic solution of arbitrary structural systems, however, theelimination of the massless displacement is, in general, not numerically efficient.Therefore, the modern versions of the SAP program do not use staticcondensation to retain the sparseness of the stiffness matrix.
 13.2 TRANSFORMATION TO MODAL EQUATIONS
 The fundamental mathematical method that is used to solve Equation (13.1) isthe separation of variables. This approach assumes the solution can be expressedin the following form:
 (t)(t) Yu Φ = (13.2a)
 Where Φ is an “Nd by N” matrix containing N spatial vectors that are not a functionof time, and (t)Y is a vector containing N functions of time.
 From Equation (13.2a), it follows that:
 (t)(t) (t)(t) YuYu ΦΦ = and = (13.2b) and (13.2c)
 Before solution, we require that the space functions satisfy the following mass andstiffness orthogonality conditions:
 ΩΦΦΦΦ 2TT = andI = KM (13.3)
 where I is a diagonal unit matrix and Ω2 is a diagonal matrix in which the diagonal
 terms are 2nω . The term nω has the units of radians per second and may or may not
 be a free vibration frequencies. It should be noted that the fundamentals ofmathematics place no restrictions on those vectors, other than the orthogonalityproperties. In this book each space function vector, nφ , is always normalized so that
 the Generalized Mass is equal to one, or 0.1=nT
 n φφ M .
 After substitution of Equations (13.2) into Equation (13.1) and the pre-multiplicationby ΦT , the following matrix of N equations is produced:
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 jjj
 (t)t(t)(t) gpYYdYI ∑ΩJ
 1=
 2 = + + )( (13.4)
 where fp jjT = Φ and are defined as the modal participation factors for load
 function j. The term pnj is associated with the nth mode. Note that there is one set of
 “N” modal participation factors for each spatial load condition f j .
 For all real structures, the “N by N” matrix d is not diagonal; however, to uncouplethe modal equations, it is necessary to assume classical damping where there is nocoupling between modes. Therefore, the diagonal terms of the modal damping aredefined by:
 ωζ nnnn 2 = d (13.5)
 where ζ n is defined as the ratio of the damping in mode n to the critical damping ofthe mode [1].
 A typical uncoupled modal equation for linear structural systems is of the followingform:
 jnj
 J
 1=jn
 2nnnnn g(t)p = y(t) + (t)y2 + (t)y ∑ωωζ (13.6)
 For three-dimensional seismic motion, this equation can be written as:
 gznzgynygxnxn2nnnnn (t)up (t)up+(t)up = y(t) (t)y2 +(t)y ++ ωωζ (13.7)
 where the three-directional modal participation factors, or in this caseearthquake excitation factors, are defined by Mjn
 Tnj - = p φ in which j is equal
 to x, y or z and n is the mode number. Note that all mode shapes in this book arenormalized so that 1=nn
 T φφ M .
 13.3 RESPONSE DUE TO INITIAL CONDITIONS ONLY
 Before presenting the solution of Equation (13.6) for various types of loading, itis convenient to define additional constants and functions that are summarized in
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 Table 13.1. This will allow many of the equations presented in other parts of thisbook to be written in a compact form. Also, the notation reduces the tediuminvolved in the algebraic derivation and verification of various equations. Inaddition, it will allow the equations to be in a form that can be easilyprogrammed and verified.
 If the “ n ” subscript is dropped, Equation (13.6) can be written for a typicalmode as:
 y(t) + 2 y(t) + y(t) = ξω ω 2 0 (13.8)
 in which the initial modal displacement 0y and velocity 0y are specified as a
 result of previous loading acting on the structure. Note that the functions )(tSand )(tC given in Table 13.1 are solutions to Equation (13.8).
 Table 13.1 Summary of Notation used in Dynamic Response Equations
 CONSTANTS
 21 ξωω −=D ξωω =21 ξ
 ξξ−
 =
 ωξ20 =a 221 ωω −= Da Da ωω22 =
 FUNCTIONS
 )(sin)( tetS Dt ωξω−= )(cos)( tetC D
 t ωξω−=
 )()()( tCtStS Dωω +−= )()()( tStCtC Dωω −−=
 )()()( 21 tCatSatS −−= )()()( 21 tSatCatC +−=
 )()()(1 tStCtA ξ+= )(1
 )(2 tStADω
 =
 The solution of Equation (13.8) can now be written in the following compact form:
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 0201 )()()( ytAytAty += (13.9)
 This solution can be easily verified because it satisfies Equation (13.8) and theinitial conditions.
 13.4 GENERAL SOLUTION DUE TO ARBITRARY LOADING
 There are many different methods available to solve the typical modal equations.However, the use of the exact solution for a load, approximated by a polynomialwithin a small time increment, has been found to be the most economical andaccurate method to numerically solve this equation within computer programs. Itdoes not have problems with stability, and it does not introduce numericaldamping. Because most seismic ground accelerations are defined as linear within0.005 second intervals, the method is exact for this type of loading for allfrequencies. Also, if displacements are used as the basic input, the load functionderived from linear accelerations are cubic functions within each time interval,as shown in Appendix J.
 To simplify the notation, all loads are added together to form a typical modalequation of the following form:
 R(t) = y(t) + (t)y2 + (t)y 2ωωζ (13.10)
 where the modal loading )(tR is a piece-wise polynomial function as shown in
 Figure 13.1. Note that the higher derivatives required by the cubic load functioncan be calculated using the numerical method summarized in Appendix J.Therefore, the differential equation to be solved, within the interval 1−i to i , is
 of the following form for both linear and cubic load functions:
 1
 3
 1
 2
 11 62 −−−− +++ iiii2 R
 tR
 tRtR = y(t) + (t)y2 + (t)y ωωζ (13.11)
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 Figure 13.1 Modal Load Functions
 From the basic theory of linear differential equations, the general solution ofEquation (13.11) is the sum of a homogeneous solution and a particular solutionand is of the following form:
 36
 254321 )()()( tbtbtbbtCbtSbty +++++= (13.12a)
 The velocity and acceleration associated with this solution are:
 265421 32)()()( tbtbbtCbtSbty ++++= (13.12b)
 tbbtCbtSbty 6521 62)()()( +++= (13.12c)
 i to 1-i interval in 62
 )(3
 1
 2
 11 Rt
 Rt
 RtRtR iii +++= −−−
 t∆Time
 i
 i-1
 t
 t
 RRR
 R
 R
 iii
 i
 i
 ∆−=
 =
 =
 −−
 )(
 0
 0
 11
 t
 RRR
 RRt
 RRt
 R
 ii
 iiiii
 ∆−=
 +∆
 +−∆
 =
 −
 ++
 1
 112 )2(2
 )(6
 For cubic loading within intervalwhere Ri and Ri are specified
 .
 For linear loading within interval
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 These equations are summarized in the following matrix equation:
 bBy )(60.200)()(320.10)()(
 0.1)()(
 6
 5
 4
 3
 2
 1
 2
 32
 t
 bbb
 bb
 b
 ttCtStttCtS
 ttttCtS
 yy
 y
 i
 i
 i
 i =
 =
 = (13.13)
 It is now possible to solve for the constants ib . The initial conditions at
 0=t are 11 )0()0( −− == ii yyyy and . Therefore, from Equations (13.12a and
 13.12b)
 321
 4211
 bby
 bbby
 i
 Di
 +=+−=
 −
 − ϖω(13.13a)
 The substitution of Equations (13.12a, 13.12b and 13.12c) into Equation (13.11)and setting the coefficients of each polynomial term to be equal produce thefollowing four equations:
 62
 13
 6052
 12
 65042
 1
 54032
 1
 6:
 62:
 62:
 2:1
 bRt
 babRt
 bbabRt
 bbabR
 i
 i
 i
 i
 ω
 ω
 ω
 ω
 =
 +=
 ++=
 ++=
 −
 −
 −
 −
 (13.13b)
 These six equations, given by Equations (13.13a and 13.13b), can be written asthe following matrix equation:
 −
 =
 −
 −
 −
 −
 −
 −
 6
 5
 4
 3
 2
 1
 20
 20
 20
 2
 1
 1
 1
 1
 1
 1
 6000006200000.6200000.2000000.10.10000.10
 bb
 bb
 bb
 a
 aa
 RR
 RR
 yy D
 i
 i
 i
 i
 i
 i
 ωω
 ωω
 ϖω
 or, bCR 11
 −− =i (13.14)
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 Therefore,
 1−= iRCb (13.15)
 The inversion of the upper-triangular matrix C can be formed analytically; or itcan easily be numerically inverted within the computer program. Hence, theexact solution at time point i of a modal equation because of a cubic load withinthe time step is the following:
 11)( −− =∆= iii t RARCBy (13.16)
 Equation (13.16) is a very simple and powerful recursive relationship. Thecomplete algorithm for linear or cubic loading is summarized in Table 13.2.Note that the 3 by 6 A matrix is computed only once for each mode. Therefore,for each time increment, approximately 20 multiplications and 16 additions arerequired. Modern, inexpensive personal computers can complete onemultiplication and one addition in approximately 10-6 seconds. Hence, thecomputer time required to solve 200 steps per second for a 50 second durationearthquake is approximately 0.01 seconds. Or 100 modal equations can besolved in one second of computer time. Therefore, there is no need to considerother numerical methods, such as the approximate Fast Fourier TransformationMethod or the numerical evaluation of the Duhamel integral, to solve theseequations. Because of the speed of this exact piece-wise polynomial technique, itcan also be used to develop accurate earthquake response spectra using a verysmall amount of computer time.
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 Table 13.2 Higher-Order Recursive Algorithm for Solution of Modal Equation
 I. EQUATION TO BE SOLVED:
 1
 3
 1
 2
 112
 62)()(2)( −−−− +++=++ iiii R
 tR
 tRtRtytyty ωξω
 II. INITIAL CALCULATIONS21 ξωω −=D ξωω =
 21 ξ
 ξξ−
 =
 ωξ20 =a 221 ωω −= Da Da ωω22 =
 )(sin)( tetS Dt ∆=∆ ∆− ωξω )(cos)( tetC D
 t ∆=∆ ∆− ωξω
 )()()( tCtStS D ∆+∆−=∆ ωω )()()( tStCtC D ∆−∆−=∆ ωω
 )()()( 21 tCatSatS ∆−∆−=∆ )()()( 21 tSatCatC ∆+∆−=∆
 ∆∆∆∆∆∆∆
 ∆∆∆∆∆=∆
 ttCtStttCtS
 ttttCtS
 t
 60.200)()(320.10)()(
 0.1)()()( 2
 32
 B
 1
 C
 −
 −
 =
 20
 20
 20
 2
 6000006200000.6200000.2000000.10.10000.10
 ωω
 ωω
 ϖω
 a
 aa
 D
 and CBA )( t∆=
 III. RECURSIVE SOLUTION i=1,2
 a. )2(2
 )(6
 112 iiiii RRt
 RRt
 R +∆
 +−∆
 = ++
 b.tRR
 R iii ∆
 −= −
 −1
 1
 c. 1−= ii RAy
 d. i=i+1 and return to III.a
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 13.5 SOLUTION FOR PERIODIC LOADING
 The recurrence solution algorithm summarized by Equation 13.16 is a veryefficient computational method for arbitrary, transient, dynamic loads withinitial conditions. It is possible to use this same simple solution method forarbitrary periodic loading as shown in Figure 13.2. Note that the total duration ofthe loading is from ∞− to ∞+ and the loading function has the same amplitudeand shape for each typical period pT . Wind, sea wave and acoustic forces canproduce this type of periodic loading. Also, dynamic live loads on bridges maybe of periodic form.
 T
 pT pT pT pTTime
 F(t)
 MeanWindPressure
 Figure 13.2 Example of Periodic Loading
 For a typical duration pT of loading, a numerical solution for each mode can beevaluated by applying Equation (13.11) without initial conditions. This solution isincorrect because it does not have the correct initial conditions. Therefore, it isnecessary for this solution )(ty to be corrected so that the exact solution )(tz has thesame displacement and velocity at the beginning and end of each loading period. Tosatisfy the basic dynamic equilibrium equation, the corrective solution )(tx musthave the following form:
 )()()( 2010 tAxtAxtx += (13.17)
 where the functions are defined in Table 13.1.
 The total exact solution for displacement and velocity for each mode can now bewritten as:
 )()()( txtytz += (13.18a)
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 )()()( txtytz += (13.18b)
 So that the exact solution is periodic, the following conditions must be satisfied:
 )0()( zTz p = (13.19a)
 )0()( zTz p = (13.19b)
 The numerical evaluation of Equation (13.14) produces the following matrixequation, which must be solved for the unknown initial conditions:
 −−
 =
 −−
 −−)()(
 )(1)()()(1
 0
 0
 21
 21
 p
 p
 pp
 pp
 Ty
 Ty
 xx
 TATA
 TATA(13.20)
 The exact periodic solution for modal displacements and velocities can now becalculated from Equations (13.18a and 13.18b). Hence, it in not necessary to use afrequency domain solution approach for periodic loading as suggested in most textbooks on structural dynamics.
 13.6 PARTICIPATING MASS RATIOS
 Several Building Codes require that at least 90 percent of the participating mass isincluded in the calculation of response for each principal direction. This requirementis based on a unit base acceleration in a particular direction and calculating the baseshear due to that load. The steady state solution for this case involves no damping orelastic forces; therefore, the modal response equations for a unit base acceleration inthe x-direction can be written as:
 p = y nxn (13.21)
 The node point inertia forces in the x-direction for that mode are by definition:
 φφ nnxnn p(t) M =yM = uM = fxn (13.22)
 The resisting base shear in the x-direction for mode n is the sum of all node point xforces. Or:
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 p = p- = V 2nxnxnxnx φMIT (13.23)
 The total base shear in the x-direction, including N modes, will be:
 p = V2nx
 N
 1=nx ∑ (13.24)
 For a unit base acceleration in any direction, the exact base shear must be equal to thesum of all mass components in that direction. Therefore, the participating mass ratiois defined as the participating mass divided by the total mass in that direction. Or:
 m
 p
 = Xx
 2nx
 N
 1=nmass
 ∑∑
 (13.25a)
 m
 p
 = Yy
 2ny
 N
 1=nmass
 ∑∑
 (13.25b)
 m
 p
 = Zz
 2nz
 N
 1=nmass
 ∑∑
 (13.25c)
 If all modes are used, these ratios will all be equal to 1.0. It is clear that the 90 percentparticipation rule is intended to estimate the accuracy of a solution for base motiononly. It cannot be used as an error estimator for other types of loading, such aspoint loads or base displacements acting on the structure.
 Most computer programs produce the contribution of each mode to those ratios. Inaddition, an examination of those factors gives the engineer an indication of thedirection of the base shear associated with each mode. For example, the angle withrespect to the x-axis of the base shear associated with the first mode is given by:
 = −
 y
 x
 pp
 1
 111 tanθ (13.26)
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 13.7 STATIC LOAD PARTICIPATION RATIOS
 For arbitrary loading, it is useful to determine if the number of vectors used isadequate to approximate the true response of the structural system. One method,which the author has proposed, is to evaluate the static displacements using atruncated set of vectors to solve for the response resulting from static load patterns.As indicated by Equation (13.1), the loads can be written as:
 jj
 J
 1=
 (t) = gfF ∑j
 (t) (13.27)
 First, one solves the statics problem for the exact displacement ju associated with
 the load pattern jf . Then, the total external work associated with load condition j is:
 jTjjE uf
 21= (13.28)
 From Equation (13.6), the modal response, neglecting inertia and damping forces, isgiven by:
 jTn
 n
 ny fφω 2
 1= (13.29)
 From the fundamental definition of the mode superposition method, a truncated setof vectors defines the approximate displacement jv as:
 ∑ ∑= =
 ==N
 n
 N
 nnj
 Tn
 nnnj yv
 1 12
 1 φφω
 φ f (13.30)
 The total external work associated with the truncated mode shape solution is:
 ∑∑==
 =
 ==
 N
 n n
 njN
 n n
 jTn
 jTjj
 pE
 1
 2
 1
 2
 21
 ωωφ f
 vf (13.31)
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 A static load participation ratio jr can now be defined for load condition j as theratio of the sum of the work done by the truncated set of modes to the external totalwork done by the load pattern. Or:
 jTj
 L
 n n
 nj
 j
 jj
 p
 E
 Er
 uf
 ∑=
 == 1
 2
 ω(13.32)
 If this ratio is close to 1.0, the errors introduced by vector truncation will be verysmall. However, if this ratio is less than 90 percent, additional vectors should be usedin the analysis to capture the static load response.
 It has been the experience of the author that the use of exact eigenvectors is notan accurate vector basis for the dynamic analysis of structures subjected to pointloads. Whereas, load-dependent vectors, which are defined in the followingchapter, always produce a static load participation ratio of 1.0.
 13.8 DYNAMIC LOAD PARTICIPATION RATIOS
 In addition to participating mass ratios and static load participation ratios, it ispossible to calculate a dynamic load participation ratio for each load pattern.All three of these ratios are automatically produced by the SAP2000 program.
 The dynamic load participation ratio is based on the physical assumption that onlyinertia forces resist the load pattern. Considering only mass degrees of freedom, theexact acceleration ju because of the load pattern jf is:
 jj fMu 1−= (13.33)
 The velocity of the mass points at time 1=t is:
 jjj t fMfMu 11 −− == (13.34)
 Hence, the total kinetic energy associated with load pattern j is:
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 jTj
 TjE fMfuMu 1
 21
 21 −== (13.35)
 From Equation 13.6, the modal acceleration and velocity, neglecting the masslessdegrees of freedom, is given by:
 at and 1==== ttyy jTnj
 Tnnj
 Tnn fff φφφ (13.36)
 From the fundamental definition of the mode superposition method, a truncated setof vectors defines the approximate velocity jv as:
 ∑∑∑ ∑=== =
 ====N
 nnjn
 N
 nnnj
 N
 n
 N
 nnj
 Tnnnj ppy
 111 1
 φφφφφ fv (13.37)
 The total kinetic energy associated with the truncated mode shape solution is:
 ∑∑∑===
 ===N
 nnj
 N
 nnjn
 N
 n
 Tnnjj
 Tjj pppE
 1
 2
 11
 )(21
 21
 21 φφ MvMv (13.38)
 A dynamic load participation ratio rj can now be defined for load condition j as theratio of the sum of the kinetic energy associated with the truncated set of modes tothe total kinetic energy associated with the load pattern. Or:
 jTj
 N
 nnj
 j
 jj
 p
 E
 Er
 fMf 11
 2)(
 −=
 ∑== (13.39)
 The dynamic load participation ratio includes only loads that are associated withmass degrees of freedom. However, the static load participation factor includesthe effects of the loads acting at the massless degrees of freedom.
 A 100 percent dynamic load participation indicates that the high frequencyresponse of the structure is captured. In addition, for the cases of massproportional loading in the three global directions, the dynamic loadparticipation ratios are identical to the mass participation factors.
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 13.9 SUMMARY
 The mode superposition method is a very powerful method used to reduce thenumber of unknowns in a dynamic response analysis. All types of loading can beaccurately approximated by piece-wise linear or cubic functions within a smalltime increment. Exact solutions exist for these types of loading and can becomputed with a trivial amount of computer time for equal time increments.Therefore, there is no need to present other methods for the numerical evaluationof modal equations.
 To solve for the linear dynamic response of structures subjected to periodicloading, it is only necessary to add a corrective solution to the transient solutionfor a typical time period of loading. The corrective solution forces the initialconditions of a typical time period to be equal to the final conditions at the endof the time period. Hence, the same time-domain solution method can be used tosolve wind or wave dynamic response problems in structural engineering.
 Participating mass factors can be used to estimate the number of vectors requiredin an elastic seismic analysis where base accelerations are used as thefundamental loading. The use of mass participation factors to estimate theaccuracy of a nonlinear seismic analysis can introduce significant errors. Internalnonlinear concentrated forces that are in equal and opposite directions do notproduce a base shear. In addition, for the case of specified base displacements,the participating mass ratios do not have a physical meaning.
 Static and dynamic participation ratios are defined and can be used to estimatethe number of vectors required. It will later be shown that the use of Ritzvectors, rather than the exact eigenvectors, will produce vectors that have staticand dynamic participation ratios at or near 100 percent.
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14.
 CALCULATION OF STIFFNESS ANDMASS ORTHOGONAL VECTORS
 LDR Vectors are Always More Accurate than Using theExact Eigenvectors in a Mode Superposition Analysis
 14.1 INTRODUCTION
 The major reason to calculate mode shapes (or eigenvectors and eigenvalues) isthat they are used to uncouple the dynamic equilibrium equations for modesuperposition and/or response spectra analyses. The main purpose of a dynamicresponse analysis of a structure is to accurately estimate displacements andmember forces in the real structure. In general, there is no direct relationshipbetween the accuracy of the eigenvalues and eigenvectors and the accuracy ofnode point displacements and member forces.
 In the early days of earthquake engineering, the Rayleigh-Ritz method ofdynamic analysis was used extensively to calculate approximate solutions. Withthe development of high-speed computers, the use of exact eigenvectors replacedthe use of Ritz vectors as the basis for seismic analysis. It will be illustrated inthis book that Load-Dependent Ritz, LDR, vectors can be used for the dynamicanalysis of both linear and nonlinear structures. The new modified Ritz methodproduces more accurate results, with less computational effort, than the use ofexact eigenvectors.
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 There are several different numerical methods available for the evaluation of theeigenvalue problem. However, for large structural systems, only a few methodshave proven to be both accurate and robust.
 14.2 DETERMINATE SEARCH METHOD
 The equilibrium equation, which governs the undamped free vibration of atypical mode, is given by:
 0vK0vMK = or =] - [ 2iiii ω (14.1)
 Equation 14.1 can be solved directly for the natural frequencies of the structureby assuming values for ωi and factoring the following equation:
 LDLK iT
 iii = (14.2)
 From Appendix C the determinant of the factored matrix is defined by:
 D - - - - D D = )( NN2211iωDet (14.3)
 It is possible, by repeated factorization, to develop a plot of the determinant vs.λ , as shown in Figure 14.1. This classical method for evaluating the naturalfrequencies of a structure is called the determinant search method [1]. It shouldbe noted that for matrices with small bandwidths the numerical effort to factorthe matrices is very small. For this class of problem the determinant searchmethod, along with inverse iteration, is an effective method of evaluating theundamped frequencies and mode shapes for small structural systems. However,because of the increase in computer speeds, small problems can be solved by anymethod in a few seconds. Therefore, the determinant search method is no longerused in modern dynamic analysis programs.
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 All Terms In D Positive
 λ1 λλ2 λ3 λ , λ4 5 λ6
 Det ( )λ
 One Neg. Dii
 Two Neg. Dii
 Three Neg. Dii
 Five Neg. Dii
 Six Neg. Dii
 Figure 14.1 Determinant vs. Frequency for Typical System
 14.3 STURM SEQUENCE CHECK
 Figure 14.1 illustrates a very important property of the sequence of diagonalterms of the factored matrix. One notes that for a specified value of iω , one cancount the number of negative terms in the diagonal matrix and it is always equalto the number of frequencies below that value. Therefore, it can be used to checka method of solution that fails to calculate all frequencies below a specifiedvalue. Also, another important application of the Sturm Sequence Technique isto evaluate the number of frequencies within a frequency range. It is onlynecessary to factor the matrix at both the maximum and minimum frequencypoints, and the difference in the number of negative diagonal terms is equal tothe number of frequencies in the range. This numerical technique is useful inmachine vibration problems.
 14.4 INVERSE ITERATION
 Equation (14.1) can be written in an iterative solution form as:
 R = VLDLorVM = VK (i)(i)n
 T1)-(inn
 1)-(in
 (i) λ (14.4)
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 The computational steps required for the solution of one eigenvalue and eigenvectorcan be summarized as follows:
 1. Factor stiffness matrix into triangularized LD LT form during static
 load solution phase.
 2. For the first iteration, assume (1)R to be a vector of random numbers
 and solve for initial vector n(1)
 V .
 3. Iterate with i = 1, 2 . . .
 a. Normalize vector so that I = VMV (i)n
 T(i)n
 b. Estimate eigenvalue RV = (i)T(i)n
 (i)nλ
 c. Check λ(i)n for convergence - if converged, terminate
 d. i = i + 1 and calculate 1)-(i1)-(in
 (i) MV = R λ
 e. Solve for new vector R = VLLD (i)(i)n
 T
 f. Repeat Step 3
 It can easily be shown that this method will converge to the smallest uniqueeigenvalue.
 14.5 GRAM-SCHMIDT ORTHOGONALIZATION
 Additional eigenvectors can be calculated using the inverse iteration method if,after each iteration cycle, the iteration vector is made orthogonal to allpreviously calculated vectors. To illustrate the method, let us assume that wehave an approximate vector V that needs to be made orthogonal to thepreviously calculated vector Vn . Or, the new vector can be calculated from:
 V - V = V nα (14.5)
 Multiplying Equation (14.3) by MVTn , we obtain:

Page 195
                        

EIGEN AND RITZ VECTOR EVALUATION 14-5
 0 = VMV - VMV = MVV nTn
 Tn
 Tn α (14.6)
 Therefore, the orthogonality requirement is satisfied if:
 VMV = VMV
 VMV Tn
 nTn
 Tn = α (14.7)
 If the orthogonalization step is inserted after Step 3.e in the inverse iterationmethod, additional eigenvalues and vectors can be calculated.
 14.6 BLOCK SUBSPACE ITERATION
 Inverse iteration with one vector may not converge if eigenvalues are identicaland the eigenvectors are not unique. This case exists for many real three-dimensional structures, such as buildings with equal stiffness and mass in theprinciple directions. This problem can be avoided by iterating with a block oforthogonal vectors [2]. The block subspace iteration algorithm is summarized inTable 14.1 and is the method used in the modern versions of the SAP program.
 Experience has indicated that the subspace block size “b” should be set equal tothe square root of the average bandwidth of the stiffness matrix, but, not lessthan six. The block subspace iteration algorithm is relatively slow; however, it isvery accurate and robust. In general, after a vector is added to a block, it requiresfive to ten forward reductions and back-substitutions before the iteration vectorconverges to the exact eigenvector.
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 Table 14.1 Subspace Algorithm for the Generation of Eigenvectors
 I. INITIAL CALCULATIONS
 A. Triangularize Stiffness Matrix.
 B. Use random numbers to form a block of “b” vectors (0)V .
 II. GENERATE L EIGENVECTORS BY ITERATION i = 1,2...
 A. Solve for block of vectors, X(i) in, VM = XK 1)-(i(i) .
 B. Make block of vectors, X(i) , stiffness and mass orthogonal, V(i) . Order
 eigenvalues and corresponding vectors in ascending order.
 C. Use Gram-Schmidt method to make V(i) orthogonal to all previously
 calculated vectors and normalized so that I = VMV (i)T(i) .
 D. Perform the following checks and operations:
 1. If first vector in block is not converged, go to Step A with i = i + 1 .
 2. Save Vector φn on Disk.
 3. If n equals L , terminate iteration.
 4. Compact block of vectors.
 5. Add random number vector to last column of block.
 Return to Step D.1 with n = n + 1
 14.7 SOLUTION OF SINGULAR SYSTEMS
 For a few types of structures, such as aerospace vehicles, it is not possible to useinverse or subspace iteration directly to solve for mode shapes and frequencies.This is because there is a minimum of six rigid-body modes with zerofrequencies and the stiffness matrix is singular and cannot be triangularized. To
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 solve this problem, it is only necessary to introduce the following eigenvalueshift, or change of variable:
 ρ−λ=λ nn (14.8)
 Hence, the iterative eigenvalue problem can be written as:
 RVLDLVMVK (i)(i)n
 T1)-(inn
 1)-(in
 (i) = or = λ (14.9)
 The shifted stiffness matrix is now non-singular and is defined by:
 MKK ρ+= (14.10)
 The eigenvectors are not modified by the arbitrary shift ρ . The correct
 eigenvalues are calculated from Equation (14.8).
 14.8 GENERATION OF LOAD-DEPENDENT RITZ VECTORS
 The numerical effort required to calculate the exact eigen solution can beenormous for a structural system if a large number of modes are required.However, many engineers believe that this computational effort is justifiable ifaccurate results are to be obtained. One of the purposes of this section is toclearly illustrate that this assumption is not true for the dynamic responseanalyses of all structural systems.
 It is possible to use the exact free-vibration mode shapes to reduce the size ofboth linear and nonlinear problems. However, this is not the best approach forthe following reasons:
 1. For large structural systems, the solution of the eigenvalue problem for thefree-vibration mode shapes and frequencies can require a significant amountof computational effort.
 2. In the calculation of the free-vibration mode shapes, the spatial distributionof the loading is completely disregarded. Therefore, many of the modeshapes that are calculated are orthogonal to the loading and do notparticipate in the dynamic response.
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 3. If dynamic loads are applied at massless degrees-of-freedom, the use of allthe exact mode shapes in a mode superposition analysis will not converge tothe exact solution. In addition, displacements and stresses near theapplication of the loads can be in significant error. Therefore, there is noneed to apply the “static correction method” as would be required if exacteigenvectors are used for such problems.
 4. It is possible to calculate a set of stiffness and mass orthogonal Ritz vectors,with a minimum of computational effort, which will converge to the exactsolution for any spatial distribution of loading [2].
 It can be demonstrated that a dynamic analysis based on a unique set of LoadDependent Vectors yields a more accurate result than the use of the samenumber of exact mode shapes. The efficiency of this technique has beenillustrated by solving many problems in structural response and in wavepropagation types of problems [4]. Several different algorithms for thegeneration of Load Dependent Ritz Vectors have been published since themethod was first introduced in 1982 [3]. Therefore, it is necessary to present inTable 14.2 the latest version of the method for multiple load conditions.
 Table 14.2 Algorithm for Generation of Load Dependent Ritz Vectors
 I. INITIAL CALCULATIONS
 A. Triangularize Stiffness Matrix DLLK T = .
 B. Solve for block of “b” static displacement vectors us resulting from
 spatial load patterns F ; or, FuK = s .
 C. Make block of vectors us , stiffness and mass orthogonal, V1 .
 II. GENERATE BLOCKS OF RITZ VECTORS i = 2,....N
 A. Solve for block of vectors, Xi , VMXK 1-ii = .
 B. Make block of vectors, Xi ,stiffness and mass orthogonal, Vi .
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 Table 14.2 Algorithm for Generation of Load Dependent Ritz Vectors
 C. Use Modified Gram-Schmidt method (two times) to make Vi
 orthogonal to all previously calculated vectors and normalized so that = iT
 i IVMV .
 III. MAKE VECTORS STIFFNESS ORTHOGONAL
 A. Solve Nb by Nb eigenvalue problem 0 = ] - [ 2 ZIK Ω where
 = TKVVK .
 B. Calculate stiffness orthogonal Ritz vectors, = VZΦ .
 14.9 A PHYSICAL EXPLANATION OF THE LDR ALGORITHM
 The physical foundation for the method is the recognition that the dynamicresponse of a structure will be a function of the spatial load distribution. Theundamped, dynamic equilibrium equations of an elastic structure can be writtenin the following form:
 (t)(t)(t) RKuuM = + (14.11)
 In the case of earthquake or wind, the time-dependent loading acting on thestructure, (t)R , Equation (13.1), can be written as:
 ∑=
 ==J
 jjj ttt
 1
 )()()( GFgfR (14.12)
 Note that the independent load patterns F are not a function of time. For constantearthquake ground motions at the base of the structure three independent loadpatterns are possible. These load patterns are a function of the directional massdistribution of the structure. In case of wind loading, the downwind mean windpressure is one of those vectors. The time functions )(tG can always beexpanded into a Fourier series of sine and cosine functions. Hence, neglecting
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 damping, a typical dynamic equilibrium equation to be solved is of the followingform:
 ttt ω=+ sin)()( FKuuM (14.13)
 Therefore, the exact dynamic response for a typical loading frequency ϖ is of
 the following form:
 MuFKu 2ϖ+= (14.14)
 This equation cannot be solved directly because of the unknown frequency of theloading. However, a series of stiffness and mass orthogonal vectors can becalculated that will satisfy this equation using a perturbation algorithm. The firstblock of vectors is calculated by neglecting the mass and solving for the staticresponse of the structure. Or:
 FKu =0 (14.15)
 From Equation (14.14) it is apparent that the distribution of the error in thesolution, due to neglecting the inertia forces, can be approximated by:
 0MuF ≈1 (14.16)
 Therefore, an additional block of displacement error, or correction, vectors canbe calculated from:
 11 FKu = (14.17)
 In calculating 1u the additional inertia forces are neglected. Hence, incontinuing this thought process, it is apparent the following recurrence equationexists:
 1−= ii MuKu (14.18)
 A large number of blocks of vectors can be generated by Equation (14.18).However, to avoid numerical problems, the vectors must be stiffness and massorthogonal after each step. In addition, care should be taken to make sure that allvectors are linearly independent. The complete numerical algorithm issummarized in Table 14.2. After careful examination of the LDR vectors, one
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 can conclude that dynamic analysis is a simple extension of static analysisbecause the first block of vectors is the static response from all load patternsacting on the structure. For the case where loads are applied at only the massdegrees-of-freedom, the LDR vectors are always a linear combination of theexact eigenvectors.
 It is of interest to note that the recursive equation, used to generate the LDRvectors, is similar to the Lanczos algorithm for calculating exact eigenvalues andvectors, except that the starting vectors are the static displacements caused bythe spatial load distributions. Also, there is no iteration involved in thegeneration of Load Dependent Ritz vectors.
 14.10 COMPARISON OF SOLUTIONS USING EIGEN AND RITZVECTORS
 The fixed-end beam shown in Figure 14.1 is subjected to a point load at thecenter of the beam. The load varies in time as a constant unit step function.
 100
 10 @ 12 = 240
 Modulus of Elasticity = 30,000,000Moment of Inertia = 100Mass per Unit Length = 0.1Damping Ratio = 0.01
 All units in Pounds and Inches
 Figure 14.1 Dimensions, Stiffness and Mass for Beam Structure
 The damping ratio for each mode was set at one percent and the maximumdisplacement and moment occur at 0.046 second, as shown in Table 14.3.
 The results clearly indicate the advantages of using load-dependent vectors. Onenotes that the free-vibration modes 2, 4, 6 and 8 are not excited by the loadingbecause they are nonsymmetrical. However, the load dependent algorithm
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 generates only the symmetrical modes. In fact, the algorithm will fail for thiscase, if more than five vectors are requested.
 Table 14.3 Results from Dynamic Analyses of Beam Structure
 Free-Vibration Mode Shapes Load-Dependent Ritz VectorsNumber ofVectors Displacement Moment Displacement Moment
 10.004572
 (-2.41)4178
 (-22.8)0.004726(+0.88)
 5907(+9.2)
 20.004572
 (-2.41)4178
 (-22.8)0.004591
 (-2.00)5563(+2.8)
 30.004664
 (-0.46)4946(-8.5)
 0.004689(+0.08)
 5603(+3.5)
 40.004664
 (-0.46)4946(-8.5)
 0.004688(+0.06)
 5507(+1.8)
 50.004681
 (-0.08)5188(-4.1)
 0.004685(0.00)
 5411(0.0)
 70.004683
 (-0.04)5304(-2.0)
 90.004685
 (0.00)5411(0.0)
 Note: Numbers is parentheses are percentage errors.
 Both methods give good results for the maximum displacement. The results formaximum moment, however, indicate that the load-dependent vectors givesignificantly better results and converge from above the exact solution. It is clearthat free-vibration mode shapes are not necessarily the best vectors to be used inmode-superposition dynamic response analysis. Not only is the calculation of theexact free-vibration mode shapes computationally expensive, it requires morevectors, which increases the number of modal equations to be integrated andstored within the computer.
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 14.11 CORRECTION FOR HIGHER MODE TRUNCATION
 In the analysis of many types of structures, the response of higher modes can besignificant. In the use of exact eigenvectors for mode superposition or responsespectra analyses, approximate methods of analysis have been developed toimprove the results. The purpose of those approximate methods is “to accountfor missing mass” or “to add static response” associated with “higher modetruncation.” Those methods are used to reduce the number of exact eigenvectorsto be calculated, which reduces computation time and computer storagerequirements.
 The use of Load Dependent Ritz, LDR, vectors, on the other hand, does notrequire the use of those approximate methods because the “static response” isincluded in the initial set of vectors. This is illustrated by the time historyanalysis of a simple cantilever structure subjected to earthquake motions shownin Figure 14.2. This is a model of a light-weight superstructure built on amassive foundation supported on stiff piles that are modeled using a spring.
 C o m p u t e r M o d e l
 Figure 14.2 Cantilever Structure on Massive Stiff Foundation
 Only eight eigen or Ritz vectors can be used because the model has only eightmasses. The computed periods, using the exact eigen or Ritz method, aresummarized in Table 14.4. It is apparent that the eighth mode is associated withthe vibration of the foundation mass and the period is very short: 0.00517seconds.
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 Table 14.4 Periods and Mass Participation Factors
 MODE NUMBERPERIOD
 (Seconds)MASS PARTICIPATION
 (Percentage)
 1 1.27321 11.706
 2 0.43128 01.660
 3 0.24205 00.613
 4 0.16018 00.310
 5 0.11899 00.208
 6 0.09506 00.100
 7 0.07951 00.046
 8 0.00517 85.375
 The maximum foundation force using different numbers of eigen and LDRvectors is summarized in Table 14.5. In addition, the total mass participationassociated with each analysis is shown. The integration time step is the same asthe earthquake motion input; therefore, no errors are introduced other than thoseresulting from mode truncation. Five percent damping is used in all cases.
 Table 14.5 Foundation Forces and Total Mass Participation
 FOUNDATION FORCE(Kips)
 MASS PARTICIPATION(Total Percentage)
 NUMBEROF
 VECTORS EIGEN RITZ EIGEN RITZ
 8 1,635 1,635 100.0 100.0
 7 260 1,636 14.6 83.3
 5 259 1,671 14.5 16.2
 3 258 1,756 14.0 14.5
 2 257 3,188 13.4 13.9
 The solution for eight eigen or LDR vectors produces the exact solution for thefoundation force and 100 percent of the participating mass. For seven
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 eigenvectors, the solution for the foundation force is only 16 percent of the exactvaluea significant error; whereas, the LDR solution is almost identical to theexact foundation force. It is of interest to note that the LDR methodoverestimates the force as the number of vectors is reduceda conservativeengineering result.
 Also, it is apparent that the mass participation factors associated with the LDRsolutions are not an accurate estimate the error in the foundation force. In thiscase, 90 percent mass participation is not a requirement if LDR vectors are used.If only five LDR vectors are used, the total mass participation factor is only 16.2percent; however, the foundation force is over-estimated by 2.2 percent.
 14.12 VERTICAL DIRECTION SEISMIC RESPONSE
 Structural engineers are required for certain types of structures, to calculate thevertical dynamic response. During the past several years, many engineers havetold me that it was necessary to calculate several hundred mode shapes for alarge structure to obtain the 90 percent mass participation in the verticaldirection. In all cases, the "exact" free vibration frequencies and mode shapeswere used in the analysis.
 To illustrate this problem and to propose a solution, a vertical dynamic analysisis conducted of the two dimensional frame shown in Figure 14.3. The mass islumped at the 35 locations shown; therefore, the system has 70 possible modeshapes.
 Using the exact eigenvalue solution for frequencies and mode shapes, the massparticipation percentages are summarized in Table 14.6.
 One notes that the lateral and vertical modes are uncoupled for this very simplestructure. Only two of the first ten modes are in the vertical direction. Hence, thetotal vertical mass participation is only 63.3 percent.

Page 206
                        

14-16 DYNAMIC ANALYSIS OF STRUCTURES
 Figure 14.3 Frame Structure Subjected to Vertical Earthquake Motions
 Table 14.6 Mass Participation Percentage Factors for Exact Eigenvalues
 LATERAL MASSPARTICIPATION
 VERTICAL MASSPARTICIPATIONMODE
 PERIOD(Seconds)
 EACH MODE TOTAL EACH MODE TOTAL
 1 1.273 79.957 79.957 0 0
 2 0.421 11.336 91.295 0 0
 3 0.242 4.172 95.467 0 0
 4 0.162 1.436 96.903 0 0
 5 0.158 0.650 97.554 0 0
 6 0.148 0 97.554 60.551 60.551
 7 0.141 0.031 97.584 0 60.551
 8 0.137 0.015 97.584 0 60.551
 9 0.129 0.037 97.639 0 60.551
 10 0.127 0 97.639 2.775 63.326
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 The first 10 Load Dependent Ritz vectors are calculated and the massparticipation percentages are summarized in Table 14.7. The two starting LDRvectors were generated using static loading proportional to the lateral andvertical mass distributions.
 Table 14.7 Mass Participation Percentage Factors Using LDR Vectors
 LATERAL MASSPARTICIPATION
 VERTICAL MASSPARTICIPATIONMODE
 PERIOD(Seconds)
 EACH MODE TOTAL EACH MODE TOTAL
 1 1.273 79.957 79.957 0 0
 2 0.421 11.336 91.295 0 0
 3 0.242 4.176 95.471 0 0
 4 0.158 2.388 97.859 0 0
 5 0.149 0 97.859 60.567 60.567
 6 0.123 0 97.859 4.971 65.538
 7 0.104 2.102 99.961 0 65.538
 8 0.103 0 99.961 13.243 78.781
 9 0.064 0 99.961 9.696 88.477
 10 0.041 0 99.961 8.463 96.940
 The ten vectors produced by the LDR method more than satisfy the 90 percentcode requirement. It would require the calculation of 34 eigenvectors for theexact eigenvalue approach to obtain the same mass participation percentage.This is just one additional example of why use of the LDR method is superior tothe use of the exact eigenvectors for seismic loading.
 The reason for the impressive accuracy of the LDR method compared to theexact eigenvector method is that only the mode shapes that are excited by theseismic loading are calculated.
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 14.13 SUMMARY
 There are three different mathematical methods for the numerical solution of theeigenvalue problem. They all have advantages for certain types of problems.
 First, the determinant search method, which is related to finding the roots of apolynomial, is a fundamental traditional method. It is not efficient for largestructural problems. The Sturm sequence property of the diagonal elements ofthe factored matrix can be used to determine the number of frequencies ofvibration within a specified range.
 Second, the inverse and subspace iteration methods are subsets of a large number ofpower methods. The Stodola method is a power method. However, the use of asweeping matrix to obtain higher modes is not practical because it eliminates thesparseness of the matrices. Gram-Schmidt orthogonalization is the most effectivemethod to force iteration vectors to converge to higher modes.
 Third, transformation methods are very effective for the calculation of all eigenvaluesand eigenvectors of small dense matrices. Jacobi, Givens, Householder, Wilkinsonand Rutishauser are all well-known transformation methods. The author prefers touse a modern version of the Jacobi method in the ETABS and SAP programs. It isnot the fastest; however, we have found it to be accurate and robust. Because it isonly used for problems equal to the size of the subspace, the computational time forthis phase of the solution is very small compared to the time required to form thesubspace eigenvalue problem. The derivation of the Jacobi method is given inAppendix D.
 The use of Load Dependent Ritz vectors is the most efficient approach to solve foraccurate node displacements and member forces within structures subjected todynamic loads. The lower frequencies obtained from a Ritz vector analysis arealways very close to the exact free vibration frequencies. If frequencies and modeshapes are missed, it is because the dynamic loading does not excite them; therefore,they are of no practical value. Another major advantage of using LDR vectors is thatit is not necessary to be concerned about errors introduced by higher mode truncationof a set of exact eigenvectors.

Page 209
                        

EIGEN AND RITZ VECTOR EVALUATION 14-19
 All LDR mode shapes are linear combinations of the exact eigenvectors;therefore, the method always converges to the exact solution. Also, thecomputational time required to calculate the LDR vectors is significantly lessthan the time required to solve for eigenvectors.
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15.
 DYNAMIC ANALYSIS USING RESPONSESPECTRUM SEISMIC LOADING
 Before the Existence of Inexpensive Personal Computers,the Response Spectrum Method was the Standard Approach
 for Linear Seismic Analysis
 15.1 INTRODUCTION
 The basic mode superposition method, which is restricted to linearly elasticanalysis, produces the complete time history response of joint displacements andmember forces. In the past, there have been two major disadvantages in the useof this approach. First, the method produces a large amount of outputinformation that can require a significant amount of computational effort toconduct all possible design checks as a function of time. Second, the analysismust be repeated for several different earthquake motions to ensure that allfrequencies are excited because a response spectrum for one earthquake in aspecified direction is not a smooth function.
 There are computational advantages in using the response spectrum method ofseismic analysis for prediction of displacements and member forces in structuralsystems. The method involves the calculation of only the maximum values of thedisplacements and member forces in each mode using smooth design spectra thatare the average of several earthquake motions.
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 The purpose of this chapter is to summarize the fundamental equations used inthe response spectrum method and to point out the many approximations andlimitations of the method. For example, the response spectrum method cannot beused to approximate the nonlinear response of a complex three-dimensionalstructural system.
 The recent increase in the speed of computers has made it practical to run manytime history analyses in a short period of time. In addition, it is now possible torun design checks as a function of time, which produces superior results, becauseeach member is not designed for maximum peak values as required by theresponse spectrum method.
 15.2 DEFINITION OF A RESPONSE SPECTRUM
 For three-dimensional seismic motion, the typical modal Equation (13.6) isrewritten as:
 gznzgynygxnxn2nnnnn (t)up + (t)up + (t)up = y(t) + (t)y2 + (t)y ωωζ (15.1)
 where the three Mode Participation Factors are defined by MinT
 ni - = p φ in
 which i is equal to x, y or z. Two major problems must be solved to obtain anapproximate response spectrum solution to this equation. First, for each directionof ground motion, maximum peak forces and displacements must be estimated.Second, after the response for the three orthogonal directions has been solved, itis necessary to estimate the maximum response from the three components ofearthquake motion acting at the same time. This section addresses the modalcombination problem from one component of motion only. The separateproblem of combining the results from motion in three orthogonal directions willbe discussed later in this chapter.
 For input in one direction only, Equation (15.1) is written as:
 gnin2nnnnn (t)up = y(t) + (t)y2 + (t)y ωωζ (15.2)
 Given a specified ground motion g(t)u , damping value and assuming0.1−=nip , it is possible to solve Equation (15.2) at various values of ω and
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 plot a curve of the maximum peak response MAXy )(ω . For this accelerationinput, the curve is by definition the displacement response spectrum for theearthquake motion. A different curve will exist for each different value ofdamping.
 A plot of MAXy )(ωω is defined as the pseudo-velocity spectrum and a plot of
 MAXy )(2 ωω is defined as the pseudo-acceleration spectrum.
 The three curvesdisplacement response spectrum, pseudo-velocity spectrum,and pseudo-acceleration spectrumare normally plotted as one curve on speciallog paper. However, the pseudo-values have minimum physical significance andare not an essential part of a response spectrum analysis. The true values formaximum velocity and acceleration must be calculated from the solution ofEquation (15.2).
 There is a mathematical relationship, however, between the pseudo-accelerationspectrum and the total acceleration spectrum. The total acceleration of the unitmass, single degree-of-freedom system, governed by Equation (15.2), is givenby:
 gT tutytu )()()( += (15.3)
 Equation (15.2) can be solved for )(ty and substituted into Equation (15.3) to
 yield:
 )(2)()( 2 tytytu T ξω−ω−= (15.4)
 Therefore, for the special case of zero damping, the total acceleration of thesystem is equal to )(2 tyω . For this reason, the displacement response spectrumcurve is normally not plotted as modal displacement MAXy )(ω versus ω . It isstandard to present the curve in terms of S( )ω versus a period T in seconds,where:
 MAXa yS )()( 2 ωω=ω and ωπ= 2
 T (15.5a and 15.5b)
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 The pseudo-acceleration spectrum curve, a)(ωS , has the units of acceleration
 versus period that has some physical significance for zero damping only. It isapparent that all response spectrum curves represent the properties of theearthquake at a specific site and are not a function of the properties of thestructural system. After an estimation is made of the linear viscous dampingproperties of the structure, a specific response spectrum curve is selected.
 15.3 CALCULATION OF MODAL RESPONSE
 The maximum modal displacement for a structural model can now be calculatedfor a typical mode n with period Tn and corresponding spectrum response valueS n( )ω . The maximum modal response associated with period Tn is given by:
 2
 )()(
 n
 nMAXn
 STy
 ωω
 = (15.6)
 The maximum modal displacement response of the structural model is calculatedfrom:
 nMAXnn Ty φ= )(u (15.7)
 The corresponding internal modal forces, knf , are calculated from standard
 matrix structural analysis using the same equations as required in static analysis.
 15.4 TYPICAL RESPONSE SPECTRUM CURVES
 A ten-second segment of the Loma Prieta earthquake motions recorded on a softsite in the San Francisco Bay Area is shown in Figure 15.1. The record has beencorrected using an iterative algorithm for zero displacement, velocity andacceleration at the beginning and end of the ten-second record. For theearthquake motions given in Figure 15.1a, the response spectrum curves fordisplacement and pseudo-acceleration are summarized in Figure 15.2a and 15.2b
 The velocity curves have been intentionally omitted because they are not anessential part of the response spectrum method. Furthermore, it would require
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 considerable space to clearly define terms such as peak ground velocity, pseudovelocity spectrum, relative velocity spectrum and absolute velocity spectrum.
 Figure 15.1a Typical Earthquake Ground Acceleration - Percent of Gravity
 Figure 15.1b Typical Earthquake Ground Displacements - Inches
 TIME - seconds
 0 1 2 3 4 5 6 7 8 9 10-25
 -20
 -15
 -10
 -5
 0
 5
 10
 15
 20
 25
 0 1 2 3 4 5 6 7 8 9 10TIME - seconds
 - 12
 - 10
 - 8
 - 6
 - 4
 - 2
 0
 2

Page 215
                        

15-6 STATIC AND DYNAMIC ANALYSIS
 Figure 15.2a Relative Displacement Spectrum MAXy )(ω - Inches
 Figure 15.2b Pseudo-Acceleration Spectrum, MAXa yS )(2 ωω= -
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 The maximum ground acceleration for the earthquake defined by Figure 15.1a is20.01 percent of gravity at 2.92 seconds. It is important to note that the pseudo-acceleration spectrum shown in Figure 15.2b has the same value for a very shortperiod system. This is because of the physical fact that a very rigid structuremoves as a rigid body and the relative displacements within the structure areequal to zero, as indicated by Figure 15.2a. Also, the behavior of a rigid structureis not a function of the viscous damping value.
 The maximum ground displacement shown in Figure 15.1b is -11.62 inches at1.97 seconds. For long period systems, the mass of the one-degree-of-freedomstructure does not move significantly and has approximately zero absolutedisplacement. Therefore, the relative displacement spectrum curves shown inFigure 15.2a will converge to 11.62 inches for long periods and all values ofdamping. This type of real physical behavior is fundamental to the design ofbase isolated structures.
 The relative displacement spectrum, Figure 15.2a, and the absolute accelerationspectrum, Figure 15.2b, have physical significance. However, the maximumrelative displacement is directly proportional to the maximum forces developedin the structure. For that earthquake, the maximum relative displacement is 18.9inches at a period of 1.6 seconds for 1 percent damping and 16.0 inches at aperiod of 4 seconds for 5 percent damping. It is important to note the significantdifference between 1 and 5 percent damping for this typical soft site record.
 Figure 15.2b, the absolute acceleration spectrum, indicates maximum values at aperiod of 0.64 seconds for both values of damping. Also, the multiplication byω 2 tends to completely eliminate the information contained in the long period
 range. Because most structural failures during recent earthquakes have beenassociated with soft sites, perhaps we should consider using the relativedisplacement spectrum as the fundamental form for selecting a designearthquake. The high-frequency, short-period part of the curve should always bedefined by:
 2/)( ω=ω MAXgMAX uy or 2
 2
 4)(
 π= T
 uTy MAXgMAX (15.8)
 where MAXgu is the peak ground acceleration.
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 15.5 THE CQC METHOD OF MODAL COMBINATION
 The most conservative method that is used to estimate a peak value ofdisplacement or force within a structure is to use the sum of the absolute of themodal response values. This approach assumes that the maximum modal valuesfor all modes occur at the same point in time.
 Another very common approach is to use the Square Root of the Sum of theSquares, SRSS, on the maximum modal values to estimate the values ofdisplacement or forces. The SRSS method assumes that all of the maximummodal values are statistically independent. For three-dimensional structures inwhich a large number of frequencies are almost identical, this assumption is notjustified.
 The relatively new method of modal combination is the Complete QuadraticCombination, CQC, method [1] that was first published in 1981. It is based onrandom vibration theories and has found wide acceptance by most engineers andhas been incorporated as an option in most modern computer programs forseismic analysis. Because many engineers and building codes are not requiringthe use of the CQC method, one purpose of this chapter is to explain by examplethe advantages of using the CQC method and illustrate the potential problems inthe use of the SRSS method of modal combination.
 The peak value of a typical force can now be estimated from the maximummodal values using the CQC method with the application of the followingdouble summation equation:
 ∑∑ ρ=n m
 mmnn ffF (15.9)
 where nf is the modal force associated with mode n . The double summation isconducted over all modes. Similar equations can be applied to nodedisplacements, relative displacements and base shears and overturning moments.
 The cross-modal coefficients, nmρ , for the CQC method with constant damping
 are:
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 2222
 2/32
 )1(4)1(
 )1(8
 rrr
 rrnm +ζ+−
 +ζ=ρ (15.10)
 where r n m= ω ω/ and must be equal to or less than 1.0. It is important to notethat the cross-modal coefficient array is symmetric and all terms are positive.
 15.6 NUMERICAL EXAMPLE OF MODAL COMBINATION
 The problems associated with using the absolute sum and the SRSS of modalcombination can be illustrated by their application to the four-story buildingshown in Figure 15.3. The building is symmetrical; however, the center of massof all floors is located 25 inches from the geometric center of the building.
 Figure 15.3 A Simple Three-Dimensional Building Example
 The direction of the applied earthquake motion, a table of natural frequencies and theprincipal direction of the mode shape are summarized in Figure 15.4.
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 Figure 15.4 Frequencies and Approximate Directions of Mode Shapes
 One notes the closeness of the frequencies that is typical of most three-dimensional building structures that are designed to resist earthquakes from bothdirections equally. Because of the small mass eccentricity, which is normal inreal structures, the fundamental mode shape has x, y, as well as torsioncomponents. Therefore, the model represents a very common three-dimensionalbuilding system. Also, note that there is not a mode shape in a particular givendirection, as is implied in many building codes and some text books onelementary dynamics.
 The building was subjected to one component of the Taft 1952 earthquake. Anexact time history analysis using all 12 modes and a response spectrum analysiswere conducted. The maximum modal base shears in the four frames for the firstfive modes are shown in Figure 15.5.
 Figure 15.6 summarizes the maximum base shears in each of the four framesusing different methods. The time history base shears, Figure 15.6a, are exact.The SRSS method, Figure 15.6b, produces base shears that under-estimate theexact values in the direction of the loads by approximately 30 percent and over-estimate the base shears normal to the loads by a factor of 10. The sum of theabsolute values, Figure 15.6c, grossly over-estimates all results. The CQC
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 method, Figure 15.6d, produces very realistic values that are close to the exacttime history solution.
 Figure 15.5 Base Shears in Each Frame for First Five Modes
 Figure 15.6 Comparison of Modal Combination Methods
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 The modal cross-correlation coefficients for this building are summarized inTable 15.1. It is of importance to note the existence of the relatively large off-diagonal terms that indicate which modes are coupled.
 Table 15.1 Modal Cross-Correlation Coefficients -ζ = 0 05.
 Mode 1 2 3 4 5 nω(rad/sec)
 1 1.000 0.998 0.006 0.006 0.004 13.87
 2 0.998 1.000 0.006 0.006 0.004 13.93
 3 0.006 0.006 1.000 0.998 0.180 43.99
 4 0.006 0.006 0.998 1.000 0.186 44.19
 5 0.004 0.004 0.180 0.186 1.000 54.42
 If one notes the signs of the modal base shears shown in Figure 15.3, it isapparent how the application of the CQC method allows the sum of the baseshears in the direction of the external motion to be added directly. In addition,the sum of the base shears, normal to the external motion, tend to cancel. Theability of the CQC method to recognize the relative sign of the terms in themodal response is the key to the elimination of errors in the SRSS method.
 15.7 DESIGN SPECTRA
 Design spectra are not uneven curves as shown in Figure 15.2 because they areintended to be the average of many earthquakes. At the present time, manybuilding codes specify design spectra in the form shown in Figure 15.7.
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 Figure 15.7 Typical Design Spectrum
 The Uniform Building Code has defined specific equations for each range of thespectrum curve for four different soil types. For major structures, it is nowcommon practice to develop a site-dependent design spectrum that includes theeffect of local soil conditions and distance to the nearest faults.
 15.8 ORTHOGONAL EFFECTS IN SPECTRAL ANALYSIS
 A well-designed structure should be capable of equally resisting earthquakemotions from all possible directions. One option in existing design codes forbuildings and bridges requires that members be designed for "100 percent of theprescribed seismic forces in one direction plus 30 percent of the prescribedforces in the perpendicular direction." Other codes and organizations require theuse of 40 percent rather than 30 percent. However, they give no indication onhow the directions are to be determined for complex structures. For structuresthat are rectangular and have clearly defined principal directions, these"percentage" rules yield approximately the same results as the SRSS method.
 For complex three-dimensional structures, such as non-rectangular buildings,curved bridges, arch dams or piping systems, the direction of the earthquake that
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 produces the maximum stresses in a particular member or at a specified point isnot apparent. For time history input, it is possible to perform a large number ofdynamic analyses at various angles of input to check all points for the criticalearthquake directions. Such an elaborate study could conceivably produce adifferent critical input direction for each stress evaluated. However, the cost ofsuch a study would be prohibitive.
 It is reasonable to assume that motions that take place during an earthquake haveone principal direction [2]. Or, during a finite period of time when maximumground acceleration occurs, a principal direction exists. For most structures, thisdirection is not known and for most geographical locations cannot be estimated.Therefore, the only rational earthquake design criterion is that the structure mustresist an earthquake of a given magnitude from any possible direction. Inaddition to the motion in the principal direction, a probability exists that motionsnormal to that direction will occur simultaneously. In addition, because of thecomplex nature of three-dimensional wave propagation, it is valid to assume thatthese normal motions are statistically independent.
 Based on those assumptions, a statement of the design criterion is "a structuremust resist a major earthquake motion of magnitude 1S for all possible angles θand at the same point in time resist earthquake motions of magnitude 2S at 90o tothe angle θ ." These motions are shown schematically in Figure 15.1.
 15.8.1 Basic Equations for Calculation of Spectral Forces
 The stated design criterion implies that a large number of different analyses mustbe conducted to determine the maximum design forces and stresses. It will beshown in this section that maximum values for all members can be exactlyevaluated from one computer run in which two global dynamic motions areapplied. Furthermore, the maximum member forces calculated are invariant withrespect to the selection system.
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 Plan View
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 Figure 15.8 Definition of Earthquake Spectra Input
 Figure 15.8 indicates that the basic input spectra S1 and S2 are applied at an
 arbitrary angle θ . At some typical point within the structure, a force, stress or
 displacement F is produced by this input. To simplify the analysis, it will beassumed that the minor input spectrum is some fraction of the major inputspectrum. Or:
 S = S 12 a (15.11)
 where a is a number between 0 and 1.0.
 Recently, Menun and Der Kiureghian [3] presented the CQC3 method for thecombination of the effects of orthogonal spectrum.
 The fundamental CQC3 equation for the estimation of a peak value is:
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 where,
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 ∑∑ ρ=n m
 mmnn ffF 0020 (15.13)
 ∑∑ ρ=n m
 mmnn ffF 9090290 (15.14)
 ∑∑ ρ=−n m
 mmnn ffF 900900 (15.15)
 ∑∑ ρ=n m
 mzmnnzZ ffF2 (15.16)
 in which nf0 and nf90 are the modal values produced by 100 percent of thelateral spectrum applied at 0 and 90 degrees respectively, and nzf is the modalresponse from the vertical spectrum that can be different from the lateralspectrum.
 It is important to note that for equal spectra a = 1, the value F is not a functionof θ and the selection of the analysis reference system is arbitrary. Or:
 220 zMAX FFFF +2
 90+ = (15.17)
 This indicates that it is possible to conduct only one analysis with any referencesystem, and the resulting structure will have all members that are designed toequally resist earthquake motions from all possible directions. This method isacceptable by most building codes.
 15.8.2 The General CQC3 Method
 For a = 1, the CQC3 method reduces to the SRSS method. However, this can beover conservative because real ground motions of equal value in all directionshave not been recorded. Normally, the value of θ in Equation (15.12) is not
 known; therefore, it is necessary to calculate the critical angle that produces themaximum response. Differentiation of Equation (15.12) and setting the results tozero yields:
 ]2
 [tan21
 290
 20
 9001
 FFF
 cr −=θ −− (15.18)
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 Two roots exist for Equation (15.17) that must be checked in order that thefollowing equation is maximum:
 21
 2900
 2
 2290
 20
 2290
 220
 ]cossin)1(2
 sin)()1([
 zcrcr
 crMAX
 FFa
 FFaFaFF
 +θθ−−
 θ−−−+=
 −
 (15.19)
 At the present time, no specific guidelines have been suggested for the value ofa . Reference [3] presented an example with values a between 0.50 and 0.85.
 15.8.3 Examples of Three-Dimensional Spectra Analyses
 The previously presented theory clearly indicates that the CQC3 combinationrule, with a equal to 1.0, is identical to the SRSS method and produces resultsfor all structural systems that are not a function of the reference system used bythe engineer. One example will be presented to show the advantages of themethod. Figure 15.9 illustrates a very simple one-story structure that wasselected to compare the results of the 100/30 and 100/40 percentage rules withthe SRSS rule.
 Figure 15.9 Three-Dimensional Structure
 0
 Y
 X
 X = Y = 106.065 ft.
 X = Y = 70.717 ft.
 X = 100 ft. X = 150 ft.
 1 2
 3
 4
 3
 2
 3
 2
 3 2
 3 2
 Sym.
 Typical Column:
 422 ft I 100=
 433 ftI 200=
 2 k/ft30=E
 ft10=L
 ftsec-kM 2TOP /25.0=
 Total Mass:
 ftsec-k 2 /00.1=M
 Center of Mass:
 19.4406.106 == yx
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 Note that the masses are not at the geometric center of the structure. The structure hastwo translations and one rotational degrees-of-freedom located at the center of mass.The columns, which are subjected to bending about the local 2 and 3 axes, are pinnedat the top where they are connected to an in-plane rigid diaphragm.
 The periods and normalized base shear forces associated with the mode shapesare summarized in Table 15.2. Because the structure has a plane of symmetry at22.5 degrees, the second mode has no torsion and has a normalized base shear at22.5 degrees with the x-axis. Because of this symmetry, it is apparent thatcolumns 1 and 3 (or columns 2 and 4) should be designed for the same forces.
 Table 15.2 Periods and Normalized Base Shear
 Mode Period(Seconds)
 X-Force Y-ForceDirection of-Base Shear-(Degrees)
 1 1.047 0.383 -0.924 -67.5
 2 0.777 -0.382 0.924 112.5
 3 0.769 0.924 0.383 22.5
 The definition of the mean displacement response spectrum used in the spectraanalysis is given in Table 15.3.
 Table 15.3 Participating Masses and Response Spectrum Used
 ModePeriod
 (Seconds) X-Mass Y-MassSpectral Value
 Used forAnalysis
 1 1.047 12.02 70.05 1.00
 2 0.777 2.62 15.31 1.00
 3 0.769 85.36 14.64 1.00
 The moments about the local 2 and 3 axes at the base of each of the fourcolumns for the spectrum applied separately at 0.0 and 90 degrees aresummarized in Tables 15.4 and 15.5 and are compared to the 100/30 rule.
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 Table 15.4 Moments About 2-Axes – SRSS vs. 100/30 Rule
 Member M0 M90
 = MSRSS
 M + M 902
 02 M100/30 Error(%)
 1 0.742 1.750 1.901 1.973 3.8
 2 1.113 2.463 2.703 2.797 3.5
 3 0.940 1.652 1.901 1.934 1.8
 4 1.131 2.455 2.703 2.794 3.4
 Table 15.5 Moments About 3-Axes – SRSS vs. 100/30 Rule
 Member M0 M90
 = MSRSS
 M + M 902
 02 M100/30 Error(%)
 1 2.702 0.137 2.705 2.743 1.4
 2 2.702 0.137 2.705 2.743 1.4
 3 1.904 1.922 2.705 2.493 -7.8
 4 1.904 1.922 2.705 2.493 -7.8
 For this example, the maximum forces do not vary significantly between the twomethods. However, it does illustrate that the 100/30 combination methodproduces moments that are not symmetric, whereas the SRSS combinationmethod produces logical and symmetric moments. For example, member 4would be over-designed by 3.4 percent about the local 2-axis and under-designedby 7.8 percent about the local 3-axis using the 100/30 combination rule.
 The SRSS and 100/40 design moments about the local 2 and 3 axes at the baseof each of the four columns are summarized in Tables 15.6 and 15.7
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 Table 15.6 Moments About 2-Axes –SRSS vs. 100/40 Rule
 Member M0 M90
 = MSRSS
 M + M 902
 02 M100/40 Error(%)
 1 0.742 1.750 1.901 2.047 7.7
 2 1.113 2.463 2.703 2.908 7.6
 3 0.940 1.652 1.901 2.028 1.2
 4 1.131 2.455 2.703 2.907 7.5
 Table 15.7 Moments About 3-Axes – SRSS vs. 100/40 Rule
 Member M0 M90
 = MSRSS
 M + M 902
 02 M100/40 Error(%)
 1 2.702 0.137 2.705 2.757 1.9
 2 2.702 0.137 2.705 2.757 1.9
 3 1.904 1.922 2.705 2.684 -0.8
 4 1.904 1.922 2.705 2.684 -0.8
 The results presented in Tables 15.6 and 15.7 also illustrate that the 100/40combination method produces results that are not reasonable. Because ofsymmetry, members 1 and 3 and members 2 and 4 should be designed for thesame moments. Both the 100/30 and 100/40 rules fail this simple test.
 If a structural engineer wants to be conservative, the results of the SRSSdirectional combination rule or the input spectra can be multiplied by anadditional factor greater than one. One should not try to justify the use of the100/40 percentage rule because it is conservative in "most cases." For complexthree-dimensional structures, the use of the 100/40 or 100/30 percentage rulewill produce member designs that are not equally resistant to earthquake motionsfrom all possible directions.
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 15.8.4 Recommendations on Orthogonal Effects
 For three-dimensional response spectra analyses, it has been shown that the"design of elements for 100 percent of the prescribed seismic forces in onedirection plus 30 or 40 percent of the prescribed forces applied in theperpendicular direction" is dependent on the user's selection of the referencesystem. These commonly used "percentage combination rules" are empirical andcan underestimate the design forces in certain members and produce a memberdesign that is relatively weak in one direction. It has been shown that thealternate building code approved method, in which an SRSS combination of two100 percent spectra analyses with respect to any user-defined orthogonal axes,will produce design forces that are not a function of the reference system.Therefore, the resulting structural design has equal resistance to seismic motionsfrom all directions.
 The CQC3 method should be used if a value of a less than 1.0 can be justified.
 It will produce realistic results that are not a function of the user-selectedreference system.
 15.9 LIMITATIONS OF THE RESPONSE SPECTRUM METHOD
 It is apparent that use of the response spectrum method has limitations, some ofwhich can be removed by additional development. However, it will never beaccurate for nonlinear analysis of multi degree of freedom structures. The authorbelieves that in the future more time history dynamic response analyses will beconducted and the many approximations associated with the use of the responsespectrum method will be avoided. Some of these additional limitations will bediscussed in this section.
 15.9.1 Story Drift Calculations
 All displacements produced by the response spectrum method are positivenumbers. Therefore, a plot of a dynamic displaced shape has very little meaningbecause each displacement is an estimation of the maximum value. Inter-storydisplacements are used to estimate damage to nonstructural elements and cannotbe calculated directly from the probable peak values of displacement. A simple

Page 231
                        

15-22 STATIC AND DYNAMIC ANALYSIS
 method to obtain a probable peak value of shear strain is to place a very thinpanel element, with a shear modulus of unity, in the area where the deformationis to be calculated. The peak value of shear stress will be a good estimation ofthe damage index. The current code suggests a maximum value of 0.005horizontal drift ratio, which is the same as panel shear strain if the verticaldisplacements are neglected.
 15.9.2 Estimation of Spectra Stresses in Beams
 The fundamental equation for the calculation of the stresses within the crosssection of a beam is:
 x
 x
 y
 y
 IyM
 I
 xM
 AP ++=σ (15.20)
 This equation can be evaluated for a specified x and y point in the cross sectionand for the calculated maximum spectral axial force and moments that are allpositive values. It is apparent that the resulting stress may be conservativebecause all forces will probably not obtain their peak values at the same time.
 For response spectrum analysis, the correct and accurate approach for theevaluation of equation (15.20) is to evaluate the equation for each mode ofvibration. This will take into consideration the relative signs of axial forces andmoments in each mode. An accurate value of the maximum stress can then becalculated from the modal stresses using the CQC double sum method. It hasbeen the author’s experience with large three-dimensional structures that stressescalculated from modal stresses can be less than 50 percent of the valuecalculated using maximum peak values of moments and axial force.
 15.9.3 Design Checks for Steel and Concrete Beams
 Unfortunately, most design check equations for steel structures are written interms of "design strength ratios" that are a nonlinear function of the axial forcein the member; therefore, the ratios cannot be calculated in each mode. Theauthor proposes a new approximate method to replace the state-of-the-artapproach of calculating strength ratios based on maximum peak values ofmember forces. This would involve first calculating the maximum axial force.
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 The design ratios would then be evaluated mode by mode, assuming themaximum axial force reduction factor remains constant for all modes. Thedesign ratio for the member would then be estimated using a double-sum modalcombination method, such as the CQC3 method. This approach would improveaccuracy and still be conservative.
 For concrete structures, additional development work is required to develop acompletely rational method for the use of maximum spectral forces in a designcheck equation because of the nonlinear behavior of concrete members. A timehistory analysis may be the only approach that will produce rational designforces.
 15.9.4 Calculation of Shear Force in Bolts
 With respect to the interesting problem of calculating the maximum shear forcein a bolt, it is not correct to estimate the maximum shear force from a vectorsummation because the x and y shears do not obtain their peak values at thesame time. A correct method of estimating the maximum shear in a bolt is tocheck the maximum bolt shear at several different angles about the bolt axis.This would be a tedious approach using hand calculations; however, if theapproach is built into a post processor computer program, the computationaltime to calculate the maximum bolt force is trivial.
 The same problem exists if principal stresses are to be calculated from aresponse spectrum analysis. One must check at several angles to estimate themaximum and minimum value of the stress at each point in the structure.
 15.10 SUMMARY
 In this chapter it has been illustrated that the response spectrum method ofdynamic analysis must be used carefully. The CQC method should be used tocombine modal maxima to minimize the introduction of avoidable errors. Theincrease in computational effort, as compared to the SRSS method, is smallcompared to the total computer time for a seismic analysis. The CQC methodhas a sound theoretical basis and has been accepted by most experts inearthquake engineering. The use of the absolute sum or the SRSS method formodal combination cannot be justified.
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 In order for a structure to have equal resistance to earthquake motions from alldirections, the CQC3 method should be used to combine the effects ofearthquake spectra applied in three dimensions. The percentage rule methodshave no theoretical basis and are not invariant with respect to the referencesystem.
 Engineers, however, should clearly understand that the response spectrummethod is an approximate method used to estimate maximum peak values ofdisplacements and forces and it has significant limitations. It is restricted tolinear elastic analysis in which the damping properties can only be estimatedwith a low degree of confidence. The use of nonlinear spectra, which iscommon, has very little theoretical background, and this approach should not beapplied in the analysis of complex three-dimensional structures. For suchstructures, true nonlinear time-history response should be used, as indicated inChapter 19.
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16.
 SOIL STRUCTURE INTERACTION
 At a Finite Distance from a Structure,the Absolute Displacements
 Must Approach the Free-Field Displacements
 16.1 INTRODUCTION
 The estimation of earthquake motions at the site of a structure is the mostimportant phase of the design or retrofit of a structure. Because of the largenumber of assumptions required, experts in the field often disagree, by morethan a factor of two, about the magnitude of motions expected at the site withoutthe structure present. This lack of accuracy about the basic input motions,however, does not justify the introduction of additional unnecessaryapproximations in the dynamic analysis of the structure and its interaction withthe material under the structure. Therefore, it will be assumed that the free-fieldmotions at the location of the structure, without the structure present, can beestimated and are specified in the form of earthquake acceleration records inthree directions. It is now common practice, on major engineering projects, toinvestigate several different sets of ground motions to consider both near faultand far fault events.
 If a lightweight flexible structure is built on a very stiff rock foundation, a validassumption is that the input motion at the base of the structure is the same as thefree-field earthquake motion. This assumption is valid for a large number ofbuilding systems because most building type structures are approximately 90percent voids, and it is not unusual for the weight of the structure to be equal to
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 the weight of the soil excavated before the structure is built. However, if thestructure is very massive and stiff, such as a concrete gravity dam, and thefoundation is relatively soft, the motion at the base of the structure may besignificantly different from the free-field surface motion. Even for this extremecase, however, it is apparent that the most significant interaction effects will benear the structure, and, at some finite distance from the base of the structure, thedisplacements will converge back to the free-field earthquake motion.
 16.2 SITE RESPONSE ANALYSIS
 The 1985 Mexico City and many other recent earthquakes clearly illustrate theimportance of local soil properties on the earthquake response of structures.These earthquakes demonstrated that the rock motions could be amplified at thebase of a structure by over a factor of five. Therefore, there is a strongengineering motivation for a site-dependent dynamic response analysis for manyfoundations to determine the free-field earthquake motions. The determinationof a realistic site-dependent free-field surface motion at the base of a structurecan be the most important step in the earthquake resistant design of anystructure.
 For most horizontally layered sites, a one-dimensional pure shear model can beused to calculate the free-field surface displacements given the earthquakemotion at the base of a soil deposit. Many special purpose computer programsexist for this purpose. SHAKE [1] is a well-known program that is based on thefrequency domain solution method. SHAKE iterates to estimate effective linearstiffness and damping properties to approximate the nonlinear behavior of a site.WAVES [2] is a new nonlinear program in which the nonlinear equations ofmotion are solved using a direct step-by-step integration method. If the soilmaterial can be considered linear, the SAP2000 program, using the SOLIDelement, can calculate either the one-, two- or three-dimensional free-fieldmotions at the base of a structure. In addition, a one-dimensional nonlinear siteanalysis can be accurately conducted using the FNA option in the SAP2000program.
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 16.3 KINEMATIC OR SOIL STRUCTURE INTERACTION
 The most common soil structure interaction (SSI) approach used for three-dimensional soil structure systems is based on the "added motion" formulation[3]. This formulation is mathematically simple, theoretically correct, and is easyto automate and use within a general linear structural analysis program. Inaddition, the formulation is valid for free-field motions caused by earthquakewaves generated from all sources. The method requires that the free-fieldmotions at the base of the structure be calculated before the soil structureinteractive analysis.
 To develop the fundamental SSI dynamic equilibrium equations, consider thethree-dimensional soil structure system shown in Figure 16.1.
 Figure 16.1 Soil structure Interaction Model
 Consider the case where the SSI model is divided into three sets of node points.The common nodes at the interface of the structure and foundation are identifiedwith “c”; the other nodes within the structure are “s” nodes; and the other nodeswithin the foundation are “f” nodes. From the direct stiffness approach in
 U = v +u
 U = Absolute Displacements
 v = Free Field Displacements
 u = Added Displacements
 u = 0
 Added Structure (s)
 Soil Foundation System (f)
 Common Nodes (c)
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 structural analysis, the dynamic force equilibrium of the system is given in termsof the absolute displacements, U , by the following sub-matrix equation:
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 (16.1)
 where the mass and the stiffness at the contact nodes are the sum of thecontributions from the structure (s) and foundation (f), and are given by:
 )()()()( fcc
 scccc
 fcc
 scccc KKKMMM +=+= and (16.2)
 In terms of absolute motion, there are no external forces acting on the system.However, the displacements at the boundary of the foundation must be known.To avoid solving this SSI problem directly, the dynamic response of thefoundation without the structure is calculated. In many cases, this free-fieldsolution can be obtained from a simple one-dimensional site model. The three-dimensional free-field solution is designated by the absolute displacements vand absolute accelerations v . By a simple change of variables, it is now possibleto express the absolute displacements U and accelerations U in terms ofdisplacements u relative to the free-field displacements v . Or:
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 Equation (16.1) can now be written as
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 If the free-field displacement cv is constant over the base of the structure, the
 term sv is the rigid body motion of the structure. Therefore, Equation (16.4) can
 be further simplified by the fact that the static rigid body motion of the structureis:
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 Also, the dynamic free-field motion of the foundation requires that:
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 Therefore, the right-hand side of Equation (16.4) can be written as:
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 Hence, the right-hand side of the Equation (16.4) does not contain the mass ofthe foundation. Therefore, three-dimensional dynamic equilibrium equations forthe complete soil structure system with damping added are of the following formfor a lumped mass system:
 )()()( ttt vm- vm- vm- = Ku + uC + uM zzyyxx (16.8)
 where M, C and K are the mass, damping and stiffness matrices, respectively, of
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 the soil structure model. The added relative displacements, u, exist for the soilstructure system and must be set to zero at the sides and bottom of thefoundation. The terms )()( tt v ,v yx and )(tvz are the free-field components ofthe acceleration if the structure is not present. The column matrices, mi , are thedirectional masses for the added structure only.
 Most structural analysis computer programs automatically apply the seismicloading to all mass degrees of freedom within the computer model and cannotsolve the SSI problem. This lack of capability has motivated the development ofthe massless foundation model. This allows the correct seismic forces to beapplied to the structure; however, the inertia forces within the foundationmaterial are neglected. The results from a massless foundation analysis convergeas the size of the foundation model is increased. However, the convergedsolutions may have avoidable errors in the mode shapes, frequencies andresponse of the system.
 To activate the soil structure interaction within a computer program, it is onlynecessary to identify the foundation mass so that the loading is not applied tothat part of the structure. The program then has the required information to formboth the total mass and the mass of the added structure. The SAP2000 programhas this option and is capable of solving the SSI problem correctly.
 16.4 RESPONSE DUE TO MULTI-SUPPORT INPUT MOTIONS
 The previous SSI analysis assumes that the free-field motion at the base of thestructure is constant. For large structures such as bridges and arch dams, thefree-field motion is not constant at all points where the structure is in contactwith the foundation.
 The approach normally used to solve this problem is to define a quasi-staticdisplacement cv that is calculated from the following equation:
 csccscssscscsss vTvKKv0vKvK =−==+ −1 or, (16.9a)
 The transformation matrix scT allows the corresponding quasi-static accelerationin the structure to be calculated from:
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 cscs vTv = (16.9b)
 Equation (16.4) can be written as:
 −
 −=
 f
 c
 s
 fffc
 cfcccs
 scss
 f
 c
 s
 ff
 cc
 ss
 v
 v
 v
 KK0
 KKK
 0KK
 v
 v
 v
 M00
 0M0
 00M
 R (16.10)
 After substitution of Equations (16.6) and (16.9), Equation (16.10) can bewritten as:
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 The reduced structural stiffness at the contact surface ccK is given by:
 sccscc TKKK +=cc (16.12)
 Therefore, this approach requires a special program option to calculate the massand stiffness matrices to be used on the right-hand side of the dynamicequilibrium equations. Note that the loads are a function of both the free-fielddisplacements and accelerations at the soil structure contact. Also, to obtain thetotal stresses and displacements within the structure, the quasi-static solutionmust be added to the solution. At the present time, no general purpose structuralanalysis computer program is based on this “numerically cumbersome”approach.
 An alternative approach is to formulate the solution directly in terms of theabsolute displacements of the structure. This involves the introduction of thefollowing change of variables:
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 Substitution of this change of variables into Equation (16.1) yields the followingdynamic equilibrium equations in terms of the absolute displacement, su , of thestructure:
 R
 u
 u
 u
 KK0
 KKK
 0KK
 u
 u
 u
 M00
 0M0
 00M
 =
 +
 f
 c
 s
 fffc
 cfcccf
 sfss
 f
 c
 s
 ff
 cc
 ss
 (16.14)
 After the free-field response, Equation (16.6), has been removed, the dynamicloading is calculated from the following equation:
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 This equation can be further simplified by connecting the structure to thefoundation with stiff massless springs that are considered as part of the structure.Therefore, the mass of the structure at the contact nodes is eliminated andEquation (16.15a) is reduced to:
 [ ]cs
 cc
 sc
 v
 0
 K
 K
 R
 −= )( (16.15b)
 It is apparent that the stiffness terms in Equation (16.15b) represent the stiffnessof the contact springs only. Therefore, for a typical displacement component (n= x, y or z), the forces acting at point “i” on the structure and point “j” on thefoundation are given by:
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 (16.16)
 where nk is the massless spring stiffness in the nth direction and nv is the free-
 field displacement. Hence, points “i” and “j” can be at the same location in spaceand the only loads acting are a series of time-dependent, concentrated point
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 loads that are equal and opposite forces between the structure and foundation.The spring stiffness selected must be approximately three orders-of-magnitudegreater than the stiffness of the structure at the connecting nodes. The springstiffness should be large enough so the fundamental periods of the system arenot changed, and small enough not to cause numerical problems.
 The dynamic equilibrium equations, with damping added, can be written in thefollowing form:
 R = Ku + uC + uM (16.17)
 It should be noted that concentrated dynamic loads generally require a largenumber of eigenvectors to capture the correct response of the system. However,if LDR vectors are used in a mode superposition analysis, the required numberof vectors is reduced significantly. The SAP2000 program has the ability tosolve the multi-support, soil structure interaction problems using this approach.At the same time, selective nonlinear behavior of the structure can beconsidered.
 16.5 ANALYSIS OF GRAVITY DAM AND FOUNDATION
 To illustrate the use of the soil structure interaction option, several earthquakeresponse analyses of the Pine Flat Dam were conducted using differentfoundation models. The foundation properties were assumed to be the sameproperties as the dam. Damping was set at five percent. Ten Ritz vectorsgenerated from loads on the dam only were used. However, the resultingapproximate mode shapes used in the standard mode superposition analysisincluded the mass inertia effects of the foundation. The horizontal dynamicloading was the typical segment of the Loma Prieta earthquake defined in Figure15.1a. A finite element model of the dam on a rigid foundation is shown inFigure 16.2.
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 Figure 16.2 Finite Element Model of Dam Only
 The two different foundation models used are shown in Figure 16.3.
 Figure 16.3 Models of Dam with Small and Large Foundation
 Selective results are summarized in Table 16.1. For the purpose of comparison,it will be assumed that Ritz vector results for the large foundation mesh are thereferenced values.
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 Table 16.1 Selective Results of Dam-Foundation Analyses
 DamFoundation
 Total Mass(lb-sec2/in)
 Periods(seconds)
 Max.Displacement
 (inches)
 Max. & Min.Stress(ksi)
 None 1,870 0.335 0.158 0.65 -37 to +383
 Small 13,250 0.404 0.210 1.28 -490 to +289
 Large 77,360 0.455 0.371 1.31 -512 to +297
 The differences between the results of the small and large foundation models arevery close, which indicates that the solution of the large foundation model maybe nearly converged. It is true that the radiation damping effects in a finitefoundation model are neglected. However, as the foundation model becomeslarger, the energy dissipation from normal modal damping within the massivefoundation is significantly larger than the effects of radiation damping fortransient earthquake-type loading.
 16.6 THE MASSLESS FOUNDATION APPROXIMATION
 Most general purpose programs for earthquake analysis of structures do not havethe option of identifying the foundation mass as a separate type of mass onwhich the earthquake forces do not act. Therefore, an approximation that hascommonly been used is to neglect the mass of the foundation completely in theanalysis. Table 16.2 summarizes the results for an analysis of the same dam-foundation systems using a massless foundation. As expected, these results aresimilar. For this case the results are conservative; however, one cannot beassured of this for all cases.
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 Table 16.2 Selective Results of Dam With Massless Foundation Analyses
 DamFoundation
 Total Mass(lb-sec2/in)
 Periods(seconds)
 Max.Displacement
 (inches)
 Max. & Min.Stress(ksi)
 None 1,870 0.335 0.158 0.65 -37 to +383
 Small 1,870 0.400 0.195 1.27 -480 to +289
 Large 1,870 0.415 0.207 1.43 -550 to +330
 16.7 APPROXIMATE RADIATION BOUNDARY CONDITIONS
 If the foundation volume is large and the modal damping exists, it wasdemonstrated in the previous section that a finite foundation with fixedboundaries can produce converged results. However, the use of energy absorbingboundaries can further reduce the size of the foundation required to produce aconverged solution.
 To calculate the properties of this boundary condition, consider a plane wavepropagating in the x-direction. The forces that cause wave propagation areshown acting on a unit cube in Figure 16.4.
 σ∂σ∂x
 x
 x+σ xσ x
 ←ρ ∂∂
 2
 2
 u
 tx
 Figure 16.4 Forces Acting on Unit Cube
 From Figure 16.4 the one dimensional equilibrium equation in the x-direction is:
 02
 2
 =∂σ∂
 −∂∂
 ρxt
 u x (16.18)
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 Because xu
 xx ∂∂
 λ=λε=σ , the one-dimensional partial differential equation is
 written in the following classical wave propagation form:
 02
 22
 2
 2
 =∂∂
 −∂∂
 xu
 Vtu x
 p (16.19)
 where pV is the wave propagation velocity of the material and is given by:
 ρλ=pV (16.20)
 in which ρ is the mass density and λ is the bulk modulus given by:
 E)21()1(
 1ν−ν+
 ν−=λ (16.21)
 The solution of Equation (16.13) for harmonic wave propagation in the positivex-direction is a displacement of the following form:
 )](cos)([sin),(pp Vx
 tV
 xtUxtu
 ω−ω+ω−ω= (16.22)
 This equation can be easily verified by substitution into Equation (16.18). The
 arbitrary frequency of the harmonic motion is ω . The velocity, tu
 ∂∂
 , of a particle
 at location x is:
 )](sin)(cos[),(pp Vx
 tV
 xtUxtu
 ω−ω−ω−ωω= (16.23)
 The strain in the x-direction is:
 pVtxu
 xu
 tx),(
 ),( −=∂∂
 =ε (16.24)
 The corresponding stress can now be expressed in the following simplified form:
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 ),(),(),( txuVtxtx pρ−=ελ=σ (16.25)
 The compression stress is identical to the force in a simple viscous damper withconstant damping value equal to ρpV per unit area of the boundary. Therefore, a
 boundary condition can be created, at a cut boundary, which will allow the waveto pass without reflection and allow the strain energy to “radiate” away from thefoundation.
 Also, it can be easily shown that the shear wave “radiation” boundary condition,
 parallel to a free boundary, is satisfied if damping values are assigned to be ρsV
 per unit of boundary area. The shear wave propagation velocity is given by:
 ρ= G
 Vs (16.26)
 where G is the shear modulus.
 The FNA method can be used to solve structures in the time domain with thesetypes of boundary conditions. In later editions of this book, the accuracy of thoseboundary condition approximations will be illustrated using numerical examples.Also, it will be used with a fluid boundary where only compression waves exist.
 16.8 USE OF SPRINGS AT THE BASE OF A STRUCTURE
 Another important structural modeling problem that must be solved is at theinterface of the major structural elements within a structure and the foundationmaterial. For example, the deformations at the base of a major shear wall in abuilding structure will significantly affect the displacement and forcedistribution in the upper stories of a building for both static and dynamic loads.Realistic spring stiffness can be selected from separate finite element studies orby using the classical half-space equations given in Table 16.3.
 It is the opinion of the author that the use of appropriate site-dependent free-fieldearthquake motions and selection of realistic massless springs at the base of thestructure are the only modeling assumptions required to include site andfoundation properties in the earthquake analysis of most structural systems.
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 Table 16.3 also contains effective mass and damping factors that include theapproximate effects of radiation damping. Those values can be used directly in acomputer model without any difficulty. However, considerable care should betaken in using those equations at the base of a complete structure. For example,the effective earthquake forces must not be applied to the foundation mass.
 Table 16.3 Properties of Rigid Circular Plate on Surface of Half-Space
 DIRECTION STIFFNESS DAMPING MASS
 Verticalν-1
 4Gr = K rK1.79 3ρ r1.50 3ρ
 Horizontal)-(2)-(1
 18.2Gr 2
 2
 νν
 rK1.08 3ρ r0.28 3ρ
 Rotation r2.7G 3 rK0.47 3ρ r0.49 5ρ
 Torsion r5.3G 3 rK1.11 5ρ r0.70 5ρ
 =r plate radius; = G shear modulus; = ν Poisson's ratio; = ρ mass density
 Source: Adapted from "Fundamentals of Earthquake Engineering, by Newmark and Rosenblueth, Prentice-
 Hall, 1971.
 16.9 SUMMARY
 A large number of research papers and several books have been written onstructure-foundation-soil analysis and site response from earthquake loading.However, the majority of those publications have been restricted to the linearbehavior of soil structure systems. It is possible to use the numerical methodspresented in this book to conduct accurate earthquake analysis of real soilstructure systems in the time domain, including many realistic nonlinearproperties. Also, it can be demonstrated that the solution obtained is convergedto the correct soil structure interactive solution.
 For major structures on soft soil, one-dimensional site response analyses shouldbe conducted. Under major structural elements, such as the base of a shear wall,massless elastic springs should be used to estimate the foundation stiffness. For
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 massive structures, such as gravity dams, a part of the foundation should bemodeled using three-dimensional SOLID elements in which SSI effects areincluded.
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17.
 SEISMIC ANALYSIS MODELING TO SATISFY BUILDING CODES
 The Current Building Codes Use the Terminology:Principal Direction without a Unique Definition
 17.1 INTRODUCTION
 Currently a three-dimensional dynamic analysis is required for a large number ofdifferent types of structural systems that are constructed in Seismic Zones 2, 3and 4 [1]. The lateral force requirements suggest several methods that can beused to determine the distribution of seismic forces within a structure. However,these guidelines are not unique and need further interpretations.
 The major advantage of using the forces obtained from a dynamic analysis as thebasis for a structural design is that the vertical distribution of forces may besignificantly different from the forces obtained from an equivalent static loadanalysis. Consequently, the use of dynamic analysis will produce structuraldesigns that are more earthquake resistant than structures designed using staticloads.
 For many years, approximate two-dimensional static load was acceptable as thebasis for seismic design in many geographical areas and for most types ofstructural systems. Because of the increasing availability of modern digitalcomputers during the past twenty years, most engineers have had experiencewith the static load analysis of three-dimensional structures. However, few
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 engineers and the writers of the current building code have had experience withthe three-dimensional dynamic response analysis. Therefore, the interpretationof the dynamic analysis requirement of the current code represents a newchallenge to most structural engineers.
 The current code allows the results obtained from a dynamic analysis to benormalized so that the maximum dynamic base shear is equal to the base shearobtained from a simple two-dimensional static load analysis. Most members ofthe profession realize that there is no theoretical foundation for this approach.However, for the purpose of selecting the magnitude of the dynamic loading thatwill satisfy the code requirements, this approach can be accepted, in a modifiedform, until a more rational method is adopted.
 The calculation of the “design base shears” is simple and the variables aredefined in the code. It is of interest to note, however, that the basic magnitude ofthe seismic loads has not changed significantly from previous codes. The majorchange is that “dynamic methods of analysis” must be used in the “principaldirections” of the structure. The present code does not state how to define theprincipal directions for a three-dimensional structure of arbitrary geometricshape. Because the design base shear can be different in each direction, this“scaled spectra” approach can produce a different input motion for eachdirection for both regular and irregular structures. Therefore, the current codedynamic analysis approach can result in a structural design that is relatively“weak” in one direction. The method of dynamic analysis proposed in thischapter results in a structural design that has equal resistance in all directions.
 In addition, the maximum possible design base shear, which is defined by thepresent code, is approximately 35 percent of the weight of the structure. Formany structures, it is less than 10 percent. It is generally recognized that thisforce level is small when compared to measured earthquake forces. Therefore,the use of this design base shear requires that substantial ductility be designedinto the structure.
 The definition of an irregular structure, the scaling of the dynamic base shears tothe static base shears for each direction, the application of accidental torsionalloads and the treatment of orthogonal loading effects are areas that are notclearly defined in the current building code. The purpose of this section is to
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 present one method of three-dimensional seismic analysis that will satisfy theLateral Force Requirements of the code. The method is based on the responsespectral shapes defined in the code and previously published and acceptedcomputational procedures.
 17.2 THREE-DIMENSIONAL COMPUTER MODEL
 Real and accidental torsional effects must be considered for all structures.Therefore, all structures must be treated as three-dimensional systems.Structures with irregular plans, vertical setbacks or soft stories will cause noadditional problems if a realistic three-dimensional computer model is created.This model should be developed in the very early stages of design because it canbe used for static wind and vertical loads, as well as dynamic seismic loads.
 Only structural elements with significant stiffness and ductility should bemodeled. Non-structural brittle components can be neglected. However,shearing, axial deformations and non-center line dimensions can be consideredin all members without a significant increase in computational effort by mostmodern computer programs. The rigid, in-plane approximation of floor systemshas been shown to be acceptable for most buildings. For the purpose of elasticdynamic analysis, gross concrete sections are normally used, neglecting thestiffness of the steel. A cracked section mode should be used to check the finaldesign.
 The P-Delta effects should be included in all structural models. It has beenshown in Chapter 11 that those second order effects can be considered, withoutiteration, for both static and dynamic loads. The effect of including P-Deltadisplacements in a dynamic analysis results in a small increase in the period ofall modes. In addition to being more accurate, an additional advantage ofautomatically including P-Delta effects is that the moment magnification factorfor all members can be taken as unity in all subsequent stress checks.
 The mass of the structure can be estimated with a high degree of accuracy. Themajor assumption required is to estimate the amount of live load to be includedas added mass. For certain types of structures, it may be necessary to conductseveral analyses using different values of mass. The lumped mass approximation
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 has proven to be accurate. In the case of the rigid diaphragm approximation, therotational mass moment of inertia must be calculated.
 The stiffness of the foundation region of most structures can be modeled usingmassless structural elements. It is particularly important to model the stiffness ofpiles and the rotational stiffness at the base of shear walls.
 The computer model for static loads only should be executed before conductinga dynamic analysis. Equilibrium can be checked and various modelingapproximations can be verified using simple static load patterns. The results of adynamic analysis are generally very complex and the forces obtained from aresponse spectra analysis are always positive. Therefore, dynamic equilibrium isalmost impossible to check. However, it is relatively simple to check energybalances in both linear and nonlinear analysis.
 17.3 THREE-DIMENSIONAL MODE SHAPES AND FREQUENCIES
 The first step in the dynamic analysis of a structural model is the calculation ofthe three-dimensional mode shapes and natural frequencies of vibration. Withinthe past several years, very efficient computational methods have beendeveloped that have greatly decreased the computational requirementsassociated with the calculation of orthogonal shape functions, as presented inChapter 14. It has been demonstrated that load-dependent Ritz vectors, whichcan be generated with a minimum of numerical effort, produce more accurateresults when used for a seismic dynamic analysis than if the exact free-vibrationmode shapes are used.
 Therefore, a dynamic response spectra analysis can be conducted withapproximately twice the computer time requirements of a static load analysis.Given that systems with over 60,000 dynamic degrees of freedom can be solvedwithin a few hours on personal computers, there is not a significant increase incost between a static and a dynamic analysis. The major cost is the “man hours”required to produce the three-dimensional computer model used in a static or adynamic analysis.
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 To illustrate the dynamic properties of the three-dimensional structure, the modeshapes and frequencies have been calculated for the irregular, eight-story, 80-foot-tall building shown in Figure 17.1. This building is a concrete structure withseveral hundred degrees of freedom. However, the three components of mass arelumped at each of the eight floor levels. Therefore, only 24 three-dimensionalmode shapes are possible.
 10 ' Typ .
 R oof
 8th
 7th
 6th
 5th
 4th
 3rd
 2nd
 Base
 Figure 17.1 Example of Eight-Story Irregular Building
 Each three-dimensional mode shape of a structure may have displacementcomponents in all directions. For the special case of a symmetrical structure, themode shapes are uncoupled and will have displacement in one direction only.Given that each mode can be considered to be a deflection because of a set ofstatic loads, six base reaction forces can be calculated for each mode shape. Forthe structure shown in Figure 17.1, Table 17.1 summarizes the two basereactions and three overturning moments associated with each mode shape.Because vertical mass has been neglected, there is no vertical reaction. Themagnitudes of the forces and moments have no meaning because the amplitudeof a mode shape can be normalized to any value. However, the relative values ofthe different components of the shears and moments associated with each mode
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 are of considerable value. The modes with a large torsional component arehighlighted in bold.
 Table 17.1 Three-Dimensional Base Forces and Moments
 MODAL BASE SHEAR
 REACTIONS
 MODAL OVERTURNING
 MOMENTSMODE PERIOD
 (Seconds) X-Dir. Y-Dir.Angle
 (Deg.)X-Axis Y-Axis Z-Axis
 1 .6315 .781 .624 38.64 -37.3 46.6 -18.9
 2 .6034 -.624 .781 -51.37 -46.3 -37.0 38.3
 3 .3501 .785 .620 38.30 -31.9 40.2 85.6
 4 .1144 -.753 -.658 41.12 12.0 -13.7 7.2
 5 .1135 .657 -.754 -48.89 13.6 11.9 -38.7
 6 .0706 .989 .147 8.43 -33.5 51.9 2,438.3
 7 .0394 -.191 .982 -79.01 -10.4 -2.0 29.4
 8 .0394 -.983 -.185 10.67 1.9 -10.4 26.9
 9 .0242 .848 .530 32.01 -5.6 8.5 277.9
 10 .0210 .739 .673 42.32 -5.3 5.8 -3.8
 11 .0209 .672 -.740 -47.76 5.8 5.2 -39.0
 12 .0130 -.579 .815 -54.63 -.8 -8.8 -1,391.9
 13 .0122 .683 .730 46.89 -4.4 4.1 -6.1
 14 .0122 .730 -.683 -43.10 4.1 4.4 -40.2
 15 .0087 -.132 -.991 82.40 5.2 -.7 -22.8
 16 .0087 -.991 .135 -7.76 -.7 -5.2 30.8
 17 .0074 -.724 -.690 43.64 4.0 -4.2 -252.4
 18 .0063 -.745 -.667 41.86 3.1 -3.5 7.8
 19 .0062 -.667 .745 -48.14 -3.5 -3.1 38.5
 20 .0056 -.776 -.630 39.09 2.8 -3.4 54.1
 21 .0055 -.630 .777 -50.96 -3.4 -2.8 38.6
 22 .0052 .776 .631 39.15 -2.9 3.5 66.9
 23 .0038 -.766 -.643 40.02 3.0 -3.6 -323.4
 24 .0034 -.771 -.637 39.58 2.9 -3.5 -436.7
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 A careful examination of the directional properties of the three-dimensionalmode shapes at the early stages of a preliminary design can give a structuralengineer additional information that can be used to improve the earthquakeresistant design of a structure. The current code defines an “irregular structure”as one that has a certain geometric shape or in which stiffness and massdiscontinuities exist. A far more rational definition is that a “regular structure” isone in which there is a minimum coupling between the lateral displacements andthe torsional rotations for the mode shapes associated with the lower frequenciesof the system. Therefore, if the model is modified and “tuned” by studying thethree-dimensional mode shapes during the preliminary design phase, it may bepossible to convert a “geometrically irregular” structure to a “dynamicallyregular” structure from an earthquake-resistant design standpoint.
 For this building, it is of interest to note that the mode shapes, which tend tohave directions that are 90 degrees apart, have almost the same value for theirperiod. This is typical of three-dimensional mode shapes for both regular andirregular buildings. For regular symmetric structures, which have equal stiffnessin all directions, the periods associated with the lateral displacements will resultin pairs of identical periods. However, the directions associated with the pair ofthree-dimensional mode shapes are not mathematically unique. For identicalperiods, most computer programs allow round-off errors to produce two modeshapes with directions that differ by 90 degrees. Therefore, the SRSS methodshould not be used to combine modal maximums in three-dimensional dynamicanalysis. The CQC method eliminates problems associated with closely spacedperiods.
 For a response spectrum analysis, the current code states that “at least 90 percentof the participating mass of the structure must be included in the calculation ofresponse for each principal direction.” Therefore, the number of modes to beevaluated must satisfy this requirement. Most computer programs automaticallycalculate the participating mass in all directions using the equations presented inChapter 13. This requirement can be easily satisfied using LDR vectors. For thestructure shown in Figure 17.1, the participating mass for each mode and foreach direction is shown in Table 17.2. For this building, only eight modes arerequired to satisfy the 90 percent specification in both the x and y directions.
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 Table 17.2 Three-Dimensional Participating Mass - (percentage)
 MODE X-Dir. Y-Dir. Z-Dir. X-Sum Y-Sum Z-Sum
 1 34.224 21.875 .000 34.224 21.875 .000
 2 23.126 36.212 .000 57.350 58.087 .000
 3 2.003 1.249 .000 59.354 59.336 .000
 4 13.106 9.987 .000 72.460 69.323 .000
 5 9.974 13.102 .000 82.434 82.425 .000
 6 .002 .000 .000 82.436 82.425 .000
 7 .293 17.770 .000 82.729 90.194 .000
 8 7.726 .274 .000 90.455 90.469 .000
 9 .039 .015 .000 90.494 90.484 .000
 10 2.382 1.974 .000 92.876 92.458 .000
 11 1.955 2.370 .000 94.831 94.828 .000
 12 .000 .001 .000 94.831 94.829 .000
 13 1.113 1.271 .000 95.945 96.100 .000
 14 1.276 1.117 .000 97.220 97.217 .000
 15 .028 1.556 .000 97.248 98.773 .000
 16 1.555 .029 .000 98.803 98.802 .000
 17 .011 .010 .000 98.814 98.812 .000
 18 .503 .403 .000 99.316 99.215 .000
 19 .405 .505 .000 99.722 99.720 .000
 20 .102 .067 .000 99.824 99.787 .000
 21 .111 .169 .000 99.935 99.957 .000
 22 .062 .041 .000 99.997 99.998 .000
 23 .003 .002 .000 100.000 100.000 .000
 24 .001 .000 .000 100.000 100.000 .000
 17.4 THREE-DIMENSIONAL DYNAMIC ANALYSIS
 It is possible to conduct a dynamic, time-history response analysis using eitherthe mode superposition or step-by-step methods of analysis. However, a standardtime-history ground motion, for the purpose of design, has not been defined.Therefore, most engineers use the response spectrum method of analysis as thebasic approach. The first step in a response spectrum analysis is the calculation
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 of the three-dimensional mode shapes and frequencies as indicated in theprevious section.
 17.4.1 Dynamic Design Base Shear
 For dynamic analysis, the 1994 UBC requires that the “design base shear,” V, beevaluated from the following formula:
 V = [ Z I C / RW ] W (17.1)
 Where
 Z = Seismic zone factor given in Table 16-I of the UBC.
 I = Importance factor given in Table 16-K of the UBC.
 RW = Numerical coefficient given in Table 16-N or 16-P of the UBC.
 W = The total seismic weight of the structure.
 C = Numerical coefficient (2.75 maximum value) determined from:
 C = 1.25 S/ T2/3 (17-2)
 Where
 S = Site coefficient for soil characteristics given in Table 16-J of theUBC.
 T = Fundamental period of vibration (seconds).
 The period, T, determined from the three-dimensional computer model can beused for most cases. This is essentially Method B of the code.
 Because the computer model often neglects nonstructural stiffness, the coderequires that Method A be used under certain conditions. Method A defines theperiod, T, as follows:
 T = Ct h3/4 (17-3)
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 where h is the height of the structure in feet and Ct is defined by the code forvarious types of structural systems.
 The Period calculated by Method B cannot be taken as more than 30% longerthan that computed using Method A in Seismic Zone 4 and more than 40%longer in Seismic Zones 1, 2 and 3.
 For a structure that is defined by the code as “regular,” the design base shearmay be reduced by an additional 10 percent. However, it must not be less than80 percent of the shear calculated using Method A. For an “irregular” structure,this reduction is not allowed.
 17.4.2 Definition of Principal Directions
 A weakness in the current code is the lack of definition of the “principalhorizontal directions” for a general three-dimensional structure. If each engineeris allowed to select an arbitrary reference system, the “dynamic base shear” willnot be unique and each reference system could result in a different design. Onesolution to this problem that will result in a unique design base shear is to usethe direction of the base shear associated with the fundamental mode ofvibration as the definition of the “major principal direction” for the structure.The “minor principal direction” will be, by definition, 90 degrees from the majoraxis. This approach has some rational basis because it is valid for regularstructures. Therefore, this definition of the principal directions will be used forthe method of analysis presented in this chapter.
 17.4.3 Directional and Orthogonal Effects
 The required design seismic forces may come from any horizontal direction and,for the purpose of design, they may be assumed to act non-concurrently in thedirection of each principal axis of the structure. In addition, for the purpose ofmember design, the effects of seismic loading in two orthogonal directions maybe combined on a square-root-of-the-sum-of-the-squares (SRSS) basis. (Also, itis allowable to design members for 100 percent of the seismic forces in onedirection plus 30 percent of the forces produced by the loading in the otherdirection. We will not use this approach in the procedure suggested here forreasons presented in Chapter 15.)
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 17.4.4 Basic Method of Seismic Analysis
 To satisfy the current requirements, it is necessary to conduct two separatespectrum analyses in the major and minor principal directions (as defined in theprevious section). Within each of these analyses, the Complete QuadraticCombination (CQC) method is used to accurately account for modal interactioneffects in the estimation of the maximum response values. The spectra used inboth of these analyses can be obtained directly from the Normalized ResponseSpectra Shapes given by the Uniform Building Code.
 17.4.5 Scaling of Results
 Each of these analyses will produce a base shear in the major principal direction.A single value for the “dynamic base shear” is calculated using the SRSSmethod. Also, a “dynamic base shear” can be calculated in the minor principaldirection. The next step is to scale the previously used spectra shapes by the ratioof “design base shear” to the minimum value of the “dynamic base shear.” Thisapproach is more conservative than proposed by the current requirementsbecause only the scaling factor that produces the largest response is used.However, this approach is far more rational because it results in the same designearthquake in all directions.
 17.4.6 Dynamic Displacements and Member Forces
 The displacement and force distribution are calculated using the basic SRSSmethod to combine the results from 100 percent of the scaled spectra applied ineach direction. If two analyses are conducted in any two orthogonal directions,in which the CQC method is used to combine the modal maximums for eachanalysis, and the results are combined using the SRSS method, exactly the sameresults will be obtained regardless of the orientation of the orthogonal referencesystem. Therefore, the direction of the base shear of the first mode defines areference system for the building.
 If site-specific spectra are given, for which scaling is not required, anyorthogonal reference system can be used. In either case, only one computer runis necessary to calculate all member forces to be used for design.
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 17.4.7 Torsional Effects
 Possible torsional ground motion, the unpredictable distribution of live loadmass and the variations of structural properties are three reasons that bothregular and irregular structures must be designed for accidental torsional loads.Also, for a regular structure, lateral loads do not excite torsional modes. Onemethod suggested in the Code is to conduct several different dynamic analyseswith the mass at different locations. This approach is not practical because thebasic dynamic properties of the structure (and the dynamic base shears) wouldbe different for each analysis. In addition, the selection of the maximum memberdesign forces would be a monumental post-processing problem.
 The current Code allows the use of pure static torsional loads to predict theadditional design forces caused by accidental torsion. The basic verticaldistribution of lateral static loads is given by the Code equations. The statictorsional moment at any level is calculated by multiplying the static load at thatlevel by 5 percent of the maximum dimension at that level. In this book it isrecommended that those pure torsional static loads, applied at the center of massat each level, be used as the basic approach to account for accidental torsionalloads. This static torsional load is treated as a separate load condition so that itcan be appropriately combined with the other static and dynamic loads.
 17.5 NUMERICAL EXAMPLE
 To illustrate the base-shear scaling method recommended here, a static seismicanalysis has been conducted for the building illustrated in Figure 17.1. Theeight-story building has 10-foot-story heights. The seismic dead load is 238.3kips for the top four stories and 363.9 kips for the lower four stories. For I = 1, Z= 0.4, S = 1.0, and RW = 6.0, the evaluation of Equation 17.1 yields the designbase forces given in Table 17.3.
 Table 17.3 Static Design Base Forces Using the Uniform Building Code
 Period (Sec.) Angle (Degree) Base Shear Overturning Moment
 0.631 38.64 279.9 14,533
 0.603 -51.36 281.2 14,979
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 The normalized response spectra shape for soil type 1, which is defined in theUniform Building Code, is used as the basic loading for the three-dimensionaldynamic analyses. Using eight modes only and the SRSS method of combiningmodal maxima, the base shears and overturning moments are summarized inTable 17.4 for various directions of loading.
 Table 17.4 Dynamic Base Forces Using the SRSS Method
 BASE SHEARS OVERTURNING MOMENTSAngle(Degree) V1 V2 M1 M2
 0 58.0 55.9 2,982 3,073
 90 59.8 55.9 2,983 3,185
 38.64 70.1 5.4 66 4,135
 -51.36 83.9 5.4 66 4,500
 The 1-axis is in the direction of the seismic input and the 2-axis is normal to thedirection of the loading. This example clearly illustrates the major weakness ofthe SRSS method of modal combination. Unless the input is in the direction ofthe fundamental mode shapes, a large base shear is developed normal to thedirection of the input and the dynamic base shear in the direction of the input issignificantly underestimated, as illustrated in Chapter 15.
 As indicated by Table 17.5, the CQC method of modal combination eliminatesproblems associated with the SRSS method. Also, it clearly illustrates that thedirections of 38.64 and -51.36 degrees are a good definition of the principaldirections for this structure. Note that the directions of the base shears of the firsttwo modes differ by 90.00 degrees.
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 Table 17.5 Dynamic Base Forces Using the CQC Method
 BASE SHEARS OVERTURNING MOMENTSAngle(Degree) V1 V2 M1 M2
 0 78.1 20.4 1,202 4,116
 90 79.4 20.4 1,202 4,199
 38.64 78.5 0.2 3.4 4,145
 -51.36 84.2 0.2 3.4 4,503
 Table 17.6 summarizes the scaled dynamic base forces to be used as the basis fordesign using two different methods.
 Table 17.6 Normalized Base Forces in Principal Directions
 38.64 Degrees -51.36 Degrees
 V (kips)
 M(ft-kips)
 V(kips)
 M(ft-kips)
 Static Code Forces 279.9 14,533 281.2 14,979
 Dynamic Design ForcesScaled by Base Shear
 279.9/78.5 = 3.57279.9 14,732 299.2 16,004
 For this case, the input spectra scale factor of 3.57 should be used for alldirections and is based on the fact that both the dynamic base shears and thedynamic overturning moments must not be less than the static code forces. Thisapproach is clearly more conservative than the approach suggested by thecurrent Uniform Building Code. It is apparent that the use of different scalefactors for a design spectra in the two different directions, as allowed by thecode, results in a design that has a weak direction relative to the other principledirection.
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 17.6 DYNAMIC ANALYSIS METHOD SUMMARY
 In this section, a dynamic analysis method is summarized that produces uniquedesign displacements and member forces that will satisfy the current UniformBuilding Code. It can be used for both regular and irregular structures. Themajor steps in the approach are as follows:
 1. A three-dimensional computer model must be created in which allsignificant structural elements are modeled. This model should be used inthe early phases of design because it can be used for both static and dynamicloads.
 2. The three-dimensional mode shapes should be repeatedly evaluated duringthe design of the structure. The directional and torsional properties of themode shapes can be used to improve the design. A well-designed structureshould have a minimum amount of torsion in the mode shapes associatedwith the lower frequencies of the structure.
 3. The direction of the base reaction of the mode shape associated with thefundamental frequency of the system is used to define the principaldirections of the three-dimensional structure.
 4. The “design base shear” is based on the longest period obtained from thecomputer model, except when limited to 1.3 or 1.4 times the Method Acalculated period.
 5. Using the CQC method, the “dynamic base shears” are calculated in eachprincipal direction subject to 100 percent of the Normalized Spectra Shapes.Use the minimum value of the base shear in the principal directions toproduce one “scaled design spectra.”
 6. The dynamic displacements and member forces are calculated using theSRSS value of 100 percent of the scaled design spectra applied non-concurrently in any two orthogonal directions, as presented in Chapter 15.
 7. A pure torsion static load condition is produced using the suggested verticallateral load distribution defined in the code.
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 8. The member design forces are calculated using the following loadcombination rule:
 FDESIGN = FDEAD LOAD ± [ FDYNAMIC + | FTORSION | ] + FOTHER
 The dynamic forces are always positive and the accidental torsional forces mustalways increase the value of force. If vertical dynamic loads are to beconsidered, a dead load factor can be applied.
 One can justify many other methods of analyses that will satisfy the currentcode. The approach presented in this chapter can be used directly with thecomputer programs ETABS and SAP2000 with their steel and concrete post-processors. Because these programs have very large capacities and operate onpersonal computers, it is possible for a structural engineer to investigate a largenumber of different designs very rapidly with a minimum expenditure ofmanpower and computer time.
 17.7 SUMMARY
 After being associated with the three-dimensional dynamic analysis and designof a large number of structures during the past 40 years, the author would like totake this opportunity to offer some constructive comments on the lateral loadrequirements of the current code.
 First, the use of the “dynamic base shear” as a significant indication of theresponse of a structure may not be conservative. An examination of the modalbase shears and overturning moments in Tables 17.1 and 17.2 clearly indicatesthat base shears associated with the shorter periods produce relatively smalloverturning moments. Therefore, a dynamic analysis, which will contain highermode response, will always produce a larger dynamic base shear relative to thedynamic overturning moment. Because the code allows all results to be scaledby the ratio of dynamic base shear to the static design base shear, the dynamicoverturning moments can be significantly less than the results of a simple staticcode analysis. A scale factor based on the ratio of the “static design overturningmoment” to the “dynamic overturning moment” would be far more logical. The
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 static overturning moment can be calculated using the static vertical distributionof the design base shear, which is currently suggested in the code.
 Second, for irregular structures, the use of the terminology “period (or modeshape) in the direction under consideration” must be discontinued. The stiffnessand mass properties of the structure define the directions of all three-dimensional mode shapes. The term “principal direction” should not be usedunless it is clearly and uniquely defined.
 Third, the scaling of the results of a dynamic analysis should be re-examined.The use of site-dependent spectra is encouraged.
 Finally, it is not necessary to distinguish between regular and irregularstructures when a three-dimensional dynamic analysis is conducted. If anaccurate three-dimensional computer model is created, the vertical andhorizontal irregularities and known eccentricities of stiffness and mass willcause the displacement and rotational components of the mode shapes to becoupled. A three-dimensional dynamic analysis based on those coupled modeshapes will produce a far more complex response with larger forces than theresponse of a regular structure. It is possible to predict the dynamic forcedistribution in a very irregular structure with the same degree of accuracy andreliability as the evaluation of the force distribution in a very regular structure.Consequently, if the design of an irregular structure is based on a realisticdynamic force distribution, there is no logical reason to expect that it will be anyless earthquake resistant than a regular structure that was designed using thesame dynamic loading. Many irregular structures have a documented record ofpoor performance during earthquakes because their designs were often based onapproximate two-dimensional static analyses.
 One major advantage of the modeling method presented in this chapter is thatone set of dynamic design forces, including the effects of accidental torsion, isproduced with one computer run. Of greater significance, the resulting structuraldesign has equal resistance to seismic motions from all possible directions.
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18.
 FAST NONLINEAR ANALYSIS
 The Dynamic Analysis of a Structure with a Small Number ofNonlinear Elements is Almost as Fast as a Linear Analysis
 18.1 INTRODUCTION
 The response of real structures when subjected to a large dynamic input ofteninvolves significant nonlinear behavior. In general, nonlinear behavior includesthe effects of large displacements and/or nonlinear material properties.
 The use of geometric stiffness and P-Delta analyses, as summarized in Chapter11, includes the effects of first order large displacements. If the axial forces inthe members remain relatively constant during the application of lateral dynamicdisplacements, many structures can be solved directly without iteration.
 The more complicated problem associated with large displacements, whichcause large strains in all members of the structure, requires a tremendous amountof computational effort and computer time to obtain a solution. Fortunately,large strains very seldom occur in typical civil engineering structures made fromsteel and concrete materials. Therefore, the solution methods associated with thelarge strain problem will not be discussed in detail in this chapter. However,certain types of large strains, such as those in rubber base isolators and gapelements, can be treated as a lumped nonlinear element using the Fast NonlinearAnalysis (FNA) method presented in this chapter.
 The more common type of nonlinear behavior is when the material stress-strain,or force-deformation, relationship is nonlinear. This is because of the modern
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 design philosophy that “a well-designed structure should have a limited numberof members which require ductility and that the failure mechanism be clearlydefined.” Such an approach minimizes the cost of repair after a majorearthquake.
 18.2 STRUCTURES WITH A LIMITED NUMBER OF NONLINEARELEMENTS
 A large number of very practical structures have a limited number of points ormembers in which nonlinear behavior takes place when subjected to static ordynamic loading. Local buckling of diagonals, uplifting at the foundation,contact between different parts of the structures and yielding of a few elementsare examples of structures with local nonlinear behavior. For dynamic loads, it isbecoming common practice to add concentrated damping, base isolation andother energy dissipation elements. Figure 18.1 illustrates typical nonlinearproblems. In many cases, those nonlinear elements are easily identified. Forother structures, an initial elastic analysis is required to identify the nonlinearareas.
 In this chapter the FNA method is applied to both the static and dynamicanalysis of linear or nonlinear structural systems. A limited number ofpredefined nonlinear elements are assumed to exist. Stiffness and massorthogonal Load Dependent Ritz Vectors of the elastic structural system are usedto reduce the size of the nonlinear system to be solved. The forces in thenonlinear elements are calculated by iteration at the end of each time or loadstep. The uncoupled modal equations are solved exactly for each time increment.
 Several examples are presented that illustrate the efficiency and accuracy of themethod. The computational speed of the new FNA method is compared with thetraditional “brute force” method of nonlinear analysis in which the completeequilibrium equations are formed and solved at each increment of load. Formany problems, the new method is several magnitudes faster.
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 Friction Device
 Damping Element
 Nonlinear Element
 Gap ElementTension Only Element
 Typical Bridge Deck Joint
 Friction Pendulum Type Base Isolators Gap Elements between Adjacent Frames
 Nonlinear(Hysteretic) Elements
 Figure 18.1 Examples of Nonlinear Elements
 18.3 FUNDAMENTAL EQUILIBRIUM EQUATIONS
 The FNA method is a simple approach in which the fundamental equations ofmechanic (equilibrium, force-deformation and compatibility) are satisfied. Theexact force equilibrium of the computer model of a structure at time t isexpressed by the following matrix equation:
 (t)(t)(t)(t)(t) R = R + Ku + uC + uM NL (18.1)
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 where , CM and K are the mass, proportional damping and stiffness matrices,respectively. The size of these three square matrices is equal to the total numberof unknown node point displacements Nd. The elastic stiffness matrix K neglectsthe stiffness of the nonlinear elements. The time-dependent vectors
 (t)(t)(t) uuu , , and (t)R are the node point acceleration, velocity, displacementand external applied load, respectively. And NL(t)R is the global node forcevector from the sum of the forces in the nonlinear elements and is computed byiteration at each point in time.
 If the computer model is unstable without the nonlinear elements, one can add“effective elastic elements” (at the location of the nonlinear elements) ofarbitrary stiffness. If these effective forces, )(tuK e , are added to both sides ofEquation (1), the exact equilibrium equations can be written as:
 uK RR uKK + uC + uM ee (t)(t)(t)(t)(t)(t) +−=+ NL)( (18.2)
 where eK is the effective stiffness of arbitrary value. Therefore, the exactdynamic equilibrium equations for the nonlinear computer model can be writtenas:
 R uK + uC + uM (t)(t)(t)(t) = (18.3)
 The elastic stiffness matrix K is equal to eKK + and is known. The effectiveexternal load )(tR is equal to (t)(t)t uK RR e+− NL)( , which must be evaluatedby iteration. If a good estimate of the effective elastic stiffness can be made, therate of convergence may be accelerated because the unknown load term
 (t)(t) uK R e+− NL will be small.
 18.4 CALCULATION OF NONLINEAR FORCES
 At any time the L nonlinear deformations )(td within the nonlinear elements arecalculated from the following displacement transformation equation:
 (t)t bud =)( (18.4)
 Also, the rate of change with respect to time in the nonlinear deformations, )(td ,
 are given by:
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 (t)t ubd =)( (18.5)
 Note that for small displacements, the displacement transformation matrix b is
 not a function of time and is exact. The displacement transformation matrixb for a truss element is given by Equation (2.11).
 If the time-history deformations and velocities in all nonlinear elements areknown, the nonlinear forces )(tf in the nonlinear elements can be calculatedexactly at any time from the nonlinear material properties of each nonlinearelement. It is apparent that this can only be accomplished by iteration at eachpoint in time.
 18.5 TRANSFORMATION TO MODAL COORDINATES
 The first step in the solution of Equation (18.3) is to calculate a set of Northogonal Load Dependent Ritz vectors, Φ , which satisfy the followingequations:
 I = M ΙΦΦT and 2ΩΦΦ =T K (18.6a) and (18.6b)
 where I is a unit matrix and Ω2 is a diagonal matrix in which the diagonalterms are defined as ω2
 n .
 The response of the system can now be expressed in terms of those vectors byintroducing the following matrix transformations:
 (t)(t)(t)(t)(t)(t) Y = u Y = u Y = u ΦΦΦ (18.7)
 The substitution of those equations into Equation (18.1) and the multiplication ofboth sides of the equation by TΦ yield a set of N uncoupled equations expressedby the following matrix equation:
 )()()()( ttt FYYYI 2 =Ω+Λ+t (18.8)
 in which the linear and nonlinear modal forces are given by:
 = TNL
 TTT (t)(t)t(t)(t) uK RRRF eΦ+Φ−Φ=Φ )( (18.9)
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 The assumption that the damping matrix can be diagonalized is consistent withthe classical normal mode superposition method in which damping values areassigned, in terms of percent of critical damping, at the modal level. Thediagonal terms of the Λ matrix are ωξ nn2 in which ξn is the damping ratio formode n. It should be noted that the forces associated with concentrated dampersat any location in the structure can be included as part of the nonlinear forcevector.
 Also, if the number of LDR vectors used is equal to the total number of degreesof freedom Nd,, Equation 18.8 is exact at time t. Therefore, if very small timesteps are used and iteration is used within each time step, the method convergesto the exact solution. The use of LDR vectors significantly reduces the numberof modes required.
 Because (t)(t) Yu Φ = , the deformations in the nonlinear elements can beexpressed directly in terms of the modal coordinate as:
 (t)(t) BYd = (18.10)
 where the element deformation - modal coordinate transformation matrix isdefined by:
 ΦbB = (18.11)
 It is very important to note that the L by N B matrix is not a function of time andis relatively small in size; also, it needs to be calculated only once beforeintegration of the modal equations.
 At any time, given the deformations and history of behavior in the nonlinearelements, the forces in the nonlinear elements f(t) can be evaluated from thebasic nonlinear properties and deformation history of the element. From thebasic principle of virtual work, the nonlinear modal forces are then calculatedfrom:
 (t)(t) fBF TNL = (18.12)
 The effective elastic forces can also be rewritten as:
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 )()( tt(t)(t) eT dkBubkbuKF e =Φ=Φ e
 TTTe = (18.13)
 where ek is the effective linear stiffness matrix in the local nonlinear elementreference system.
 18.6 SOLUTION OF NONLINEAR MODAL EQUATIONS
 The calculation of the Load Dependent Vectors, without the nonlinear elements,is the first step before solving the modal equations. Also, the B deformation-modeshape transformation matrix needs to be calculated only once before startof the step-by-step solution phase. A typical modal equation is of the form:
 nnn2
 nnnn (t)f y(t) (t)y2 (t)y =ω+ωξ+ (18.14)
 where n(t)f is the modal load and for nonlinear elements is a function of all
 other modal responses at the same point in time. Therefore, the modal equationsmust be integrated simultaneously and iteration is necessary to obtain thesolution of all modal equations at time t. The exact solution of the modalequations for a linear or cubic variation of load within a time step is summarizedby Equation (13.13) and is in terms of exponential, square root, sine and cosinefunctions. However, those computational intensive functions, given in Table13.2, are pre-calculated for all modes and used as constants for the integrationwithin each time step. In addition, the use of the exact piece-wise integrationmethod allows the use of larger time steps.
 The complete nonlinear solution algorithm, written in iterative form, issummarized in Table 18.1.
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 Table 18.1 Summary of Nonlinear Solution Algorithm
 I INITIAL CALCULATION - BEFORE STEP-BY-STEP SOLUTION
 1. Calculate N Load Dependent Ritz vectors Φ for the structure without thenonlinear elements. These vectors have Nd displacement DOF.
 2. Calculate the L by N B matrix. Where L is the total number of DOF withinall nonlinear elements.
 3. Calculate integration constants −−−1A for the piece-wise exactintegration of the modal equations for each mode.
 II NONLINEAR SOLUTION at times --------t 3 t,2 t, ∆∆∆1. Use Taylor series to estimate solution at time t .
 )t-(t2t
 + )t-(tt + )t-(t = )(t ∆∆∆∆∆ YYYY
 )t-(tt + t)-(t = )(t ∆∆∆ YYY
 2. For iteration i, calculate L nonlinear deformations and velocities.
 )(t = )(t ii BYd and )(t = )(t ii YBd
 3. Based on the deformation and velocity histories in nonlinear elements,calculate L nonlinear forces )(t if .
 4. Calculate new modal force vector )]([ t)(t - (t) = )(t eii dkfBFF T −
 5. Use piece-wise exact method to solve modal equations for next iteration.
 )(t , )(t , )(t iii YYY
 6. Calculate error norm:
 |)(tf|
 |)(tf| - |)(tf| =Err
 in
 N
 1=n
 1-in
 N
 1=n
 in
 N
 1=n
 ∑
 ∑∑
 7. Check Convergence – where the tolerance, Tol , is specified.
 If Tol Err > go to step 2 with 1 + i = i
 If Tol Err < go to step 1 with t + t = t ∆
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 18.7 STATIC NONLINEAR ANALYSIS OF FRAME STRUCTURE
 The structure shown in Figure 18.2 is used to illustrate the use of the FNAalgorithm for the solution of a structure subjected to both static and dynamicloads. It is assumed that the external columns of the seven-story frame structurecannot take axial tension or moment at the foundation level and the column canuplift. The axial foundation stiffness is 1,000 kips per inch at the externalcolumns and 2,000 kips per inch at the center column. The dead load is 80 kipsper story and is applied as concentrated vertical loads of 20 kips at the externalcolumns and 40 kips at the center column. The static lateral load is specified as50 percent of the dead load.
 20 ft 20 ft
 7 at
 13
 ft =
 91
 ft
 MEMBER PROPERTIESBEAMS I=80,000 IN4 A=300 IN2
 CENTER COLUMN I=100,000 IN4 A=300 IN2
 OUTER COLUMNS I= 50,000 IN4 A=200 IN2
 MODULUS OF ELASTICITY E=4,000 KSI
 FOUNDATION STIFFNESS k=1000 K/IN
 WEIGHT PER STORY w= 80 Kips
 k
 2k
 k
 Figure 18.2 Properties of Frame Structure
 For the purpose of calculating the dynamic response, the mass of the structure iscalculated directly from the dead load. The fundamental period of the structurewith the external columns not allowed to uplift is 0.708 seconds. Thefundamental period of the structure allowing uplift is 1.691 seconds.
 The static load patterns used to generate the series of LDR vectors are shown inFigure 18.3. The first load pattern represents the mass-proportional lateral
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 earthquake load. The second pattern represents the vertical dead load. The lasttwo load patterns represent the possible contact forces that exist at thefoundation of the external columns. It is very important that equal and oppositeload patterns be applied at each point where a nonlinear element exists. Thesevectors allow for the accurate evaluation of member forces at the contact points.For this example, the vectors will not be activated in the solution when there isuplift at the base of the columns because the axial force must be zero. Also, thetotal number of Ritz vectors used should be a multiple of the number of staticload patterns so that the solution is complete for all possible loadings. Inaddition, care should be taken to make sure that all vectors are linearlyindependent.
 Figure 18.3 Four Static Load Vectors Used in Analysis
 For this example, the dead load is applied at time zero and reaches its maximumvalue at one second, as shown in Figure 18.4. The time increment used is 0.10second. The modal damping ratios are set to 0.999 for all modes; therefore, thedynamic solution converges to the static solution in less than one second. Thelateral load is applied at two seconds and reaches a maximum value at threeseconds. At four seconds after 40 load increments, a static equilibrium positionis obtained.
 It should be noted that the converged solution is the exact static solution for thisproblem because all possible combinations of the static vectors have beenincluded in the analysis. The magnitude of the mass, damping and the size of thetime step used will not affect the value of the converged static solution.
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 It is of interesloads only, bTherefore, thphysically reais shown in F
 F
 L
 Figure 18.4 Application of Static Loads vs. Time
 t to note that it is impossible for a real structure to fail under staticecause at the point of collapse, inertia forces must be present.e application of static load increments with respect to time is alistic approach. The approximate static load response of the frame
 igure 18.5.
 igure 18.5 Column Axial Forces from “Static” Loads
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 18.8 DYNAMIC NONLINEAR ANALYSIS OF FRAME STRUCTURE
 The same frame structure that is defined in Figure 18.2 is subjected to LomaPrieta Earthquake ground motions recorded on the east side of the San FranciscoBay at a maximum acceleration of 20.1 percent of gravity and a maximumground displacement of 5.81 inches. The acceleration record used was correctedto zero acceleration, velocity and displacement at the end of the record and isshown in Figure 18.6.
 0 1 2 3 4 5 6 7 8 9 10
 TIME - seconds
 -25
 -20
 -15
 -10
 -5
 0
 5
 10
 15
 20
 25
 Figure 18.6 Segment of Loma Prieta Earthquake - Percent of Gravity
 The dead load was applied as a ramp function in the time interval 0 to 1 second.The lateral earthquake load is applied starting at 2 seconds. Sixteen Ritz vectorsand a modal damping value of 5 percent were used in the analysis. The columnaxial forces as a function of time are shown in Figure 18.7.
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 Figure 18.7 Column Axial Forces from Earthquake Loading
 It is of considerable interest to compare the behavior of the building that is notallowed to uplift with the behavior of the same building that is allowed to uplift.These results are summarized in Table 18.2.
 Table 18.2. Summary of Results for Building Uplifting Problem from the LomaPrieta Earthquake ξ = 0 05.
 Uplift
 Max.Displace-
 ment(inches)
 Max.AxialForce(kips)
 Max.BaseShear(kips)
 Max.Base
 Moment(k-in)
 Max.StrainEnergy(k-in)
 Compu-tationalTime
 (seconds)
 Without 3.88 542 247 212,000 447 14.6
 With 3.90 505 199 153,000 428 15
 PercentDifference
 +0.5 % -6.8% -19.4% -27.8% -4.2% +3%
 The lateral displacement at the top of the structure has not changed significantlyby allowing the external columns to uplift. However, allowing column upliftingreduces significantly the base shear, overturning moment and strain energy
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 stored in the structure. It is apparent for this structure, that uplifting is a“natural” base isolation system. This reduction of forces in a structure fromuplifting has also been observed in shaking table tests. However, it has not beenused extensively for real structures because of the lack of precedent and theinability of the design engineer to easily compute the dynamic behavior of anuplifting structure.
 For this small nonlinear example, there is a very small increase in computationaltime compared to a linear dynamic analysis. However, for a structural systemwith a large number of nonlinear elements, a large number of Ritz vectors maybe required and the additional time to integrate the nonlinear modal equation canbe significant.
 Table 18.3 presents a summary of the results if the same structure is subjected totwice the ground accelerations of the Loma Prieta earthquake. One notes that allsignificant response parameters are reduced significantly.
 Table 18.3 Summary of Results for Building Uplifting Problem from Two Timesthe Loma Prieta Earthquake -ξ = 0 05.
 Uplift
 Max.Displace-
 ment(inches)
 Max.ColumnForce(kips)
 Max.BaseShear(kips)
 Max.Base
 Moment(k-in)
 Max.StrainEnergy(k-in)
 Max. Uplift(inches)
 Without 7.76 924 494 424,000 1,547
 With 5.88 620 255 197,000 489 1.16
 PercentDifference
 -24% -33% -40% -53% -68%
 The maximum uplift at the base of the external columns is more than one inch;therefore, these may be ideal locations for the placement of additional energydissipation devices such as viscous dampers.
 18.9 SEISMIC ANALYSIS OF ELEVATED WATER TANK
 A nonlinear earthquake response analysis of an elevated water tank wasconducted using a well-known commercial computer program in which the
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 stiffness matrix for the complete structure was recalculated for each time stepand equilibrium was obtained using iteration. The structural system and analysishad the following properties:
 92 nodes with 236 unknown displacements103 elastic frame elements
 56 nonlinear diagonal brace elements - tension only600 time steps at 0.02 seconds
 The solution times on two different computers are listed below:
 Intel 486 3 days 4,320 minutesCray XMP-1 3 hours 180 minutes
 The same structure was solved using the FNA method presented in this chapteron an Intel 486 in less than 3 minutes. Thus, a structural engineer has the abilityto investigate a large number of retrofit strategies within a few hours.
 18.10 SUMMARY
 It is common practice in engineering design to restrict the nonlinear behavior toa small number of predefined locations within a structure. In this chapter anefficient computational method has been presented to perform the static anddynamic analysis of these types of structural systems. The FNA method, usingLDR vectors, is a completely different approach to structural dynamics. Thenonlinear forces are treated as external loads and a set of LDR vectors isgenerated to accurately capture the effects of those forces. By iteration withineach time step, equilibrium, compatibility and all element force-deformationequations within each nonlinear element are identically satisfied. The reducedset of modal equations is solved exactly for a linear variation of forces during asmall time step. Numerical damping and integration errors from the use of largetime steps are not introduced.
 The computer model must be structurally stable without the nonlinear elements.All structures can be made stable if an element with an effective stiffness isplaced parallel with the nonlinear element and its stiffness added to the basiccomputer model. The forces in this effective stiffness element are moved to theright side of the equilibrium equations and removed during the nonlinear
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 iterative solution phase. These dummy or effective stiffness elements willeliminate the introduction of long periods into the basic model and improveaccuracy and rate of convergence for many nonlinear structures.
 It has been demonstrated that structures subjected to static loads can also besolved using the FNA method. It is only necessary to apply the loads slowly to aconstant value and add large modal damping values. Therefore, the finalconverged solution will be in static equilibrium and will not contain inertiaforces. It should be noted that it is necessary to use Load Dependent Vectorsassociated with the nonlinear degrees of freedom, and not the exact eigenvectors,if static problems are to be solved using this approach.
 The FNA method has been added to the commercial program ETABS for theanalysis of building systems and the general purpose structural analysis programSAP2000. The ETABS program has special base isolation elements that arecommonly used by the structural engineering profession. Those computerprograms calculate and plot the total input energy, strain energy, kinetic energyand the dissipation of energy by modal damping and nonlinear elements as afunction of time. In addition, an energy error is calculated that allows the user toevaluate the appropriate time step size. Therefore, the energy calculation optionallows different structural designs to be compared. In many cases a good designfor a specified dynamic loading is one that has a minimum amount of strainenergy absorbed within the structural system.
 As in the case of normal linear mode superposition analysis, it is theresponsibility of the user to check, using multiple analyses, that a sufficientlysmall time step and the appropriate number of modes have been used. Thisapproach will ensure that the method will converge to the exact solution.
 Using the numerical methods presented in this chapter, the computational timerequired for a nonlinear dynamic analysis of a large structure, with a small number ofnonlinear elements, can be only a small percentage more than the computational timerequired for a linear dynamic analysis of the same structure. This allows largenonlinear problems to be solved relatively quickly.

Page 284
                        

19.
 LINEAR VISCOUS DAMPING
 Linear Viscous DampingIs a Property of the Computational Model And is not a Property of a Real Structure
 19.1 INTRODUCTION
 In structural engineering, viscous velocity-dependent damping is very difficult tovisualize for most real structural systems. Only a small number of structureshave a finite number of damping elements where real viscous dynamicproperties can be measured. In most cases modal damping ratios are used in thecomputer model to approximate unknown nonlinear energy dissipation withinthe structure.
 Another form of damping, referred to as Rayleigh damping, is often used in themathematical model for the simulation of the dynamic response of a structure;Rayleigh damping is proportional to the stiffness and mass of the structure. Bothmodal and Rayleigh damping are used to avoid the need to form a dampingmatrix based on the physical properties of the real structure.
 In recent years, the addition of energy dissipation devices to the structure hasforced the structural engineer to treat the energy dissipation in a more exactmanner. However, the purpose of this chapter is to discuss the limitations ofmodal and Rayleigh damping.
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 19.2 ENERGY DISSIPATION IN REAL STRUCTURES
 It is possible to estimate an “effective or approximate” viscous damping ratiodirectly from laboratory or field tests of structures. One method is to apply astatic displacement by attaching a cable to the structure and then suddenlyremoving the load by cutting the cable. If the structure can be approximated by asingle degree of freedom, the displacement response will be of the form shownin Figure 19.1. For multi degree of freedom structural systems, the response willcontain more modes and the analysis method required to predict the dampingratios will be more complex.
 It should be noted that the decay of the typical displacement response onlyindicates that energy dissipation is taking place. The cause of the energydissipation may be from many different effects such as material damping, jointfriction and radiation damping at the supports. However, if it is assumed that allenergy dissipation is the result of linear viscous damping, the free vibrationresponse is given by the following equation:
 )cos()0()( teutu Dt ω= ξω− (19.1)
 where : 21 ξ−ω=ωD
 Figure 19.1 Free Vibration Test of Real Structures, Response vs. Time
 Equation (19.1) can be evaluated at any two maximum points "m cycles" apartand the following two equations are produced:
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 Dnn euunu ωπξω−==π /2)0()2( (19.2)
 Dmnmn euumnu ω+πξω−
 + ==+π /)(2)0())(2( (19.3)
 The ratio of these two equations is:
 m
 m
 n
 mn reuu
 == ξ−
 ξπ−
 + 21
 2
 (19.4)
 Taking the natural logarithm of this decay ratio, mr , and rewriting produces thefollowing equation:
 212
 )ln(ξ−
 π−
 =ξmrm (19.5a)
 This equation can be written in iterative form as:
 2)1(0)( 1 −ξ−ξ=ξ ii (19.5b)
 If the decay ratio equals 0.730 between two adjacent maximums, three iterationsyield the following damping ratio to three significant figures:
 0500.00500.00501.0 =≈≈ξ
 The damping value obtained by this approach is often referred to as effectivedamping. Linear modal damping is also referred to as classical damping.However, it must be remembered that it is an approximate value and is based onmany assumptions.
 Another type of energy dissipation that exists in real structures is radiationdamping at the supports of the structure. The vibration of the structure strains thefoundation material near the supports and causes stress waves to radiate into theinfinite foundation. This can be significant if the foundation material is softrelative to the stiffness of the structure. The presence of a spring, damper andmass at each support often approximates this type of damping.
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 19.3 PHYSICAL INTERPRETATION OF VISCOUS DAMPING
 The strain energy stored within a structure is proportional to the displacementsquared. Hence, the amount of energy that is dissipated during each cycle of freevibration can be calculated for various damping ratios, as summarized in Table19.1. In addition, Table 19.1 shows the number of cycles required to reduce theinitial response by a factor of 10.
 Table 19.1 Energy Loss Per Cycle for Different Damping Ratios
 DampingRatio
 Percentage
 Decay Ratio
 21
 2
 ξ−
 πξ−
 = er
 Percentage EnergyLoss Per Cycle
 100 ( 21 r− )
 Number of Cycles toDamp Response by a
 Factor of 10)ln(/)10.0ln( rn =
 1 0.939 11.8 36.6
 5 0.730 46.7 7.3
 10 0.532 71.7 3.6
 20 0.278 92.3 1.8
 30 0.139 98.1 1.2
 A 5 percent damping ratio indicates that 46.7 percent of the strain energy isdissipated during each cycle. If the period associated with the mode is 0.05seconds, the energy is reduced by a factor of 10 in 0.365 second. Therefore, a 5percent modal damping ratio produces a significant effect on the results of adynamic response analysis.
 Field testing of real structures subjected to small displacements indicates typicaldamping ratios are less than 2 percent. Also, for most structures, the damping isnot linear and is not proportional to velocity. Consequently, values of modaldamping over 5 percent are difficult to justify. However, it is often commonpractice for structural engineers to use values over 10 percent.
 19.4 MODAL DAMPING VIOLATES DYNAMIC EQUILIBRIUM
 For multi degree of freedom systems, the use of modal damping violatesdynamic equilibrium and the fundamental laws of physics. For example, it is
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 possible to calculate the reactions as a function of time at the base of a structureusing the following two methods:
 First, the inertia forces at each mass point can be calculated in a specificdirection by multiplying the absolute acceleration in that direction times themass at the point. In the case of earthquake loading, the sum of all these forcesmust be equal to the sum of the base reaction forces in that direction because noother forces act on the structure.
 Second, the member forces at the ends of all members attached to reaction pointscan be calculated as a function of time. The sum of the components of themember forces in the direction of the load is the base reaction force experiencedby the structure.
 In the case of zero modal damping, those reaction forces, as a function of time,are identical. However, for nonzero modal damping, those reaction forces aresignificantly different. These differences indicate that linear modal dampingintroduces external loads that are acting on the structure above the base and arephysically impossible. This is clearly an area where the standard “state-of-the-art” assumption of modal damping needs to be re-examined and an alternativeapproach developed.
 Energy dissipation exists in real structures. However, it must be in the form ofequal and opposite forces between points within the structure. Therefore, aviscous damper, or any other type of energy dissipating device, connectedbetween two points within the structure is physically possible and will not causean error in the reaction forces. There must be zero base shear for all internalenergy dissipation forces.
 19.5 NUMERICAL EXAMPLE
 To illustrate the errors involved in the use of modal damping, a simple seven-story building was subjected to a typical earthquake motion. Table 19.2 indicatesthe values of base shear calculated from the external inertia forces, which satisfydynamic equilibrium, and the base shear calculated from the exact summation ofthe shears at the base of the three columns.
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 It is of interest to note that the maximum values of base shear calculated fromtwo different methods are significantly different for the same computer run. Theonly logical explanation is that the external damping forces exist only in themathematical model of the structure. Because this is physically impossible, theuse of standard modal damping can produce a small error in the analysis.
 Table 19.2 Comparison of Base Shear for Seven-Story Building
 DampingPercentage
 Dynamic EquilibriumBase Shear (kips)
 Sum of ColumnShears (kips)
 ErrorPercentage
 0 370.7 @ 5.355 Sec. 370.7 @ 5.355 Sec. 0.0
 2 314.7 @ 4.690 Sec 318.6 @ 4.695 Sec +1.2
 5 253.7 @ 4.675 Sec 259.6 @ 4.690 Sec +2.3
 10 214.9 @ 3.745 Sec 195.4 @ 4.035 Sec -9.1
 20 182.3 @ 3.055 Sec 148.7 @ 3.365 Sec -18.4
 It is of interest to note that the use of only 5 percent damping reduces the baseshear from 371 kips to 254 kips for this example. Because the measurement ofdamping in most real structures has been found to be less than 2 percent, theselection of 5 percent reduces the results significantly.
 19.6 STIFFNESS AND MASS PROPORTIONAL DAMPING
 A very common type of damping used in the nonlinear incremental analysis ofstructures is to assume that the damping matrix is proportional to the mass andstiffness matrices. Or:
 KMC δ+η= (19.6)
 This type of damping is normally referred to as Rayleigh damping. In modesuperposition analysis, the damping matrix must have the following properties inorder for the modal equations to be uncoupled:
 mnmTn
 nTnn
 Tnn
 Tnnn
 ≠φφ=
 φφδ+φηφ=φφ=ζω
 C
 KMC
 0
 2(19.7)
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 Because of the orthogonality properties of the mass and stiffness matrices, thisequation can be rewritten as:
 22 nnn ωδ+η=ζω or δω
 +ηω
 =ζ22
 1 n
 nn (19.8)
 It is apparent that modal damping can be specified exactly at only twofrequencies, i and j , to solve for η and δ in the following equation:
 δη
 ωω
 ωω
 =
 ξξ
 jj
 ii
 j
 i
 1
 1
 21
 For ξ=ξ=ξ ji
 δωω=η
 ω+ωξ=δ
 ji
 ji
 2
 (19.9)
 For the typical case, the damping is set to be equal at the two frequencies;therefore ξ=ξ=ξ ji and the proportionality factors are calculated from:
 δωω=ηω+ω
 ξ=δ jiji
 and 2
 (19.10)
 The assumption of mass proportional damping implies the existence of externalsupported dampers that are physically impossible for a base supported structure.The use of stiffness proportional damping has the effect of increasing thedamping in the higher modes of the structure for which there is no physicaljustification. This form of damping can result in significant errors for impact-type problems and earthquake displacement input at the base of a structure.Therefore, the use of Rayleigh-type damping is difficult to justify for moststructures. However, it continues to be used within many computer programs toobtain numerical results using large time integration steps.
 19.7 CALCULATION OF ORTHOGONAL DAMPING MATRICES
 In Chapter 13, the classical damping matrix was assumed to satisfy the followingorthogonality relationship:
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 dC = T ΦΦ where nnωξ2dnn = and mndnm ≠= for 0 (19.11)
 In addition, the mode shapes are normalized so that IM = T ΦΦ . The following
 matrix can be defined:
 MΦ=Φ and T TΦ=Φ M (19.12)
 Hence, if Equation 19.11 is pre-multiplied by Φ and post-multiplied by Φ T , the
 following damping matrix is obtained:
 ∑=
 =ΦΦN
 nn
 T C1
 = d C (19.13)
 Therefore, a classical damping matrix can be calculated for each mode that has aspecified amount of damping in that mode and zero damping in all other modes:
 MMC Tnnnnn φφωξ2 = (19.14)
 It must be noted that this modal damping matrix is a mathematical definition andthat it is physically impossible for such damping properties to exist in a realmulti degree of freedom structure.
 The total damping matrix for all modes can be written as:
 ∑∑==
 φφωξ=N
 1n
 = MM CC Tnnnn
 N
 nn 2
 1
 (19.15)
 It is apparent that given the mode shapes, a full damping matrix can beconstructed from this mathematical equation. However, the resulting dampingmatrix may require that external dampers and negative damping elements beconnected between nodes of the computer model.
 The only reason to form such a damping matrix is to compare the results of astep-by-step integration solution with a mode superposition solution. Anumerical example is given in reference [1].
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 19.8 STRUCTURES WITH NON-CLASSICAL DAMPING
 It is possible to model structural systems with linear viscous dampers at arbitrarylocations within a structural system. The exact solution involves the calculationof complex eigenvalues and eigenvectors and a large amount of computationaleffort. Because the basic nature of energy dissipation is not clearly defined inreal structures and viscous damping is often used to approximate nonlinearbehavior, this increase in computational effort is not justified given that we arenot solving the real problem. A more efficient method to solve this problem is tomove the damping force to the right-hand side of the dynamic equilibriumequation and solve the problem as a nonlinear problem using the FNA method.Also, nonlinear viscous damping can easily be considered by this newcomputational method.
 19.9 NONLINEAR ENERGY DISSIPATION
 Most physical energy dissipation in real structures is in phase with thedisplacements and is a nonlinear function of the magnitude of the displacements.Nevertheless, it is common practice to approximate the nonlinear behavior withan “equivalent linear damping” and not conduct a nonlinear analysis. The majorreason for this approximation is that all linear programs for mode superpositionor response spectrum analysis can consider linear viscous damping in an exactmathematical manner. This approximation is no longer necessary if thestructural engineer can identify where and how the energy is dissipated withinthe structural system. The FNA method provides an alternative to the use ofequivalent linear viscous damping.
 Base isolators are one of the most common types of predefined nonlinearelements used in earthquake resistant designs. Mechanical dampers, frictiondevices and plastic hinges are other types of common nonlinear elements. Inaddition, gap elements are required to model contact between structuralcomponents and uplifting of structures. A special type of gap element, with theability to crush and dissipate energy, is useful to model concrete and soil typesof materials. Cables that can take tension only and dissipate energy in yieldingare necessary to capture the behavior of many bridge type structures. However,when a nonlinear analysis is conducted where energy is dissipated within the
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 nonlinear devices, one cannot justify adding an additional 5 percent of linearmodal damping
 19.10 SUMMARY
 The use of linear modal damping as a percentage of critical damping has beenused to approximate the nonlinear behavior of structures. The energy dissipationin real structures is far more complicated and tends to be proportional todisplacements rather than proportional to the velocity. The use of approximate“equivalent viscous damping” has little theoretical or experimental justificationand produces a mathematical model that violates dynamic equilibrium.
 One can mathematically create damping matrices to have different damping ineach mode. In addition, one can use stiffness and mass proportional dampingmatrices. To justify these convenient mathematical assumptions, fieldexperimental work must be conducted.
 It is now possible to accurately simulate, using the FNA method, the behavior ofstructures with a finite number of discrete energy dissipation devices installed.The experimentally determined properties of the devices can be directlyincorporated into the computer model.
 19.11 REFERENCES
 1. Wilson, E., and J. Penzien. 1972. “Evaluation of Orthogonal Matrices,”International Journal for Numerical Methods in Engineering. Vol. 4. pp. 5-10.
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 DYNAMIC ANALYSIS USINGNUMERICAL INTEGRATION
 Normally, Direct Numerical Integration forEarthquake Loading is Very Slow
 20.1 INTRODUCTION
 The most general approach for solving the dynamic response of structuralsystems is the direct numerical integration of the dynamic equilibrium equations.This involves the attempt to satisfy dynamic equilibrium at discrete points in timeafter the solution has been defined at time zero. Most methods use equal timeintervals at tNttt ∆∆∆∆ ........3,2, . Many different numerical techniques havepreviously been presented; however, all approaches can fundamentally beclassified as either explicit or implicit integration methods.
 Explicit methods do not involve the solution of a set of linear equations at eachstep. Basically, those methods use the differential equation at time “ t ” to predicta solution at time “ tt ∆+ ”. For most real structures, which contain stiff elements,
 a very small time step is required to obtain a stable solution. Therefore, allexplicit methods are conditionally stable with respect to the size of the time step.
 Implicit methods attempt to satisfy the differential equation at time “ t ” after thesolution at time “ tt ∆− ” has been found. Those methods require the solution of a
 set of linear equations at each time step; however, larger time steps may be used.Implicit methods can be conditionally or unconditionally stable.
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 A large number of accurate, higher-order, multi-step methods have beendeveloped for the numerical solution of differential equations. Those multi-stepmethods assume that the solution is a smooth function in which the higherderivatives are continuous. The exact solution of many nonlinear structuresrequires that the accelerations, the second derivative of the displacements, are notsmooth functions. This discontinuity of the acceleration is caused by thenonlinear hysteresis of most structural materials, contact between parts of thestructure, and buckling of elements. Therefore, only single-step methods will bepresented in this chapter. On the basis of a significant amount of experience, it isthe conclusion of the author that only single-step, implicit, unconditional stablemethods should be used for the step-by-step seismic analysis of practicalstructures.
 20.2 NEWMARK FAMILY OF METHODS
 In 1959 Newmark [1] presented a family of single-step integration methods forsolving structural dynamic problems for both blast and seismic loading. Duringthe past 40 years, Newmark’s method has been applied to the dynamic analysisof many practical engineering structures. In addition, it has been modified andimproved by many other researchers. To illustrate the use of this family ofnumerical integration methods, consider the solution of the linear dynamicequilibrium equations written in the following form:
 = + + tttt FKuuCuM (20.1)
 The direct use of Taylor’s series provides a rigorous approach to obtain thefollowing two additional equations:
 ......+∆+∆∆ ∆∆∆∆ t-t
 3
 t-t
 2
 t-tt-tt 6
 t
 2
 t+t+= uuuuu
 (20.2a)
 ......2
 +∆∆ ∆∆∆ t
 +t+= t-t
 2
 t-tt-tt uuuu(20.2b)
 Newmark truncated those equations and expressed them in the following form:
 uuuuu 3t-t
 2
 t-tt-tt t 2
 t+t+= ∆β+∆∆ ∆∆∆
 (20.2c)
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 uuuu 2t-tt-tt t+t+= ∆γ∆ ∆∆ (20.2d)
 If the acceleration is assumed to be linear within the time step, the followingequation can be written:
 t
 ) tt t
 ∆−
 = ∆−uuu
 (
 (20.3)
 The substitution of Equation (20.3) into Equations (20.2c and 20.2d) producesNewmark’s equations in standard form:
 t2
 t-t2
 t-tt-tt t t+t+= uuuuu ∆β+∆β−∆ ∆∆∆ )21(
 (20.4a)
 tt-tt-tt tt= uuuu ∆γ+∆γ−+ ∆∆ )1( (20.4b)
 Newmark solved Equations (20.4a, 20.4b and 20.1) by iteration for each timestep for each displacement DOF of the structural system. The term tu wasobtained from Equation (20.1) by dividing the equation by the mass associatedwith the DOF.
 In 1962 Wilson [2] formulated Newmark’s method in matrix notation, addedstiffness and mass proportional damping, and eliminated the need for iteration byintroducing the direct solution of equations at each time step. This requires thatEquations (20.4a and 20.4b) be rewritten in the following form:
 tttttttt uuuuu ∆−∆−∆− ++−= 321 )( bbb (20.5a)
 tttttttt uuuuu ∆−∆−∆− ++−= 654 )( bbb (20.5b)
 where the constants 1b to 6b are defined in Table 20.1. The substitution ofEquations (20.5a and 20.5b) into Equation (20.1) allows the dynamic equilibriumof the system at time “ t ”to be written in terms of the unknown nodedisplacements tu . Or:
 )
 = + + tt
 tttttt
 tttttt
 uuuC
 uuuMFuKCM
 ∆−∆−∆−
 ∆−∆−∆−
 −−+−−+
 654
 32141
 ()()(
 bbb
 bbbb b(20.6)
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 The Newmark direct integration algorithm is summarized in Table 20.1. Notethat the constants bi need to be calculated only once. Also, for linear systems,the effective dynamic stiffness matrix K is formed and triangularized only once.
 Table 20.1 Summary of the Newmark Method of Direct Integration
 I. INITIAL CALCULATIONA. Form static stiffness matrix K , mass matrix M and damping matrix C
 B. Specify integration parameters β and γC. Calculate integration constants
 2t∆β= 1
 1b t∆β
 = 12b
 21
 3 −β=b 14 bb t∆γ=
 25 1 bb t∆γ+= )36 γ−γ∆= bb +(1t
 D. Form effective stiffness matrix + CMKK 41 b b+=E. Triangularize effective stiffness matrix TLDLK =F. Specify initial conditions 000 uuu ,,
 II. FOR EACH TIME STEP ------t 3t,2t,t ∆∆∆=A. Calculate effective load vector
 ) = tt tttttttttttt uuuCuuuMFF ∆−∆−∆−∆−∆−∆− −−+−−+ 654321 ()( bbbbbb
 B. Solve for node displacement vector at time t
 ttT FuLDL = forward and back-substitution only
 C. Calculate node velocities and accelerations at time t
 tttttttt uuuuu ∆−∆−∆− ++−= 654 )( bbb
 tttttttt uuuuu ∆−∆−∆− ++−= 321 )( bbb
 D. Go to Step II.A with t+t=t ∆
 20.3 STABILITY OF NEWMARK’S METHOD
 For zero damping, Newmark’s method is conditionally stable if:
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 21
 ,21 ≤β≥γ
 and βγω
 ≤∆-
 t
 MAX 2
 1(20.7)
 where MAXω is the maximum frequency in the structural system [1]. Newmark’smethod is unconditionally stable if:
 21
 2 ≥γ≥β(20.8)
 However, if γ is greater than ½, errors are introduced. Those errors areassociated with “numerical damping” and “period elongation.”
 For large multi degree of freedom structural systems, the time step limit given byEquation (20.7) can be written in a more useable form as:
 βγπ≤∆
 -T
 t
 MIN22
 1(20.9)
 Computer models of large real structures normally contain a large number ofperiods that are smaller than the integration time step; therefore, it is essentialthat one select a numerical integration method that is unconditional for all timesteps.
 20.4 THE AVERAGE ACCELERATION METHOD
 The average acceleration method is identical to the trapezoidal rule that has beenused to numerically evaluate second order differential equations forapproximately 100 years. It can easily be derived from the following truncatedTaylor’s series expansion:
 )2
 (
 ......
 2
 32
 tt-tt-tt-t
 t-tt-tt-tt-t
 2++
 6
 2++=
 uuuu
 uuuuu
 +ττ≈
 +τ+ττ
 ∆∆∆
 ∆∆∆∆τ
 (20.10)
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 where τ is a variable point within the time step. The consistent velocity can beobtained by differentiation of Equation (20.10). Or:
 )2
 ( tt-tt-t +=
 uuuu
 +τ ∆
 ∆τ(20.11)
 If t∆=τ :
 tt-tt-tt-tt 4
 t
 4
 t+t+= uuuuu
 22 ∆+∆∆ ∆∆∆(20.12a)
 tt-tt-tttt
 += uuuu22∆+∆
 ∆∆(20.12b)
 These equations are identical to Newmark’s Equations (20.4a and 20.4b) with2/1=γ and 4/1=β .
 It can easily be shown that the average acceleration method conserves energy forthe free vibration problem, 0KuuM =+ , for all possible time steps [4].Therefore, the sum of the kinetic and strain energy is constant. Or:
 t-tT
 t-tt-tT
 t-ttTtt
 Tt2E ∆∆∆∆ +=+= KuuuMuKuuuMu (20.13)
 20.5 WILSON’S θ FACTOR
 In 1973, the general Newmark method was made unconditionally stable by theintroduction of a θ factor [3]. The introduction of the θ factor is motivated bythe observation that an unstable solution tends to oscillate about the true solution.Therefore, if the numerical solution is evaluated within the time increment, thespurious oscillations are minimized. This can be accomplished by a simplemodification to the Newmark method using a time step defined by:
 t=t ∆θ′∆ (20.14a)
 and a load defined by:
 )( t-ttt-tt RRR=R ∆∆′ −θ+ (20.14b)
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 where 0.1≥θ . After the acceleration tu ′ vector has been evaluated usingNewmark’s method at the integration time step t∆θ , values of nodeaccelerations, velocities and displacements are calculated from the followingfundamental equations:
 )(1
 t-ttt-tt = ∆′∆ −θ
 + uuuu (20.15a)
 tt-tt-tt tt= uuuu ∆γ+∆γ−+ ∆∆ )1( (20.15b)
 t2
 t-t
 2
 t-tt-tt t 2
 t+t+= uuuuu ∆β+β−∆∆ ∆∆∆
 )21((20.15c)
 The use of the θ factor tends to numerically damp out the high modes of thesystem. If θ equals 1.0, Newmark’s method is not modified. However, forproblems where the higher mode response is important, the errors that areintroduced can be large. In addition, the dynamic equilibrium equations are notexactly satisfied at time t . Therefore, the author no longer recommends the useof the θ factor. At the time of the introduction of the method, it solved allproblems associated with stability of the Newmark family of methods. However,during the past twenty years, new and more accurate numerical methods havebeen developed.
 20.6 THE USE OF STIFFNESS PROPORTIONAL DAMPING
 Because of the unconditional stability of the average acceleration method, it isthe most robust method to be used for the step-by-step dynamic analysis of largecomplex structural systems in which a large number of high frequenciesshortperiodsare present. The only problem with the method is that the short periods,which are smaller than the time step, oscillate indefinitely after they are excited.The higher mode oscillation can be reduced by the addition of stiffnessproportional damping. The additional damping that is added to the system is ofthe form:
 KCD δ= (20.16)
 where the modal damping ratio, given by Equation (13.5), is defined by:
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 δπ=ωδ=ξn
 nn T21
 (20.17)
 One notes that the damping is large for short periods and small for the longperiods or low frequencies. It is apparent that when periods are greater than thetime step, they cannot be integrated accurately by any direct integration method.Therefore, it is logical to damp those short periods to prevent them fromoscillating during the solution procedure. For a time step equal to the period,Equation (20.17) can be rewritten as:
 δ ξπ
 = n
 ∆T
 (20.18)
 Hence, if the integration time step is 0.02 second and we wish to assign aminimum of 1.0 to all periods shorter than the time step, a value of 0064.0=δshould be used. The damping ratio in all modes is now predictable for thisexample from Equation (20.17). Therefore, the damping ratio for a 1.0 secondperiod is 0.02 and for a 0.10 second period, it is 0.2.
 20.7 THE HILBER, HUGHES AND TAYLOR α METHOD
 The α method [4] uses the Newmark method to solve the following modifiedequations of motion:
 ++
 )+(1 = )+(1+ )+(1+
 ttttt
 tttt
 ∆−∆− ααα−ααα
 KuuCF
 FKuuCuM(20.19)
 When α equals zero, the method reduces to the constant acceleration method. Itproduces numerical energy dissipation in the higher modes; however, it cannot bepredicted as a damping ratio as in the use of stiffness proportional damping.Also, it does not solve the fundamental equilibrium equation at time t. However,it is currently being used in many computer programs. The performance of themethod appears to be very similar to the use of stiffness proportional damping.
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 20.8 SELECTION OF A DIRECT INTEGRATION METHOD
 It is apparent that a large number of different direct numerical integrationmethods are possible by specifying different integration parameters. A few of themost commonly used methods are summarized in Table 20.2.
 Table 20.2 Summary of Newmark Methods Modified by the δ Factor
 METHOD γ β δMINT
 t∆ACCURACY
 Central Difference 1/2 0 0 0.3183Excellent for small ∆tUnstable for large ∆t
 Linear Acceleration 1/2 1/6 0 0.5513Very good for small ∆tUnstable for large ∆t
 Average Acceleration 1/2 1/4 0 ∞ Good for small ∆tNo energy dissipation
 Modified AverageAcceleration
 1/2 1/4∆T
 π∞ Good for small ∆t
 Energy dissipation forlarge ∆t
 For single degree of freedom systems, the central difference method is mostaccurate, and the linear acceleration method is more accurate than the averageacceleration method. However, if only single degree of freedom systems are to beintegrated, the piece-wise exact method previously presented should be usedbecause there is no need to use an approximate method.
 It appears that the modified average acceleration method, with a minimumaddition of stiffness proportional damping, is a general procedure that can beused for the dynamic analysis of all structural systems. Using πδ T/∆= willdamp out periods shorter than the time step and introduces a minimum error inthe long period response.
 20.9 NONLINEAR ANALYSIS
 The basic Newmark constant acceleration method can be extended to nonlineardynamic analysis. This requires that iteration be performed at each time step to
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 satisfy equilibrium. Also, the incremental stiffness matrix must be formed andtriangularized before each iteration or at selective points in time. Many differentnumerical tricks, including element by element methods, have been developed tominimize the computational requirements. Also, the triangularization of theeffective incremental stiffness matrix may be avoided by introducing iterativesolution methods.
 20.10 SUMMARY
 For earthquake analysis of linear structures, it should be noted that the directintegration of the dynamic equilibrium equations is normally not numericallyefficient as compared to the mode superposition method using LDR vectors. Ifthe triangularized stiffness and mass matrices and other vectors cannot be storedin high-speed storage, the computer execution time can be long.
 After using direct integration methods for approximately forty years, the authorcan no longer recommend the Wilson method for the direct integration of thedynamic equilibrium equations. The Newmark constant acceleration method,with the addition of very small amounts of stiffness proportional damping, isrecommended for dynamic analysis nonlinear structural systems. For all methodsof direct integration, great care should be taken to make certain that the stiffnessproportional damping does not eliminate important high-frequency response.Mass proportional damping cannot be justified because it causes external forcesto be applied to the structure that reduce the base shear for seismic loading.
 In the area of nonlinear dynamic analysis, one cannot prove that any one methodwill always converge. One should always check the error in the conservation ofenergy for every solution obtained. In future editions of this book it is hoped thatnumerical examples will be presented so that the appropriate method can berecommended for different classes of problems in structural analysis.
 20.11 REFERENCES
 1. Newmark, N. M. 1959. “A Method of Computation for Structural Dynamics,”ASCE Journal of the Engineering Mechanics Division. Vol. 85 No. EM3.
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21.
 NONLINEAR ELEMENTS
 Earthquake Resistant Structures Should Have a LimitedNumber of Nonlinear Elements that can be Easily Inspected
 and Replaced after a Major Earthquake.
 21.1 INTRODUCTION
 Many different types of practical nonlinear elements can be used in conjunctionwith the application of the Fast Nonlinear Analysis method. The FNA method isvery effective for the design or retrofit of structures to resist earthquake motionsbecause it is designed to be computationally efficient for structures with alimited number of predefined nonlinear or energy dissipating elements. This isconsistent with the modern philosophy of earthquake engineering that energydissipating elements should be able to be inspected and replaced after a majorearthquake.
 Base isolators are one of the most common types of predefined nonlinearelements used in earthquake resistant designs. In addition, isolators, mechanicaldampers, friction devices and plastic hinges are other types of commonnonlinear elements. Also, gap elements are required to model contact betweenstructural components and uplifting of structures. A special type of gap elementwith the ability to crush and dissipate energy is useful to model concrete and soiltypes of materials. Cables that can take tension only and dissipate energy inyielding are necessary to capture the behavior of many bridge type structures. Inthis chapter the behavior of several of those elements will be presented anddetailed solution algorithms will be summarized.
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 21.2 GENERAL THREE-DIMENSIONAL TWO-NODE ELEMENT
 The type of nonlinear element presented in this chapter is similar to the three-dimensional beam element. However, it can degenerate into an element withzero length where both ends are located at the same point in space. Therefore, itis possible to model sliding friction surfaces, contact problems and concentratedplastic hinges. Like the beam element, the user must define a local 1-2-3reference system to define the local nonlinear element properties and to interpretthe results. A typical element, connected between two points I and J, is shown inFigure 21.1.
 x
 y
 z
 d3 ,f3
 d1 ,f1d2 ,f2
 d5 ,f5d4 ,f4
 d6 ,f6
 L
 J
 I
 Figure 21.1 Relative Displacements - Three-Dimensional Nonlinear Element
 It is important to note that three displacements and three rotations are possible atboth points I and J and can be expressed in either the global X-Y-Z or local 1-2-3 reference system. The force and displacement transformation matrices for thisnonlinear element are the same as for the beam element given in Chapter 4. Formost element types, some of those displacements do not exist or are equal at Iand J. Because each three-dimensional element has six rigid body displacements,the equilibrium of the element can be expressed in terms of the six relativedisplacements shown in Figure 21.1. Also, L can equal zero. For example, if a
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 concentrated plastic hinge with a relative rotation about the local 2-axis is placedbetween points I and J, only a relative rotation d5 exists. The other five relativedisplacements must be set to zero. This can be accomplished by setting theabsolute displacements at joints I and J equal.
 21.3 GENERAL PLASTICITY ELEMENT
 The general plasticity element can be used to model many different types ofnonlinear material properties. The fundamental properties and behavior of theelement are illustrated in Figure 21.2.
 d y k y
 k e
 k e
 f
 d
 k e
 Figure 21.2 Fundamental Behavior of Plasticity Element
 where ek = initial linear stiffness
 yk = Yield stiffness
 dy = Yield deformation
 The force-deformation relationship is calculated from:
 e )k - k( + d k = f yey (21.1)
 Where d is the total deformation and e is an elastic deformation term and has arange dy± . It is calculated at each time step by the numerical integration of oneof the following differential equations:
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 If d)|de
 | - (1 = e 0 edy
 n
 ≥ (21.2)
 If d = e 0< ed (21.3)
 The following finite difference approximations for each time step can be made:
 td -d = d t-t
 t
 ∆∆ and
 te -e = e t-t
 t
 ∆∆ (21.4a and 21.4b)
 The numerical solution algorithm (six computer program statements) can besummarized at the end of each time increment ∆ t , at time t for iteration i , inTable 21.1.
 Table 21.1 Iterative Algorithm for Plasticity Element
 1. Change in deformation for time step ∆t at time t for iteration i
 v = d - dt(i)
 t - t∆
 2. Calculate elastic deformation for iteration i
 if v e 0 t(i-1) ≤ t
 (i)t - te = e + v∆
 if v e > 0t(i-1) t
 (i)t - t
 nt t
 ye = e + (1 - |
 e
 d| ) v∆
 ∆−
 if t(i)
 ye > d t(i)
 ye = d
 if t(i)
 ye < - d t(i)
 ye = - d
 3. Calculate iterative force:
 t(i)
 y t(i)
 e y t(i)f = k d + ( k - k )e
 Note that the approximate term d
 e
 y
 t-t ∆ is used from the end of the last time
 increment rather than the iterative term de
 y
 (i)t . This approximation eliminates all
 problems associated with convergence for large values of n . However, theapproximation has insignificant effects on the numerical results for all values of
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 n . For all practical purposes, a value of n equal to 20 produces true bilinear
 behavior.
 21.4 DIFFERENT POSITIVE AND NEGATIVE PROPERTIES
 The previously presented plasticity element can be generalized to have differentpositive, Pd , and negative, nd , yield properties. This will allow the sameelement to model many different types of energy dissipation devices, such as thedouble diagonal Pall friction element.
 Table 21.2 Iterative Algorithm for Non-Symmetric Bilinear Element
 1. Change in deformation for time step ∆t at time t for iteration i
 v = d - dt(i)
 t - t∆
 2. Calculate elastic deformation for iteration i
 if v e 0 t(i-1) ≤ t
 (i)t - te = e + v∆
 if v e > 0t(i-1) and et t− >∆ 0 v )|
 d
 e| - (1 + e = e
 p
 ttn
 t-t(i)t
 ∆−∆
 if v e > 0t(i-1) and et t− <∆ 0 t
 (i)t - t
 nt t
 n
 e = e + (1 - |e
 d| ) v∆
 ∆−
 if d > e p(i)t d = e p
 (i)t
 if d- < e n(i)t d- = e n
 (i)t
 3. Calculate iterative force at time t :
 t(i)
 y t(i)
 e y t(i)f = k d + ( k - k )e
 For constant friction, the double diagonal Pall element has ke = 0 and n ≈ 20 .
 For small forces both diagonals remain elastic, one in tension and one in
 compression. At some deformation, nd , the compressive element may reach a
 maximum possible value. Friction slipping will start at the deformation pd after
 which both the tension and compression forces will remain constant until themaximum displacement for the load cycle is obtained.
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 This element can be used to model bending hinges in beams or columns withnon-symmetric sections. The numerical solution algorithm for the generalbilinear plasticity element is given in Table 21.2.
 21.5 THE BILINEAR TENSION-GAP-YIELD ELEMENT
 The bilinear tension-only element can be used to model cables connected todifferent parts of the structure. In the retrofit of bridges, this type of element isoften used at expansion joints to limit the relative movement during earthquakemotions. The fundamental behavior of the element is summarized in Figure 21.3.The positive number 0d is the axial deformation associated with initial cablesag. A negative number indicates an initial pre-stress deformation. Thepermanent element yield deformation is pd .
 dy
 ky
 ke
 ke
 f
 d
 k e
 d0 pd
 Figure 21.3 Tension-Gap-Yield Element
 The numerical solution algorithm for this element is summarized in Table 21.3.Note that the permanent deformation calculation is based on the convergeddeformation at the end of the last time step. This avoids numerical solutionproblems.
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 Table 21.3 Iterative Algorithm for Tension-Gap-Yield Element
 1. Update Tension Yield Deformation from Previous Converged Time Step
 ytt dddy −−= ∆− 0
 if y d p< then d yp =
 2. Calculate Elastic Deformation for Iteration (i)
 0)( ddd i
 t −=
 t(i)
 pe = d d−
 if t(i)
 ye d> then t(i)
 ye = d
 3. Calculate Iterative Force:
 t(i)
 y t(i)
 e y t(i)f = k d d + ( k - k )e( )− 0
 if 0)( <itf then 0)( =i
 tf
 21.6 NONLINEAR GAP-CRUSH ELEMENT
 Perhaps the most common type of nonlinear behavior that occurs in realstructural systems is the closing of a gap between different parts of the structure;or, the uplifting of the structure at its foundation. The element can be used atabutment-soil interfaces and for modeling soil-pile contact. The gap/crushelement has the following physical properties:
 1. The element cannot develop a force until the opening 0d gap is closed. A
 negative value of 0d indicates an initial compression force.
 2. The element can only develop a negative compression force. The first yielddeformation yd is specified by a positive number.
 3. The crush deformation cd is always a monotonically decreasing negative
 number.
 The numerical algorithm for the gap-crush element is summarized in Table 21.4.
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 Table 21.4 Iterative Algorithm for Gap-Crush Element
 1. Update Crush Deformation from Previously Converged Time Step:
 y d d dt t y= + +−∆ 0
 if cdy > then ydc =
 2. Calculate Elastic Deformation:
 coi
 t(i)t dd d = e −+)(
 if t(i)
 ye < - d then t(i)
 ye = - d
 3. Calculate Iterative Force:
 e)k - k( + ddk = f (i)tye
 (i)ty
 (i)t )( 0+
 if 0)( >itf then 0)( =i
 tf
 The numerical convergence of the gap element can be very slow if a large elasticstiffness term ek is used. The user must take great care in selecting a physicallyrealistic number. To minimize numerical problems, the stiffness ek should notbe over 100 times the stiffness of the elements adjacent to the gap. The dynamiccontact problem between real structural components often does not have aunique solution. Therefore, it is the responsibility of the design engineer to selectmaterials at contact points and surfaces that have realistic material propertiesthat can be predicted accurately.
 21.7 VISCOUS DAMPING ELEMENTS
 Linear velocity-dependent energy-dissipation forces exist in only a few specialmaterials subjected to small displacements. In terms of equivalent modaldamping, experiments indicate that they are a small fraction of one percent.Manufactured mechanical dampers cannot be made with linear viscousproperties because all fluids have finite compressibility and nonlinear behavioris present in all manmade devices. In the past it has been common practice toapproximate the behavior of those viscous nonlinear elements by a simple linearviscous force. More recently, vendors of those devices have claimed that thedamping forces are proportional to a power of the velocity. Experimental
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 examination of a mechanical device indicates a far more complex behavior thatcannot be represented by a simple one-element model.
 The FNA method does not require that those damping devices be linearized orsimplified to obtain a numerical solution. If the physical behavior is understood,it is possible for an iterative solution algorithm to be developed that willaccurately simulate the behavior of almost any type of damping device. Toillustrate the procedure, let us consider the device shown in Figure 21.4.
 J
 )()( itp
 ip dkf ====
 ceesignedkfNiiii
 tsi
 s)()()()()( )()( =−=
 )()()( is
 ip
 i fff ++++====
 Isk
 pkc
 Figure 21.4 General Damping Element Connected Between Points I and J
 It is apparent that the total deformation, )(ite , across the damper must be
 accurately calculated to evaluate the equilibrium within the element at each timestep. The finite difference equation used to estimate the damper deformation attime t is:
 )(2
 )()()( ittttt
 t
 tt
 itt
 it ee
 tedeee +∆+=τ+= ∆−∆−
 ∆−τ∆− ∫ (21.5)
 A summary of the numerical algorithm is summarized in Table 21.5.
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 Table 21.5 Iterative Algorithm for Nonlinear Viscous Element
 1. Estimate damper force from last iteration:
 )( )1()()( −−= it
 its
 is edkf
 2. Estimate damper velocity:
 )()( )(1)(
 is
 Ni
 s(i)t fsign
 c
 f = e
 3. Estimate damper deformation:
 )(2
 )()
 ittttt
 (i)t ee
 te e +∆+= ∆−∆−
 4. Calculate total iterative force:
 t(i)
 p t(i)
 s ti
 t(i)f = k d k d e+ −( )( )
 21.8 THREE-DIMENSIONAL FRICTION-GAP ELEMENT
 Many structures have contact surfaces between components of the structures orbetween structure and foundation that can only take compression. During thetime the surfaces are in contact, it is possible for tangential friction forces todevelop between the surfaces. The maximum tangential surface forces, whichcan be developed at a particular time, are a function of the normal compressiveforce that exists at that time. If the surfaces are not in contact, the normal and thesurface friction forces must be zero. Therefore, surface slip displacements willtake place during the period of time when the allowable friction force isexceeded or when the surfaces are not in contact.
 To develop the numerical algorithm to predict the dynamic behavior betweensurfaces, consider the contact surface element shown in Figure 21.5. The twosurface nodes are located at the same point in space and are connected by thegap-friction element that has contact stiffness k in all three directions. The threedirections are defined by a local n, s and s+90o reference system. The elementdeformations dn, ds and ds+90 are relative to the absolute displacements of the twosurfaces.
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 sf
 nf
 sysdsfndnf
 Figure 21.5 Three-Dimensional Nonlinear Friction-Gap Element
 During the time of contact, the force-deformation relationships for the friction-gap element are:
 Normal Force: nn kdf = (21.6a)
 Maximum Allowable Slip Force: na ff µ= (21.6b)
 Tangential Surface Forces:
 ass
 sss
 ffsignf
 ydkf
 )(
 )(
 =
 −=or,
 (21.6c)
 The coefficient of sliding friction is designated by µ . The surface slip
 deformation in the s direction is sy .
 The iterative numerical algorithm for a typical time step is summarized in Table21.6. To minimize numerical problems, the stiffness k should not be over 100
 times the stiffness of the elements adjacent to the gap.
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 Table 21.6 Iterative Algorithm for Friction-Gap Element
 1. If i=1, update slip deformations from previously converged time step at s and
 s+900
 )()( ttyty ss ∆−=
 2. Evaluate normal and allowable slip forces
 if 0)( >ind 0)( =i
 nf
 if 0)( ≤ind )()( i
 ni
 n kdf =)()( i
 ni
 a ff µ=
 3. Calculate surface forces at s and s+900
 if 0)( >ind 0)( =i
 sf
 if 0)( ≤ind )( )()(
 si
 si
 s ydkf −=
 if )()( ia
 is ff > )()()( )( i
 ai
 si
 s ffsignf =
 4. Calculate slip deformations at s and s+900
 if 0)( >ind )()( i
 si
 s dy =
 if )()( ia
 is ff = kfdy i
 si
 si
 s /)()()( −=
 21.9 SUMMARY
 The use of approximate “equivalent linear viscous damping” has little theoreticalor experimental justification and produces a mathematical model that violatesdynamic equilibrium. It is now possible to accurately simulate the behavior ofstructures with a finite number of discrete gap, tension only, and energydissipation devices installed. The experimentally determined properties of thedevices can be directly incorporated into the computer model.
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 SEISMIC ANALYSIS USINGDISPLACEMENT LOADING
 Direct use of Earthquake Ground Displacement in aDynamic Analysis has Inherent Numerical Errors
 22.1 INTRODUCTION
 Most seismic structural analyses are based on the relative-displacementsformulation where the base accelerations are used as the basic loading. Hence,experience with the direct use of absolute earthquake displacement loading actingat the base of the structure has been limited. Several new types of numericalerrors associated with the use of absolute seismic displacement loading areidentified. Those errors are inherent in all methods of dynamic analysis and aredirectly associated with the application of displacement loading.
 It is possible for the majority of seismic analyses of structures to use the groundaccelerations as the basic input, and the structural displacements produced arerelative to the absolute ground displacements. In the case of multi-support inputmotions, it is necessary to formulate the problem in terms of the absolute groundmotions at the different supports. However, the earthquake engineeringprofession has not established analysis guidelines to minimize the errorsassociated with that type of analysis. In this chapter, it will be shown that severalnew types of numerical errors can be easily introduced if absolute displacementsare used as the basic loading.
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 A typical long-span bridge structure is shown in Figure 22.1. Different motionsmay exist at piers because of local site conditions or the time delay in thehorizontal propagation of the earthquake motions in the rock. Therefore, severalhundred different displacement records may be necessary to define the basicloading on the structure.
 HARD ROCK
 SOFT ROCK or SOIL
 Figure 22.1 Long Bridge Structure With Multi-Support Input Displacements
 The engineer/analyst must be aware that displacement loading is significantlydifferent from acceleration loading with respect to the following possible errors:
 1. The accelerations are linear functions within a time increment and an exactsolution is normally used to solve the equilibrium equations. On the otherhand, displacements derived from a linear acceleration function are a cubicfunction within each increment; therefore, a smaller time increment isrequired, or a higher order solution method must be used.
 2. The spatial distribution of the loads in the relative displacement formulationis directly proportional to the mass; and the 90 percent modal mass-participation rule can be used to ensure that the results are accurate. In thecase of base displacement input, however, the modal mass-participationfactors cannot be used to estimate possible errors. For absolute displacementloading, concentrated forces are applied at the joints near the fixed base ofthe structure; therefore, a large number of high-frequency modes are excited.Hence, alternative error estimations must be introduced and a very largenumber of modes may be required.
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 3. If the same damping is used for acceleration and displacement analyses,different results are obtained. This is because, for the same damping ratio, theeffective damping associated with the higher frequency response is largerwhen displacement input is specified (see Table 19.1). Also, if massproportional damping is used, additional damping is introduced because ofthe rigid body motion of the structure.
 The dynamic equilibrium equations for absolute seismic displacement type ofloading are derived. The different types of errors that are commonly introducedare illustrated by an analysis of a simple shear-wall structure.
 22.2 EQUILIBRIUM EQUATIONS FOR DISPLACEMENT INPUT
 For a lumped-mass system, the dynamic equilibrium equations in terms of theunknown joint displacements su within the superstructure and the specifiedabsolute displacements bu at the base joints can be written as:
 =
 +
 +
 bb
 s
 bbbs
 sbss
 b
 s
 bbbs
 sbss
 b
 s
 bb
 ss
 R
 0
 u
 u
 KK
 KK
 u
 u
 CC
 CC
 u
 u
 M0
 0M(22.1)
 The mass, damping and stiffness matrices associated with those displacementsare specified by ijijij KCM and,, . Note that the forces bR associated with the
 specified displacements are unknown and can be calculated after su has been
 evaluated.
 Therefore, from Equation (22.1) the equilibrium equations for the superstructureonly, with specified absolute displacements at the base joints, can be written as:
 bsbbsbsssssssss uCuKuKuCuM −−=++ (22.2)
 The damping loads bsbuC can be numerically evaluated if the damping matrix is
 specified. However, the damping matrix is normally not defined. Therefore, thosedamping forces are normally neglected and the absolute equilibrium equationsare written in the following form:
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 ∑=
 =−=++J
 jjjs tu
 1
 )(fuKuKuCuM bsbssssssss
 (22.3)
 Each independent displacement record )(tuj is associated with the space function
 jf that is the negative value of the j th column in the stiffness matrix sbK . The
 total number of displacement records is J , each associated with a specific
 displacement degree of freedom.
 For the special case of a rigid-base structure, a group of joints at the base aresubjected to the following three components of displacements, velocities andaccelerations.
 =
 )()()(
 tu
 tutu
 z
 y
 x
 bu ,
 =
 )()()(
 tu
 tutu
 z
 y
 x
 bu , and
 =
 )()()(
 tu
 tutu
 z
 y
 x
 bu (22.4)
 The exact relationship between displacements, velocities and acceleration ispresented in Appendix J.
 The following change of variables is now possible:
 bxyzrs uIuu += , bxyzrs uIuu += , and bxyzrs uIuu += (22.5)
 The matrix ][ zyxxyz IIII = and has three columns. The first column has unitvalues associated with the x displacements, the second column has unit valuesassociated with the y displacements, and the third column has unit valuesassociated with the z displacements. Therefore, the new displacements ru arerelative to the specified absolute base displacements. Equation (22.2) can now berewritten in terms of the relative displacements and the specified basedisplacements:
 bsbxyzssbsbxyzssbxyzss
 rssrssrss
 uKIKuCICuIM
 uKuCuM][][ +−+−−
 =++
 (22.6)
 The forces bsbxyzss uKIK ][ + associated with the rigid body displacement of thestructure are zero. Because the physical damping matrix is almost impossible to
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 define, the damping forces on the right-hand side of the equation are normallyneglected. Hence, the three-dimensional dynamic equilibrium equations, in termsof relative displacements, are normally written in the following approximateform:
 )()()( tututu zyx
 s
 zssyssxss
 bxyzssrssrsrss
 IMIMIM
 uIMuKuCuM
 −−−=
 −=++
 (22.7)
 Note that the spatial distribution of the loading in the relative formulations isproportional to the directional masses.
 It must be noted that in the absolute displacement formulation, the stiffnessmatrix sbK only has terms associated with the joints adjacent to the base nodeswhere the displacements are applied. Therefore, the only loads, jf , acting on thestructure are point loads acting at a limited number of joints. This type of spatialdistribution of point loads excites the high frequency modes of the system as thedisplacements are propagated within the structure. Hence, the physical behaviorof the analysis model is very different if displacements are applied rather than ifthe mass times the acceleration is used as the loading. Therefore, the computerprogram user must understand that both approaches are approximate for non-zerodamping.
 If the complete damping matrix is specified and the damping terms on the right-hand sides of Equations (22.2 and 22.6) are included, an exact solution of boththe absolute and relative formulations will produce identical solutions.
 22.3 USE OF PSEUDO-STATIC DISPLACEMENTS
 An alternate formulations, which is restricted to linear problems, is possible formulti support displacement loading that involves the use of pseudo-staticdisplacements, which are defined as:
 bbsbssp TuuKKu =−= −1 (22.8)
 The following change of variable is now introduced:
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 and , bsbsbps uTuuuTuuTuuuuu +=+=+=+= (22.9)
 The substitution of Equations (9) into Equation (2) yields the following set ofequilibrium equations:
 bssbss
 bss
 TuKuTC
 uTMuCuKuKuCuM bsbbsbssssss
 −−
 −−−=++
 (22.10)
 Hence Equation (22.10) can be written in the following simplified form:
 bssbss uTCCuTMuKuCuM sbssssss ][ +−−=++ (22.11)
 Equation (22.11) is exact if the damping terms are included on the right-handside of the equation. However, these damping terms are normally not defined andare neglected. Hence, different results will be obtained from this formulationwhen compared to the absolute displacement formulation. The pseudo-staticdisplacements cannot be extended to nonlinear problems; therefore, it cannot beconsidered a general method that can be used for all structural systems.
 22.4 SOLUTION OF DYNAMIC EQUILIBRIUM EQUATIONS
 The absolute displacement formulation, Equation (22.3), and the relativeformulation, Equation (22.7), can be written in the following generic form:
 ∑=
 =++J
 jjj tgttt
 1
 )()()()( fKuuCuM (22.12)
 Many different methods can be used to solve the dynamic equilibrium equationsformulated in terms of absolute or relative displacements. The direct incrementalnumerical integration can be used to solve these equations. However, because ofstability problems, large damping is often introduced in the higher modes, andonly an approximate solution that is a function of the size of the time step used isobtained. The frequency domain solution using the Fast-Fourier-Transform,FFT, method also produces an approximate solution. Therefore, the errorsidentified in this paper exist for all methods of dynamic response analysis. Onlythe mode superposition method, for both linear acceleration and cubic
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 displacement loads, can be used to produce an exact solution. This approach ispresented in Chapter 13.
 22.5 NUMERICAL EXAMPLE
 22.5.1 Example Structure
 The problems associated with the use of absolute displacement as direct input toa dynamic analysis problem can be illustrated by the numerical example shownin Figure 22.2.
 20@
 15’=
 300’
 Properties:Thickness = 2.0 ft
 Width =20.0 ft
 I = 27,648,000 in4
 E = 4,000 ksi
 W = 20 kips /story
 Mx = 20/g
 = 0.05176 kip-sec2 /in
 Myy = 517.6 kip-sec2 -in
 Total Mass = 400 /gTypical Story Height
 h = 15 ft = 180 in.
 A. 20 Story Shear Wall With Story Mass
 B. Base Acceleration Loads Relative Formulation
 )(tub
 C. Displacement Loads Absolute Formulation
 Typical Story Load
 )(tubM
 First Story Load
 )(12
 3tu
 h
 EIb
 First Story Moment
 )(6
 2tu
 h
 EIb
 x
 z
 Figure 22.2 Comparison of Relative and Absolute Displacement Seismic Analysis
 Neglecting shear and axial deformations, the model of the structure has fortydisplacement degrees of freedom, one translation and one rotation at each joint.The rotational masses at the nodes have been included; therefore, forty modes ofvibration exist. Note that loads associated with the specification of the absolutebase displacements are concentrated forces at the joint near the base of thestructure. The exact periods of vibration for these simple cantilever structures aresummarized in Table 22.1 in addition to the mass, static and dynamic load-
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 participation factors. The derivations of mass-participation factor, static-participation factors, and dynamic-participation factors are given in Chapter 13.
 Table 22.1 Periods and Participation Factors for Exact Eigenvectors
 Cumulative Sum ofLoad Participation Factors
 Base Displacement Loading(Percentage)
 ModeNumber
 Period(Seconds)
 Cumulative Sum ofMass Participation
 FactorsX-Direction
 (Percentage) Static Dynamic
 1 1.242178 62.645 0.007 0.000
 2 0.199956 81.823 0.093 0.000
 3 0.072474 88.312 0.315 0.000
 4 0.037783 91.565 0.725 0.002
 5 0.023480 93.484 1.350 0.007
 6 0.016227 94.730 2.200 0.023
 7 0.012045 95.592 3.267 0.060
 8 0.009414 96.215 4.529 0.130
 9 0.007652 96.679 5.952 0.251
 10 0.006414 97.032 7.492 0.437
 11 0.005513 97.304 9.099 0.699
 12 0.004838 97.515 10.718 1.042
 13 0.004324 97.678 12.290 1.459
 14 0.003925 97.804 13.753 1.930
 15 0.003615 97.898 15.046 2.421
 16 0.003374 97.966 16.114 2.886
 17 0.003189 98.011 16.913 3.276
 18 0.003052 98.038 17.429 3.551
 19 0.002958 98.050 17.683 3.695
 20 0.002902 98.053 17.752 3.736
 21 0.002066 99.988 99.181 98.387
 30 0.001538 99.999 99.922 99.832
 40 0.001493 100.000 100.000 100.000
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 It is important to note that only four modes are required to capture over 90percent of the mass in the x-direction. However, for displacement loading, 21eigenvectors are required to capture the static response of the structure and thekinetic energy under rigid-body motion. Note that the period of the 21th mode is0.002066 seconds, or approximately 50 cycles per second. However, this highfrequency response is essential so that the absolute base displacement isaccurately propagated into the structure.
 22.5.2 Earthquake Loading
 The acceleration, velocity and displacement base motions associated with anidealized near-field earthquake are shown in Figure 22.3. The motions have beenselected to be simple and realistic so that this problem can be easily solved usingdifferent dynamic analysis programs.
 gtu )(0.50 g 0.50 g
 1.00 g
 6 @ 0.1 Sec.
 Time ACCELERATION
 VELOCITY
 DISPLACEMENT
 19.32 in./sec
 3.22 inches
 gtu )(
 gtu )(
 Figure 22.3 Idealized Near-Field Earthquake Motions
 22.5.3 Effect of Time Step Size for Zero Damping
 To illustrate the significant differences between acceleration and displacementloading, this problem will be solved using all forty eigenvectors, zero dampingand three different integration time steps. The absolute top displacement, base
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 shears and moments at the second level are summarized in Table 22.2. Inaddition, the maximum input energy and kinetic energy in the model aresummarized.
 Table 22.2 Comparison of Acceleration and Displacement Loads (40Eigenvalues – 0.0 Damping Ratio)
 Linear Acceleration Loads Linear Displacement Loads
 01.0=∆t 005.0=∆t 001.0=∆t 01.0=∆t 005.0=∆t 001.0=∆t
 20u(Inches)
 5.306@ 0.610
 [email protected]
 [email protected]
 [email protected]
 [email protected]
 [email protected]
 2V(Kips)
 [email protected]
 [email protected]
 [email protected]
 [email protected]
 [email protected]
 [email protected]
 2M(K - In.)
 -149,[email protected]
 -149,[email protected]
 -149,[email protected]
 -152,[email protected]
 -148,[email protected]
 -149,[email protected]
 ENERGY(Input ToModel)
 [email protected]
 [email protected]
 [email protected]
 1,212,[email protected]
 1,183,[email protected]
 1,180,[email protected]
 K-ENERGY(WithinModel)
 [email protected]
 [email protected]
 [email protected]
 [email protected]
 [email protected]
 [email protected]
 For linear acceleration load, all results are exact regardless of the size of the timestep because the integration algorithm is based on the exact solution for a linearfunction. The minor difference in results is because some maximum values occurwithin the larger time step results. However, using the same linear integrationalgorithm for displacement loads produces errors because displacements arecubic function within each time step (Appendix J). Therefore, the larger the timestep, the larger the error.
 For linear displacement loads, the maximum displacement at the top of thestructure and the moment t at the second level appear to be insensitive to the sizeof the time step. However, the forces near the top of the structure and the shear atthe second level can have significant errors because of large integration timesteps. For a time step of 0.01 seconds, the maximum shear of -90.83 kips occursat 0.660 seconds; whereas, the exact value for the same time step is –94.35 kips
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 and occurs at 0.310 seconds. A time-history plot of both shears forces is shows inFigure 22.4.
 Figure 22.4 Shear at Second Level Vs.Time With 01.0=∆t -Seconds and Zero Damping
 The errors resulting from the use of large time steps are not large in this examplebecause the loading is a simple function that does not contain high frequencies.However, the author has had experience with other structures, using realearthquake displacement loading, where the errors are over 100 percent using atime step of 0.01 seconds. The errors associated with the use of large time stepsin a mode superposition analysis can be eliminated for linear elastic structuresusing the new exact integration algorithm presented in Chapter 13.
 An examination of the input and kinetic energy clearly indicates that there is amajor mathematical differences between acceleration loads (relativedisplacement formulation) and displacement loads (absolute displacementformulation). In the relative displacement formulation, a relatively small amount
 -100
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 of energy, 340 k-in, is supplied to the mathematical model; whereas the pointloads associated with the absolute formulation applied near the base of thestructure imparts over 1,000,000 k-in of energy to the model. Also, the maximumkinetic energy (proportional to the sum of mass times velocity squared) withinthe model is 340 k-in for the relative formulation compared to 164 kip-in for theabsolute formulation.
 The results clearly indicate that errors are introduced if large time steps are usedwith the linear displacement approximation within each time step. The spatialload distribution is significantly different between the relative and displacementformulations. For linear acceleration loads, large time steps can be used.However, very small time steps, 0.001 second, are required for absolutedisplacement loading to obtain accurate results. However, if modal superpositionis used, the new cubic displacement load approximation produces resultsidentical to those obtained using linear acceleration loads for zero damping.
 22.5.4 Earthquake Analysis with Finite Damping
 It is very important to understand that the results produced from a mathematicalcomputer model may be significantly different from the behavior of the realphysical structure. The behavior of a real structure will satisfy the basic laws ofphysics, whereas the computer model will satisfy the laws of mathematics aftercertain assumption have been made. The introduction of classical linear viscousdamping will illustrate this problem.
 Table 22.3 summarizes selective results of an analysis of the structure shown inFigure 22.2 for both zero and five percent damping for all frequencies. The timestep used for this study is 0.005 second; hence, for linear acceleration loads andcubic displacement loads, exact results (within three significant figures) areproduced.
 The results clearly indicate that 5 percent damping produces different results foracceleration and displacement loading. The top displacements and the momentsnear the base are very close. However, the shear at the second level and themoment at the tenth level are significantly different. The shears at the secondlevel vs. time for displacement loading are plotted in Figure 22.5 for 5 percentdamping.
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 Table 22.3. Comparison of Acceleration and Displacement Loads forDifferent Damping (40 Eigenvalues, 0.005 Second Time Step)
 Linear Acceleration Loads Cubic Displacement Loads
 00.0=ξ 05.0=ξ 00.0=ξ 05.0=ξ
 20u(Inch)
 5.306 @ 0.610-5.305 @ 1.230
 4.939 @ 0.580-4.217 @ 1.205
 5.307 @ 0.610-5.304 @ 1.230
 4.913 @ 0.600-4.198 @ 1.230
 2V(Kips)
 88.31 @ 0.130-94.35 @ 0.310
 84.30 @ 0.130-95.78 @ 0.310
 88.28 @ 0.135-94.53 @ 0.310
 135.1 @ 0.150-117.1 @ 0.340
 2M(K-in.)
 148,900 @1.230-149,500 @ 0.605
 116,100 @1.200-136,300 @ 0.610
 148,900 @1.230-149,500 @ 0.605
 115,300 @1.230-136,700 @ 0.605
 10M(K-in.)
 81,720 @ 0.290-63,470 @ 0.495
 77,530 @ 0.300-64,790 @ 0.485
 81,720 @ 0.290-63,470 @ 0.495
 80,480 @ 0.320-59,840 @ 0.495
 Figure 22.5 Shear at Second Level Vs. Time Due To Cubic DisplacementLoading. (40 Eigenvalues – 005.0=∆t Seconds)
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 The results shown in Figure 22.5 are physically impossible for a real structurebecause the addition of 5 percent damping to an undamped structure should notincrease the maximum shear from 88.28 kips to 135.10 kips. The reason for thisviolation of the fundamental laws of physics is the invalid assumption of anorthogonal damping matrix required to produce classical damping.
 Classical damping always has a mass-proportional damping component, asphysically illustrated in Figure 22.6, which causes external velocity-dependentforces to act on the structure. For the relative displacement formulation, theforces are proportional to the relative velocities. Whereas for the case of theapplication of base displacement, the external force is proportional to theabsolute velocity. Hence, for a rigid structure, large external damping forces canbe developed because of rigid body displacements at the base of the structure.This is the reason that the shear forces increase as the damping is increased, asshown in Figure 22.6. For the case of a very flexible (or base isolated) structure,the relative displacement formulation will produce large errors in the shear forcesbecause the external forces at a level will be carried direct by the dash-pot at thatlevel. Therefore, neither formulation is physically correct.
 .
 RELATIVE DISPLACEMENT FORMULATION
 ABSOLUTE DISPLACEMENT FORMULATION
 ru su
 xu
 rxs uuu +=
 xum
 0IC xss =xu 0IC xss ≠xu
 Figure 22.6 Example to Illustrate Mass-Proportional Componentin Classical Damping.
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 These inconsistent damping assumptions are inherent in all methods of linear andnonlinear dynamic analysis that use classical damping or mass-proportionaldamping. For most applications, this damping-induced error may be small;however, the engineer/analyst has the responsibility to evaluate, using simplelinear models, the magnitude of those errors for each different structure andearthquake loading.
 22.5.5 The Effect of Mode Truncation
 The most important difference between the use of relative and absolutedisplacement formulations is that higher frequencies are excited by basedisplacement loading. Solving the same structure using a different number ofmodes can identify this error. If zero damping is used, the equations of motionscan be evaluated exactly for both relative and absolute displacement formulationsand the errors associated with mode-truncation only can be isolated.
 Selective displacements and member forces for both formulations aresummarized in Table 22.4.
 Table 22.4 Mode-Truncation Results - Exact Integration for 0.005 Second TimeSteps – Zero Damping
 Linear Acceleration Loads Cubic Displacement LoadsNumberof Modes
 20u 2V 2M 10M 20u 2V 2M 10M
 4 5.306 83.10 -149,400 81,320 5.307 -51,580 -1,441,000 346,800
 10 5.306 -94.58 -149,500 81,760 5.307 -33,510 -286,100 642,100
 21 5.306 -94.73 -149,500 81,720 5.307 -55,180 -4,576,000 78,840
 30 5.306 -94.42 149,500 81,720 5.307 -11,060 -967,200 182,400
 35 5.306 94,35 149,500 81,720 5.307 -71,320 -149,500 106,100
 40 5.306 -94.35 -149,500 81,720 5.307 -94.53 -149,500 81,720
 The results shown in Table 22.4 clearly indicate that only a few modes arerequired to obtain a converged solution using the relative displacementformulation. However, the results using the absolute displacement formulationare almost unbelievable. The reason for this is that the computational model andthe real structure are required to propagate the high frequencies excited by the
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 base displacement loading into the structure. The displacement at the top of thestructure, which is dominated by the first mode, is insensitive to the highfrequency wave propagation effects. However, the shear and moment forceswithin the structure will have significant errors if all the frequencies are notpresent in the analysis. Table 22.5 summarizes selective displacements andmember forces for both formulations for 5 percent damping.
 Table 22.5 Mode-Truncation Errors - Exact Integration for 0.005 Second TimeSteps – 5 % Damping
 Linear Acceleration Loads Cubic Displacement LoadsNumberof Modes
 20u 2V 2M 10M 20u 2V 2M 10M
 4 4.934 -82.51 -136,300 77,110 4.913 -5,153 1,439,000 374,600
 10 4.939 -96.01 -136,300 -64,810 4.913 -33,500 -290,000 640,900
 21 4.939 -96.16 -136,300 -64,790 4.913 -55,170 -4,573,000 77,650
 30 “ “ “ “ 4.913 -11,050 -966,000 180,800
 35 “ “ “ “ 4.913 -342.7 -136,800 104,500
 40 “ “ “ “ 4.913 -135.1 -136,800 80,480
 The results shown in Table 22.5 indicate that the addition of modal damping doesnot significantly change the fundamental behavior of the computational model. Itis apparent that a large number of high frequencies must be included in theanalysis if the computational model is to accurately predict forces in the realstructure. It is of considerable interest, however, that mode truncation for thisproblem produces erroneously large forces that are difficult to interpret. Toexplain those errors, it is necessary to examine the individual mode shapes. Forexample, the 21st mode is a lateral displacement at the second level only, with allother mode displacement near zero. This is a very important mode because aconcentrated force associated with the base displacement loading is applied at thesecond level. Hence, the addition of that mode to the analysis increases thebending moment at the second level to 4,573,000 and decreases the moment atthe 10th level to 77,650. Additional modes are then required to reduce the internalforces at the second level.
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 22.6 USE OF LOAD DEPENDENT RITZ VECTORS
 In Table 22.6 the results of an analysis using different numbers of LoadDependent Ritz vectors is summarized. In addition, mass, static and dynamicparticipation factors are presented.
 Table 22.6 Results Using LDR Vectors- 0.005t =∆ Cubic Displacement Loading– Damping = 5 %
 Number ofVectors 20u 2V 2M 10M Mass, Static and Dynamic
 Load-Participation
 4 4.913 111.4 -136,100 80,200 100. 100. 29.57 4.913 132.6 -136,700 80,480 100. 100. 75.9
 10 4.913 134.5 -136,800 80,490 100. 100. 98.021 4.913 135.1 -136,800 80.480 100. 100. 100.30 4.913 135.1 -136,800 80,480 100. 100. 100.
 The use of LDR vectors virtually eliminates all problem associated with the useof the exact eigenvectors. The reason for this improved accuracy is that each setof LDR vectors contains the static response of the system. To illustrate this, thefundamental properties of a set of seven LDR vectors are summarized in Table22.7.
 Table 22.7 Periods and Participation Factors for LDR Vectors
 Cumulative Sum ofLoad Participation Factors
 Base Displacement Loading(Percentage)
 VectorNumber
 ApproximatePeriod
 (Seconds)
 Cumulative Sum ofMass Participation
 FactorsX-Direction
 (Percentage) Static Dynamic
 1 1.242178 62.645 0.007 0.000
 2 0.199956 81.823 0.093 0.000
 3 0.072474 88.312 0.315 0.000
 4 0.037780 91.568 0.725 0.002
 5 0.023067 93.779 1.471 0.009
 6 0.012211 96.701 5.001 0.126
 7 0.002494 100.000 100.00 75.882
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22-18 STATIC AND DYNAMIC ANALYSIS
 The first six LDR vectors are almost identical to the exact eigenvectorssummarized in Table 22.1. However, the seventh vector, which is a linearcombination of the remaining eigenvectors, contains the high frequency responseof the system. The period associated with this vector is over 400 cycles persecond; however, it is the most important vector in the analysis of a structuresubjected to base displacement loading.
 22.7 SOLUTION USING STEP-BY-STEP INTEGRATION
 The same problem is solved using direct integration by the trapezoidal rule,which has no numerical damping and theoretically conserves energy. However,to solve the structure with zero damping, a very small time step would berequired. It is almost impossible to specify constant modal damping using directintegration methods. A standard method to add energy dissipation to a directintegration method is to add Rayleigh damping, in which only damping ratios canbe specified at two frequencies. For this example 5 percent damping can bespecified for the lowest frequency and at 30 cycles per second. Selective resultsare summarized in Table 22.8 for both acceleration and displacement loading.
 Table 22.8 Comparison of Results Using Constant Modal Damping and theTrapezoidal Rule and Rayleigh Damping (0.005 Second Time Step)
 Acceleration Loading Displacement Loading
 Trapezoidal RuleUsing
 Rayleigh Damping
 Exact Solution UsingConstant, Modal
 Damping 05.0=ξ
 Trapezoidal RuleUsing
 Rayleigh Damping
 Exact Solution UsingConstant, Modal
 Damping 05.0=ξ
 20u(Inch)
 4.924 @ 0.580-4.217 @ 1.200
 4.939 @ 0.580-4.217 @ 1.205
 4.912 @ 0.600-4.182 @ 1.220
 4.913 @ 0.600-4.198 @ 1.230
 2V(Kips)
 86.61 @ 0.125-95.953 @ 0.305
 84.30 @ 0.130-95.78 @ 0.310
 89.3 @ 0.130-93.9 @ 0.305
 135.1 @ 0.150-117.1 @ 0.340
 2M(k–in.)
 115,600 @ 1.185-136,400 @ 0.605
 116,100 @1.200-136,300 @ 0.610
 107.300 @ 1.225-126,300 @ 0.610
 115,300 @1.230-136,700 @ 0.605
 10M(K-in.)
 78,700 @ 0.285-64,500 @ 0.485
 77,530 @ 0.300-64,790 @ 0.485
 81.,30 @ 0.28061,210@ 0.480
 80,480 @ 0.320-59,840 @ 0.495
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 It is apparent that the use of Rayleigh damping for acceleration loading producesa very good approximation of the exact solution using constant modal damping.However, for displacement loading, the use of Rayleigh damping, in which thehigh frequencies are highly damped and some lower frequencies are underdamped, produces larger errors. A plot of the shears at the second level using thedifferent methods is shown in Figure 22.7. It is not clear if the errors are causedby the Rayleigh damping approximation or by the use of a large time step.
 It is apparent that errors associated with the unrealistic damping of the highfrequencies excited by displacement loading are present in all step-by-stepintegration methods. It is a property of the mathematical model and is notassociated with the method of solution of the equilibrium equations.
 Figure 22.7 Comparison of Step-By-Step Solution Using the Trapezoidal Ruleand Rayleigh Damping with Exact Solution(0.005 second time-step and 5% damping)
 The effective damping in the high frequencies, using displacement loading andRayleigh damping, can be so large that the use of large numerical integrationtime steps produces almost the same results as using small time steps. However,
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 the accuracy of the results cannot be justified using this argument, because theform of the Rayleigh damping used in the computer model is physicallyimpossible within a real structure. In addition, the use of a numerical integrationmethod that produces numerical energy dissipation in the higher modes mayproduce unrealistic result when compared to an exact solution using displacementloading.
 22.8 SUMMARY
 Several new sources of numerical errors associated with the direct application ofearthquake displacement loading have been identified. Those problems aresummarized as follows:
 1. Displacement loading is fundamentally different from acceleration loadingbecause a larger number of modes are excited. Hence, a very small time stepis required to define the displacement record and to integrate the dynamicequilibrium equations. A large time step, such as 0.01 second, can causesignificant unpredictable errors.
 2. The effective damping associated with displacement loading is larger thanthat for acceleration loading. The use of mass proportional damping, inherentin Rayleigh and classical modal damping, cannot be physically justified.
 3. Small errors in maximum displacements do not guarantee small errors inmember forces.
 4. The 90 percent mass participation rule, which is used to estimate errors foracceleration loading, does not apply to displacement loading. A largernumber of modes are required to accurately predict member forces forabsolute displacement loading.
 5. For displacement loading, mode truncation in the mode superposition methodmay cause large errors in the internal member forces.
 The following numerical methods can be used to minimize those errors:
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 1. A new integration algorithm based on cubic displacements within each timestep allows the use of larger time steps.
 2. To obtain accurate results, the static load-participation factors must bevery close to 100 percent.
 3. The use of LDR vectors will significantly reduce the number of vectorsrequired to produce accurate results for displacement loading.
 4. The example problem illustrates that the errors can be significant ifdisplacement loading is applied based on the same rules used foracceleration loading. However, additional studies on different types ofstructures, such as bridge towers, must be conducted. Also, moreresearch is required to eliminate or justify the differences in resultsproduced by the relative and absolute displacement formulations for non-zero modal damping.
 Finally, the state-of-the-art use of classical modal damping and Rayleighdamping contains mass proportional damping that is physically impossible.Therefore, the development of a new mathematical energy dissipation model isrequired if modern computer programs are to be used to accurately simulate thetrue dynamic behavior of real structures subjected to displacement loading.
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APPENDIX A
 VECTOR NOTATION
 Vector Notation is Based onThe Physical Laws of Statics
 A.1 INTRODUCTION
 To define member properties, skew boundary conditions and other informationrequired to specify the input data for three-dimensional structures, the computerprogram user must have a working knowledge of vector notation. Because forcesand moments are vectors in three-dimensional space, this appendix reviews,from a physical standpoint, vector notation and vector operations that arerequired to use a structural analysis program intelligently. Any force acting inthree-dimensional space has a magnitude and direction or line of action, asshown in Figure A.1.
 Figure A.1 Typical Force Vector
 x
 y
 z
 yFxF
 zFF
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 The point of application of the force on the structure is on this line of action.Also, a force can be expressed in terms of its components in the global x, y and zaxes. In vector notation, the force is written in terms of its components as:
 z F + y F + yy ˆˆx F =F x (A.1)
 where and , zyx ˆˆˆ are by definition the unit vectors along the x, y, and z axes
 respectively. Note that a vector equation always has three components.
 It is apparent that the absolute value of the magnitude of the force vector is givenby:
 F + F + F = |F| z2
 y2
 x2 (A.2)
 We can now define the following dimensionless ratios:
 |F|F = V x
 xf , |F|
 F = V
 yyf , and
 |F|F = V z
 zf (A.3)
 In vector notation, these ratios are termed the direction cosines of the vector.Hence, the unit vector in the direction of the vector is:
 zVyVx Vf zfyfxf ˆˆˆˆ ++= (A.4)
 Therefore, the direction cosines are not independent because:
 zVyVx V zfyfxfˆˆˆ1 ++= (A.5)
 A.2 VECTOR CROSS PRODUCT
 The vector cross product can be defined using traditional, abstract mathematicalnotation. Or, the physical laws of statics can be applied to develop and explainthe use of the cross product operation in defining the geometry of three-dimensional structural systems. The definition of a positive moment vector isdefined by the right-hand rule, illustrated in Figure A.2.
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 Figure A.2 Definition of Positive Moment (rotation)using the Right Hand Rule
 Figure A.3 shows two vectors, a distance vector d and a force vector F. Point 2is on the line of action of the force vector F.
 x
 y
 z
 F
 Fy
 Fx
 Fz
 d
 dy
 dx
 dz1
 2
 3
 M
 M = d x F
 Figure A.3 Cross Product of Two Vectors
 To calculate the moment acting at point 1, one can use the three components ofthe force vectors and the three components of the distance vector to calculate thethree components of the resulting moment. Or:
 xyyxzzxxzyyzzyx FdFdMFdFdMFdFdM −=−=−= and , (A.6)
 The resulting moment at point 1 is written in vector notation as:
 zMMxMM zyx ˆˆˆ y ++= (A.7)
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 Therefore, this physical procedure defined as the cross, or vector, product of twovectors is defined as:
 FdM x= (A.8)
 Because all of these calculations are performed within computer programs, it isnot necessary to remember this cross product equation. The important physicalfact to remember is that the resultant rotational vector is normal to the planedefined by points 1, 2 and 3.
 A.3 VECTORS TO DEFINE A LOCAL REFERENCE SYSTEM
 A local 1, 2, 3 reference system can be defined by the specification of threepoints in space, as shown in Figure A.4.
 I
 J
 K
 1
 4
 3
 2
 y
 z
 ˆ
 Figure A.4 Definition of Local Reference System from Points I, J and K
 Unit vectors 4 and ˆ1 can be defined from the vectors I to J and I to Krespectively. Now, if we form the cross product vectors 4 with ˆ1 , we can definea vector 3 normal to the plane I-J-K. The unit vector 2 is now defined by thecross product of the vectors 1 with ˆ3 . The resulting local 1,2,3 right-handreference system is related to the global x,y,z system by the following matrixequations of direction cosines:
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 =
 zy
 x
 VVVVVV
 VVV
 zyx
 zyx
 zyx
 ˆˆˆ
 321
 333
 222
 111
 (A.9)
 The 3 by 3 V matrix can now be used to transform displacements, rotations,forces and moments from one reference system to another reference system. Forexample, the displacement transformation equations are:
 =
 z
 y
 x
 u
 uu
 u
 uu
 V
 3
 2
 1
 and
 =
 2
 2
 1
 u
 uu
 u
 uu
 x
 y
 xTV (A.10a and A.10b)
 This allows element stiffness and load matrices to be formed in a local elementreference system and then transformed to a global reference system to form theglobal equilibrium equations.
 A.4 FORTRAN SUBROUTINES FOR VECTOR OPERATIONS
 Within a structural analysis program, only two vector operations are required. Todefine a vector, the coordinates of the starting point “I” and ending point “J”must be given. The FORTRAN subroutine given in Table A.1 illustrates how thethree direction cosines are calculated and how the length of the vector iscalculated. The results are stored in the “V” array.
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 Table A.1 FORTRAN Subroutine to Define Vector
 SUBROUTINE VECTOR (V,XI,YI,ZI,XJ,YJ,ZJ) IMPLICIT REAL*8 (A-H,O-Z) DIMENSION V(4)C---- GIVEN TWO POINTS DEFINE VECTOR IN I-J DIRECTION - X = XJ - XI ! X PROJECTION Y = YJ - YI ! Y PROJECTION Z = ZJ - ZI ! Z PROJECTION V(4) = DSQRT( X*X + Y*Y + Z*Z ) ! VECTOR LENGTHC---- ERROR CHECK ------------------------------------- IF (V(4).LE.0.0D0) THEN WRITE (*,*) '*ERROR* ZERO LENGTH MEMBER OR VECTOR' PAUSE 'CORRECT ERROR AND RERUN PROGRAM' STOP ' ' ENDIFC---- COMPUTER DIRECTION COSINES ---------------------- V(3) = Z/V(4) V(2) = Y/V(4) V(1) = X/V(4)C RETURN END
 The subroutine given in Table A.2 produces the cross product vector “C,” givenvectors “A” and “B.”
 Table A.2 FORTRAN Subroutine to Perform Vector Cross Product
 SUBROUTINE CROSS(A,B,C) IMPLICIT REAL*8 (A-H,O-Z) DIMENSION A(4),B(4),C(4)C---- CROSS PRODUCT OF VECTORS "A" x "B" = VECTOR "C"- X = A(2)*B(3) - A(3)*B(2) ! X COMPONENT Y = A(3)*B(1) - A(1)*B(3) ! Y COMPONENT Z = A(1)*B(2) - A(2)*B(1) ! Z COMPONENT C(4) = DSQRT( X*X + Y*Y + Z*Z) ! VECTOR LENGTHC---- CHECK FOR ERROR -------------------------------- IF(C(4).LE.0.0D0) THEN WRITE (*,*) '*ERROR* VECTORS ARE IN SAME DIRECTION' PAUSE 'CORRECT ERROR AND RERUN PROGRAM' STOP ' ' ENDIFC---- COMPUTE DIRECTION COSINES ---------------------- C(3) = Z/C(4) C(2) = Y/C(4) C(1) = X/C(4)C RETURN END
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 MATRIX NOTATION
 The Definition of Matrix Notation is theDefinition of Matrix Multiplication
 B.1 INTRODUCTION
 The use of matrix notations is not necessary to solve problems in the static anddynamic analysis of complex structural systems. However, it does allowengineers to write the fundamental equation of mechanics in a compact form. Inaddition, it produces equations in a form that can be easily programmed fordigital computers. Also, it allows the properties of the structure to be separatedfrom the loading. Therefore, dynamic analysis of structures is a simple extensionof static analysis.
 To understand and use matrix notation, it is not necessary to remembermathematical laws and theorems. Every term in a matrix has a physical meaning,such as force per unit of displacement. Many structural analysis textbookspresent the traditional techniques of structural analysis without the use of matrixnotation; then, near the end of the book MATRIX METHODS are presented as adifferent method of structural analysis. The fundamental equations ofequilibrium, compatibility and material properties, when written using matrixnotation, are not different from those used in traditional structural analysis.Therefore, in my opinion, the terminology matrix methods of structural analysisshould never be used.
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 B.2 DEFINITION OF MATRIX NOTATION
 To clearly illustrate the application of matrix notation, let us consider the jointequilibrium of the simple truss structure shown in Figure B.1.
 8’
 6’ 6’
 Figure B.1 Simple Truss Structure
 Positive external node loads and node displacements, shown in Figure B.2, are inthe direction of the x and y reference axes. Axial forces if and deformations
 id are positive if tension is produced in the member.
 2,2 uR
 1,1 uR
 6,6 uR5,5 uR
 4,4 uR 3,3 uR7,7 uR
 1,1df
 2,
 2df
 5,
 5df
 4,
 4df
 7,
 7df
 6,
 6df
 3,
 3df
 Figure B.2 Definition of Positive Joint Forces and Node Displacements
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 For the truss structure shown in Figure B.1, the joint equilibrium equations forthe sign convention shown are:
 211 6.0 ffR −−= (B.1a)
 22 8.0 fR −= (B.1b)
 6513 6.0 fffR −−= (B.1c)
 534 8.0 ffR −−= (B.1d)
 425 6.0 ffR −= (B.1e)
 326 8.0 ffR += (B1.f)
 77 fR −= (B.1g)
 We can write these seven equilibrium equations in matrix form where each rowis one joint equilibrium equation. The resulting matrix equation is
 −
 −−
 −−−−
 =
 7
 6
 5
 4
 3
 2
 1
 7
 6
 5
 4
 3
 2
 1
 0.100000000000.18.000000.106.00008.000.1000000000.100.16.0008.00000006.00.1
 ff
 ff
 ff
 f
 RR
 RR
 RR
 R
 (B.2)
 Or, symbolically
 AfR = (B.3)
 Now, if two load conditions exist, the 14 equilibrium equations can be wrtten asone matrix equation in the following form:
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 −
 −−
 −−−−
 =
 7271
 6261
 5251
 4241
 3231
 2221
 1211
 7271
 6261
 5251
 4241
 3231
 2221
 1211
 0.1000000
 00000.18.00
 0000.106.00
 008.000.100
 0000000.1
 00.16.0008.00
 000006.00.1
 ff
 ff
 ff
 ff
 ff
 ff
 ff
 RR
 RR
 RR
 RR
 RR
 RR
 RR
 (B.4)
 It is evident that one can extract the 14 equilibrium equations from the onematrix equation. Also, it is apparent that the definition of matrix notation can bewritten as:
 ∑=
 =7,1k
 klikil RAf (B.5)
 Equation (B.5) is also the definition of matrix multiplication. Note that we havedefined that each load is factored to the right and stored as a column in the loadmatrix. Therefore, there is no need to state the matrix analysis theorem that:
 fAAf ≠ (B.6)
 Interchanging the order of matrix multiplication indicates that one does notunderstand the basic definition of matrix notation.
 B.3 MATRIX TRANSPOSE AND SCALAR MULTIPLICATION
 Referring to Figure B.1, the energy, or work, supplied to the structure is givenby:
 ∑=
 =7,12
 1
 iiiuRW (B.7)
 We have defined:
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 and
 =
 =
 7
 6
 5
 4
 3
 2
 1
 7
 6
 5
 4
 3
 2
 1
 u
 uu
 uu
 uu
 R
 RR
 RR
 RR
 uR (B.8a and B.8b)
 The definition of the transpose of a matrix is “the columns of the original matrixare stored as rows in the transposed matrix.” Therefore:
 [ ]7654321 RRRRRRR=TR (B.9a)
 [ ]7654321 uuuuuuu=Tu (B.9b)
 It is now possible to express the external work, Equation (B.7), as the followingmatrix equation:
 RuuR TT
 2
 1=or WW
 21= (B.10)
 Also, the internal strain energy Ω , stored in the truss members, is defined by thefollowing:
 fddf TT
 2
 1=or Ω=Ω
 21
 (B.11)
 Therefore, the purpose of the transpose notation is to use a matrix that has beendefined column-wise as a matrix that has been defined row-wise. The major useof the notation, in structural analysis, is to define work and energy. Note that thescalar 1/2 has been factored out of the equations and is applied to each term inthe transposed matrix.
 From the above example, it is apparent that if:
 TTT BCACBA == then (B.12)
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 It important to point out that within a computer program, it is not necessary tocreate a new transformed matrix within the computer storage. One can use thedata from the original matrix by interchanging the subscripts.
 B.4 DEFINITION OF A NUMERICAL OPERATION
 One of the most significant advantages of using a digital computer is that onecan predict the time that is required to perform various numerical operations. Itrequires computer time to move and store numbers and perform floating-pointarithmetic, such as addition and multiplication. Within a structural analysisprogram, a typically arithmetic statement is of the following form:
 A = B + C x D (B.13)
 The execution of this statement involves removing three numbers from storage,one multiplication, one addition, and then moving the results back in high-speedstorage. Rather than obtaining the time required for each phase of the executionof the statement, it has been found to be convenient and accurate to simplydefine the evaluation of this statement as one numerical operation. In general,the number of operations per second a computer can perform is directlyproportional to the clock-speed of the computer. For example, for a 150 MHzPentium, using Microsoft Power FORTRAN, it is possible to performapproximately 6,000,000 numerical operations each second.
 B.5 PROGRAMMING MATRIX MULTIPLICATION
 Programming matrix operations is very simple. For example, the FORTRAN-90statements required to multiply the N-by-M-matrix-A by the M-by-L-matrix-Bto form the N-by-L-matrix-C are given by:
 C = 0.0DO I=1,N DO J=1,L
 DO K=1,M C(I,J) = C(I,J) + A(I,K)*B(K,L)
 ENDDO ! end K do loop ENDDO ! end J do loop
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 ENDDO ! end I do loop
 Note that the number of times the basic arithmetic statement is executed is theproduct of the limits of the DO LOOPS. Therefore, the number of numericaloperations required to multiply two matrices is:
 3NNopNLMNMLNop ==== then, if or, , (B.14)
 It will later be shown that this is a large number of numerical operationscompared to the solution of a set of N linear equations.
 B.6 ORDER OF MATRIX MULTIPLICATION
 Consider the case of a statically determinate structure where the jointdisplacements can be calculated using the following matrix equation:
 ]][[]][[ RACARACARACAu TTT === (B.15)
 If A and B are N by N matrices and R is an N by 1 matrix, the order in which thematrix multiplication is conducted is very important. If the evaluation isconducted from left to right, the total number of numerical operationsis .2 23 NN + On the other hand, if the matrix equation is evaluated from right to
 left, the total number of numerical operations is .3 2N This is very important
 for large matrices such as those encountered in the dynamic response ofstructural systems.
 B.7 SUMMARY
 Matrix notation, as used in structural analysis, is very logical and simple. Thereis no need to remember abstract mathematical theorems to use the notation. Themathematical properties of matrices are of academic interest; however, it is farmore important to understand the physical significance of each term withinevery matrix equation used in structural analysis.
 There is no need to create a transpose of a matrix within a computer program.Because no new information is created, it is only necessary to interchange the
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 subscripts to access the information in transposed form. There are a largenumber of computational techniques that exploit symmetry, sparseness andcompact storage and eliminate the direct storage of large rectangular matrices.
 Different methods of structural analysis can be evaluated by comparing thenumber of numerical operations. However, very few modern research papers onstructural analysis use this approach. There is a tendency of many researchers tomake outrageous claims of numerical efficiency without an accurate scientificevaluation of computer effort required by their proposed new method.
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 SOLUTION OR INVERSION OFLINEAR EQUATIONS
 The Computer Time Required to Solve aSymmetric Set of “N “ Linear Equations
 Is Approximately 1/6th the Computer TimeRequired to Multiply Two “N By N” Matrices
 C.1 INTRODUCTION
 The solution of a large set of equations by hand calculations is a tenuous andtime-consuming process. Therefore, before 1960 the majority of structuralanalysis techniques were based on approximations and computational tricks.Many of those methods, such as moment distribution, allowed the engineer togain physical insight into the behavior of structures and were forgiving withrespect to human computational errors. It was very common for an experiencedstructural engineering human-computer to predict the answer to within twosignificant figures before performing any calculations. At the present time,however, with the assistance of an inexpensive personal computer and efficientcomputational methods, the structural engineer can solve over 1,000 equations ina few seconds.
 The fundamental method currently used to directly solve sets of equilibriumequations is the Gauss elimination that was first used in 1826. Gauss alsoworked with approximate approaches that resulted in the Gauss-Seidel iterativemethod in 1860. Most of the methods presented in the last 150 years, such as
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 Cholesky (1916) and Grout (1938), are numerically equivalent to the Gausselimination method; however, they were easier to use for hand calculations. Amodified form of the Gauss elimination method can also be used for matrixinversion.
 Cramer’s rule and the theory of determinates, which are presented by manymathematicians as fundamental to matrix analysis, are abstract theorems and arenot necessary to understand matrix notation. It is easily shown that the use ofCramer’s rule to solve equations is very numerically inefficient (approximatelyN! numerical operations) and should never be used to solve practical problems inall fields of engineering.
 The author’s “hobby” has been the writing of numerically efficient computerprograms for the solution of equations. This “pastime” has resulted in thepublication of several papers on this topic[1, 2, 3, 4]. Most of this developmentis summarized in this appendix; therefore, it is not necessary to read thereferences to fully understand the numerical algorithms presented in this section.
 C.2 NUMERICAL EXAMPLE
 To illustrate the detailed numerical operations required to solve a set of linearequations by the Gauss elimination method, consider the solution of thefollowing three equations:
 0.20.30.40.5 321 =++ xxx (C.1)
 0.10.40.70.4 321 −=++ xxx (C.2)
 0.30.40.40.3 321 =++ xxx (C.3)
 First, solve Equation (C.1) for 1x :
 321 60.080.040.0 xxx −−= (C.4)
 Second, substitute Equation (C.4) into Equations (C.2) and (C.3) to eliminate 1x
 and the following two equations are obtained:
 60.260.180.3 32 −=+ xx (C.5)
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 80.120.260.1 32 =+ xx (C.6)
 Third, solve Equation (C.5) for 2x :
 32 42105.068421.0 xx −−= (C.7)
 Fourth, substitute Equation (C.7) into Equation (C.6) to eliminate 2x , and the
 following equation is obtained:
 8865.13 =x (C.8a)
 Back-substitute Equation (C.8a) into Equations (C.7) to obtain:
 4829.12 −=x (C.8b)
 Back-substitute Equations (C.8a) and (C8.b) into (C.4) to obtain:
 4482801 .x = (C.8c)
 Therefore, matrix notation is not necessary to solve a set of linear equations.However, the Gauss elimination algorithm can be summarized in a generalsubscript notation that can be programmed for the computer for an arbitrarynumber of equations.
 It is important to point out that the back-substitution Equations (C.4), (C.7) and(C.8) can be written as the following matrix equation:
 yLT
 x
 xx
 =
 −=
 8865.168421.040000.0
 00000.10042105.000.1060000.080.000.1
 3
 2
 1
 (C.9)
 It will be later shown that Equation (C.9) is identical to the equation used in thematrix factorization solution method.
 C.3 THE GAUSS ELIMINATION ALGORITHM
 To develop a computer program for the solution of equations, it is first necessaryto uniquely define the numerical procedure, or algorithm, by a finite number of
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 clearly defined steps. For Gauss elimination, the initial set of N equations can
 be written as:
 NnbxaN
 jnjnj ......1
 1
 ==∑=
 (C.10)
 Starting with the first equation, 1=n , we can solve for nx by dividing all terms
 in equation n by nna . Or:
 ∑∑+=+=
 −=−=N
 njjnjn
 N
 njj
 nn
 nj
 nn
 nn xabx
 a
 a
 ab
 x11
 (C.11)
 Substitution of Equation (C.11) into a typical remaining equation i yields:
 NeqnibxababxaaaN
 njijij
 N
 njnnjijnjinij ...1)(
 11
 +==−=− ∑∑+=+=
 or, (C.12)
 This simple Gauss elimination algorithm is summarized in a FORTRANsubroutine shown in Table C.1. Note that within a computer subroutine, the
 modified terms ib and ija can be stored in the same locations as the original
 terms ib and ija . Therefore, after Equations (C.11) and (C.12) have been
 applied N times, the unknown Nx is evaluated and stored in the same location as
 Nb . All other unknowns are evaluated using the back-substitution Equation
 (C.11). The FORTRAN subroutine allows for an arbitrary number of loadvectors. Therefore, for large systems, additional load vectors do not increase thenumber of numerical operations significantly.
 An examination of the subroutine clearly indicates the approximate number ofnumerical operations for L load conditions is given by :
 LNNNop += 3
 31
 (C.13)
 Note that the FORTRAN program statements very closely resemble theequations given by the Gauss elimination algorithm. As one notes, the majorrestriction on this subroutine is that it cannot solve systems that have zero termson the diagonal of the matrix. However, it can be proven that non-singularstiffness and flexibility matrices will not have zero terms on the diagonal if thedisplacement nu and associated force nR have the same sign convention.
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 Table C.1 FORTRAN Subroutine to Solve Equations by Gauss Elimination
 SUBROUTINE GAUSSEL(A,B,NEQ,LL) IMPLICIT REAL*8 (A-H,O-Z)C---- POSITIVE DEFINITE EQUATION SOLVER --- DIMENSION A(NEQ,NEQ),B(NEQ,LL)C---- FORWARD REDUCTION ------------------ DO 500 N=1,NEQC---- CHECK FOR POSITIVE-DEFINITE MATRIX – IF (A(N,N).LE.0.0D0) THEN WRITE (*,*) ‘MATRIX NOT POSSITIVE DEFINITE’ STOP ENDIFC---- DIVIDE B(N,L) BY A(N,N) ------------------------- DO 100 L=1,LL 100 B(N,L) = B(N,L)/A(N,N)C---- DIVIDE A(N,J) BY A(N,N) ------------------------- IF (N.EQ.NEQ) GO TO 500 ! CHECK FOR LAST EQUATION DO 200 J=N+1,NEQ 200 A(N,J) = A(N,J)/A(N,N)C---- MODIFY REMAINING EQUATIONS ---------------------- DO 500 I=N+1,NEQ DO 300 J=N+1,NEQ 300 A(I,J) = A(I,J) - A(I,N)*A(N,J) DO 400 L=1,LL 400 B(I,N) = B(I,L) - A(I,N)*B(N,L)C 500 CONTINUE ! ELIMINATE NEXT UNKNOWNC---- BACK-SUBSTITUTIONS ------------------------------ 600 N = N – 1 IF (N.EQ.0) RETURN DO 700 L=1,LL DO 700 J=N+1,NEQ 700 B(N,L) = B(N,L) – A(N,J)*B(N,L) GO TO 600 END
 Therefore, the subroutine as presented can be used to solve many smallstructural systems.
 C.4 SOLUTION OF A GENERAL SET OF LINEAR EQUATIONS
 It is very easy to modify the subroutine presented in Table C.1 to solve any non-singular sets of linear equations that have zero terms on the diagonal of the Amatrix during the elimination process. The same Gauss elimination algorithm is
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 used to solve the general set of equations with a very minor modification. TheFORTRAN subroutine for this general Gauss elimination algorithm is given inTable C.2.
 Before eliminating the next unknown, it is only necessary to search for thelargest term that exists in the remaining equations. The largest term is thenmoved to the nna position by the interchange of the order of the equations (rowinterchange) and the interchange of the order of the unknowns (columninterchange). The column interchange must be recorded to recover the unknownsin their original order.
 If after r equations have been eliminated and all the remaining terms in the Amatrix are zero (or near zero compared to their initial values), the matrix issingular and the equations cannot be solved. For this case, the matrix is said tohave a rank of r. If the set of equations represents force-equilibrium, it simplymeans that the stiffness matrix has N – r unstable modes or zero energy modes.This is an excellent physical illustration of a rank deficient matrix.
 C.5 ALTERNATIVE TO PIVOTING
 An alternative method to pivoting can be used to solve a non-positive definite setof equations. Any set of equations can be made symmetrical and positive-definite by the multiplication of both sides of the equation by the transpose ofthe nonsymmetrical matrix. Or, Equation (C.10) can be written as
 BA =x (C.14)
 where, AAA T= is symmetric; and, the effective load is BAB T= . Theadditional numerical effort involved in the matrix multiplication is recovered bythe reduction in numerical effort required to solve a symmetrical set ofequations. In addition, the interchange of rows and columns, or pivoting, iseliminated.
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 Table C.2 FORTRAN Subroutine for Solution of a General Set of Equations SUBROUTINE SOLVE(A,B,IEQ,NEQ,NLV)C---- SOLUTION OF GENERAL SET OF LINEAREQUATIONSC WHEREC A = NEQ x NEQ NON-SYMMETRIX, NON-POSITIVEC DEFINITE MATRIXC B = NEQ x NLV LOAD MATRIX TO BE REPLACEDC BY SOLUTIONC IEQ = TEMPORARY STORAGE ARRAY OF NEQC INTERGERSC---------------------------------------------- REAL*8 A(NEQ,NEQ),B(NEQ,NLV),D,BIG INTEGER*4 IEQ(NEQ),NEQ,NLV,II,JJ,I,J,L,NC---- SET INITIAL UNKNOWN NUMBERS ------------- DO 100 N=1,NEQ 100 IEQ(N) = NC---- ELIMINATE UNKNOWNS N=1,2....NEQ -------- DO 1000 N=1,NEQC---- (1) LOCATE LARGEST TERM REMAINING ------- IF (N.NE.NEQ) THEN BIG = ABS(A(N,N)) II = N JJ = N DO 200 I=N,NEQ DO 200 J=N,NEQ IF (ABS(A(I,J)).GT.BIG) THEN BIG = ABS(A(I,J)) II = I JJ = J ENDIF 200 CONTINUEC---- (2) CHECK FOR SINGULAR MATRIX ----------- IF (BIG.EQ.0.0) THEN WRITE (*,*) ' MATRIX IS SINGULAR ' PAUSE 'CORRECT DATA AND RERUN' STOP ENDIFC---- (3) INTERCHANGE COLUMNS ----------------- DO 300 I=1,NEQ D = A(I,JJ) A(I,JJ) = A(I,N) 300 A(I,N) = DC---- (4) KEEP TRACK OF EQUATION NUMBERS ------ J = IEQ(N) IEQ(N) = IEQ(JJ) IEQ(JJ)= JC---- (5) INTERCHANGE ROW "N" AND ROW "II" ---- DO 400 J=N,NEQ D = A(N,J) A(N,J) = A(II,J) 400 A(II,J)= DC---- (6)INTERCHANGE LOADS --------------------
 D = B(N,L) B(N,L) = B(II,L) 500 B(II,L)= D ENDIFC---- (6)INTERCHANGE LOADS ------------ DO 500 L=1,NLV D = B(N,L) B(N,L) = B(II,L) 500 B(II,L)= D ENDIFC---- (7) DIVIDE LOADS BY DIAGONAL TERM 550 DO 600 L=1,NLV 600 B(N,L) =B(N,L)/A(N,N)C---- (8) DIVIDE ROW BY DIAGONAL TERM - IF (N.NE.NEQ) THEN DO 700 J=N+1,NEQ 700 A(N,J) = A(N,J)/A(N,N)C---- (9) SUBSTITUTE IN REMAINING Eq.-- DO 900 I=N+1,NEQ DO 800 J=N+1,NEQ 800 A(I,J) = A(I,J) - A(I,N)*A(N,J) DO 900 L=1,NLV 900 B(I,L) = B(I,L) - A(I,N)*B(N,L) ENDIFC 1000 CONTINUEC---- BACK-SUBSTITUTION --------------- IF (NEQ.EQ.1) GO TO 1700 DO 1300 N=NEQ-1,1,-1 DO 1200 L=1,NLV IF (N.NE.NEQ) THEN DO 1100 J=N+1,NEQ 1100 B(N,L) = B(N,L) - A(N,J)*B(J,L) ENDIF 1200 CONTINUE 1300 CONTINUEC---- RETURN UNKNOWNS IN ORIGINAL ORDER DO 1600 N=1,NEQ DO 1500 I=N,NEQ II = IEQ(I) IF(II.EQ.N) THEN DO 1400 L=1,NLV D = B(N,L) B(N,L) = B(I,L) 1400 B(I,L)= D IEQ(I) = IEQ(N) GO TO 1600 !CHECK NEXT UNKNOWN ENDIF 1500 CONTINUE 1600 CONTINUEC---- RETURN TO CALLING PROGRAM ------- 1700 RETURN END
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 DO 500 L=1,NLV
 Mathematicians do not recommend this approach because it increases the"condition number" and the theoretical error. However, for small, well-conditioned systems, it has been the author’s experience that this approachworks very well. It also can be proven that this approach will minimize the sumof the square of the error terms.
 C.6 MATRIX INVERSION
 The inverse of a matrix can be obtained by setting the matrix B to a unit matrix,I, and then solving the following equation for the N by N x matrix (the inverseof A):
 IAABxA -1 == or (C.15)
 The major problem with this approach is that it requires more numericaloperations and computer storage than the direct application of the modifiedGauss algorithm. It is only necessary to write an algorithm to interchange
 nn bx with and then apply it with Nn .....1= . A typical equation is:
 NibxaNeq
 jijij ......1
 1
 ==∑=
 (C.16)
 By dividing the n th equation by nna , it can be written as:
 ∑ ∑−
 = +=
 =−+−1
 1 1
 n
 jn
 N
 njjnj
 nn
 njnj xxa
 ab
 xa (C.17)
 Now, nx can be eliminated from all equations before and after equation n. It is
 then moved to the right-hand side of the equation, and nb is moved to the left-
 hand side of the equation. Or:
 Nnni
 bxaaaba
 axaaa
 n
 ji
 N
 njjnjinijn
 nn
 jnjnjinij
 ..1,..1
 )()(1
 1 1
 +=
 =−+−−∑ ∑−
 = +=
 for
 (C.18)
 Hence, the new set of Equations can be written, after n transformations, inmatrix form as:
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 (n)(n)(n) bxA = (C.19)
 After N transformations:
 xbbxAA 1 −=−== − )()( and , NN(N) (C.20)
 Using this modified Gauss inversion algorithm, it can easily be shown that aclosed form solution for a 2 by 2 system is
 −
 −−
 =
 2
 1
 1121
 1222
 211222112
 1 1bb
 aaaa
 aaaaxx
 (C.21)
 A FORTRAN subroutine that summarizes the matrix inversion algorithm isgiven in Table C.3. Note that the inverse can be stored in the same locations asthe original matrix and no new computer storage is required.
 Table C.3 Subroutine to Invert a Matrix by Modified Gauss Elimination
 SUBROUTINE INVERT(A,NMAX) IMPLICIT REAL*8 (A-H,O-Z) DIMENSION A(NMAX,NMAX)C---- MATRIX INVERSION BY MODIFIED GAUSS ELIMINATION DO 200 N=1,NMAX D = A(N,N) ! SAVE DIAGONAL TERMC---- DIVIDE ROW BY DIAGONAL TERM ------------------ DO 100 J=1,NMAX 100 A(N,J) = -A(N,J)/DC---- MODIFY OTHER EQUATIONS ----------------------- DO 150 I=1,NMAX IF(N.EQ.I) GO TO 150 DO 140 J=1,NMAX IF(N.EQ.J) GO TO 140 A(I,J) = A(I,J) + A(I,N)*A(N,J) 140 CONTINUEC---- MODIFY COLUMN -------------------------------- 150 A(I,N) = A(I,N)/DC---- INVERT DIAGONAL TERM ------------------------- A(N,N) = 1.0/D 200 CONTINUE ! REDUCE NEXT EQUATION RETURN ! INVERSION COMPLETE END
 It should be emphasized that matrix inversion is almost never required instructural analysis. The only exception is the inversion of the 6 by 6 strain-stress

Page 361
                        

APPENDIX C-10 STATIC AND DYNAMIC ANALYSIS
 matrix. Many textbooks imply that if a large number of load vectors exists, theadditional numerical effort associated with matrix inversion is justifiablenottrue.
 An examination of the matrix inversion subroutine indicates that theapproximate number of numerical operations, as previously defined, to invert anN by N matrix is approximately 3N . If there are L load vectors, the total number
 of numerical operations to invert the matrix and multiply by the load matrix willbe:
 LNNon 23.. += (C.22)
 If the set of equations is solved directly by Gauss elimination, the total numberof numerical operations is:
 LNNon 23
 3
 1.. += (C.23)
 Therefore, matrix inversion is always inefficient compared to the direct solutionof equations by Gauss elimination. In addition, if a sparse or banded matrix isinverted, a full matrix may be produced that would require a significant increasein computer storage and execution time.
 C.7 PHYSICAL INTERPRETATION OF MATRIX INVERSION
 To illustrate the physical interpretation of the matrix inversion algorithm,consider the force-deformation relationship for the simple beam shown in FigureC.1.
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 jjM φ,
 iiM φ,
 L
 jji
 iji
 ML
 EI
 L
 EI
 ML
 EI
 L
 EI
 =+
 =+
 φφ
 φφ
 42
 24
 Figure C.1 Force-Deformation Behavior of Simple Supported Beam
 The force-deformation equations written in matrix form are:
 =
 j
 i
 j
 i
 M
 M
 L
 EI
 L
 EIL
 EI
 L
 EI
 φφ
 42
 24
 (C.24)
 Note the first column of the stiffness matrix represents the moments developedat the ends as a result of a unit rotation at i. The second column of the stiffnessmatrix represents the moments developed at the ends as a result of a unit rotationat j. By applying the inversion algorithm for n=1, the following equation isobtained:
 =
 −
 j
 i
 j
 i
 M
 M
 L
 EIEI
 Lφ
 φ3
 2
 12
 1
 4 (C.25)
 Each term in the modified matrix has a physical meaning. The first column, with0=φ j , a unit moment applied at i produces a rotation of EIL 4/ at i and a
 moment of 2/1 at j. The second column, with 0=jM , a unit rotation appliedat j produces a rotation of 2/1− at i and a moment of LEI /3 at j.
 After application of the inversion algorithm for n=2, the following flexibilityequation is obtained:
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 =
 −
 −
 j
 i
 j
 i
 M
 M
 EI
 Lφφ
 42
 24
 12(C.26)
 Therefore, the abstract mathematical procedure of matrix inversions has a veryphysical interpretation. Each term in the matrix, after an interchange of nx and
 nb , represents a displacement or force per unit of displacement or forces. It alsoindicates, using the displacement method of structural analysis for the solutionof joint equilibrium equations, that the diagonal term has the units of stiffnessand cannot be negative or zero for a stable structural system; therefore, there isno need to pivot during the solution algorithm.
 C.8 PARTIAL GAUSS ELIMINATION, STATIC CONDENSATION ANDSUBSTRUCTURE ANALYSIS
 In the displacement method of structural analysis the stiffness matrix times thejoint displacements are equal to the external joint loads. The application of theGauss elimination algorithm to the solution of these equilibrium equations has avery important physical interpretation. The initial terms on the diagonal of thestiffness matrix are in the units of force per unit of deformation with all otherdegrees of freedom in the structure fixed. The elimination of an unknowndisplacement is equivalent to releasing the displacement, and the loads arecarried over to the other degrees of freedom in the structure. The stiffness termsat the adjacent degrees of freedom are modified to reflect that movement isallowed at the degrees of freedom eliminated. Therefore, the solutions of theequilibrium equations by applying the Gauss elimination algorithm to all degreesof freedom can be interpreted, by a structural engineer over the age of fifty, asone giant cycle of moment distribution in which iteration is not required.
 What is of greater significance, however, is if the algorithm is stopped at anypoint, the remaining equations represent the stiffness matrix with respect to thedegrees of freedom not eliminated. This substructure stiffness can be extractedand used as a super element in another structural model. Also, the loadsassociated with the eliminated displacements are carried over to the substructurejoints and must be applied to the new structural model. After the displacementsassociated with the substructure joints have been found, the eliminateddisplacements can be calculated by back-substitution.
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 This partial Gauss elimination algorithm is also called the static condensationmethod. The algorithm and a FORTRAN subroutine are summarized in TableC.4. Note that the stiffness matrix is still stored in square form; however, thenumber of numerical operations is reduced by recognition of the symmetry ofthe stiffness matrix, and some of the operations on zero terms are skipped.
 Table C.4 Partial Gauss Elimination Algorithm and Subroutine
 SUBROUTINE SUBSOL(K,R,NEQ,LEQ,LL,MOP) REAL*8 K(NEQ,NEQ),R(NEQ,LL),T,ZEROC---- SUBSTRUCTURE EQUATION SOLVER - WHERE -------------------C K = STIFFNESS MATRIX TO BE REDUCEDC R = LOAD VECTORS - REPLACED BY DISPLACEMENTSC NEQ = TOTAL NUMBER OF EQUATIONSC LEQ = NUMBER OF MASSLESS D.O.F. TO BE ELIMINATEDC LL = NUMBER OF LOAD VECTORSC MOP = 0 TRIANGULARIZATION AND COMPLETE SOLUTIONC MOP = 1 TRIANGULARIZATION ONLYC MOP = 2 LOAD REDUCTION ONLYC MOP = 3 DISPLACEMENT RECOVERY ONLY DATA ZERO /0.0D0/C------------------------------------------------------------- IF(MOP.EQ.3) GO TO 800 ! DISPLACEMENT RECOVERY ONLY IF(MOP.EQ.2) GO TO 500 ! LOAD REDUCTION ONLYC---- TRIANGULARIZATION -------------------------------------- DO 400 N=1,LEQ IF(K(N,N).LE.ZERO) STOP ' STRUCTURE UNSTABLE ' IF (N.EQ.NEQ) GO TO 400 ! CHECK FOR LAST EQUATION DO 300 J=N+1,NEQ IF(K(N,J).NE.ZERO) THEN ! OPERATE ONLY ON NONZERO TERMS T = K(N,J)/K(N,N) DO 200 I=J,NEQ ! MODIFY OTHER EQUATIONS 200 K(J,I) = K(J,I) - K(N,I)*T K(N,J) = T ENDIF 300 CONTINUE ! END OF J LOOP 400 CONTINUE ! END OF N LOOP IF(MOP.EQ.1) RETURN ! TRIAGULARIZE ONLYC---- FORWARD REDUCTION OF LOAD VECTORS ---------------------- 500 DO 700 N=1,LEQ DO 650 L=1,LL ! REDUCE ALL LOAD VECTORS IF (N.EQ.NEQ) GO TO 650 DO 600 J=N+1,NEQ 600 R(J,L) = R(J,L) - K(N,J)*R(N,L) 650 R(N,L) = R(N,L)/K(N,N) 700 CONTINUE ! END OF N LOOP IF(MOP.EQ.2) RETURN ! RETURN TO CALLING PROGRAMC---- RECOVERY OF DISPLACEMENTS ------------------------------ 800 DO 1000 NN=1,LEQ,1 N = LEQ - NN + 1 IF (N.EQ.NEQ) GO TO 1000 ! LAST EQUATION HAS BEEN SOLVED
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 DO 900 L=1,LL ! RECOVER ALL LOAD CONDITIONS DO 900 J=N+1,NEQ 900 R(N,L) = R(N,L) - K(N,J)*R(J,L) 1000 CONTINUE ! END OF N LOOP RETURN ! RETURN TO CALLING PROGRAMC------------------------------------------------------------- END
 This subroutine can be used to solve a full set of equations. For this case, it isapparent that the number of numerical operations required for a solution of acomplete set of equations is:
 LNNon 23
 6
 1.. += (C.27)
 C.9 EQUATIONS STORED IN BANDED OR PROFILE FORM
 A careful examination of the Gauss elimination algorithm as applied to theglobal stiffness matrix indicates that new terms in the stiffness matrix are onlygenerated below the first non-zero term in each column. Also, only the termsabove the diagonal need to be stored during the solution procedure. Therefore,the symmetric stiffness matrix can be stored in banded or profile form, asindicated in Figure C.2.
 Figure C.2 Methods of Storage for Symmetric Stiffness Matrices
 b
 0
 N
 A. Rectangular Banded Storage B. Profile or Envelope Type of Storage
 1 2
 3
 6 8
 4
 5 7
 910
 11
 12
 SYMMETRICALSYMMETRICAL
 0
 LD= 1 3 6 9 12 - - --
 0
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 The banded form of storage for the stiffness matrix was used in the early yearsof the development of structural analysis programs. For example, SAP-IV used ablocked-banded approach. However, the banded storage method initiallyrequired that the user number the nodes in an order that would minimize thebandwidth. Later, bandwidth minimization algorithms were developed; however,a large number of zero terms still existed within the band for most structuralsystems.
 The profile method of storage reduces the computer storage requirements andreduces the operation on zero terms. For this method, the stiffness matrix isstored in one dimensional form, from the first non-zero term in a column to thediagonal term, as shown in Figure C.2.B. In addition, a one-dimensional integerarray, LD, indicates the location of the diagonal term for each column. Theprofile storage method is used in most modern structural analysis programs.Many different algorithms have been developed to reduce the number ofnumerical operations and computer storage requirements for stiffness matrices.Within the SAP90 and SAP2000 programs, three different algorithms are tried,and the one that requires the minimum computer storage is used.
 From the fundamental Gauss elimination equations, it is apparent that thebanded storage method requires the following number of numerical operations:
 LbNbbNNop +−= 22
 31
 21
 (C.28)
 Note that for a small half-bandwidth b, the number of numerical operations tosolve a set of equations can be very small, compared to the formation of elementmatrices and the calculation of member forces and stresses.
 In the case of profile storage, the number of numerical operations to solve the setof equations can be estimated from:
 LhhNop n
 N
 nn 2
 21
 1
 2 += ∑=
 (C.29)
 The column height is given by )1()( −−= nLDnLDhn . Note that both Equations
 (C.28) and (C.29) reduce to Equation (C.27) for a full stiffness matrix.
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 C.10 LDL FACTORIZATION
 In books on numerical analysis, the most common approach proposed to solve aset of symmetric equations is the TLDL factorization, or decomposition, method.This approach involves the identical number of numerical operations, computerstorage and accuracy as the Gauss elimination method; however, it lacks thephysical analogy that exists with the partial Gauss elimination method. On theother hand, the factorization approach has advantages in that the operations onthe stiffness and load matrices are separated. Also, error estimations can beobtained from the method, and it can be directly extended to the solution ofeigenvector or Ritz vector analysis. In any case, we can use the advantages ofboth approaches without being forced to use one or the other.
 The set of linear equations to be solved is written in the following matrix form:
 yxLbLDybxLDL b= Ax TT === where, or, or, (C.30)
 where A is an N by N symmetric matrix that contains a large number of zeroterms. The N by M x displacement and b load matrices indicate that more thanone load condition can be solved at the same time. The solution of equations isdivided into the following three steps:
 C10.1 Triangularization or Factorization of the A Matrix
 The first step in the solution of the set of linear equations is to factor the Amatrix into the product of a lower triangular matrix L, with all diagonal termsequal to 1.0, times an upper triangular matrix U. Or, in the case of a symmetricmatrix:
 TLDLLUA == (C.31)
 From the basic definition of matrix multiplication, the following equation can bewritten:
 UL = UL = A kjik
 i
 1=kkjik
 N
 1=kij ∑∑ (C.32)
 From Equation (C.32) a careful examination of the limits of the summationindicates that the n th column of the U matrix and the n th row of the L matrix
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 can be calculated, in the order shown in Figure C.3, from the followingequations:
 UL - A = U knik
 1-i
 1=kinin ∑ (C.33)
 D
 U = L
 jj
 njnj (C.34)
 From Equation (C.34) the diagonal term is:
 ∑−
 =
 ==1
 1
 n
 kknnknnnnnnnnnn ULAA - AU = D where (C.35)
 If these equations are evaluated in the appropriate order, it is possible to storethe LT matrix in the same locations as the original A matrix. Because the nnL are
 always equal to one, the diagonal terms nnD can be stored on the diagonal of the
 original matrix. Hence, it is possible to factor the matrix without additionalstorage requirements. Note that the lower limit of the “k” summation can bechanged to the location of the first non-zero term in the column or row.
 F
 igure C.3 Order of Calculation of the Rows and Columns in Factored Matrix LUA =→=LUA
 5
 4
 6
 3
 2
 1 7 2n-1
 2n
 n th COLUMN
 n th ROW
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 C10.2 Forward Reduction of the b Matrix
 The next step in the solution of linear equations is to conduct a forwardreduction of the load vector by solving the following set of equations where
 xL =y T :
 b=y DL (C.36)
 The solution is given by:
 N1 . . . . = n yL - Db = y kmnk
 1-n
 1=knn
 nmnm ∑ (C.37)
 C10.3 Calculation of x by Backsubstitution
 It is apparent that the unknowns x can now be calculated from:
 1 . . . . N= n yL - y = x kmkn
 1-n
 1=knmnm ∑ (C.38)
 The forward reduction and back substitution is conducted for all load vectorsfrom m = 1 to the total number of load vectors. The fact that the factorizationphase is completely separate from the solution phase allows the factorizedmatrix to be used for both the static and dynamic phase of the solution.FORTRAN subroutines, using profile storage, are given in reference [3].
 The determinant of TLDL is the product of the determinant of each matrix.Hence, the product of the diagonal terms of the D matrix is the determinant ofthe matrix. The determinant of a matrix is of little physical value. However, themathematical properties of the sequence of diagonal terms nnD are verysignificant.
 The three equation given by Equations (C.1), (C.2) and (C.3) can be factored as:
 =
 000.100421.000.10600.080.000.1
 527.10008.30000.5
 0.1421.6.00.00.18.00.00.00.1
 DLLT (C.39)
 Note that the L matrix is identical to the Gauss elimination back-substitutionmatrix shown in Equation (C.9). Also,
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 −−−−====
 −−−−====
 8865.1
 4829.1
 44828.0
 and
 8865.1
 68421.0
 40000.0
 xy (C.40a and C.40b)
 Therefore, there is very little difference between the factorization approach andthe Gauss elimination method.
 C.11 DIAGONAL CANCELLATION AND NUMERICAL ACCURACY
 The numerical accuracy of the solution of a set of linear equations can beestimated by the examination of the expression for the diagonal terms, Equation(C.35). Or, in simplified form:
 nnnnnn A - A = D (C.41)
 Where nnA is the original unmodified term in the matrix and nnA is themodification to the term to produce the new diagonal term nnD . We know that if
 nnD is zero, or very near zero, the matrix is singular and the solution algorithmmust be terminated. Within modern computer systems, numbers have a range ofapproximately 300300 10 to10− ; therefore, an exact zero number is almostimpossible to detect because of round off errors. What is really important,however, is the size of the original diagonal term compared to the reduceddiagonal term. Therefore, the number of significant decimal figures lost can beestimated from:
 )(log)(log.. 1010 AAlf nn −= (C.42)
 Because all normal engineering calculations are completed within the computerusing approximately 15 significant figures, a loss of over 12 figures indicatesthat significant errors may exist; hence, the structural engineer should bewarned, and the computer model of the structure examined. This problem existsif the model lacks appropriate boundary conditions, a collapse mechanism existsor if members with large relative stiffness are used.
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 C.12 SUMMARY
 The most general approach for the solution, inversion and condensation ofequilibrium equations is Gauss elimination. In programming this method for usein structural analysis programs, sparse storage and profile minimization [4] isrequired to minimize the numerical effort. Diagonal cancellation must bechecked to detect numerical problems.
 For the solution of structural equilibrium equations, pivoting should not be used.Before eliminating a degree of freedom, the diagonal term always represents thestiffness associated with the degree of freedom. Hence, a zero or near zerodiagonal term indicates that the computational model of the structure is unstable.
 Given the speed of a computer system, number of operations per second, it ispossible to accurately predict the computer time to solve a set of equations.Whereas the computer time required by an iterative solver, which can be fasterfor certain large systems, cannot be accurately predicted. In addition, thetriangularized stiffness matrix can be used directly to generate mode shapesrequired for a dynamic analysis.
 C.13 REFERENCES
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 2. Wilson, E.L., K. J. Bathe and W. P. Doherty. 1974. "Direct Solution ofLarge Systems of Linear Equations,” Computers and Structures. Vol. 4.January. pp. 363-372.
 3. Wilson E.L., and H. H. Dovey. 1979. "Solution or Reduction ofEquilibrium Equations for Large Complex Structural Systems," Advancesin Engineering Software. Vol. 1, No. 1. pp. 19-25.
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APPENDIX D
 THE EIGENVALUE PROBLEM
 Eigenvalues and Eigenvectors are Properties of theEquations that Simulate the Behavior of a Real Structure
 D.1 INTRODUCTION
 The classical mathematical eigenvalue problem is defined as the solution of the
 following equation:
 Nnnnn ......1=λ= vAv (D.1)
 The N by N A matrix is real and symmetric; however, it may be singular andhave zero eigenvalues nλ . A typical eigenvector nv has the followingorthogonality properties:
 mn
 mn
 mTnn
 Tn
 mTnn
 Tn
 ≠=λ=
 ≠==
 if 0 and
 e therefor if and
 n AvvAvv
 vvvv ,01(D.2)
 If all eigenvectors V are considered, the problem can be written as:
 Ω=Ω= ΩΩ AVVVAV Tor (D.3)
 There are many different numerical methods to solve Equation (D.3) foreigenvectors V and the diagonal matrix of eigenvalues Ω . In structural analysis,in general, it is only necessary to solve for the exact eigenvalues of smallmatrices. Therefore, the most reliable and robust will be selected because thecomputational time will always be relatively small. For the determination of thedynamic mode shapes and frequencies of large structural systems, subspace

Page 373
                        

APPENDIX D-2 STATIC AND DYNAMIC ANALYSIS
 iteration or Load Dependent Ritz, LDR, vectors are the most efficientapproaches.
 D.2 THE JACOBI METHOD
 One of the oldest and most general approaches for the solution of the classicaleigenvalue problem is the Jacobi method that was first presented in 1846. This isa simple iterative algorithm in which the eigenvectors are calculated from thefollowing series of matrix multiplications:
 )(1)(10 n(nk)()( T.........T.....TTTV )−= (D.4)
 The starting transformation matrix )0(T is set to a unit matrix. The iterativeorthogonal transformation matrix )(kT , with four non-zero terms in the i and jrows and columns, is of the following orthogonal form:
 −−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−
 =
 jjji
 ijii
 k
 TT
 TT
 )(T (D.5)
 The four non-zero terms are functions of an unknown rotation angle θ and are
 defined by:
 θcos== jjii TT and θsin=−= ijji TT (D.6)
 Therefore, ITT =)()( kTk , which is independent of the angleθ . The typical
 iteration involves the following matrix operation:
 )()1()()( kkTkk TATA −= (D.7)
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 The angle is selected to force the terms i,j and j,i in the matrix )(kA to be zero.This is satisfied if the angle is calculated from:
 )1()1(
 )1(22tan −−
 −
 −=θ k
 jjk
 ii
 kij
 AA
 A(D.8)
 The classical Jacobi eigenvalue algorithm is summarized within the computersubroutine given in Table D.1.
 Table D.1 Subroutine to Solve the Symmetric Eigenvalue Problem
 SUBROUTINE JACOBI(A,V,NEQ,TL) IMPLICIT REAL*8 (A-H,O-Z) DIMENSION A(NEQ,NEQ),V(NEQ,NEQ)C EIGENVALUE SOLUTION BY JACOBI METHODC WRITTEN BY ED WILSON DEC. 25, 1990C A – MATRIX (ANY RANK) TO BE SOLVED -C EIGENVALUES ON DIAGONALC V - MATRIX OF EIGENVECTORS PRODUCEDC TL- NUMBER OF SIGNIFICANT FIGURESC---- INITIALIZATION --------------------- ZERO = 0.0D0 SUM = ZERO TOL = DABS(TL)C---- SET INITIAL EIGENVECTORS ----------- DO 200 I=1,NEQ DO 190 J=1,NEQ IF (TL.GT.ZERO) V(I,J) = ZERO 190 SUM = SUM + DABS(A(I,J)) IF (TL.GT.ZERO) V(I,I) = 1.0 200 CONTINUEC---- CHECK FOR TRIVIAL PROBLEM --------- IF (NEQ.EQ.1) RETURN IF (SUM.LE.ZERO) RETURN SUM = SUM/DFLOAT(NEQ*NEQ)C-----------------------------------------C---- REDUCE MATRIX TO DIAGONAL ----------C----------------------------------------- 400 SSUM = ZERO AMAX = ZERO DO 700 J=2,NEQ IH = J – 1 DO 700 I=1,IHC---- CHECK IF A(I,J) IS TO BE REDUCED --- AA = DABS(A(I,J)) IF (AA.GT.AMAX) AMAX = AA SSUM = SSUM + AA IF (AA.LT.0.1*AMAX) GO TO 700
 C---- CALCULATE ROTATION ANGLE ---------- AA=ATAN2(2.0*A(I,J),A(I,I)-(J,J))/2.0 SI = DSIN(AA) CO = DCOS(AA)C---- MODIFY "I" AND "J" COLUMNS -------- DO 500 K=1,NEQ TT = A(K,I) A(K,I) = CO*TT + SI*A(K,J) A(K,J) = -SI*TT + CO*A(K,J) TT = V(K,I) V(K,I) = CO*TT + SI*V(K,J) 500 V(K,J) = -SI*TT + CO*V(K,J)C---- MODIFY DIAGONAL TERMS ------------- A(I,I) = CO*A(I,I) + SI*A(J,I) A(J,J) =-SI*A(I,J) + CO*A(J,J) A(I,J) = ZEROC---- MAKE "A" MATRIX SYMMETRICAL ------- DO 600 K=1,NEQ A(I,K) = A(K,I) A(J,K) = A(K,J) 600 CONTINUEC---- A(I,J) MADE ZERO BY ROTATION ------ 700 CONTINUEC---- CHECK FOR CONVERGENCE ------------- IF(DABS(SSUM)/SUM .GT.TOL)GO TO 400 RETURN END
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 One notes that the subroutine for the solution of the symmetric eigenvalueproblem by the classical Jacobi method does not contain a division by anynumber. Also, it can be proved that after each iteration cycle, the absolute sumof the off-diagonal terms is always reduced. Hence, the method will alwaysconverge and yield an accurate solution for positive, zero or negativeeigenvalues.
 The Jacobi algorithm can be directly applied to all off-diagonal terms, insequence, until all terms are reduced to a small number compared to the absolutevalue of all terms in the matrix. However, the subroutine presented uses a“threshold” approach in which it skips the relatively small off-diagonal termsand operates only on the large off-diagonal terms.
 To reduce one off-diagonal term to zero requires approximately 8N numericaloperations. Clearly, one cannot precisely predict the total number of numericaloperation because it is an iterative method; however, experience has indicatedthat the total number of numerical operations to obtain convergence is the orderof 10N3. Assuming a modern (1998) personal computer can perform over6,000,000 operations per second, it would require approximately one second ofcomputer time to calculate the eigenvalues and eigenvectors of a full 100 by 100matrix.
 D.3 CALCULATION OF 3D PRINCIPAL STRESSES
 The calculation of the principal stresses for a three-dimensional solid can benumerically evaluated from the stresses in the x-y-z system by solving a cubicequation. However, the definition of the directions of the principal stresses is nota simple procedure. An alternative approach to this problem is to write the basicstress transformation equation in terms of the unknown directions of theprincipal stresses in the 1-2-3 reference system. Or:
 σττ
 τστ
 ττσ
 σ
 σ
 σ
 V z3V z2V z1
 V y3V y2V y1
 V x3V x2V x1
 zzyzx
 yzyyx
 xzxyx
 V z3V y3V x3
 V z2V y2V x2
 V z1V y1V x1
 =
 300
 020
 001
 (D.9)
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 Or, in symbolic form:
 VSV = TΩΩ (D.10)
 in which V is the standard direction cosine matrix. Because V V T is a unit matrix,
 Equation (D.3) can be written as the following eigenvalue problem:
 Ω= VSV (D.11)
 where Ω is an unknown diagonal matrix of the principal stresses (eigenvalues)and V is the unknown direction cosine matrix (eigenvectors) that uniquelydefine the directions of the principal stresses. To illustrate the practicalapplication of the classical Jacobi method, consider the following state of stress:
 −−−−
 −−
 =
 σττ
 τστ
 ττσ
 8533753355557555120
 zzyzx
 yzyyx
 xzxyx
 = S (D.12)
 The eigenvalues, principal stresses, and eigenvectors (direction cosines) are:
 −−−
 −−
 σσσ
 =
 312.217.925.277.910.308.909.352.224.
 14.11440.6854.162
 3
 2
 1
 = V and (D.13)
 The solution of a 3 by 3 eigenvalue problem can be considered as a trivialnumerical problem. Several hundred of those problems can be solved by theclassical Jacobi method in one second of computer time. Note that negativeeigenvalues are possible.
 D.4 SOLUTION OF THE GENERAL EIGENVALUE PROBLEM
 The general eigenvalue problem is written as:
 Ω= VBAV Ω (D.14)
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 where both A and B are symmetrical matrices. The first step is to calculate theeigenvectors BV of the B matrix. We can now let the eigenvectors V be a linearcombination or the eigenvectors of the B matrix. Or:
 VVV BΩ= (D.15)
 Substitution of Equation (D.15) into Equation (D.14) and the pre-multiplicationof both sides by T
 BV yields:
 B Ω= VVBVVAVV TBΩB
 TB (D.16)
 If all eigenvalues of the B matrix are non-zero, the eigenvectors can benormalized so that IVBV =B
 TB . Hence, Equation (D.16) can be written in the
 following classical form:
 Ω= VVA (D.17)
 where BTB AVVA = . Therefore, the general eigenvalue problem can be solved
 by applying the Jacobi algorithm to both matrices. If the B matrix is diagonal,the eigenvectors BV matrix will be diagonal, with the diagonal terms equal to
 nnB/1 . This is the case for a lumped mass matrix. Also, mass must beassociated with all degrees of freedom and all eigenvectors and values must becalculated.
 D.5 SUMMARY
 Only the Jacobi method has been presented in detail in this section. It isrestricted to small full matrices in which all eigenvalues are required. For thisproblem, the method is very robust and simple to program. For the dynamicmodal analysis of large structural systems or for the stability analysis ofstructural systems, other more numerically efficient methods are recommended.
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 TRANSFORMATION OF MATERIALPROPERTIES
 Many of the New Materials used in StructuralEngineering Have Orthotropic Material Properties
 E.1 INTRODUCTION
 Orthotropic material properties are defined in a local 1-2-3 coordinate systemand are defined by the following equation:
 αααααα
 ∆+
 τττσσσ
 ν−
 ν−
 ν−
 ν−
 ν−
 ν−
 ν−
 ν−
 ν−
 ν−
 ν−
 ν−
 ν−
 ν−
 ν−
 ν−
 ν−
 ν−
 ν−
 ν−
 ν−
 ν−
 ν−
 ν−
 ν−
 ν−
 ν−
 ν−
 ν−
 ν−
 =
 γγγεεε
 233121321
 233121321
 6
 165
 4
 64
 3
 63
 2
 62
 1
 61
 56
 5
 1
 4
 54
 3
 53
 2
 52
 1
 51
 4645
 4
 1
 3
 43
 2
 42
 1
 41
 36
 5
 35
 4
 34
 3
 1
 2
 32
 1
 31
 2625
 4
 24
 3
 23
 2
 1
 1
 21
 1615
 4
 14
 3
 13
 2
 12
 1
 1
 233121321
 5
 6
 65
 6
 65
 65
 T
 EEEEEE
 EEEEEE
 EEEEEE
 EEEEEE
 EEEEEE
 EEEEEE
 (E.1)
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 Or in matrix notation:
 aCfd T∆+= (E.2)
 However, it is necessary to write equilibrium equations and other equations in acommon "global" x-y-z coordinate system. Therefore, it is necessary forEquation (E.2) to be converted, or rotated, to the x-y-z system.
 The classical equation for three-dimensional stress transformation can bewritten, by considering the equilibrium of a three-dimensional element, as thefollowing matrix equation:
 σττ
 τστ
 ττσ
 σττ
 τστ
 ττσ
 VVV
 VVV
 VVV
 VVV
 VVV
 VVV
 =
 z3z2z1
 y3y2y1
 x3x2x1
 zzyzx
 yzyyx
 xzxyx
 z3y3x3
 z2y2x2
 z1y1x1
 33231
 23221
 13121
 (E.3)
 where V ,V , V ziyixiand are the direction cosines of axis "i" with respect to the
 global x-y-z system. Equation (E.3) can be expanded to nine scalar equations.
 However, because of equilibrium, only six independent stresses exist in each
 system. Therefore, the 6 stresses in the local system can be written in terms of 6
 global stresses in the following form:
 σσ a = g (E.4)
 where " a " is a 6 by 6 stress transformation matrix that must be numerically
 formed for each different element within a structural system. One approach
 would be to form analytical expressions, in terms of the products of the direction
 cosines, for each of the 36 terms in the matrix. An alternative to this traditional
 algebraic approach is to numerically evaluate, within the computer program, the
 6 by 6 matrix directly from the 3 by 3 direction cosine matrix. This simple
 approach is best illustrated by the FORTRAN subroutine given in Table E.1.
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 One notes that a 3 by 3 integer array "IJ" is used to map the 3 by 3 stress to a 6
 by 1 column matrix.
 Table E.1 Formation of the "a" Matrix
 SUBROUTINE CALA(A,V) DIMENSION A(6,6),V(4,3),IJ(3,3) DATA IJ/1,4,5, 4,2,6, 5,6,3/C---- ZERO 6 by 6 STRESS TRANSFORMATION MATRIX ---- DO 100 I=1,6 DO 100 J=1,6 100 A(I,J) = 0.0C---- FORM “A” ARRAY ------------------------------ DO 400 II=1,3 DO 400 JJ=II,3 I = IJ(II,JJ) DO 300 K=1,3 DO 300 L=1,3 J = IJ(K,L) 300 A(I,J) = A(I,J) + V(K,II)*V(L,JJ) 400 CONTINUEC---- MATRIX FORMED ------------------------------- RETURN END
 Also, the classical equations for strain transformation can be written as:
 εε a = Tg (E.5)
 Equation (E.1) can now be written in the global x-y-z system as:
 εεε oggg + C = (E.6)
 where:
 a C a = C Tg (E.7)
 α∆ε a T = Tog (E.8)
 Because each member of a complex structural system may have differentorthotropic material properties, the matrix multiplication required to calculate
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 Equations (E.7) and (E.8) are numerically evaluated within the computerprogram before inversion of Cg .
 E.2 SUMMARY
 Many material properties are orthotropic. In the past the structural engineer hasoften neglected to use those properties because of the increase in handcomputational requirements. However, material properties can be easilyincorporated into modern computer programs without a significant increase incomputational time. The necessary equations to transform those local propertieswithin each element to a common global reference system have been presentedin this appendix.
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APPENDIX F
 A DISPLACEMENT-BASED BEAMELEMENT WITH SHEAR
 DEFORMATIONS
 Never use a Cubic FunctionApproximation for a Non-Prismatic Beam
 F.1 INTRODUCTION
 In this appendix a unique development of a displacement-based beam elementwith transverse shearing deformations is presented. The purpose of thisformulation is to develop constraint equations that can be used in thedevelopment of a plate bending element with shearing deformations. Theequations developed, which are based on a cubic displacement, apply to a beamwith constant cross-section subjected to end loading only. For this problem boththe force and displacement methods yield identical results.
 To include shearing deformation in plate bending elements, it is necessary toconstrain the shearing deformations to be constant along each edge of theelement. A simple approach to explain this fundamental assumption is toconsider a typical edge of a plate element as a deep beam, as shown in FigureF.1.
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 Figure F.1 Typical Beam Element with Shear Deformations
 F.2 BASIC ASSUMPTIONS
 In reference to Figure F.1, the following assumptions on the displacement fieldsare made:
 First, the horizontal displacement caused by bending can be expressed interms of the average rotation, θ , of the section of the beam using the
 following equation:
 θ z- = u (F.1)
 where z is the distance from the neutral axis.
 Second, the consistent assumption for cubic normal displacement is that theaverage rotation of the section is given by:
 θθθθ ∆N + N + N = 3j2i1 (F.2)
 jθ
 jwiθ
 iw INITIAL POSITION
 DEFORMED POSITION
 L
 wz,
 ux,
 -s +s
 -1 0 +1

Page 384
                        

SHEAR DEFORMATIONS IN BEAMS APPENDIX F-3
 The cubic equation for the vertical displacement w is given by:
 241321 ββ NNwNwNw ji +++= (F.3a)
 where:
 2s - 1
 = N1 , 2
 s+ 1 = N2 , s - 1 = N 2
 3 and )s - (1 s = N 24 (F.3b)
 Note that the term θ∆− )1( 2s is the relative rotation with respect to a linear
 function; therefore, it is a hierarchical rotation with respect to thedisplacement at the center of the element. One notes the simple form of theequations when the natural coordinate system is used.
 It is apparent that the global variable x is related to the natural coordinate s
 by the equation sL
 x2
 = . Therefore:
 sL
 x ∂=∂2
 (F.4)
 Third, the elasticity definition of the “effective” shear strain is:
 θγγ - xw
 = ; zu
 + xw
 = xzxz ∂∂
 ∂∂
 ∂∂
 hence, (F.5)
 Because sw
 L2
 = xw
 ∂∂
 ∂∂
 , the evaluation of the shear strain, Equation (F.5),
 produces an expression in terms of constants, a linear equation in terms of sand a parabolic equation in terms of s2 . Or:
 αθθ
 ββγ
 )s - (1 - 2
 s + 1-
 2s - 1
 -
 )s 3 - (1L2
 - s L4
 - )w - w(L1
 =
 2ji
 21ijxz
 2
 (F.6)
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 If the linear and parabolic expressions are equated to zero, the followingconstraint equations are determined:
 ) - ( 8L
 = ji1 θθβ (F.7a)
 θβ ∆6L
 = 2 (F.7b)
 The normal displacements, Equation (F.2), can now be written as:
 αθθ6L
 N + ) - (8L
 N + wN + wN = w 4ji3j2i1 (F.8)
 Also, the effective shear strain is constant along the length of the beam and isgiven by:
 θθθγ ∆ 32
 - ) + ( 21
 - )w - w( L1
 = jiijxz (F.9)
 Now, the normal bending strains for a beam element can be calculated directlyfrom Equation (2.1) from the following equation:
 ]s 4 + - [Lz
 = s
 L z2
 - = xu
 = jix θθθθε ∆
 ∂∂
 ∂∂
 (F.10)
 In addition, the bending strain xε can be written in terms of the beam curvature
 term ψ , which is associated with the section moment M . Or:
 ψε zx = (F.11)
 The deformation-displacement relationship for the bending element, includingshear deformations, can be written in the following matrix form:
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 ∆
 −−−−
 −=
 θ
 θθ
 γψ
 j
 i
 j
 i
 xz w
 wLLL
 s
 L 3/2112/2/400111
 or, uBd = (F.12)
 The force-deformation relationship for a bending element is given by:
 =
 ∫∫
 xzdAG
 dAEz
 VM
 γψ
 α0
 02
 or, Δσ dCf= (F.13)
 where E is Young' s modulus, Gα is the effective shear modulus and V is thetotal shear acting on the section.
 The application of the theory of minimum potential energy produces a 5 by 5element stiffness matrix of the following form:
 dsL ∫= CBBK T
 2(F.14)
 Static condensation is used to eliminate θ∆ to produce the 4 by 4 element
 stiffness matrix.
 F.3 EFFECTIVE SHEAR AREA
 For a homogeneous rectangular beam of width "b" and depth "d," the sheardistribution over the cross section from elementary strength of materials is givenby:
 0
 2
 ]2
 1[ ττ
 −=
 dz
 (F.15)
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 where, 0τ is the maximum shear stress at the neutral axis of the beam. Theintegration of the shear stress over the cross section results in the followingequilibrium equation:
 Vbd3
 0 =τ (F.16)
 The shear strain is given by:
 0
 2
 ]2
 1[1 τγ
 −=
 dz
 G(F.17)
 The internal strain energy per unit length of the beam is:
 2
 53
 21
 VbdG
 dAEI == ∫ τγ (F.18)
 The external work per unit length of beam is:
 xzE VE γ21= (F.19)
 Equating external to internal energy we obtain:
 xzbdGV γ65= (F.20)
 Therefore, the area reduction factor for a rectangular beam is:
 65=α (F.21)
 For non-homogeneous beams and plates, the same general method can be usedto calculate the shear area factor.
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 NUMERICAL INTEGRATION
 Exact Integration of Approximate SolutionsMay Not Produce the Most Realistic Results
 G.1 INTRODUCTION
 Traditional mathematics education implies that exact integration should be usedwhenever possible. In fact, approximate numerical integration is onlyrecommended in cases where exact integration is not possible. However, in thedevelopment of finite element stiffness matrices, which are based onapproximate displacement functions that do not satisfy equilibrium, it has beenfound that approximate numerical integration methods can produce moreaccurate results, and converge faster, than exact integration.
 In this appendix, one-, two- and three-dimensional numerical integrationformulas will be developed and summarized. These formulas are often referredto as numerical quadrature rules. The term reduced integration implies that alower order integration formula is used and certain functions are intentionallyneglected. In order that the integration rules are general, the functions to beintegrated must be in the range –1.0 to +1.0. A simple change of variable can beintroduced to transform any integral to this natural reference system. Forexample, consider the following one-dimensional integral:
 ∫=2
 1
 )(x
 x
 dxxfI (G.1)
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 The introduction of the change of variable 21 )1(21
 )1(21
 xrxrx ++−= allows the
 integral to be written as:
 rIJdrrfJI == ∫−
 −
 1
 1
 )( (G.2)
 It is apparent that:
 drJdrxxdx =−= )( 12 (G.3)
 The mathematical term J is defined as the Jacobian of the transformation. Fortwo- and three-dimensional integrals, the Jacobian is more complicated and isproportional to the area and volume of the element respectively. Normally thedisplacement approximation is written directly in the three-dimensionalisoparametric reference system r, s and t. Therefore, no change of variable isrequired for the function to be integrated.
 G.2 ONE-DIMENSIONAL GAUSS QUADRATURE
 The integration of a one-dimensional function requires that the integral bewritten in the following form:
 )(....)()()()( 22111
 1
 1NN
 N
 iiir rfwrfwrfwrfwdrrfI ++=== ∑∫
 =
 −
 −
 (G.4)
 The integral is evaluated at the Gauss points ir and the corresponding Gauss
 weighting factors are iw . To preserve symmetry, the Gauss points are located at the
 center or in pairs at equal location from the center with equal weights.
 Let us consider the case where the function to be integrated is a polynomial ofthe form n
 nrarararaarf ...)( 33
 2210 ++++= . Or, at a typical numerical
 integration point:
 niniiii rarararaarf ...)( 3
 32
 210 ++++= (G.5)
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 It is apparent that the integrals of the odd powers of the polynomial are zero. Theexact integration of the even powers of the polynomial produce the followingequation:
 ....52
 32
 21
 2)( 420
 1
 1
 1
 1
 +++=+
 === ∑∑∫∫−
 −
 −
 aaana
 drradrrfIn
 n
 n
 nnr (G.6)
 A one to three point rule is written as:
 )()0()( 0 α++α−= αα fwfwfwIr (G.7)
 Hence, from Equations (G.5) and (G.7), a one point integration rule at 0=r is:
 22 0000 === waawIr or, (G.8)
 Similarly, a two-point integration rule at α±=r produces:
 202
 2102
 210 2)()( aaaaawaaawIr 3
 2 +=α+α−+α+α+= αα (G.9)
 Equating the coefficients of 20 aa and produces the following equations:
 332
 2
 122
 22
 2
 00
 1 or,
 or,
 =α=α
 ==
 α
 αα
 aaw
 waaw
 (G.10)
 A three-point integration rule requires that:
 4204
 43
 32
 210
 004
 43
 32
 210
 52
 2)(
 )(
 aaaaaaaaw
 awaaaaawIr
 ++=α+α−α+α−+
 +α+α+α+α+=
 α
 α
 3
 2
 (G.11)
 Equating the coefficients of 20 aa and produces the following equations:
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 αα
 αα
 αα
 =α=α
 =α=α
 =+=+
 waaw
 waaw
 wwaawaw
 552
 2
 332
 2
 222
 44
 44
 22
 22
 00000
 1 or,
 1 or,
 2 or,
 (G.12)
 The solution of these three equations requires that:
 598
 95
 03
 and , =α==α ww (G.13)
 Note that the sum of the weighting functions for all one-dimensional integrationrules are equal to 2.0, or the length of the integration interval from –1 to +1.Clearly one can develop higher order integration rules using the same approachwith more integration points. It is apparent that the Gauss method using N pointswill exactly integrate polynomials of order 2N-1 or less. However, finite elementfunctions are not polynomials in the global reference system if the element is nota rectangle. Therefore, for arbitrary isoparametric elements, all functions areapproximately evaluated.
 G.3 NUMERICAL INTEGRATION IN TWO DIMENSIONS
 The one-dimensional Gauss approach can be extended to the evaluation of two-dimensional integrals of the following form:
 ∑∑∫ ∫= =− −
 ==N
 i
 N
 jjijirs srfwwdsdrsrfI
 1 1
 1
 1
 1
 1
 )(),( (G.14)
 Using one-dimensional Gauss rules in both the r and s directions, Equation(G.14) can be evaluated directly. Two by two integration will require four pointsand three by three integration requires nine points. For two dimensions, the sumof the weighting factors jiww will be 4.0 or, the area of the element in thenatural reference system.
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 G.4 AN EIGHT-POINT TWO-DIMENSIONAL RULE
 It is possible to develop integration rules for two-dimensional elements thatproduce the same accuracy as the one-dimensional Gauss rules using fewerpoints. A general, two-dimensional polynomial is of the following form:
 m
 mn
 nnm srasrf ∑=
 ,
 ),( (G.15)
 A typical term in Equation (G.15) may be integrated exactly. Or:
 )1)(1(41
 1
 1
 1++
 =∫ ∫− −
 mna
 dsdrsra nmmnnm if n and m are both even. (G.16)
 A two-dimensional N point integration rule can be written as:
 mi
 ni
 iinmi
 iiii
 ii
 ii
 iii
 ii
 i
 N
 iiii
 srwarwarswa
 swarwawasrfwI
 ∑∑∑∑∑∑∑
 +++
 ++===
 .........
 ),(
 22011
 0110001 (G.17)
 The eight integration points, shown in Figure G.1, produce a two-dimensionalrule that can be summarized as:
 )],0()0,([),( β±+β±+α±α±= βα ffwfwI (G.18)
 Equating all non-zero terms in the integrated polynomial of the fifth orderproduces the following four equations in terms of four unknowns:
 5/424:
 9/44:
 3/424:
 444:
 440440
 422
 222002
 00
 =β+α
 =α
 =β+α
 =+
 βα
 α
 βα
 βα
 wwaa
 wa
 wwaa
 wwa
 (G.19)
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 Figure G.1 Two-Dimensional Eight-Point Integration Rule
 The solution of these equations produces the following locations of the eightpoints and their weighting factors:
 49
 40
 49
 9
 15
 7
 9
 7 ================ βαβα ww (G.20)
 It is apparent that the eight-point two-dimensional rule has the same accuracy asthe 3 by 3 Gauss rule. Note that the sum of the eight weighting factors is 4.0, thearea of the element.
 G.5 AN EIGHT-POINT LOWER ORDER RULE
 A lower order, or reduced, integration rule can be produced by not satisfying theequation associated with 40a in Equation G.19. This allows the weighting factor
 βw to be arbitrarily specified. Or:
 α
 α
 αβαβ
 −=β=α−==
 w
 w
 wwww
 3
 22
 31
 0.1? (G.21)
 Therefore, if 0=βw the rule reduces to the 2 by 2 Gauss rule. If βw is set to40/49, the accuracy is the same as the 3 by 3 Gauss rule.
 βα
 β
 β
 α
 WW
 W
 0.1
 ?4940
 =
 =
 =
 ==
 αW31.0
 β
 α
 WW
 3
 2 - 2
 β α
 α
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 G.6 A FIVE-POINT INTEGRATION RULE
 Using the same approach, a five-point integration rule, shown in Figure G.2, canbe produced.
 Figure G.2 Five-Point Integration Rule
 The two-dimensional five-point rule can be written as:
 )0,0(),( 0 fwfwI +α±α±= α (G.22)
 Equating all non-zero terms in the integrated polynomial of the third orderproduces the following two equations in terms of three unknowns:
 3/44:
 444:2
 0220
 00
 =α
 =+
 α
 βα
 waa
 wwa(G.23)
 This has the same, or greater, accuracy as the 2 by 2 Gauss rule for any value ofthe center node weighting value. The two-dimensional five-point numericalintegration rule is summarized as:
 αα =α−==
 wwww
 31
 4/)4(? 00 and (G.24)
 α
 α
 α
 α
 αW
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 31.0
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 This equation is often used to add stability to an element that has rank deficiencywhen 2 by 2 integration is used. For example, the following rule has been usedfor this purpose:
 5776391.0999.0004.0 =α== α and ww (G.25)
 Because the five-point integration rule has a minimum of third order accuracyfor any value of the center weighting value, the following rule is possible:
 00.13/13/80 =α== α and ww (G.26)
 Therefore, the integration points are at the center node and at the four nodepoints of the two-dimensional element. Hence, for this rule it is not necessary toproject integration point stresses to estimate node point stresses.
 G.7 THREE-DIMENSIONAL INTEGRATION RULES
 The one dimensional Gauss rules can be directly extended to numericalintegration within three dimensional elements in the r, s and t reference system.However, the 3 by 3 by 3 rule requires 27 integration points and the 2 by 2 by 2rule requires 8 points. In addition, one cannot derive the benefits of reducedintegration from the direct application of the Gauss rules. Similar to the case oftwo-dimensional elements, one can produce more accurate and useful elementsby using fewer points.
 First, consider a three-dimensional, 14-point, numerical integration rule that iswritten in the following form:
 )],0,0()0,,0()0,0,([),,( β±+β±+β±+α±α±α±= βα fffwfwI (G.27)
 A general, three-dimensional polynomial is of the following form:
 lm
 lmn
 nnml tsratsrf ∑=
 ,,
 ),,( (G.28)
 A typical term in Equation (G.27) may be integrated exactly. Or:
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 )1)(1)(1(81
 1
 1
 1
 1
 1+++
 =∫ ∫ ∫− − −
 lmna
 dtdsdrtsra nmllmnnml (G.29)
 If n, m and l are all even numbers, Equation (G.29) is non-zero; however, for allother cases, the integral is zero. As in the case of two dimensions, equating allnon-zero terms of the fifth order produces the following set of four equations interms of four unknowns:
 5/828:
 9/88:
 3/828:
 868:
 44004040400
 4202022220
 22002020200
 000
 =β+α
 =α
 =β+α
 =+
 βα
 α
 βα
 βα
 wwaaa
 waaa
 wwaaa
 wwa
 (G.30)
 The exact solution of these equations produces the following locations andnumerical weighting values:
 361320
 361121
 3019
 3319 ===β=α βα ww (G.31)
 Note that the sum of the weighting values is equal to 8.0, the volume of theelement.
 A nine-point numerical integration rule, with a center point, can be derived thathas the following form:
 )0,0,0(),,( 0 fwfwI +α±α±α±= α (G.32)
 The nine-point rule requires that the following equations be satisfied:
 3/88:
 88:2
 002020200
 0000
 =α
 =+
 α
 α
 waaa
 wwa(G.33)
 This is a third order rule, where the weight at the center point is arbitrary, thatcan be summarized as
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 αα =α−==
 wwww
 31
 8/0.1? 00 (G.34)
 A small value of the center point weighting function can be selected when thestandard 2 by 2 by 2 integration rule produces a rank deficient stiffness matrix.
 In addition, the following nine-point three-dimensional rule is possible:
 0.13/13/160 =α== αww (G.35)
 For this third order accuracy rule, the eight integration points are located at theeight nodes of the element.
 A six-point three-dimensional integration rule can be developed that has the sixintegration points at the center of each face of the hexahedral element. The formof this rule is:
 )],0,0()0,,0()0,0,([ β±+β±+β±= α fffwI (G.36)
 Equating all non-zero terms up to the third order produces the following twoequations:
 3/82:
 86:2
 002020200
 000
 =β
 =
 β
 β
 waaa
 wa(G.37)
 Therefore, the location of the integration points and weighting values for the sixpoint rule is:
 3/40.1 ==β βw (G.38)
 The author has had no experience with this rule. However, it appears to havesome problems in the subsequent calculation of node point stresses.
 G.8 SELECTIVE INTEGRATION
 One of the first uses of selective integration was to solve the problem of shearlocking in the four-node plane element. To eliminate the shear locking, a one-
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 point integration rule was used to integrate the shear energy only. A 2 by 2integration rule was used for the normal stress. This selected integrationapproach produced significantly improved results. Since the introduction ofcorrected incompatible elements, however, selective integration is no longerused to solve this problem.
 For many coupled field problems, which involve both displacements andpressure as unknowns, the use of different order integration on the pressure anddisplacement field may be required to obtain accurate results. In addition, forfluid-like elements, a different order integration of the volume change functionhas produced more accurate results than the use of the same order of integrationfor all variables.
 G.9 SUMMARY
 In this appendix, the fundamentals of numerical integration in one, two and threedimensions are presented. By using the principles presented in this appendix,many different rules can be easily derived
 The selection of a specific integration method requires experimentation and aphysical understanding of the approximation used in the formulation of the finiteelement model. The use of reduced integration (lower order) and selectiveintegration has proven to be effective for many problems. Therefore, one shouldnot automatically select the most accurate rule. Table G.1 presents a summary ofthe rules derived in this appendix.
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 Table G.1 Summary of Numerical Integration Rules
 Location of Points Weighting Values
 RULE
 Numberof
 Points α β 0 αw βw 0w
 1 - - 0 - - 2
 231± - - 0.1 - -
 One Dimensional-Gauss
 ∫−
 =1
 1
 )( drrfI
 353± - 0
 95
 -98
 5α
 ±w31
 - 04/1 0w
 w
 −=α
 -?0
 ====w
 5 1± - 031
 -38
 Two Dimensional
 dsdrsrfI ∫ ∫− −
 =1
 1
 1
 1
 ),(
 897±
 157± -
 499
 4940
 -
 9α
 ±w31
 - 08/01 w
 w
 −=α
 -?0
 =w
 Three Dimensional
 ∫ ∫ ∫− − −
 =1
 1
 1
 1
 1
 1
 ),,( dtdsdrtsrfI14
 3319±
 3019± -
 361121
 361320
 -
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 SPEED OF COMPUTER SYSTEMS
 The Current Speed of a $2,000 Personal Computer isFaster than the $10,000,000 Cray Computer of 1975
 H.1 INTRODUCTION
 The calculation of element stiffness matrices, solution of equations andevaluation of mode shapes and frequencies are all computationally intensive.Furthermore, it is necessary to use double-precision floating-point arithmetic toavoid numerical errors. Therefore, all numbers must occupy 64 bits of computerstorage. The author started developing structural analysis and design programson the IBM-701 in 1957 and since that time has been exposed to a large numberof different computer systems. In this appendix the approximate double-precision floating-point performances of some of those computer systems aresummarized. Because different FORTRAN compilers and operating systemswere used, the speeds presented can only be considered accurate to within 50percent.
 H.2 DEFINITION OF ONE NUMERICAL OPERATION
 For the purpose of comparing floating-point speeds, the evaluation of thefollowing equation is defined as one operation:
 A = B + C * D Definition of one numerical operation
 Using double precision arithmetic, the definition involves the sum of onemultiplication, one addition, extracting three numbers from high-speed storage,and transferring the results to storage. In most cases, this type of operation is
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 within the inner DO LOOP for the solution of linear equations and theevaluation of mode shapes and frequencies.
 H.3 SPEED OF DIFFERENT COMPUTER SYSTEMS
 Table H.1 indicates the speed of different computers used by the author.
 Table H.1 Floating-Point Speeds of Computer Systems
 YearComputeror CPU
 OperationsPer Second
 Relative Speed
 1963 CDC-6400 50,000 1
 1967 CDC-6600 100,000 2
 1974 CRAY-1 3,000,000 60
 1980 VAX-780 60,000 1.2
 1981 IBM-3090 20,000,000 400
 1981 CRAY-XMP 40,000,000 800
 1990 DEC-5000 3,500,000 70
 1994 Pentium-90 3,500,000 70
 1995 Pentium-133 5,200,000 104
 1995 DEC-5000 upgrade 14,000,000 280
 1998 Pentium II - 333 37,500,000 750
 1999 Pentium III - 450 69,000,000 1,380
 If one considers the initial cost and maintenance of the various computersystems, it is apparent that the overall cost of engineering calculations hasreduced significantly during the past several years. The most cost effectivecomputer system at the present time is the INTEL Pentium III type of personalcomputer system. At the present time, a very powerful personal computer systemthat is 25 times faster than the first CRAY computer, the fastest computer madein 1974, can be purchased for approximately $1,500.
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 H.4 SPEED OF PERSONAL COMPUTER SYSTEMS
 Many engineers do not realize the computational power of the present dayinexpensive personal computer. Table H.2 indicates the increased speed ofpersonal computers that has occurred during the past 18 years.
 Table H.2 Floating-Point Speeds of Personal Computer Systems
 YEAR INTEL CPUSpeedMHz
 OperationsPer Second
 RelativeSpeed
 COST
 1980 8080 4 200 1 $6,000
 1984 8087 10 13,000 65 $2,500
 1988 80387 20 93,000 465 $8,000
 1991 80486 33 605,000 3,025 $10,000
 1994 80486 66 1,210,000 6,050 $5,000
 1995 Pentium 90 4,000,000 26,000 $5,000
 1996 Pentium 233 10,300,000 52,000 $4,000
 1997 Pentium II 233 11,500,000 58,000 $3,000
 1998 Pentium II 333 37,500,000 198,000 $2,500
 1999 Pentium III 450 69,000,000 345,000 $1,500
 One notes that the floating-point speed of the Pentium III is significantly differentfrom the Pentium II chip. The increase in clock speed, from 333 to 450 MHz, doesnot account for the increase in speed.
 H.5 PAGING OPERATING SYSTEMS
 The above computer speeds assume all numbers are in high-speed memory. Forthe analysis of large structural systems, it is not possible to store all informationwithin high-speed storage. If data needs to be obtained from low-speed diskstorage, the effective speed of a computer can be reduced significantly. Withinthe SAP and ETABS programs, the transfer of data to and from disk storage isconducted in large blocks to minimize disk access time. That programming
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 philosophy was used before introduction of the paging option used in the modernWindows operating systems.
 In a paging operating system, if the data requested is not stored in high-speedmemory, the computer automatically reads the data from disk storage inrelatively small blocks of information. Therefore, the modern programmer neednot be concerned with data management. However, there is a danger in theapplication of this approach. The classical example that illustrates the problemwith paging is adding two large matrices together. The FORTRAN statement canbe one of the following forms:
 DO 100 J=1,NCOL DO 100 I=1,NROW DO 100 I=1,NROW DO 100 J=1,NCOL100 A(I,J)=B(I,J)+C(I,J) 100 A(I,J)=B(I,J)+C(I,J)
 Because all arrays are stored row-wise, the data will be paged to and from diskstorage in the same order as needed by the program statements on the left.However, if the program statements on the right are used, the computer may berequired to read and write blocks of data to the disk for each term in the matrix.Hence, the computer time required for this simple operation can be very large ifpaging is automatically used.
 H.6 SUMMARY
 Personal computers will continue to increase in speed and decrease in price. It isthe opinion of many experts in the field that the only way significant increases inspeed will occur is by the addition of multi-processors to personal computersystems. The NT operating system supports the use of multi-processors.However, the free LINUX operating system has proven faster for manyfunctions.
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 METHOD OF LEAST SQUARE
 The Method of Least Square can be used toApproximately Solve a Set of N Equations with M Unknowns
 I.1 SIMPLE EXAMPLE
 In experimental mechanics, it is very common to obtain a large amount of datathat cannot be exactly defined by a simple analytical function. For example,consider the following four (N) data points:
 Table I.1 Four Data Points
 x y
 0.00 1.0
 0.75 0.6
 1.50 0.3
 2.00 0.0
 Now let us approximate the data with the following linear function with two (M)unknown constants:
 )(21 xyxcc =+ (I.1)
 If this equation is evaluated at the four data points, the following observationalequations are obtained:
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 0.000.23.050.16.075.0
 0.1
 21
 21
 21
 1
 =+=+=+
 =
 cccc
 cc
 c
 (I.2)
 These four equations can be written as the following matrix equation:
 =
 0.03.06.00.1
 00.20.150.10.175.00.100.00.1
 2
 1
 c
 c Or, symbolically as bAc = (I.3)
 Equation I.3 cannot be solved exactly because the four equations have twounknowns. However, both sides of the equation can be multiplied by TA and thefollowing two equations in terms of two unknowns are produced:
 =
 =
 9.09.1
 81.625.425.400.4
 2
 1
 cc
 Or, bAAcA TT (I.4)
 The solution of this symmetric set of equations is:
 −
 =
 487.0992.0
 2
 1
 cc
 (I.5)
 It is apparent that the error, which is the difference between the values at thedata points and the values produced by the approximate equation, can becalculated from:
 .018-
 .030-
 .035
 .008-
 +
 =−= bAce (I.6)
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 I.2 GENERAL FORMULATION
 It will be shown in this section that the ad hoc approach, presented in theprevious section, produces results in which the sum of the square of the errorsat the data points is a minimum. The error vector can be written as:
 TTTT bAcebAce - or, =−= (I.7)
 It is now possible to calculate the sum of the square of the errors, a scalar valueS , from the following matrix equation:
 bbBccHcbbbAcAcbcAAc ee TTTTTTTTTTT +−=+−−== 2S (I.8)
 From basic mathematical theory, the minimum value S must satisfy the
 following M equations:
 MmcS
 m
 −−−−==∂∂
 10 where (I.9)
 Application of Equation (I.9) to Equation (I.8) yields the following typicalmatrix equation in which each term is a scalar:
 [ ]
 [ ] [ ] 0][0100201002
 0
 1
 00
 0100
 =−−−=−−
 +
 −
 −+−−=
 ∂∂
 BHcB
 HcHc TT
 mcS
 (I.10)
 Hence, all M equations can be written as the following matrix equation:

Page 407
                        

APPENDIX I-4 STATIC AND DYNAMIC ANALYSIS
 [ ] [ ] [ ]0BHcIBHc
 1000
 0100
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 0001
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 −−−−−−−−
 −−−−−−−−
 −−−−
 =
 ∂∂
 −∂∂
 −∂∂∂∂
 2222
 1
 M
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 cS
 cS
 cScS
 Ω
 Ω
 Ω
 Ω
 (I.11)
 Therefore, the vector of constants c can be determined from the solution of the
 following matrix equation:
 BHc = (I.12)
 Because the positive-definite symmetric matrix AAH T= and bAB T= , the
 multiplication of the observational equations by TA produces the same set ofequations. Therefore, it is not necessary to perform the formal minimizationprocedure each time one uses the least square method.
 I.3 CALCULATION OF STRESSES WITHIN FINITE ELEMENTS
 The basic equilibrium equation of a finite element system, as produced by theapplication of the principle of minimum potential energy, can be written as asummation of element contributions in the following form:
 ∑∑==
 ==elements
 ii
 elements
 ii
 #
 1
 #
 1
 fukR (I.13)
 where ik is a typical element stiffness, u is the element node displacements and
 if is the element nodal forces, or stress resultants. The external node loads R are
 the specified point loads, the body forces that are integrated over the elementvolume, the consistent nodal loads associated with surface tractions and thermalloads. Those external nodal loads are in exact equilibrium with the sum of theforces acting on the elements.
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 The original development of the finite element method was presented as anextension of structural analysis in which node point equilibrium was thefundamental starting point. Therefore, the accuracy of the element nodal forceswas apparent. Unfortunately, the use of abstract variational methods in moderncomputational mechanics has tended to make this very important equilibriumproperty obscure. Hence, using virtual work and the method of least square, onecan calculate element stresses directly from nodal forces.
 The consistent stresses within a finite element, developed using displacementfunctions, normally do not satisfy the fundamental equilibrium equations. FromEquation (2.1), the three-dimensional equilibrium equations, written in a globalx, y, and z reference system, are:
 0 = + + x
 0 = + + x
 0 = + + x
 zzyzx
 yzyyx
 xzxyx
 zy
 zy
 zy
 ∂σ∂
 ∂τ∂
 ∂τ∂
 ∂τ∂
 ∂σ∂
 ∂τ∂
 ∂τ∂
 ∂τ∂
 ∂σ∂
 (I.14)
 Those equations, which are fundamental laws of physics, are always exactlysatisfied within a real structure; therefore, it is very important that the stressdistribution calculated within elements of a finite element system satisfy thoseequations. To accomplish that objective for three-dimensional solids, theassumed stress distribution satisfies those equations and is of the followingform:
 zcycxcc
 zcycxcc
 zcycxcczccycxcc
 zcycyccxcc
 zcycxccc
 yz
 xz
 xy
 x
 y
 x
 21201918
 17161514
 13121110
 2015987
 63211154
 3317121
 )(
 )()(
 +++=τ+++=τ
 +++=τ+−++=σ
 +++−+=σ+++−=σ
 or, Pcs = (I.15)
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 where P is a 6 by 21 array that is a function of the global x, y and z referencesystem.
 The element node forces can be expressed in terms of the assumed stressdistribution by the direct application of the principle of virtual work in which thevirtual displacements d are of the same form as the basic displacement
 approximation. Or, from Equation (6.3), the virtual displacements, includingincompatible modes, are:
 [ ]
 = α
 uBBd IC (I.16)
 If the virtual and incompatible displacements are all set to one, the followingequation can be used to calculate node forces for an eight-node solid element:
 QccPB
 Bsd
 0
 ff T
 I
 TCTi =
 ==
 = ∫∫
 VolVol
 dVdV (I.17)
 The 33 by 21 matrix Q is calculated using standard numerical integration. Theforces associated with the nine incompatible modes are zero.
 The system of equations is approximately solved by the least square method,which involves the solution of:
 fQQcQ TT = or BHc = (I.18)
 After c is evaluated for each load condition, the six components of stress at anypoint (x,y,z) within the element can be evaluated from Equation (I.15).
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 CONSISTENT EARTHQUAKEACCELERATION AND DISPLACEMENT
 RECORDS
 Earthquake Accelerat ions can be Measured. However,Structures are Subjected to Earthquake Displacements
 J.1 INTRODUCTION
 At the present time most earthquake motions are approximately recorded byaccelerometers at equal time intervals. After correcting the acceleration record, asa result of the dynamic properties of the instrument, the record may still containrecording errors. Assuming a linear acceleration within each time interval, adirect integration of the accelerations generally produces a velocity record with anon-zero velocity at the end of the record that should be zero. And an exactintegration of the velocity record does not produce a zero displacement at the endof the record. One method currently used to mathematically produce a zerodisplacement at the end of the record is to introduce a small initial velocity sothat the displacement at the end of the record is zero. However, this initialcondition is not taken into account in the dynamic analysis of the computermodel of the structure. In addition, those displacement records cannot be useddirectly in multi-support earthquake response analysis.
 The purpose of this appendix is to summarize the fundamental equationsassociated with time history records. It will be demonstrated that the recovery ofaccelerations from displacements is an unstable numerical operation. A new
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 numerical method is presented for the modification of an acceleration record, orpart of an acceleration record, so that it satisfies the fundamental laws of physicsin which the displacement, velocity and acceleration records are consistent.
 J.2 GROUND ACCELERATION RECORDS
 Normally, 200 points per second are used to define an acceleration record, and itis assumed that the acceleration function is linear within each time increment, asshown in Figure J.1.
 u
 t∆
 TIMEt
 1−iu
 iu
 Figure J.1 Typical Earthquake Acceleration Record
 Ground velocities and displacements can then be calculated from the integrationof the accelerations and velocities within each time step. Or:
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 The evaluation of those equations at tt ∆= produces the following set of
 recursive equations:
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 The integration of ground acceleration records should produce zero velocity atthe end of the record. In addition, except for near fault earthquake records, zerodisplacements should be obtained at the end of the record. Real earthquakeaccelerations are normally corrected to satisfy those requirements.
 Note that the displacements are cubic functions within each time increment.Therefore, if displacements are used as the specified seismic loading, smallertime steps or a higher order solution method, based on cubic displacements, mustbe used for the dynamic structural analysis. On the other hand, if accelerationsare used as the basic loading, a lower order solution method, based on linearfunctions, may be used to solve the dynamic response problem.
 J.3 CALCULATION OF ACCELERATION RECORD FROMDISPLACEMENT RECORD
 Rewriting Equation (J.2), it should be possible, given the displacement record, tocalculate the velocity and acceleration records from the following equations:
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 On the basis of linear acceleration within each time step, Equations (J.2) and (J.3)are theoretically exact, given the same initial conditions. However, computerround off introduces errors in the velocities and accelerations and the recurrenceEquation (J.3) is unstable and cannot be used to recover the input acceleration
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 record. This instability can be illustrated by rewriting the equations in thefollowing form:
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 If the displacements are constant, the recurrence equation written in matrix formis:
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 (J.5)
 Or, if a small round-off error, ε , is introduced as an initial condition, the
 following results are produced:
 ε=
 =
 00
 0 u
 uu ,
 ∆
 ε−=t/6
 21u ,
 ∆
 ε=t/24
 72u (J.6)
 It is apparent from Equation (J.6) that the introduction of a small round-off errorin the velocity or acceleration at any step will have an opposite sign and beamplified in subsequent time steps. Therefore, it is necessary to use an alternateapproach to calculate the velocities and accelerations directly from thedisplacement record.
 It is possible to use cubic spline functions to fit the displacement data and torecover the velocity and acceleration data. The application of Taylor’s series atpoint i produces the following equations for the displacement and velocity:
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 Elimination of u from these equations produces an equation for the accelerationat time it . Or:
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 Evaluation of Equation (22.10) at ) and (at 11 i-itt +∆±= produces the following
 equations:
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 Requiring that u be continuous, the following equation must be satisfied at each
 point:
 )(3
 4 1111 −++− −∆
 =++ iiiii uut
 uuu (J.10)
 Therefore, there is one unknown velocity per point. This well-conditionedtridiagonal set of equations can be solved directly or by iteration. Thoseequations are identical to the moment equilibrium equations for a continuousbeam that is subjected to normal displacements. After velocities (slopes) arecalculated, accelerations (curvatures) and derivatives (shears) are calculatedfrom:
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 This “spline function” approach eliminates the numerical instability problemsassociated with the direct application of Equations (J.4). However, it is difficultto physically justify how the displacements at a future time point 1+i can affectthe velocities and accelerations at time point i .
 J.4 CREATING CONSISTENT ACCELERATION RECORD
 Earthquake compression, shear and surface waves propagate from a fault ruptureat different speeds with the small amplitude compression waves arriving first. Forexample, acceleration records recorded near the San Francisco-Oakland BayBridge from the 1989 Loma Prieta earthquake indicate high frequency, smallacceleration motions for the first ten seconds. The large acceleration phase of the
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 record is between 10 and 15 seconds only. However, the official record releasedcovers approximately a 40-second time span. Such a long record is not suitablefor a nonlinear, time-history response analysis of a structural model because ofthe large computer storage and execution time required.
 It is possible to select the “large acceleration part of the record” and use it as thebasic input for the computer model. To satisfy the fundamental laws of physics,the truncated acceleration record must produce zero velocity and displacement atthe beginning and end of the earthquake. This can be accomplished by applying acorrection to the truncated acceleration record that is based on the fact that anyearthquake acceleration record is a sum of acceleration pluses, as shown inFigure J.2.
 TIME
 t∆ t∆
 it
 ItiI tt −
 iu
 tuAArea ii ∆==
 1+i1−i
 Figure J.2 Typical Earthquake Acceleration Pulse
 From spline theory, the exact displacement at the end of the record is given bythe following equation:
 ∑=
 ∆=∆−=I
 iiiII Ututtu
 1
 )( (J.12)
 A correction to the acceleration record may now be calculated so that thedisplacement at the end of the record, Equation (J.12), is identically equal tozero. Rather then apply an initial velocity, the first second or two of theacceleration record can be modified to obtain zero displacement at the end of the
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 record. Let us assume that all of the correction is to be applied to the first “L”values of the acceleration record. To avoid a discontinuity in the accelerationrecord, the correction will be weighted by a linear function, from α at time zeroto zero at time Lt . Therefore, the displacement resulting from the correction
 function at the end of the record is of the following form:
 ∑=
 ∆−=α+α=∆−−αL
 inegnpospiiI UUUtutt
 LiL
 1
 )( (J.13)
 For Equation (J.13) the positive and negative terms are calculated separately. If itis assumed that the correction is equal for the positive and negative terms, theamplitudes of the correction constants are given by:
 U
 U
 U
 U negn
 posp ∆
 −=α∆
 −=α22
 and (J.14a and J.14b)
 Therefore, the correction function can be added to the first “L” values of theacceleration record to obtain zero displacement at the end of the record. Thissimple correction algorithm is summarized in Table J.1.
 If the correction period is less that one second, this very simple algorithm,presented in Table J.1, produces almost identical maximum and minimumdisplacements and velocities as the mathematical method of selecting an initialvelocity. However, this simple one-step method produces physically consistentdisplacement, velocity and acceleration records. This method does not filterimportant frequencies from the record and the maximum peak acceleration ismaintained.
 The velocity at the end of the record can be set to zero if a similar correction isapplied to the final few seconds of the acceleration record. Iteration would berequired to satisfy both the zero displacement and velocity at the end of therecord.
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 Table J.1 Algorithm to Set Displacement at End of Records to Zero
 1. GIVEN UNCORRECTED ACCELERATION RECORD L and 0,..........................,.........,,,,0 14321 −Iuuuuu
 2. COMPUTE CORRECTION FUNCTION
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 3. CORRECT ACCELERATION RECORD
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 then if
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 J.5 SUMMARY
 Acceleration records can be accurately defined by 200 points per second and withthe assumption that the acceleration is a linear function within each time step.However, the resulting displacements are cubic functions within each time stepand smaller time steps must be user-define displacement records. The directcalculation of an acceleration record from a displacement record is a numericallyunstable problem, and special numerical procedures must be used to solve thisproblem.
 The mathematical method of using an initial velocity to force the displacement atthe end of the record to zero produces an inconsistent displacement record thatshould not be directly used in a dynamic analysis. A simple algorithm for thecorrection of the acceleration record has been proposed that produces physicallyacceptable displacement, velocity and acceleration records.
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