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UNICODE OCR
 CHAPTER 1
 INTRODUCTION
 1.1 Overview of the system
 Character degradation is a big problem for machine printed character recognition.
 Two main reasons for degradation are the intrinsic degradation caused by character
 shape variation and the extrinsic image degradation such as blurring and low image
 dimension. A mixture of the above factors makes degraded character recognition a
 difficult task. As more and more convenient document capture devices emerge in the
 market, the demands for degraded character recognition increase dramatically. Many
 research results are published in recent years for degraded character recognition. The
 solution to the intrinsic shape degradation can be well solved by the nonlinear
 normalization and the block based local feature extraction used in handprint character
 recognition. As for the extrinsic image degradation, a comprehensive study on the
 image degradation model on Latin character set is presented in.
 There are basically two approaches for the extrinsic degradation: the local based
 grayscale feature extraction and the global based texture feature extraction. While most
 of the methods focus on how to solve one of the above problems, few papers dealt with
 the design of a universal classifier that is robust against the combination of the both. In,
 the recognition confidence and estimated image blurring level are used to combine a
 local feature based classifier with a global feature based classifier. However, the
 hierarchical recognition structure can not efficiently handle the mixture cases in real
 environment. In this paper, a hybrid recognition algorithm is proposed to solve the
 above problem. Based on the idea of classifier combination, two classification
 processes are executed in parallel under a coarse-tofine recognition structure. A
 candidate fusion step is used to connect the coarse classification with the fine
 classification. The proposed recognition structure can effectively take advantages of
 both the local and the global feature based classifier. The experiments are carried on
 degradation data with different font types and image dimensions. The result shows that
 the proposed method is much more robust than any of the individual classifier.
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 1.2 Existing system
 In the existing system the Character degradation is a big problem for machine printed
 character recognition. Two main reasons for degradation are the intrinsic degradation
 caused by character shape variation and the extrinsic image degradation such as
 blurring and low image dimension.
 The existing system has two main reasons for degradation are the intrinsic
 degradation caused by character shape variation and the extrinsic image
 degradation such as blurring and low image dimension.
 A mixture of the above factors makes degraded character recognition a difficult
 task.
 Before OCR can be used, the source material must be scanned using an optical
 scanner (and sometimes a specialized circuit board in the PC) to read the page as a
 bitmap (a pattern of dots).
 Software to recognize the images is also required which was not present.
 Disadvantages of existing system
 In this system Non-linear normalization was used which does not provide exact
 pixel identification and speed is less in character recognition .
 Intrinsic and Extrinsic degradation problems are being solved but seperately . This
 will lead to wastage of time and cannot give correct result .
 1.3 Proposed System
 In the proposed system intrinsic problem and extrinsic problems can be solved by
 the complementary classifier method which consisting of local and global features
 By this method simultaneously both the problems can be solved .
 In the proposed system the Unicode OCR method uses hybrid recognition
 algorithm is proposed to solve the problem in the existing system.
 It is used to find the characters fonts, its size, its width and its height.
 It mainly employees an approach called Neural Networks.
 2 Dept of IT, AITS
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 The solution to the intrinsic shape degradation can be well solved by the nonlinear
 normalization and the block based local feature extraction used in handprint
 character recognition.
 In the proposed system the Unicode OCR method uses hybrid recognition
 algorithm is proposed to solve the problem in the existing system.
 It is used to find the characters fonts, its size, its width and its height.
 Neural Networks
 Neural Networks usually called Artificial Neural Networks.
 It is a mathematical model or computational model that is inspired by the structure
 or functional aspects of biological neural networks.
 A neural network consists of an interconnected group of artificial neurons, and it
 processes information using a connectionist approach to computation.
 An artificial neuron receives a number of inputs either from original data, or from
 the output of other neurons in the neural network.
 Each input comes via a connection that has a strength or weight. These weights
 correspond to synaptic efficacy in a biological neuron.
 1.4 Objective of the system
 Nowadays, there is much motivation to conceive systems of automatic
 document processing. Giant stages were made in the last decade, in technological terms
 of supports and in software products. The optical Character recognition (OCR)
 contributes to this progress by providing techniques to convert great volumes of
 Documents automatically. The processing sof information, forms, reports, contracts,
 letters and bank checks are generated everyday. Hence the need to store, retrieve,
 update, replicate and distribute the printed documents, becomes increasingly important
 Automatic reading of bank checks is one of the most significant applications in the area
 of recognition of written data. A local town bank can sort daily thousands of checks.
 The treatment of these checks is expensive.
 The recognition of degraded documents remains an ongoing challenge in the
 field of optical character recognition. In spite of significant improvements in the area
 of optical character recognition, the recognition of degraded printed characters, in
 3 Dept of IT, AITS
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 particular, is still lacking satisfactory solutions. Studies on designing recognition
 systems with high performance for degraded documents are in progress along three
 different aspects. One is to use a robust classifier; a second is to enhance the degraded
 Documents images for better display quality and accurate recognition, and the third is
 to use several classifiers
 1.5 Scope
 Optical Character Recognition (OCR) deals with machine recognition of
 characters present in an input image obtained using scanning operation. It refers to the
 process by which scanned images are electronically processed and converted to an
 editable text. The need for OCR arises in the context of digitizing Unicode documents
 from the ancient and old era to the latest, which helps in sharing the data through the
 Internet. A properly printed document is chosen for scanning. It is placed over the
 scanner. A scanner software is invoked which scans the document. The document is
 sent to a program that saves it in preferably TIF, JPG or GIF format, so that the image
 of the document can be obtained when needed. This is the first step in OCR The size of
 the input image is as specified by the user and can be of any length but is inherently
 restricted by the scope of the vision and by the scanner software length. Then the
 image is passed through a noise elimination phase and is binarized. The preprocessed
 image is segmented using an algorithm which decomposes the scanned text into
 paragraphs using special space detection technique and then the paragraphs into lines
 using vertical histograms, and lines into words using horizontal histograms, and words
 into character image glyphs using horizontal histograms. Each image glyph is
 comprised in to of 10x15 Matrix. Thus a database of character image glyphs is created
 out of the segmentation phase. Then all the image glyphs are considered for
 recognition using Unicode mapping. Each image glyph is passed through various
 routines which extract the features of the glyph. The various features that are
 considered for classification are the character height, character width, the number of
 horizontal lines (long and short), the number of vertical lines (long and short), the
 horizontally oriented curves, the vertically oriented curves, the number of circles,
 number of slope lines, image centric and special dots. The glyphs are now set ready for
 classification based on these features. These classes are mapped onto Unicode for
 recognition. Then the text is reconstructed using Unicode fonts.
 4 Dept of IT, AITS
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 CHAPTER 2
 LITERATURE SURVEY
 2.1 History
 In 1929 Gustav Tauschek obtained a patent on OCR in Germany, followed
 byPaul W. Handel who obtained a US patent on OCR in USA in 1933 (U.S. Patent
 1,915,993). In 1935 Tauschek was also granted a US patent on his method (U.S. Patent
 2,026,329). Tauschek's machine was a mechanical device that used templates and
 a photodetector.
 RCA engineers in 1949 worked on the first primitive computer-type OCR to
 help blind people for the US Veterans Administration, but instead of converting the
 printed characters to machine language, their device converted it to machine language
 and then spoke the letters. It proved far too expensive and was not pursued after
 testing.
 In 1950, David H. Shepard, a cryptanalyst at the Armed Forces Security
 Agency in the United States, addressed the problem of converting printed messages
 into machine language for computer processing and built a machine to do this, reported
 in the Washington Daily News on 27 April 1951 and in the New York Times on 26
 December 1953 after his U.S. Patent 2,663,758 was issued. Shepard then
 founded Intelligent Machines Research Corporation(IMR), which went on to deliver
 the world's first several OCR systems used in commercial operation.
 The first commercial system was installed at the Reader's Digest in 1955. The
 second system was sold to the Standard Oil Company for reading credit card imprints
 for billing purposes. Other systems sold by IMR during the late 1950s included a bill
 stub reader to the Ohio Bell Telephon Company and a page scanner to the United
 States Air Force for reading and transmitting by teletype typewritten
 messages. IBM and others were later licensed on Shepard's OCR patents.
 5 Dept of IT, AITS
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 In about 1965 Reader's Digest and RCA collaborated to build an OCR
 Document reader designed to digitise the serial numbers on Reader's Digest coupons
 returned from advertisements. The font used on the documents were printed by an
 RCA Drum printer using the OCR-A font. The reader was connected directly to an
 RCA 301 computer (one of the first solid state computers). This reader was followed
 by a specialised document reader installed at TWA where the reader processed Airline
 Ticket stock. The readers processed document at a rate of 1,500 documents per minute,
 and checked each document, rejecting those it was not able to process correctly.
 The United States Postal Service has been using OCR machines to sort mail
 since 1965 based on technology devised primarily by the prolific inventorJacob
 Rabinow. The first use of OCR in Europe was by the British General Post
 Office (GPO). In 1965 it began planning an entire banking system, theNational Giro,
 using OCR technology, a process that revolutionized bill payment systems in the
 UK. Canada Post has been using OCR systems since 1971. OCR systems read the
 name and address of the addressee at the first mechanised sorting center, and print a
 routing bar code on the envelope based on the postal code. To avoid confusion with the
 human-readable address field which can be located anywhere on the letter, special ink
 (orange in visible light) is used that is clearly visible under ultraviolet light. Envelopes
 may then be processed with equipment based on simple barcode readers.
 In 1974 Ray Kurzweil started the company Kurzweil Computer Products, Inc.
 and led development of the first omni-font optical character recognition system — a
 computer program capable of recognizing text printed in any normal font. He decided
 that the best application of this technology would be to create a reading machine for the
 blind, which would allow blind people to have a computer read text to them out loud.
 This device required the invention of two enabling technologies — the CCD flatbed
 scanner and the text-to-speech synthesizer. On January 13, 1976 the successful finished
 product was unveiled during a widely-reported news conference headed by Kurzweil
 and the leaders of the National Federation of the Blind.
 In 1978 Kurzweil Computer Products began selling a commercial version of the
 optical character recognition computer program. LexisNexis was one of the first
 6 Dept of IT, AITS
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 customers, and bought the program to upload paper legal and news documents onto its
 nascent online databases. Two years later, Kurzweil sold his company to Xerox, which
 had an interest in further commercializing paper-to-computer text conversion.
 Kurzweil Computer Products became a subsidiary of Xerox known as Scansoft,
 now Nuance Communications.
 1992-1996 Commissioned by the U.S. Department of Energy(DOE),
 Information Science Research Institute(ISRI) conducted the most authoritative of
 the Annual Test of OCR Accuracy for 5 consecutive years in the mid-90s. Information
 Science Research Institute(ISRI) is a research and development unit of University of
 Nevada, Las Vegas. ISRI was established in 1990 with funding from the U.S.
 Department of Energy. Its mission is to foster the improvement of automated
 technologies for understanding machine printed documents.
 2.2 Character recognition
 Before OCR can be used, the source material must be scanned using an optical
 scanner (and sometimes a specialized circuit board in the PC) to read in the page as a
 bitmap (a pattern of dots). Software to recognize the images is also required. The OCR
 software then processes these scans to differentiate between images and text and
 determine what letters are represented in the light and dark areas. OCR systems match
 these images against stored bitmaps based on specific fonts. The hit-or-miss results of
 such pattern-recognition systems helped establish OCR's reputation for inaccuracy.
 Today's OCR engines add the multiple algorithms of neural network technology
 to analyze the stroke edge, the line of discontinuity between the text characters, and the
 background. Allowing for irregularities of printed ink on paper, each algorithm
 averages the light and dark along the side of a stroke, matches it to known characters
 and makes a best guess as to which character it is. The OCR software then averages or
 polls the results from all the algorithms to obtain a single reading.
 2.3 Artificial Neural Networks
 Modeling systems and functions using neural network mechanisms is a
 relatively new and developing science in computer technologies. The particular area
 derives its basis from the way neurons interact and function in the natural animal brain,
 7 Dept of IT, AITS
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 especially humans. The animal brain is known to operate in massively parallel manner
 in recognition, reasoning, reaction and damage recovery. All these seemingly
 sophisticated undertakings are now understood to be attributed to aggregations of very
 simple algorithms of pattern storage and retrieval. Neurons in the brain communicate
 with one another across special electrochemical links known as synapses. At a time one
 neuron can be linked to as many as 10,000 others although links as high as hundred
 thousands are observed to exist. The typical human brain at birth is estimated to house
 one hundred billion plus neurons. Such a combination would yield a synaptic
 connection of 1015, which gives the brain its power in complex spatio-graphical
 computation.
 Unlike the animal brain, the traditional computer works in serial mode, which is
 to mean instructions are executed only one at a time, assuming a uni-processor
 machine. The illusion of multitasking and real-time interactivity is simulated by the use
 of high computation speed and process scheduling. In contrast to the natural brain
 which communicates internally in electrochemical links, that can achieve a maximum
 speed in milliseconds range, the microprocessor executes instructions in the lower
 microseconds range. A modern processor such as the Intel Pentium-4 or AMD Opteron
 making use of multiple pipes and hyper-threading technologies can perform up to 20
 MFloPs (Million Floating Point executions) in a single second.
 It is the inspiration of this speed advantage of artificial machines, and parallel
 capability of the natural brain that motivated the effort to combine the two and enable
 performing complex Artificial Intelligence tasks believed to be impossible in the past.
 Although artificial neural networks are currently implemented in the traditional serially
 operable computer, they still utilize the parallel power of the brain in a simulated
 manner.
 Neural networks have seen an explosion of interest over the last few years, and
 are being successfully applied across an extraordinary range of problem domains, in
 areas as diverse as finance, medicine, engineering, geology and physics. Indeed,
 anywhere that there are problems of prediction, classification or control, neural
 networks are being introduced. This sweeping success can be attributed to a few key
 factors:
 8 Dept of IT, AITS
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 Power: Neural networks are very sophisticated modeling techniques capable of
 modeling extremely complex functions. In particular, neural networks are
 nonlinear. For many years linear modeling has been the commonly used technique
 in most modeling domains since linear models have well-known optimization
 strategies. Where the linear approximation was not valid (which was frequently the
 case) the models suffered accordingly. Neural networks also keep in check
 the curse of dimensionality problem that bedevils attempts to model nonlinear
 functions with large numbers of variables.
 Ease of use: Neural networks learn by example. The neural network user gathers
 representative data, and then invokes training algorithms to automatically learn the
 structure of the data. Although the user does need to have some heuristic
 knowledge of how to select and prepare data, how to select an appropriate neural
 network, and how to interpret the results, the level of user knowledge needed to
 successfully apply neural networks is much lower than would be the case using (for
 example) some more traditional nonlinear statistical methods.
 2.3.1 Applications of neural network in OCR
 Developing proprietary OCR system is a complicated task and requires a lot of
 effort. Such systems usually are really complicated and can hide a lot of logic behind
 the code. The use of artificial neural network in OCR applications can dramatically
 simplify the code and improve quality of recognition while achieving good
 performance.
 Another benefit of using neural network in OCR is extensibility of the system
 ability to recognize more character sets than initially defined. Most of traditional OCR
 systems are not extensible enough. Why? Because such task as working with tens of
 thousands Chinese characters, for example, is not as easy as working with 68 English
 typed character set and it can easily bring the traditional system to its knees!
 Well, the Artificial Neural Network (ANN) is a wonderful tool that can help to
 resolve such kind of problems. The ANN is an information-processing paradigm
 inspired by the way the human brain processes information.
 Artificialneural networks are collections of mathematical models that represent some
 of the observed properties of biological nervous systems and draw on the analogies of
 9 Dept of IT, AITS
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 adaptive biological learning. The key element of ANN is topology. The ANN consists
 of a large number of highly interconnected processing elements (nodes) that are tied
 together with weighted connections (links). Learning in biological systems involves
 adjustments to the synaptic connections that exist between the neurons. This is true for
 ANN as well. Learning typically occurs by example through training, or exposure to a
 set of input/output data (pattern) where the training algorithm adjusts the link weights.
 The link weights store the knowledge necessary to solve specific problems.
 Originated in late 1950's, neural networks didn’t gain much popularity until
 1980s a computer boom era. Today ANNs are mostly used for solution of complex
 real world problems. They are often good at solving problems that are too complex for
 conventional technologies (e.g., problems that do not have an algorithmic solution or
 for which an algorithmic solution is too complex to be found) and are often well suited
 to problems that people are good at solving, but for which traditional methods are not.
 They are good pattern recognition engines and robust classifiers, with the ability to
 generalize in making decisions based on imprecise input data. They offer ideal
 solutions to a variety of classification problems such as speech, character and
 signal recognition, as well as functional prediction and system modeling, where the
 physical processes are not understood or are highly complex. The advantage of ANNs
 lies in their resilience against distortions in the input data and their capability to learn.
 An Artificial Neural Network is a network of many very simple processors
 ("units"), each possibly having a (small amount of) local memory. The units are
 connected by unidirectional communication channels which carry numeric (as opposed
 to symbolic) data. The units operate only on their local data and on the inputs they
 receive via
 The design motivation is what distinguishes neural networks from other
 mathematical techniques: A neural network is a processing device, either an algorithm,
 or actual hardware, whose design was motivated by the design and functioning of
 human brains and components thereof.
 There are many different types of Neural Networks, each of which has different
 strengths particular to their applications. The abilities of different networks can be
 related to their structure, dynamics and learning methods.
 10 Dept of IT, AITS
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 Neural Networks offer improved performance over conventional technologies in
 areas which includes: Machine Vision, Robust Pattern Detection, Signal
 Filtering, Virtual Reality, Data Segmentation, Data Compression,Data Mining, Text
 Mining, Artificial Life, Adaptive Control, Optimisation and Scheduling, Complex
 Mapping and many more.
 2.3.2 Network failure
 Normally, an execution flow will leave this method when training is complete,
 but in some cases it could stay there forever (!).The Train method is currently
 implemented relying only on one fact: the network training will be completed sooner or
 later. Well, we can admit - this is wrong assumption and network training may never
 complete.The most popular reasons for neural network training failure are:
 Training never completes
 because:Possible solution
 1. The network topology is too
 simple to handle amount of
 training patterns you provide.
 You will have to create bigger
 network.
 Add more nodes into middle layer or add
 more middle layers to the network.
 2. The training patterns are not
 clear enough, not precise or are
 too complicated for the network
 to differentiate them.
 As a solution you can clean the patterns or
 you can use different type of network
 /training algorithm. Also, you cannot train the
 network to guess next winning lottery
 numbers... :-)
 3. Your training expectations are
 too high and/or not realistic.
 Lower your expectations. The network could
 be never 100% "sure"
 4. No reason Check the code!
 Most of those reasons are very easy to resolve and it is a good subject for a
 future article. Meanwhile, we can enjoy the results.
 11 Dept of IT, AITS
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 2.4 The Multi-Layer Perceptron Neural Network Model
 To capture the essence of biological neural systems, an artificial neuron is defined as
 follows:
 It receives a number of inputs (either from original data, or from the output of other
 neurons in the neural network). Each input comes via a connection that has a
 strength (or weight); these weights correspond to synaptic efficacy in a biological
 neuron. Each neuron also has a single threshold value. The weighted sum of the
 inputs is formed, and the threshold subtracted, to compose the activation of the
 neuron (also known as the post-synaptic potential, or PSP, of the neuron). 
 The activation signal is passed through an activation function (also known as a
 transfer function) to produce the output of the neuron.
 If the step activation function is used (i.e., the neuron's output is 0 if the input is
 less than zero, and 1 if the input is greater than or equal to 0) then the neuron acts just
 like the biological neuron described earlier (subtracting the threshold from the
 weighted sum and comparing with zero is equivalent to comparing the weighted sum to
 the threshold). Actually, the step function is rarely used in artificial neural networks, as
 will be discussed. Note also that weights can be negative, which implies that the
 synapse has an inhibitory rather than excitatory effect on the neuron: inhibitory
 neurons are found in the brain.
 This describes an individual neuron. The next question is: how should neurons
 be connected together? If a network is to be of any use, there must be inputs (which
 carry the values of variables of interest in the outside world) and outputs (which form
 predictions, or control signals). Inputs and outputs correspond to sensory and motor
 nerves such as those coming from the eyes and leading to the hands. However, there
 also can be hidden neurons that play an internal role in the network. The input, hidden
 and output neurons need to be connected together.
 A typical feedforward network has neurons arranged in a distinct layered
 topology. The input layer is not really neural at all: these units simply serve to
 introduce the values of the input variables. The hidden and output layer neurons are
 each connected to all of the units in the preceding layer. Again, it is possible to define
 12 Dept of IT, AITS
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 networks that are partially-connected to only some units in the preceding layer;
 however, for most applications fully-connected networks are better.
 The Multi-Layer Perceptron Neural Network is perhaps the most popular
 network architecture in use today. The units each perform a biased weighted sum of
 their inputs and pass this activation level through an activation function to produce
 their output, and the units are arranged in a layered feedforward topology. The network
 thus has a simple interpretation as a form of input-output model, with the weights and
 thresholds (biases) the free parameters of the model. Such networks can model
 functions of almost arbitrary complexity, with the number of layers, and the number of
 units in each layer, determining the function complexity. Important issues in Multilayer
 Perceptrons (MLP) design include specification of the number of hidden layers and the
 number of units in each layer.
 .
 Fig.no.2.4.1 typical feed forward network
 2.5 Optical language symbols
 Several languages are characterized by having their own written symbolic
 representations (characters). These characters are either a delegate of a specific
 audioglyph, accent or whole words in some cases. In terms of structure world language
 characters manifest various levels of organization. With respect to this structure there
 always is an issue of compromise between ease of construction and space conservation.
 Highly structured alphabets like the Latin set enable easy construction of language
 13 Dept of IT, AITS
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 elements while forcing the use of additional space. Medium structure alphabets like the
 Ethiopic conserve space due to representation of whole audioglyphs and tones in one
 symbol, but dictate the necessity of having extended sets of symbols and thus a
 difficult level of use and learning. Some alphabets, namely the oriental alphabets,
 exhibit a very low amount of structuring that whole words are delegated by single
 symbols. Such languages are composed of several thousand symbols and are known to
 need a learning cycle spanning whole lifetimes.
 Representing alphabetic symbols in the digital computer has been an issue from
 the beginning of the computer era. The initial efforts of this representation (encoding)
 was for the alphanumeric set of the Latin alphabet and some common mathematical
 and formatting symbols. It was not until the 1960’s that a formal encoding standard
 was prepared and issued by the American computer standards bureau ANSI and named
 the ASCII Character set. It is composed of and 8-bit encoded computer symbols with a
 total of 256 possible unique symbols. In some cases certain combination of keys were
 allowed to form 16-bit words to represent extended symbols. The final rendering of the
 characters on the user display was left for the application program in order to allow for
 various fonts and styles to be implemented.
 At the time, the 256+ encoded characters were thought of suffice for all the
 needs of computer usage. But with the emergence of computer markets in the non-
 western societies and the internet era, representation of a further set of alphabets in the
 computer was necessitated. Initial attempts to meet this requirement were based on
 further combination of ASCII encoded characters to represent the new symbols. This
 however led to a deep chaos in rendering characters especially in web pages since the
 user had to choose the correct encoding on the browser. Further difficulty was in
 coordinating the usage of key combinations between different implementers to ensure
 uniqueness.
 It was in the 1990s that a final solution was proposed by an independent
 consortium to extend the basic encoding width to 16-bit and accommodate up to
 65,536 unique symbols. The new encoding was named Unicode due to its ability to
 represent all the known symbols in a single encoding. The first 256 codes of this new
 set were reserved for the ASCII set in order to maintain compatibility with existing
 systems. ASCII characters can be extracted form a Unicode word by reading the lower
 14 Dept of IT, AITS
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 8 bits and ignoring the rest or vise versa, depending on the type of endian (big or small)
 used.
 The Unicode set is managed by the Unicode consortium which examines
 encoding requests, validate symbols and approve the final encoding with a set of
 unique 16-bit codes. The set still has a huge portion of it non-occupied waiting to
 accommodate any upcoming requests. Ever since it’s founding, popular computer
 hardware and software manufacturers like Microsoft have accepted and supported the
 Unicode effort.
 2.6 Linear discriminant analysis
 Linear discriminant analysis (LDA) and the related Fisher's linear discriminant
 are methods used in statistics, pattern recognition and machine learning to find a linear
 combination of features which characterize or separate two or more classes of objects
 or events. The resulting combination may be used as a linear classifier, or, more
 commonly, for dimensionality reduction before later classification.
 LDA is closely related to ANOVA (analysis of variance) and regression
 analysis, which also attempt to express one dependent variable as a linear combination
 of other features or measurements. In the other two methods however, the dependent
 variable is a numerical quantity, while for LDA it is a categorical variable (i.e. the class
 label). Logistic regression and probit regression are more similar to LDA, as they also
 explain a categorical variable. These other methods are preferable in applications
 where it is not reasonable to assume that the independent variables are normally
 distributed, which is a fundamental assumption of the LDA method.
 LDA is also closely related to principal component analysis (PCA) and factor
 analysis in that both look for linear combinations of variables which best explain the
 data. LDA explicitly attempts to model the difference between the classes of data. PCA
 on the other hand does not take into account any difference in class, and factor analysis
 builds the feature combinations based on differences rather than similarities.
 Discriminant analysis is also different from factor analysis in that it is not an
 interdependence technique: a distinction between independent variables and dependent
 variables (also called criterion variables) must be made.
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 LDA works when the measurements made on independent variables for each
 observation are continuous quantities. When dealing with categorical independent
 variables, the equivalent technique is discriminant correspondence analysis.
 2.6.1 Applications of LDA
 In addition to the examples given below, LDA is applied in positioning and
 product management.
 Bankruptcy prediction
 In bankruptcy prediction based on accounting ratios and other financial
 variables, linear discriminant analysis was the first statistical method applied to
 systematically explain which firms entered bankruptcy vs. survived. Despite limitations
 including known nonconformance of accounting ratios to the normal distribution
 assumptions of LDA, Edward Altman's 1968 model is still a leading model in practical
 applications.
 Face recognition
 In computerised face recognition, each face is represented by a large number of
 pixel values. Linear discriminant analysis is primarily used here to reduce the number
 of features to a more manageable number before classification. Each of the new
 dimensions is a linear combination of pixel values, which form a template. The linear
 combinations obtained using Fisher's linear discriminant are called Fisher faces, while
 those obtained using the related principal component analysis are called eigenfaces.
 Marketing
 In marketing, discriminant analysis was once often used to determine the factors which
 distinguish different types of customers and/or products on the basis of surveys or
 other forms of collected data. Logistic regression or other methods are now more
 commonly used. The use of discriminant analysis in marketing can be described by the
 following steps:
 Formulate the problem and gather data - Identify the salient attributes consumers
 use to evaluate products in this category - Use quantitative marketing research
 techniques (such as surveys) to collect data from a sample of potential customers
 concerning their ratings of all the product attributes. The data collection stage is
 usually done by marketing research professionals. Survey questions ask the
 16 Dept of IT, AITS
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 respondent to rate a product from one to five (or 1 to 7, or 1 to 10) on a range of
 attributes chosen by the researcher. Anywhere from five to twenty attributes are
 chosen. They could include things like: ease of use, weight, accuracy, durability,
 colourfulness, price, or size. The attributes chosen will vary depending on the
 product being studied. The same question is asked about all the products in the
 study. The data for multiple products is codified and input into a statistical program
 such as R, SPSS or SAS. (This step is the same as in Factor analysis).
 Estimate the Discriminant Function Coefficients and determine the statistical
 significance and validity - Choose the appropriate discriminant analysis method.
 The direct method involves estimating the discriminant function so that all the
 predictors are assessed simultaneously. The stepwise method enters the predictors
 sequentially. The two-group method should be used when the dependent variable
 has two categories or states. The multiple discriminant method is used when the
 dependent variable has three or more categorical states. Use Wilks’s Lambda to test
 for significance in SPSS or F stat in SAS. The most common method used to test
 validity is to split the sample into an estimation or analysis sample, and a validation
 or holdout sample. The estimation sample is used in constructing the discriminant
 function. The validation sample is used to construct a classification matrix which
 contains the number of correctly classified and incorrectly classified cases. The
 percentage of correctly classified cases is called the hit ratio.
 Plot the results on a two dimensional map, define the dimensions, and interpret the
 results. The statistical program (or a related module) will map the results. The map
 will plot each product (usually in two dimensional space). The distance of products
 to each other indicate either how different they are. The dimensions must be
 labelled by the researcher. This requires subjective judgement and is often very
 challenging. See perceptual mapping.
 2.7 Principal component analysis (PCA)
 Principal component analysis (PCA) is a mathematical procedure that uses an
 orthogonal transformation to convert a set of observations of possibly correlated
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 variables into a set of values of uncorrelated variables called principal components.
 The number of principal components is less than or equal to the number of original
 variables. This transformation is defined in such a way that the first principal
 component has as high a variance as possible (that is, accounts for as much of the
 variability in the data as possible), and each succeeding component in turn has the
 highest variance possible under the constraint that it be orthogonal to (uncorrelated
 with) the preceding components. Principal components are guaranteed to be
 independent only if the data set is jointly normally distributed.
 PCA is sensitive to the relative scaling of the original variables. Depending on
 the field of application, it is also named the discrete Karhunen–Loève transform
 (KLT), the Hotelling transform or proper orthogonal decomposition (POD).
 PCA was invented in 1901 by Karl Pearson. Now it is mostly used as a tool in
 exploratory data analysis and for making predictive models. PCA can be done by
 eigenvalue decomposition of a data covariance matrix or singular value decomposition
 of a data matrix, usually after mean centering the data for each attribute. The results of
 a PCA are usually discussed in terms of component scores (the transformed variable
 values corresponding to a particular case in the data) and loadings (the weight by
 which each standarized original variable should be multiplied to get the component
 score) (Shaw, 2003).
 PCA is the simplest of the true eigenvector-based multivariate analyses. Often,
 its operation can be thought of as revealing the internal structure of the data in a way
 which best explains the variance in the data. If a multivariate dataset is visualised as a
 set of coordinates in a high-dimensional data space (1 axis per variable), PCA can
 supply the user with a lower-dimensional picture, a "shadow" of this object when
 viewed from its (in some sense) most informative viewpoint. This is done by using
 only the first few principal components so that the dimensionality of the transformed
 data is reduced.
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 Fig.no 2.7.1 Blurred image
 2.8 Modified Quadratic Discriminant Function
 Used in fine classifications.The modified quadratic discriminant function has
 been used successfully in handwriting recognition, which can be seen as a dot-product
 method by eigen- decomposition of the covariance matrix. Therefore, it is possible to
 expand MQDF to high dimension space by kernel trick. This paper presents a new
 kernel- based method, Kernel modified quadratic discriminant function (MQDF) for
 online Chinese Characters Recognition. Experimental results show that the
 performance of MQDF is improved by the kernel approach.
 2.9 Complementary classifiers design
 As pointed out by many previous researches, the key to the success of
 classification combination is the complementary property of the features. Our main
 purpose is to handle two typical degradation types happened in printed Chinese
 character recognition: the shape change and the image degradation. Figure 2.9.1 shows
 4 typical Chinese font types. Figure 2.9.2 shows the image degradation under different
 image dimensions and the corresponding binarization results by subpixel Niblack
 based method
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 Fig .no.2.9.1 Typical font types
 The above figure represents four Chinese character types with different font variations.
 Fig.no.2.9.2 character degradation
 The above figure shows image degradation under different image dimensions
 and the corresponding binarization results.
 For the good quality samples shown in Figure 2.9.1, it is well know that the
 local feature based classifier has very good performance. However, due to the
 limitation of the binarization, the structure of the character will deteriorate as the image
 quality drops (Figure 2.9.2).
 This phenomenon becomes more obvious for Chinese characters with complex
 structure. Therefore, the local feature is not good under heavy image degradation. The
 global texture feature, on the other hand, is very robust against image degradation.
 However, the discriminant power of the global texture feature is not robust enough for
 the shape changes shown in Figure 2.9.1.
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 Below figure shows the complementarities of the robustness of the two features.
 Fig.no.2.9.3 Complementeries of two features
 The complementary property of the two features makes the combination very
 appealing: It can handle the extrinsic degradation caused by the bad image quality and
 the intrinsic shape changes caused by the font variation simultaneously. Next, we will
 introduce the two classifiers that are based on the two complementary features
 respectively.
 2.10 Local feature based classifier
 The local feature is based on the weighted direction code histogram (WDH)
 extracted from the binary character image. After nonlinear normalization, the WDH
 feature is extracted from 7×7 local blocks. 8 directions are used for direction
 description. Therefore, the dimension of the local feature is 7×7×8 = 392 . To improve
 the recognition speed in large category character recognition, the local feature based
 classifier recognizes a pattern under a coarse-to-fine structure. First, the dimension of
 the contour direction feature of the input pattern is reduced by Linear Discriminant
 Analysis (LDA) . A coarse classification is performed by comparing the reduced
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 feature with a set of templates. These templates are obtained by LDA on the mean
 features of every category. The first l d candidate categories are selected as the coarse
 classification result. Finally, the modified quadratic discriminant function (MQDF) is
 used for fine classification.
 2.11 Global feature based classifier
 The global feature based classifier treats the character pattern as a grayscale
 image. The texture feature of a character pattern is obtained by dual eigenspace
 decomposition.
 First, the unitary eigenspace is constructed using scharacter patterns of all
 categories. The covariance matrix for the unitary eigenspace is calculated as:
 where P is the number of the character categories. i N is the number of the character
 images in the ith category. m is the mean vector for all the training samples. I j x is the
 jth image vector in the ith category. The first n eigenvectors of matrix uni COV
 corresponding to the first n biggest eigenvalues are recorded as: U = [u1, u2, …, un],
 which spans the unitary eigenspace. Second, an individual eigenspace is built for every
 category using the projected feature on the unitary eigenspace. The covariance matrix
 for the ith individual eigenspace is:
 where is the projected feature of the jth image sample I j x in the ith
 category, is the projected feature of the mean image, i m , for the ith
 category, Mi is the number of training samples in the ith category. The first n1
 eigenvectors of corresponding to the first n1 eigenvalues are recorded as:
 which spans the individual eigenspace for the ith
 category. Since the main target of the global feature based classifier is for heavily
 degraded character recognition, synthetic degraded patterns with various degradation
 level are generated as the training samples. In addition, the training samples in every
 category are further clustered to N templates by hierarchical clustering algorithm.
 Similar to the local feature based classifier, the recognition of the dual
 eigenspace based method follows a coarse to fine style to improve the computation
 efficiency. In the coarse classification, the feature of an input image is obtained by the
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 unitary eigenspace and is compared with the features of the N templates in every
 character category.
 The first candidate categories are selected as the coarse classification result.
 In the fine classification, the category with the minimum reconstruction error is chosen
 as the recognition result of the input character:
 where y is the feature of the input sample, yˆ j is the reconstruction of y by the
 jth individual eigenspace. Hence the global feature based classifier treats the character
 pattern as a grayscale image. The texture feature of a character pattern is obtained by
 dual eigenspace decomposition.
 2.12 Combination of the complementary classifiers
 In the real environment, the image degradation and shape change always
 happen simultaneously. Therefore, even if we can measure the degradation level
 precisely, it is still difficult to get good results by choosing only one “more suitable”
 classifier.
 This combination of both the classifiers results in a very good recognition
 schema that got successfully executed.
 Below figure explains our parallel combination architecture.
 Fig.no.2.12.1 parallel execution under candidate fusion
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 The binary and grayscale image are obtained by subpixel Niblack [12] and
 grayscale normalization. Then, the local and global features are extracted respectively.
 Different from the conventional classifier combination, our method introduces a
 candidate fusion module before the two fine classifiers. Suppose the coarse
 classification candidate set for the local based feature and global based feature is
 represented by Clocal and respectively. The fusion module will generate a new
 set of candidates for fine classification:
 Based on the merged candidate list, the two fine classifiers re-sort the
 candidate list by the class posteriori probability obtained from the corresponding
 discriminant functions
 where dl (k )l and dg (k ) is the discriminant function output of the kth candidate from
 the local and the global feature based classifier respectively. The final result is obtained
 by the maximum of the average class posteriori probability:
 Due to the complementary property of the local and the global based features,
 the two sets of coarse classification results are also complementary under heavy
 degradation cases. The true categories of many complex structure characters can not be
 included in the binary coarse classification result due to the structure deterioration by
 the bad binarization. However, the same pattern usually ranks the top by the global
 feature based engine. Such complementary property in the candidate distribution makes
 the probability estimation highly unstable. The main contribution of the candidate
 fusion is to provide a fair basis for the robust estimation of the class posteriori
 probability. What’s more, the coarse classification rate is improved greatly by the
 fusion step.
 Experiments and analysis
 The experiment is carried out on the printed Chinese character recognition. The
 category includes 52 English alphabets (26 lower and 26 upper cases), 10 numerals,
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 3755 GBK level 1 and most frequently used 421 GBK level 2 Chinese characters. Data
 with 27 fonts are used to train the classifiers. Another 4 different fonts data (SongTi,
 HeiTi, KaiTi, YuanTi) are used for testing. The image dimension in every font varies
 from 8*8 to 20*20 pixels in the testing data.
 The coarse classification template of the contour direction feature is the mean
 feature of every category after LDA dimension reduction. The dimension is 100. The
 dimension for the MQDF is 5. The coarse classification templates of the dual-eigen
 space based method are obtained by hierarchical transformation on the synthetic
 pattern. The number of the template is 5. The dimension of the PCA feature is 100. The
 dimension of the individual eigenspace is 17. The number of candidates for both local
 and global feature based classifer is 20.
 Fig.no. 2.12.2 Resolution pixel
 Fig.no.2.12.3 Resolution pixel
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 Fig.no.2.12.4 Resolution pixel
 Fig.no.2.12.5 Resolution pixel
 The above four figures depicts the pixel resolutions for the four Chinese font
 types SongTi, HeiTi, KaiTi, YuanTi. The intensity for local feature based classifier,
 global based based classifie and the combination with candidate merging and without
 candidate merging were clearly represented in each of the above resolution pixels. The
 recognition rate for the four font types differs a lot from others.
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 Table.no.2.12.1 Relationship between candidate fusion (CF) and individual
 classifier.
 It is not the purpose of this paper to cover the original feature extraction
 algorithm in great detail. A general summary of its design and operation is included
 here for convenience. The idea of the feature point extraction algorithm is to identify
 characters based on features that are somewhat similar to the features humans use to
 identify characters. The rationale is that when the algorithm does misclassify a
 character (as every algorithm does) it should pick a character that a human would
 consider to be a reasonable guess, because it is easier for humans to correct mistakes
 that are typical of humans (i.e. it is easier to get "Save" out of "5ave" than "Mave"). To
 implement this notion, the algorithm would scan through the entire 8X8 character
 matrix and analyze each non-empty pixel. The immediate neighborhood of the pixel
 would be examined and pixels that seemed to be worthy of notice were marked as such
 The original C128 ROM character set was processed in this manner and used as a gold
 standard; characters could then be identified by comparison against the different entries
 in this "dictionary". Comparisons were executed by computing the sum of the
 minimum distances between the feature points of the character to be identified and the
 feature points of the dictionary character. The guess was the dictionary character with
 the smallest sum within a certain threshold. Note that this algorithm made no attempt to
 consider different types of feature points, and although it penalized missing or extra
 feature points, it did not do so highly. It was never optimized to provide the best
 possible results; it was merely an attempt to test the general concept of the algorithm.
 Since the neural net was also not optimized, the overall comparison between the two
 methods of OCR is still on even ground. The results of the feature point extraction
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 algorithm are outlined in Table 2, "Character Recognition Results -- Feature Extraction
 Method"
 The neural net approach utilized three separate steps. The first step simply
 translated the binary character data into a friendlier form. The second step took the
 output of the first and trained a back propagation network on it, outputting all the
 resulting weights and general network information. The third step took the output of
 the second and created a network. It then ran a full character set through the network
 and output identification information for all the characters the set contained. The
 reasons for implementing the neural net OCR as three programs were all practical. By
 keeping the first step separate, the preprocessing code from the feature extraction OCR
 program could be used, eliminating this one area of difference between the two
 algorithms. The second step was separated just because learning was such a slow
 process. Several machines could thus be dedicated to nothing but learning while a
 different machine was used to analyze the results.
 The network consisted of sixty-four inputs, ninety-six hidden nodes, and seven
 outputs. It was essentially a flat feed forward network that was fully connected without
 self-inputs or biases. It was made to train on the same character set that the feature
 extraction algorithm had used as its dictionary. Learning was achieved through back
 propagation without momentum.
 Each of the sixty-four inputs was wired to one of the pixels in the 8X8
 character. An input was taken to be zero if the pixel was empty, or a one otherwise.
 The seven outputs were simply used to make a seven bit numerical label (unique labels
 for eighty-four characters require seven bits) that coincided with the ordering of the
 character set. The labels ran from zero to eighty-three.
 2.13 Technological advancements in OCR
 Advances are being made to recognize characters based on the context of the
 word in which they appear, as with the Predictive Optical Word Recognition algorithm
 from Peabody, Mass.-based Scan Soft Inc. The next step for developers is document
 recognition, in which the software will use knowledge of the parts of speech and
 grammar to recognize individual characters.
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 Today, OCR software can recognize a wide variety of fonts, but handwriting and
 script fonts that mimic handwriting are still problematic. Developers are taking
 different approaches to improve script and handwriting recognition. OCR software
 from Exper Vision Inc. in Fremont, Calif., first identifies the font and then runs its
 character-recognition algorithms. Advances have made OCR more reliable; expect a
 minimum of 90% accuracy for average-quality documents. Despite vendor claims of
 one-button scanning, achieving 99% or greater accuracy takes clean copy and practice
 setting scanner parameters and requires you to "train" the OCR software with your
 documents. The first step toward better recognition begins with the scanner. The
 quality of its charge-coupled device light arrays will affect OCR results.
 Smudges or background color can fool the recognition software. Adjusting the
 scan's resolution can help refine the image and improve the recognition rate, but there
 are trade-offs. For example, in an image scanned at 24-bit color with 1,200 dots per
 inch (dpi), each of the 1,200 pixels has 24 bits' worth of color information. This scan
 will take longer than a lower-resolution scan and produce a larger file, but OCR
 accuracy will likely be high. A scan at 72 dpi will be faster and produce a smaller file
 —good for posting an image of the text to the Web—but the lower resolution will
 likely degrade OCR accuracy.
 Most scanners are optimized for 300 dpi, but scanning at a higher number of dots
 per inch will increase accuracy for type under 6 points in size. Bilevel (black and white
 only) scans are the rule for text documents. Bilevel scans are faster and produce
 smaller files, because unlike 24-bit color scans, they require only one bit per pixel.
 Some scanners can also let you determine how subtle to make the color differentiation.
 Which method will be more effective depends on the image being scanned. A bilevel
 scan of a shopworn page may yield more legible text. But if the image to be scanned
 has text in a range of colors, as in a brochure, text in lighter colors may drop out.
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 CHAPTER 3
 SYSTEM ANALYSIS
 3.1 Network analysis
 The Multilayer perception(MLP) neural network implemented for the purpose
 of this project is composed of 3 layers, one input, one hidden and one output.
 The input layer constitutes of 150 neurons which receive pixel binary data from a
 10x15 symbol pixel matrix. The size of this matrix was decided taking into
 consideration the average height and width of character image that can be mapped
 without introducing any significant pixel noise.
 The hidden layer constitutes of 250 neurons whose number is decided on the basis
 of optimal results on a trial and error basis.
 The output layer is composed of 16 neurons corresponding to the 16-bits of
 Unicode encoding.
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 Fig.no. 3.1.1 Network formation
 To initialize the weights a random function was used to assign an initial random
 number which lies between two preset integers named weight_bias. The weight bias is
 selected from trial and error observation to correspond to average weights for quick
 convergence.
 3.2 Image Analysis & detection
 The process of image analysis to detect character symbols by examining pixels
 is the core part of input set preparation in both the training and testing phase. Symbolic
 extents are recognized out of an input image file based on the color value of individual
 pixels, which for the limits of this project is assumed to be either black
 RGB(255,0,0,0) or white RGB(255,255,255,255). The input images are assumed to be
 in bitmap form of any resolution which can be mapped to an internal bitmap object in
 the Microsoft Visual Studio environment. The procedure also assumes the input image
 is composed of only characters and any other type of bounding object like a boarder
 line is not taken into consideration.
 3.3 Feasibility of the system
 OCR software can recognize a wide variety of fonts, but handwriting and script
 fonts that mimic handwriting are still problematic. Developers are taking different
 approaches to improve script and handwriting recognition. OCR software from Exper
 Vision Inc. in Fremont, Calif., first identifies the font and then runs its character-
 recognition algorithms. Advances have made OCR more reliable; expect a minimum of
 90% accuracy for average-quality documents. Despite vendor claims of one-button
 scanning, achieving 99% or greater accuracy takes clean copy and practice setting
 scanner parameters and requires you to "train" the OCR software with your documents.
 The first step toward better recognition begins with the scanner. The quality of its
 charge-coupled device light arrays will affect OCR results.
 3.3.1 Technical feasibility This system is self-explanatory. As the system has been
 build by concentrating on the Graphical User Interface, the application can also be
 handled very easily by every user. Therefore, this system creates a user friendly
 environment.
 31 Dept of IT, AITS

Page 32
                        

UNICODE OCR
 3.3.2 Economic feasibility In these days, any high level technology at a lower cost will
 be given preference. Ours is such a system that it operates at a lower economic level
 which is more beneficial for recognition systems.
 3.3.3 Time based feasibility The scanning , loading, trainaing of the character sets can
 be done very quickly and easily which consumes no time.
 3.3.4 Operational feasibility The system can avoid the wrong computerization, wrong
 interpretation of the input data. In this the recorded data is maintained and backed up in
 such a way that the data is not lost. By this, the speed of the system could also
 increases.
 3.4 Purpose of the system
 Nowadays, there is much motivation to conceive systems of automatic
 document processing. Giant stages were made in the last decade, in technological terms
 of supports and in software products. The optical Character recognition (OCR)
 contributes to this progress by providing techniques to convert great volumes of
 Documents automatically. The processing of huge amount of printed documents is a
 big task to handle economically. In today’s world of information, forms, reports,
 contracts, letters and bank checks are generated everyday. Hence the need to store,
 retrieve, update, replicate and distribute the printed documents, becomes increasingly
 important Automatic reading of bank checks is one of the most significant applications
 in the area of recognition of written data. A local town bank can sort daily thousands of
 checks. The treatment of these checks is expensive. The recognition of degraded
 documents remains an ongoing challenge in the field of optical character recognition.
 In spite of significant improvements in the area of optical character recognition,
 the recognition of degraded printed characters, in particular, is still lacking satisfactory
 solutions. Studies on designing recognition systems with high performance for
 degraded documents are in progress along three different aspects. One is to use a robust
 classifier; a second is to enhance the degraded Documents images for better display
 quality and accurate recognition, and the third is to use several classifiers
 32 Dept of IT, AITS

Page 33
                        

UNICODE OCR
 3.5 Functional requirements
 A functional requirement defines a function of a software system or its
 component. A function is described as a set of inputs, the behavior, and outputs. It may
 be calculations, technical details, data manipulation and processing and other specific
 functionality that define what a system is supposed to accomplish. A typical functional
 requirement will contain a unique name and number, a brief summary, and a rationale.
 This information is used to help the reader understand why the requirement is needed,
 and to track the requirement through the development of the system. So this section
 analyzes various angles of the functionality to be developed. We need to use each type
 of analysis for the entire system. Select only that analysis that best allow us to
 complete the understanding of the requirements.
 The functional requirements in our system are:
 Highly computerized.
 Manipulation of information.
 Scanning,loading, training the network secured manner.
 Recognition of characters based on neural networks.
 3.6 Non- Functional requirements
 A non-functional requirement is a requirement that specifies criteria that can be
 used to judge the operation of a system, rather than specific behaviors. The non-
 functional requirements are "constraints", "quality attributes", "quality goals" and
 "quality of service requirements," and "non-behavioral requirements. It describes user
 visible aspects of the system that are not directly related with the functional behavior of
 system.
 The non-functional requirements in our system include:
 Quantitative constraints such as response time i.e., how fast the system reacts to
 users actions.
 Accuracy i.e., how precise the system numerical answers were.
 System can withstand any number of user related responses to complete the desired
 service.
 Safety and Reliability by incorporating robust algorithms.
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 3.7 Specific Requirements
 3.7.1 Hardware Requirements
 Processor : Intel Pentium IV
 Cache Memory : 1MB
 HDD : 40 GB
 RAM : 512 MB
 Processor Speed : 600 MHz
 Display Type : VGA
 Mouse : Logitech
 Monitor : 15” Samsung Color Monitor
 3.7.2 Software Requirements
 Operating System : Windows XP
 Software : Microsoft Visual Studio .Net 2005
 Platform : .NET
 3.8 Conclusion
 We conclude that these are minimum specifications and requirements that are
 needed to be provided for the successful completion of this application.
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 CHAPTER 4
 PROJECT DESIGN
 4.1 Introduction
 Software design sits at the technical kernel of the software engineering process
 and is applied regardless of the development paradigm and area of application. Design
 is the first step in the development phase for any engineered product or system. The
 designer’s goal is to produce a model or representation of an entity that will later be
 built. Beginning, once system requirement have been specified and analyzed, system
 design is the first of the three technical activities -design, code and test that is required
 to build and verify software.
 The importance can be stated with a single word “Quality”. Design is the place
 where quality is fostered in software development. Design provides us with
 representations of software that can assess for quality. Design is the only way that we
 can accurately translate a customer’s view into a finished software product or system.
 Software design serves as a foundation for all the software engineering steps that
 follow. Without a strong design we risk building an unstable system – one that will be
 difficult to test, one whose quality cannot be assessed until the last stage.
 During design, progressive refinement of data structure, program structure, and
 procedural details are developed reviewed and documented. System design can be
 viewed from either technical or project management perspective. From the technical
 point of view, design is comprised of four activities – architectural design, data
 structure design, interface design and procedural design.
 Design goals
 • The main goal of this mechanism is to model the structure of Design Patterns.
 • This is an interesting feature because it can help designers to point out pattern
 application without spending time with intricate design details.
 • Moreover, it can also help designers to better document their systems and to
 manage their own design pattern library.
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 • This can be used in different systems or projects.
 • Therefore the abundant documentation has sections wholly dedicated to patterns
 which specify how a pattern occurrence refers to the corresponding pattern
 specification.
 • The designer can reuse the pattern occurrence symbol for a given pattern any
 number of times, with a different binding for each new context in which the pattern
 appears.
 4.2 Data Flow Diagrams
 A data flow diagram is graphical tool used to describe and analyze
 movement of data through a system. These are the central tool and the basis from
 which the other components are developed. The transformation of data from input to
 output, through processed, may be described logically and independently of physical
 components associated with the system. These are known as the logical data flow
 diagrams. The physical data flow diagrams show the actual implements and movement
 of data between people, departments and workstations. A full description of a system
 actually consists of a set of data flow diagrams. Using two familiar notations Yourdon,
 Gane and Sarson notation develops the data flow diagrams. Each component in a DFD
 is labeled with a descriptive name. Process is further identified with a number that will
 be used for identification purpose. The development of DFD’S is done in several
 levels. Each process in lower level diagrams can be broken down into a more detailed
 DFD in the next level. The lop-level diagram is often called context diagram. It
 consists a single process bit, which plays vital role in studying the current system. The
 process in the context level diagram is exploded into other process at the first level
 DFD.
 The idea behind the explosion of a process into more process is that
 understanding at one level of detail is exploded into greater detail at the next level.
 This is done until further explosion is necessary and an adequate amount of detail is
 described for analyst to understand the process.
 Larry Constantine first developed the DFD as a way of expressing system
 requirements in a graphical from, this lead to the modular design.
 A DFD is also known as a “bubble Chart” has the purpose of clarifying system
 requirements and identifying major transformations that will become programs in
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 system design. So it is the starting point of the design to the lowest level of detail. A
 DFD consists of a series of bubbles joined by data flows in the system.
 4.2.1 Dfd Symbols
 In the DFD, there are four symbols
 • A square defines a source(originator) or destination of system data
 • An arrow identifies data flow. It is the pipeline through which the information
 flows
 • A circle or a bubble represents a process that transforms incoming data flow into
 outgoing data flows.
 • An open rectangle is a data store, data at rest or a temporary repository of data
 4.2.2 Data flow diagram notations
 You can use two different types of notations on your data flow diagrams: Yourdon
 & Coad or Gane & Sarson.
 Process Notations
 Process: A process transforms incoming data flow into outgoing data flow.
 Yourdon and Coad Gane and Sarson
 Process Notations Process Notation
 Data store Notations
 Data Store: Data stores are repositories of data in the system. They are sometimes
 also referred to as files.
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 Yourdon and Coad Data store Notations Gane and Sarson Data store
 Notations
 Dataflow Notations
 Dataflow: Data flows are pipelines through which packets of information flow.
 External Entity Notations
 External Entity: External entities are objects outside the system, with which the
 system communicates. External entities are sources and destinations of the system's
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 inputs and outputs.
 DFD Notations
 Process
 Process that t
 Entity
 Data store
 Data Flow
 4.2.3 Constructing a DFD:
 Several rules of thumb are used in drawing DFD’S:
 Process should be named and numbered for an easy reference. Each name
 should be representative of the process.The direction of flow is from top to bottom and
 from left to right. Data traditionally flow from source to the destination although they
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 may flow back to the source. One way to indicate this is to draw long flow line back to
 a source. An alternative way is to repeat the source symbol as a destination. Since it is
 used more than once in the DFD it is marked with a short diagonal.When a process is
 exploded into lower level details, they are numbered.The names of data stores and
 destinations are written in capital letters. Process and dataflow names have the first
 letter of each work capitalized. A DFD typically shows the minimum contents of data
 store. Each data store should contain all the data elements that flow in and out.
 Questionnaires should contain all the data elements that flow in and out. Missing
 interfaces redundancies and like is then accounted for often through interviews.
 Silent Feature of DFD’s
 • The DFD shows flow of data, not of control loops and decision are controlled
 considerations do not appear on a DFD.
 • The DFD does not indicate the time factor involved in any process whether the
 dataflow take place daily, weekly, monthly or yearly.
 • The sequence of events is not brought out on the DFD.
 Data Flow:
 • A Data Flow has only one direction of flow between symbols. It may flow in both
 directions between a process and a data store to show a read before an update. The
 later is usually indicated however by two separate arrows since these happen at
 different type.
 • A join in DFD means that exactly the same data comes from any of two or more
 different processes data store or sink to a common location.
 • A data flow cannot go directly back to the same process it leads. There must be at
 least one other process that handles the data flow produce some other data flow
 returns the original data into the beginning process.
 • A Data flow to a data store means update (delete or change).
 • A data Flow from a data store means retrieve or use. A data flow has a noun phrase
 label more than one data flow noun phrase can appear on a single arrow as long as
 all of the flows on the same arrow move together as one package.
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 A DFD typically shows the minimum contents of data store. Each data store should
 contain all the data elements that flow in and out. Questionnaires should contain all the
 data elements that flow in and out. Missing interfaces redundancies and like is then
 accounted for often through interviews. An alternative way is to repeat the source
 symbol as a destination. Since it is used more than once in the DFD it is marked with a
 short diagonal.When a process is exploded into lower level details, they are
 numbered.The names of data stores and destinations are written in capital letters.
 Process and dataflow names have the first letter of each work capitalized.
 Data Flow Diagram of Unicode OCRs
 Fig.no. 4.2.1 Data Flow Diagram of OCR
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 Flowchart:
 The flowchart representation of the algorithm is illustrated below
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 Fig . no. 4.2.2 Flow chart of OCR
 4.3 Entity relation(ER) diagram
 An entity-relationship (ER) diagram is a specialized graphic that illustrates the
 interrelationships between entities in a database. ER diagrams often use symbols to
 represent three different types of information. Boxes are commonly used to represent
 entities. Diamonds are normally used to represent relationships and ovals are used to
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 represent attributes. Entity Relationship Diagrams illustrate the logical structure of
 databases.
 Entity: An entity is an object about which you want to store information.
 Weak Entity: A weak entity is an entity that must defined by a foreign key
 relationship with another entity as it cannot be uniquely identified by its own attributes
 alone.
 Key attribute: A key attribute is the unique, distinguishing characteristic of the entity.
 For example, an employee's social security number might be the employee's key
 attribute.
 Multivalued attribute: A multivalued attribute can have more than one value. For
 example, an employee entity can have multiple skill values.
 Derived attribute: A derived attribute is based on another attribute. For example, an
 employee's monthly salary is based his annual salary.
 Relationships
 Relationships illustrate how two entities share information in the database structure.
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 Entity Relationship diagram of OCR
 Fig.no.4.3.1 ER digram of OCR
 4.4 Unified modeling language (UML) Diagrams
 UML stands for Unified Modeling Language. This object-oriented system of
 notation has evolved from the work of Grady Booch, James Rumbaugh, Ivar Jacobson,
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 and the Rational Software Corporation. Today, UML is accepted by the Object
 Management Group (OMG) as the standard for modeling object oriented programs.
 There are three classifications of UML diagrams:
 • Behavior diagrams:  A type of diagram that depicts behavioral features of a
 system or business process.  This includes activity, state machine, and use case
 diagrams as well as the four interaction diagrams.
 • Interaction diagrams: A subset of behavior diagrams which emphasize object
 interactions.  This includes communication, interaction overview, sequence, and
 timing diagrams.
 • Structure diagrams:  A type of diagram that depicts the elements of a
 specification that are irrespective of time.  This includes class, composite structure,
 component, deployment, object, and package diagrams.  
 Types of UML Diagrams
 UML defines nine types of diagrams:
 1. Class Diagram.
 2. Object Diagram.
 3. Use case Diagram.
 4. Sequence Diagram.
 5. Collaboration Diagram.
 6. State chart Diagram.
 7. Activity Diagram.
 8. Component Diagram.
 9. Deployment Diagram.
 Class Diagrams
 Class diagrams are the backbone of almost every object oriented method,
 including UML. They describe the static structure of a system.
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 Object Diagrams
 Object diagrams describe the static structure of a system at a particular time.
 They can be used to test class diagrams for accuracy.
 Use Case Diagrams
 Use case diagrams model the functionality of system using actors and use cases.
 Sequence Diagrams
 Sequence diagrams describe interactions among classes in terms of an exchange
 of messages over time.
 Collaboration Diagrams
 Collaboration diagrams represent interactions between objects as a series of
 sequenced messages. Collaboration diagrams describe both the static structure and the
 dynamic behavior of a system.
 State chart Diagrams
 State chart diagrams describe the dynamic behavior of a system and are especially
 useful in modeling reactive objects.
 Activity Diagrams
 Activity diagrams illustrate the dynamic nature of a system by modeling the flow of
 control from activity to activity. An activity represents an operation on some class in
 the system that results in a change in the state of the system. Typically, activity
 diagrams are used to model workflow or business processes and internal operation.
 Component Diagrams
 Component diagrams describe the organization of physical software
 components, including source code, run-time (binary) code, and executables.
 Deployment Diagrams
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 Deployment diagrams depict the physical resources in a system, including
 nodes, components and connections.
 Use case: A use case specifies the behavior of the system ort part of the system and is a
 description of a set of sequence of actions that a system performs. Graphically use case
 is rendered as an ellipse with dashed lines, usually including only its name.
 Actor:
 An actor is a human user or external system with which a system being modeled and
 interacts. It needs some information from current system.
 4.4.1 Use case diagram
 Use-case diagrams graphically represent system behavior (use cases). These
 diagrams present a high level view of how the system is used as viewed from an
 outsider’s (actor’s) perspective. A use-case diagram may contain all or some of the
 use cases of a system.
 A use-case diagram can contain:
 • Actors ("things" outside the system)
 • Use cases (system boundaries identifying what the system should do)
 • Interactions or relationships between actors and use cases in the system including
 the associations, dependencies, and generalizations.
 Use-case diagrams can be used during analysis to capture the system requirements
 and to understand how the system should work. During the design phase, you can use
 use-case diagrams to specify the behavior of the system as implemented.
 Identification of Actors:
 Definition:
 An actor is someone or something that:
 • Interacts with or uses the system.
 • Provides input to and receives information from the system.
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 • Is external to the system and has no control over the use cases.
 Graphical Representation:
 Actor name
 Identification of Use cases:
 Definition: Use case is a sequence of transactions performed by a system that yields
 measurable result of values for a particular actor. The use cases are all the ways the
 system may be used.
 Graphical Representation:
 Usecase name
 4.5 Relationships
 Relationship Lines that model the relationships between entities in the system.
 • Generalization--- a solid line with an arrow that points to a higher abstraction
 . of the present item.
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 • Association ------- a solid line that represents that one entity uses another entity as part of its behavior.
 • Dependency ------ a dotted line with an arrowhead that shows one entity depends on the behavior of another entity.
 Association Relationship:
 An association provides a pathway for communication. The communication
 can be between use cases, actors, classes or interfaces. By default, the association tool
 on the toolbox is unidirectional and drawn on a diagram with a single arrow at one end
 of the association. The end with the arrow indicates who or what is receiving the
 communication. Bidirectional communication is used to provide the two way
 communication.
 Graphical Depiction:
 An association relationship is an orthogonal or straight solid line with an
 arrow at one end:
 In an ASSOCIATION Relationship, we can provide Stereotype
 COMMUNICATE also as shown below
 <<Communicate>>
 Dependency Relationship:
 A dependency is a relationship between two model elements in which a
 change to one model element will affect the other model element. Use a dependency
 relationship to connect model elements with the same level of meaning. Typically, on
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 class diagrams, a dependency relationship indicates that the operations of the client
 invoke operations of the supplier.
 We can provide here
 1. Include Relationship.
 2. Extend Relationship.
 Include Relationship:
 Include relationships are created between the new use case and any other use
 case that "uses" its functionality.
 An include relationship is a stereotyped relationship that connects a base use case
 to an inclusion use case. An include relationship specifies how behavior in the
 inclusion use case is used by the base use case.
 BASE USE-CASE INCLUSION USE-CASE
 <<include>>
 Extend Relationships:
 An extend relationship is a stereotyped relationship that specifies how
 the functionality of one use case can be inserted into the functionality of another use
 case. Extend relationships between use cases are modeled as dependencies by using the
 Extend stereotype.
 An extend relationship is used to show
 • Optional behavior
 • Behavior that is run only under certain conditions such as triggering an alarm
 • Several different flows that may be run based on actor selection
 • An extend relationship is drawn as a dependency relationship that points from
 the extension to the base use case
 4.6 Uml Diagrams of the system
 4.6.1 Use case Diagram of OCR
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 Fig. no. 4.6.1 Use case Diagram of OCR
 4.6.2 Class diagram
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 Fig . no. 4.6.2 Class diagram of OCR
 Sequence diagram
 A sequence diagram is a graphical view of a scenario that shows object
 interaction in a time based sequence--what happens first, what happens next.
 Sequence diagrams establish the roles of objects and help provide essential
 information to determine class responsibilities and interfaces.
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 A sequence diagram has two dimensions: the vertical dimension represents
 time; the horizontal dimension represents different objects. The vertical line is called
 the object’s lifeline. The lifeline represents the object’s existence during the
 interaction.
 Purpose:
 1. To show the timely ordered object interactions.
 2. To provide readability.
 3. It is easy to find out the operations that belong to the particular class.
 Object: An object has state, behavior and identity. The structure and behavior of
 similar objects are defined in their common class. Each object in a diagram indicates
 some instance of a class. An object icon is not named is referred to as a class instance.
 The object icon is similar to a class icon except that the name is underlined. An
 object’s concurrency is defined by the concurrency of its class.
 Message: A message is the communication carried between two objects that trigger an
 event. A message carries information from the source focus of control to the
 destination focus of control. The synchronization of a message can be modified
 through the message specification. Synchronization means a message where the
 sending object pauses to wait for results.
 Link: A link should exist between two objects, including class utilities, only if there is
 a relationship between their corresponding classes. The existence of a relationship
 between two classes symbolizes a path of communication between instances of the
 classes: one object may send the messages to another. The link is depicted as a straight
 line between objects and class instances in a collaboration diagram. If an object links to
 itself, use the loop version of the icon
 Sequence Diagram of the system
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 Fig . no. 4.6.3 Sequence diagram of OCR
 CHAPTER 5
 IMLEMENTATION
 5.1 Introduction to technology
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 The .NET Framework is a new computing platform that simplifies application
 development in the highly distributed environment of the Internet. The .NET
 Framework is designed to fulfill the following objectives: To provide a consistent
 object-oriented programming environment whether object code is stored and executed
 locally, but Internet-distributed, or executed remotely.
 • To provide a code-execution environment that minimizes software deployment and
 versioning conflicts.
 • To provide a code-execution environment that guarantees safe execution of code,
 including code created by an unknown or semi-trusted third party.
 • To make the developer experience consistent across widely varying types of
 applications, such as Windows-based applications and Web-based applications.
 • To build all communication on industry standards to ensure that code based on
 the .NET Framework can integrate with any other code.
 • To provide a consistent object-oriented programming environment whether object
 code is stored and executed locally, but Internet-distributed, or executed remotely.
 The .NET Framework has two main components:
 1. The common language runtime and
 2. The .NET Framework class library.
 The common language runtime is the foundation of the .NET Framework. You
 can think of the runtime as an agent that manages code at execution time, providing
 core services such as memory management, thread management, and remoting, while
 also enforcing strict type safety and other forms of code accuracy that ensure security
 and robustness. In fact, the concept of code management is a fundamental principle of
 the runtime. Code that targets the runtime is known as managed code, while code that
 does not target the runtime is known as unmanaged code.
 The class library, the other main component of the .NET Framework, is a
 comprehensive, object-oriented collection of reusable types that you can use to develop
 applications ranging from traditional command-line or graphical user interface (GUI)
 applications to applications based on the latest innovations provided by ASP.NET,
 such as Web Forms and XML Web services.
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 The .NET Framework not only provides several runtime hosts, but also
 supports the development of third-party runtime hosts. We can use the .NET
 Framework to develop the following types of applications and services:
 • Console applications.
 • Windows GUI applications (Windows Forms).
 • ASP.NET applications.
 • XML Web services.
 • Windows services.
 .NET Framework Architecture:
 Fig.no.5.1.1 .Net framework Architecture
 Features of the Common Language Runtime
 The common language runtime manages memory, thread
 execution, code execution, code safety verification, compilation, and other system
 services. These features are intrinsic to the managed code that runs on the common
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 language runtime. With regards to security, managed components are awarded varying
 degrees of trust, depending on a number of factors that include their origin (such as the
 Internet, enterprise network, or local computer). This means that a managed component
 might or might not be able to perform file-access operations, registry-access
 operations, or other sensitive functions, even if it is being used in the same active
 application.
 .NET Framework Class Library
 The .NET Framework class library is a collection of reusable types that tightly
 integrate with the common language runtime. The class library is object oriented,
 providing types from which your own managed code can derive functionality. This not
 only makes the .NET Framework types easy to use, but also reduces the time
 associated with learning new features of the .NET Framework. In addition, third-party
 components can integrate seamlessly with classes in the .NET Framework. For
 example, the .NET Framework collection classes implement a set of interfaces that you
 can use to develop your own collection classes. Your collection classes will blend
 seamlessly with the classes in the .NET Framework. As you would expect from an
 object-oriented class library, the .NET Framework types enable you to accomplish a
 range of common programming tasks, including tasks such as string management, data
 collection, database connectivity, and file access. In addition to these common tasks,
 the class library includes types that support a variety of specialized development
 scenarios. For example, you can use the .NET Framework to develop the following
 types of applications and services:
 • Console applications.• Windows GUI applications (Windows Forms).
 • ASP.NET applications.
 • XML Web services.
 • Windows services.
 Client Application Development
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 Client applications are the closest to a traditional style of application in
 Windows-based programming. These are the types of applications that display
 windows or forms on the desktop, enabling a user to perform a task. Client applications
 include applications such as word processors and spreadsheets, as well as custom
 business applications such as data-entry tools, reporting tools, and so on. Client
 applications usually employ windows, menus, buttons, and other GUI elements, and
 they likely access local resources such as the file system and peripherals such as
 printers. Another kind of client application is the traditional ActiveX control (now
 replaced by the managed Windows Forms control) deployed over the Internet as a Web
 page. This application is much like other client applications: it is executed natively, has
 access to local resources, and includes graphical elements.
 In the past, developers created such applications using C/C++ in conjunction
 with the Microsoft Foundation Classes (MFC) or with a rapid application development
 (RAD) environment such as Microsoft Visual Basic. The .NET Framework
 incorporates aspects of these existing products into a single, consistent development
 environment that drastically simplifies the development of client applications.
 The Windows Forms classes contained in the .NET Framework are
 designed to be used for GUI development. You can easily create command windows,
 buttons, menus, toolbars, and other screen elements with the flexibility necessary to
 accommodate shifting business needs.
 For example, the .NET Framework provides simple properties to adjust
 visual attributes associated with forms. In some cases the underlying operating system
 does not support changing these attributes directly, and in these cases the .NET
 Framework automatically recreates the forms. This is one of many ways in which
 the .NET Framework integrates the developer interface, making coding simpler and
 more consistent.
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 Fig.no.5.1.2 client side application
 Server-side applications in the managed world are implemented through
 runtime hosts. Unmanaged applications host the common language runtime, which
 allows your custom managed code to control the behavior of the server.This model
 provides you with all the features of the common language runtime and class library
 while gaining the performance and scalability of the host server.
 The following illustration shows a basic network schema with managed code
 running in different server environments. Servers such as IIS and SQL Server can
 perform standard operations while your application logic executes through the
 managed code.
 60 Dept of IT, AITS

Page 61
                        

UNICODE OCR
 Fig.no.5.1.3 Server side application
 Server-side managed code
 Fig.no.5.1.4 server side managed code
 ASP.NET is the hosting environment that enables developers to use the .NET
 Framework to target Web-based applications. However, ASP.NET is more than just a
 runtime host; it is a complete architecture for developing Web sites and Internet-
 distributed objects using managed code. Both Web Forms and XML Web services use
 IIS and ASP.NET as the publishing mechanism for applications, and both have a
 collection of supporting classes in the .NET
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 5.2. C# INTRODUCTION AND OVERVIEW
 For the past two decades, C and C++ have been the most widely used
 languages for developing commercial and business software. While both languages
 provide the programmer with a tremendous amount of fine-grained control, this
 flexibility comes at a cost to productivity. Compared with a language such as Microsoft
 Visual Basic, equivalent C and C++ applications often take longer to develop. Due to
 the complexity and long cycle times associated with these languages, many C and C++
 programmers have been searching for a language offering better balance between
 power and productivity.
 There are languages today that raise productivity by sacrificing the
 flexibility that C and C++ programmers often require. Such solutions constrain the
 developer too much (for example, by omitting a mechanism for low-level code control)
 and provide least-common-denominator capabilities. They don't easily interoperate
 with preexisting systems, and they don't always mesh well with current Web
 programming practices.
 The ideal solution for C and C++ programmers would be rapid
 development combined with the power to access all the functionality of the underlying
 platform. They want an environment that is completely in sync with emerging Web
 standards and one that provides easy integration with existing applications.
 Additionally, C and C++ developers would like the ability to code at a low level when
 and if the need arises.
 Microsoft Introduces C#
 The Microsoft solution to this problem is a language called C# (pronounced
 "C sharp"). C# is a modern, object-oriented language that enables programmers to
 quickly build a wide range of applications for the new Microsoft .NET platform, which
 provides tools and services that fully exploit both computing and communications.
 Because of its elegant object-oriented design, C# is a great choice for architecting a
 wide range of components-from high-level business objects to system-level
 applications. Using simple C# language constructs, these components can be converted
 into XML Web services, allowing them to be invoked across the Internet, from any
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 language running on any operating system. More than anything else, C# is designed to
 bring rapid development to the C++ programmer without sacrificing the power and
 control that have been a hallmark of C and C++. Because of this heritage, C# has a
 high degree of fidelity with C and C++. Developers familiar with these languages can
 quickly become productive in C#.
 Productivity and Safety
 The new Web economy-where competitors are just one click away-is
 forcing businesses to respond to competitive threats faster than ever before. Developers
 are called upon to shorten cycle times and produce more incremental revisions of a
 program, rather than a single monumental version. C# is designed with these
 considerations in mind. The language is designed to help developers do more with
 fewer lines of code and fewer opportunities for error.
 Embraces emerging Web programming standards
 The new model for developing applications means more and more solutions
 require the use of emerging Web standards like Hypertext Markup Language (HTML),
 Extensible Markup Language (XML), and Simple Object Access Protocol (SOAP).
 Existing development tools were developed before the Internet or when the Web as we
 know it today was in its infancy. As a result, they don't always provide the best fit for
 working with new Web technologies. C# programmers can leverage an extensive
 framework for building applications on the Microsoft .NET platform. C# includes
 built-in support to turn any component into an XML Web service that can be invoked
 over the Internet-from any application running on any platform.
 Even better, the XML Web services framework can make existing XML Web
 services look just like native C# objects to the programmer, thus allowing developers
 to leverage existing XML Web services with the object-oriented programming skills
 they already have. There are more subtle features that make C# a great Internet
 programming tool. For instance, XML is emerging as the standard way to pass
 structured data across the Internet. Such data sets are often very small. For improved
 performance, C# allows the XML data to be mapped directly into a strut data type
 instead of a class. This is a more efficient way to handle small amounts of data.
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 Even expert C++ programmers can make the simplest of mistakes-forgetting
 to initialize a variable, for instance-and often those simple mistakes result in
 unpredictable problems that can remain undiscovered for long periods of time. Once a
 program is in production use, it can be very costly to fix even the simplest
 programming errors.
 The modern design of C# eliminates the most common C++ programming errors. For
 example:
 • Garbage collection relieves the programmer of the burden of manual memory
 management.
 • Variables in C# are automatically initialized by the environment.
 • Variables are type-safe.
 The end result is a language that makes it far easier for developers to write and
 maintain programs that solve complex business problems.
 Better mapping between business process and implementation
 With the high level of effort that corporations spend on business planning, it
 is imperative to have a close connection between the abstract business process and the
 actual software implementation. But most language tools don't have an easy way to
 link business logic with code.
 For instance, developers probably use code comments today to identify
 which classes make up a particular abstract business object.
 The C# language allows for typed, extensible metadata that can be applied to
 any object. A project architect can define domain-specific attributes and apply them to
 any language element-classes, interfaces, and so on. The developer then can
 programmatically examine the attributes on each element. This makes it easy, for
 example, to write an automated tool that will ensure that each class or interface is
 correctly identified as part of a particular abstract business object, or simply to create
 reports based on the domain-specific attributes of an object. The tight coupling
 64 Dept of IT, AITS

Page 65
                        

UNICODE OCR
 between the custom metadata and the program code helps strengthen the connection
 between the intended program behavior and the actual implementation.
 Extensive interoperability
 The managed, type-safe environment is appropriate for most enterprise
 applications. But real-world experience shows that some applications continue to
 require "native" code, either for performance reasons or to interoperate with existing
 application programming interfaces (APIs). Such scenarios may force developers to
 use C++ even when they would prefer to use a more productive development
 environment.
 C# addresses these problems by Including native support for the Component
 Object Model (COM) and Windows.- based APIs.
 5.3 Working principle of our system
 The operations of the network implementation in this project can be
 summarized by the following steps: In this it consists of 3 phases which are Training
 phase, Loading phases and Recognition
 1.Training phase:
 In the training step we teach the network to respond with desired output for a
 specified input. For this purpose each training sample is represented by two
 components: possible input and the desired network's output for the input.
 Analyze image for characters
 Convert symbols to pixel matrices
 Retrieve corresponding desired output character and convert to Unicode
 Lineraize matrix and feed to network
 Compare output with desired output Unicode value and compute error.Adjust
 weights accordingly and repeat process until preset number of iterations.
 2.Loading phase :
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 After the training step is done, we can give an arbitrary input to the network
 and the network will form an output, from which we can resolve a pattern type
 presented to the network.
 3.Recognition:
 Recognition will be done only if errors will be less i.e nothing but On each
 learning epoch all samples from the training set are presented to the network and the
 summary squared error is calculated. When the error becomes less than the specified
 error limit, then the training is done and the network can be used for recognition. 92
 percent accuracy in recognition proves the good performance of the proposed system.
 Testing phase
 Analyze image for characters
 Convert symbols to pixel matrices
 Compute output
 Display character representation of the Unicode output
 Essential components of the implementation are:
 Formation of the network and weight initialization routine
 Pixel analysis of images for symbol detection
 Loading routines for training input images and corresponding desired output
 characters in special files named character trainer sets (*.cts)
 Loading and saving routines for trained network (weight values)
 Character to binary Unicode and vice versa conversion routines
 Error, output and weight calculation routines
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 5.4 Algorithms Related to the project
 The procedure for analyzing images to detect characters is listed in the following algorithms:
 5.4.1 Determining character lines
 Enumeration of character lines in a character image (‘page’) is essential in
 delimiting the bounds within which the detection can proceed. Thus detecting the next
 character in an image does not necessarily involve scanning the whole image all over
 again.
 Algorithm:
 1. start at the first x and first y pixel of the image pixel(0,0), Set number of lines to 0
 2. scan up to the width of the image on the same y-component of the image
 3. if a black pixel is detected register y as top of the first line
 4. if not continue to the next pixel
 5. if no black pixel found up to the width increment y and reset x to scan the next
 horizontal line
 6. start at the top of the line found and first x-component pixel(0,line_top)
 7. scan up to the width of the image on the same y-component of the image
 8. if no black pixel is detected register y-1 as bottom of the first line. Increment
 number of lines
 9. if a black pixel is detected increment y and reset x to scan the next horizontal line
 10. start below the bottom of the last line found and repeat steps 1-4 to detect
 subsequent lines
 11. If bottom of image (image height) is reached stop.
 5.4.2 Detecting Individual symbols
 Detection of individual symbols involves scanning character lines for orthogonally separable images composed of black pixels.
 Algorithm:
 1. start at the first character line top and first x-component
 2. scan up to image width on the same y-component
 3. if black pixel is detected register y as top of the first line
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 4. if not continue to the next pixel
 a. start at the top of the character found and first x-component,
 pixel(0,character_top)
 b. scan up to the line bottom on the same x-component
 5. if black pixel found register x as the left of the symbol
 6. if not continue to the next pixel
 7. if no black pixels are found increment x and reset y to scan the next vertical line
 a. start at the left of the symbol found and top of the current line, pixel.
 b. scan up to the width of the image on the same x-component
 8. if no black characters are found register x-1 as right of the symbol
 9. if a black pixel is found increment x and reset y to scan the next vertical line
 a. start at the bottom of the current line and left of the symbol, pixel
 b. scan up to the right of the character on the same y-component
 10. if a black pixel is found register y as the bottom of the character
 11. if no black pixels are found decrement y and reset x to scan the next vertical line
 5.4.3 Line and Character boundary detection
 From the procedure followed and the above figure it is obvious that the detected
 character bound might not be the actual bound for the character in question. This is an
 issue that arises with the height and bottom alignment irregularity that exists with
 printed alphabetic symbols. Thus a line top does not necessarily mean top of all
 characters and a line bottom might not mean bottom of all characters as well.
 Hence a confirmation of top and bottom for the character is needed.
 An optional confirmation algorithm implemented in the project is:
 start at the top of the current line and left of the character
 scan up to the right of the character
 if a black pixels is detected register y as the confirmed top
 if not continue to the next pixel
 if no black pixels are found increment y and reset x to scan the next horizontal line
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 Fig.no.5.4.3.1 Character confirmation
 5.4.4 Symbol Image Matrix Mapping
 The next step is to map the symbol image into a corresponding two dimensional
 binary matrix. An important issue to consider here will be deciding the size of the
 matrix. If all the pixels of the symbol are mapped into the matrix, one would definitely
 be able to acquire all the distinguishing pixel features of the symbol and minimize
 overlap with other symbols. However this strategy would imply maintaining and
 processing a very large matrix (up to 1500 elements for a 100x150 pixel image). Hence
 a reasonable tradeoff is needed in order to minimize processing time which will not
 significantly affect the separability of the patterns. The project employed a sampling
 strategy which would map the symbol image into a 10x15 binary matrix with only 150
 elements. Since the height and width of individual images vary, an adaptive sampling
 algorithm was implemented. The algorithm is listed below:
 Algorithm:
 For the width (initially 20 elements wide)
 Map the first (0,y) and last (width,y) pixel components directly to the first (0,y) and
 last (20,y) elements of the matrix
 Map the middle pixel component (width/2,y) to the 10th matrix element
 subdivide further divisions and map accordingly to the matrix
 For the height (initially 30 elements high)
 Map the first x,(0) and last (x,height) pixel components directly to the first (x,0)
 and last (x,30) elements of the matrix
 Map the middle pixel component (x,height/2) to the 15th matrix element
 subdivide further divisions and map accordingly to the matrix
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 Fig.no.5.4.4.1 Matrix mapping
 5.4.5 Mapping symbol images onto a binary matrix
 In order to be able to feed the matrix data to the network (which is of a single
 dimension) the matrix must first be linearized to a single dimension. This is
 accomplished with a simple routine with the following algorithm:
 Algorithm:
 start with the first matrix element (0,0)
 increment x keeping y constant up to the matrix width
 map each element to an element of a linear array (increment array index)
 if matrix width is reached reset x, increment y
 repeat up to the matrix height (x,y)=(width, height)
 Hence the linear array is our input vector for the MLP Network. In a training
 phase all such symbols from the trainer set image file are mapped into their own linear
 array and as a whole constitute an input space. The trainer set would also contain a file
 of character strings that directly correspond to the input symbol images to serve as the
 desired output of the training. A sample mini trainer set is shown below:
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 Fig.no 5.4.5 Reducing dimension
 5.5Module Description
 The modules of OCR are : Image scanner: The input to the image scanner will be the blurred text that will be
 processed into a scanned image.
 OCR software: This software takes the scanned image as input and processes the
 image by analyzing, processing and racognising the input.
 Neural network: this provides better support for OCR.
 Interface: The output can be presented to the user with an interface.
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 Table for module description:
 MODULES INPUT OUTPUT
 IMAGE SCANNER Blurred text
 Blurred characters Scanned images
 OCR SOFTWARE Scanned image Reorganised text
 Processed text
 . Reorganized text Recognised text
 Interface Text to be recognised Recognised text
 Table.no.5.5.1 Module description
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 CHAPTER 6
 TESTING
 6.1 Introduction
 Testing is process of executing a program with the explicit intention of finding
 errors that is making the program fail. Software Testing is the process of testing the
 functionality and correctness of software by running it. Process of executing a program
 with the intent of finding errors.
 A good test case is one that has a high probability of finding an as yet
 undiscovered error. A successful test is one that uncovers an as yet undiscovered error.
 Software Testing is usually performed for one of two reasons:
 Defect detection
 Reliability estimation
 6.2 Testing techniques
 Black Box Testing:
 Applies to software systems or module, tests functionality in terms of inputs
 and outputs at interfaces. Test reveals if the software function is fully operational with
 reference to requirements specification.
 White Box Testing:
 Knowing the internal workings i.e., to test if all internal operations are
 performed according to program structures and data structures. To test if all internal
 components have been adequately exercised.
 Software Testing Strategies:
 Software testing is a critical element of software quality assurance and
 represents the ultimate review of specification, design and coding.
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 The testing phase involves the testing of the development system using various
 test data. Preparation of test data plays a vital role in system testing. After preparing
 test data, the system under study will be tested using these test data. Testing steps and
 corrections will also be noted for future use. Thus a series of test likes: Integration
 testing, System testing and Acceptance testing will be performed.
 A strategy for software testing will begin in the following order:
 1. Unit testing
 2. Integration testing
 3. Validation testing
 4. System testing
 Unit testing
 It concentrates on each unit of the software as implemented in source code and
 is a white box oriented. Using the component level design description as a guide,
 important control paths are tested to uncover errors within the boundary of the module.
 Integration testing
 Here we focus on design and construction of the software architecture.
 Integration testing is a systematic technique for constructing the program structure
 while at the same time conducting tests to uncover errors associated with interfacing.
 The objective is to take unit tested components and build a program structure that has
 been dictated by design.
 Validation testing
 In this, requirements established as part of software requirements analysis are
 validated against the software that has been constructed i.e., validation succeeds when
 software functions in a manner that can reasonably expected by the customer.
 System testing
 In this software and other system elements are tested as a whole. Here the
 entire software system is tested. The reference document for this process is the
 requirement document and the goal is to see if the software meets its requirements.
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 Acceptance testing is generally performed with realistic data of the client to
 demonstrate the software behaviour of the system. The internal logic of the program is
 not emphasized.
 6.3 Validations
 Having test cases that are good at revealing the presence of faults is central to
 successful testing. The reason for this is that if the re is a fault in a program, the
 program can still provide the expected behavior for many inputs. Only for the set of
 inputs that exercise the fault in the program will the output of the program deviate from
 the expected behavior. Hence, it is fair to say that testing is as its test cases.
 Test case for image Scanning
 TEST CASE
 INPUT EXPECTED BEHAVIOUR
 OBSERVED BEHAVIOUR
 STATUSPASS/ FAIL
 1.
 Place the text to be scanned
 Must undergo scan
 -do- p
 2. Misplacing the text
 Displays an alert message “Place text properly”
 Check for misplace
 F
 Table.no. 6.3.1 Test case for image Scanning
 Description
 User must provide the image scanner with the required text which is degraded
 or blurred and this blurred text will be scanned so that it will be converted into an
 image form and then processed with OCR software.
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 Test cases for OCR
 TEST CASE
 INPUT EXPECTED BEHAVIOUR
 OBSERVED BEHAVIOUR
 STATUSPASS/ FAIL
 1.
 Input Scanned text
 Process the text -do- p
 2. Enter input without loading
 Displays an alert message “ load properly”
 Loading is checked
 F
 Table.no. 6.3.2 Test cases for OCR
 Description
 The ocr software will be provided with the scanned input which undergoes 3
 phases: analyses,processing and recognition. OCR processes the input text based on the
 neural network.
 TEST CASE
 INPUT EXPECTED BEHAVIOUR
 OBSERVED BEHAVIOUR
 STATUSPASS /FAIL
 1. Training set
 Training completed
 -do- P
 2. Wrong inout of training set
 Error message Train set to be verified
 F
 Table.no. 6.3.2 Test cases for training the network
 Desciption
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 The network must undergo training phase in which the user provides the network
 with the training set with the requied character set. Then the loading phase follows.
 CHAPTER 7
 OUTPUT SCREENS
 7.1 Unicode OCR home window
 This is the home window for the Unicode OCR. It contains the main buttons for
 load training set, save network, load network, load image and save output.
 Fig.no.7.1.1 Unicode OCR home window
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 7.2 Screen for description of window
 This screen gives the whole description of the home window. It gives each and
 every button in the window.
 Fig.no.7.2.1 Screen for description of window
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 7.3 Load training set
 For the character recognition we have to give training to the network. We
 have a button called ‘load training set’ to give the training to the network.
 Fig.no.7.3.1 Screen for Load training set
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 7.4 Screen for network training
 After selecting the network from the training set we have to press the ‘Start’ button by
 which the training process starts. The process iterates a maximum of 300 epochs for all
 the characters which we have given in the training set.
 Fig.no.7.4.1 Screen for network training
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 7.5 Screen for saving the network
 After completion of the training we have to save our network with .ann
 extension.
 Fig.no.7.5.1 Screen for saving the network
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 7.6 Screen for Loading the Network
 We have to load the saved network into our environment using a button
 ‘Load Network’ .
 Fig.no.7.6.1 Screen for Loading the Network
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 7.7 Screen for Loading the Image
 Load the image using ‘Load Image’ button to which the character recognition
 is to be done.
 Fig.no.7.7.1 Screen for Loading the Image
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 7.8 Screen for Scanning of the characters
 With the ‘Start’ button the character recognition starts. Each character is
 compared in a matrix analysis format.
 Fig.no 7.8.1 Screen for Scanning of the characters
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 7.9 Screen for Completion of character recognition
 After the recognition a dialogue box will be displayed that ‘Character
 Recognition Complete’.
 Fig.no.7.9.1 Screen for Completion of character recognition
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 7.10 Screen for Saving the output
 Save the output using ‘Save Output’ button.
 Fig.no.7.10.1 Screen for Saving the output
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 7.11 Screen for Editing the text
 The output is saved in the notepad format by which the text can be edited.
 Fig.no.7.11.1 Screen for Editing the text
 87 Dept of IT, AITS

Page 88
                        

UNICODE OCR
 CHAPTER 8
 CONCLUSION & FUTURE ENHANCEMENTS
 Conclusion
 A recognition method that integrates a local feature based classifier with a
 global feature based classifier is proposed in this paper. The local feature based
 classifier performs well in good quality environment. The global feature based
 classifier is very robust for bad quality characters. Our method uses a coarse-tofine
 recognition structure. A candidate fusion step is used to link the coarse classification
 with the fine classification. Experiments show that our proposed method can efficiently
 handle two typical degradation types: image degradation caused by blurring and low
 image dimension and character shape changes by font variation. The future research
 directions include better coarse classification and the robustness evaluation under other
 degradation types
 Future enhancements
 The future research directions include better coarse classification and the
 robustness evaluation under other degradation types.
 Experiments are carried on degraded Chinese character recognition.
 Even we can implement our system to detect the degraded characters of other
 languages and to convert them into required language.
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