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I.1 Data Mining
 I.1.1 Introduction
 Organizations generate and collect large volumes of data, which they use in daily operations. However, to compete effectively today, taking advantage of high-return opportunities in a timely fashion, decision-makers must be able to identify and utilize information hidden in the collected data. Database Management systems gave access to the data stored but this was only a small part of what could be gained from the data. Traditional on-line transaction processing systems, OLTPs, are good at putting data into databases quickly, safely and efficiently but are not good at delivering meaningful analysis in return. Analysing data can provide further knowledge about a business by going beyond the data explicitly stored to derive knowledge about the business. This is where Data Mining or Knowledge Discovery in Databases (KDD) has obvious benefits for any enterprise. Data mining is the process of extracting valid, previously unknown, and ultimately comprehensible information from large databases and using it to make crucial business decisions. The extracted information can be used to form a prediction or classification model, identify relations between database records, or provide a summary of the database(s) being mined.
 Data mining consists of a number of operations each of which is supported by a variety of techniques such as rule induction, neural networks, conceptual clustering, association discovery, etc. In this section there is a presentation of a variety of data mining techniques, discussion of how they can be used independently and cooperatively to extract high quality information from databases, and present a multi-component data mining framework.
 The goal of identifying and utilizing information hidden in data has three requirements: First, the captured data must be integrated into organization-wide views, instead of department-specific views, and often supplemented with open source and/or purchased data. Second, the information contained in the integrated data must be extracted, or mined. Third, the mined information must be organized in ways that enable decision-making.
 Data mining systems satisfy these three requirements. These requirements imply that a data mining system must interact with a data warehouse, which organizes an organization's operational data in ways that facilitate analysis, and must interface with decision support systems (DSSs) which are used by decision-makers in their daily activities. Mining the contents of a warehouse usually results in higher quality information because of the diverse but complementary types of data warehouses stores.
 I.1.1.a Data mining backgroundData mining research has drawn on a number of other fields such as inductive learning, machine learning and statistics etc.
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Inductive learningInduction is the inference of information from data and inductive learning is the model building process where the environment i.e. database is analysed with a view to finding patterns. Similar objects are grouped in classes and rules formulated whereby it is possible to predict the class of unseen objects. This process of classification identifies classes such that each class has a unique pattern of values which forms the class description. The nature of the environment is dynamic hence the model must be adaptive i.e. should be able learn.
 Generally it is only possible to use a small number of properties to characterise objects so we make abstractions in that objects which satisfy the same subset of properties are mapped to the same internal representation. Inductive learning where the system infers knowledge itself from observing its environment has two main strategies:
 Supervised learning - this is learning from examples where a teacher helps the system construct a model by defining classes and supplying examples of each class. The system has to find a description of each class i.e. the common properties in the examples. Once the description has been formulated the description and the class form a classification rule which can be used to predict the class of previously unseen objects. This is similar to discriminate analysis as in statistics.
 Unsupervised learning - this is learning from observation and discovery. The data mine system is supplied with objects but no classes are defined so it has to observe the examples and recognise patterns (i.e. class description) by itself. This system results in a set of class descriptions, one for each class discovered in the environment. Again this similar to cluster analysis as in statistics.
 Induction is therefore the extraction of patterns. The quality of the model produced by inductive learning methods is such that the model could be used to predict the outcome of future situations in other words not only for states encountered but rather for unseen states that could occur. The problem is that most environments have different states, i.e. changes within, and it is not always possible to verify a model by checking it for all possible situations.
 Given a set of examples the system can construct multiple models some of which will be simpler than others. The simpler models are more likely to be correct if we adhere to Ockhams razor, which states that if there are multiple explanations for a particular phenomena it makes sense to choose the simplest because it is more likely to capture the nature of the phenomenon.
 StatisticsStatistics has a solid theoretical foundation but the results from statistics can be overwhelming and difficult to interpret, as they require user guidance as to where and how to analyse the data. Data mining however allows the expert's knowledge of the data and the advanced analysis techniques of the computer to work together.
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Statistical analysis systems such as SAS and SPSS have been used by analysts to detect unusual patterns and explain patterns using statistical models such as linear models. Statistics have a role to play and data mining will not replace such analyses but rather they can act upon more directed analyses based on the results of data mining. For example statistical induction is something like the average rate of failure of machines.
 Machine LearningMachine learning is the automation of a learning process and learning is tantamount to the construction of rules based on observations of environmental states and transitions. This is a broad field which includes not only learning from examples, but also reinforcement learning, learning with teacher, etc. A learning algorithm takes the data set and its accompanying information as input and returns a statement e.g. a concept representing the results of learning as output. Machine learning examines previous examples and their outcomes and learns how to reproduce these and make generalisations about new cases.
 Generally a machine learning system does not use single observations of its environment but an entire finite set called the training set at once. This set contains examples i.e. observations coded in some machine readable form. The training set is finite hence not all concepts can be learned exactly.
 Differences between Data Mining and Machine LearningKnowledge Discovery in Databases (KDD) or Data Mining, and the part of Machine Learning (ML) dealing with learning from examples overlap in the algorithms used and the problems addressed. The main differences are:
 KDD is concerned with finding understandable knowledge, while ML is concerned with improving performance of an agent. So training a neural network to balance a pole is part of ML, but not of KDD. However, there are efforts to extract knowledge from neural networks which are very relevant for KDD. KDD is concerned with very large, real-world databases, while ML typically (but not always) looks at smaller data sets. So efficiency questions are much more important for KDD. ML is a broader field which includes not only learning from examples, but also reinforcement learning, learning with teacher, etc.
 KDD is that part of ML which is concerned with finding understandable knowledge in large sets of real-world examples. When integrating machine learning techniques into database systems to implement KDD some of the databases require:
 more efficient learning algorithms because realistic databases are normally very large and noisy. It is usual that the database is often designed for purposes different from data mining and so properties or attributes that would simplify the learning task are not present nor can they be requested from the real world. Databases are usually contaminated by errors so the data mining algorithm has to cope with noise whereas ML has laboratory type examples i.e. as near perfect as possible.
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more expressive representations for both data, e.g. tuples in relational databases, which represent instances of a problem domain, and knowledge, e.g. rules in a rule-based system, which can be used to solve users' problems in the domain, and the semantic information contained in the relational schemata.
 Practical KDD systems are expected to include three interconnected phases
 Translation of standard database information into a form suitable for use by learning facilities; Using machine learning techniques to produce knowledge bases from databases; and Interpreting the knowledge produced to solve users' problems and/or reduce data spaces. Data spaces being the number of examples.
 I.1.1.b Data Mining ModelsIBM has identified two types of model or modes of operation, which may be used to unearth information of interest to the user.
 Verification ModelThe verification model takes an hypothesis from the user and tests the validity of it against the data. The emphasis is with the user who is responsible for formulating the hypothesis and issuing the query on the data to affirm or negate the hypothesis.
 In a marketing division for example with a limited budget for a mailing campaign to launch a new product it is important to identify the section of the population most likely to buy the new product. The user formulates an hypothesis to identify potential customers and the characteristics they share. Historical data about customer purchase and demographic information can then be queried to reveal comparable purchases and the characteristics shared by those purchasers which in turn can be used to target a mailing campaign. The whole operation can be refined by `drilling down' so that the hypothesis reduces the `set' returned each time until the required limit is reached.
 The problem with this model is the fact that no new information is created in the retrieval process but rather the queries will always return records to verify or negate the hypothesis. The search process here is iterative in that the output is reviewed, a new set of questions or hypothesis formulated to refine the search and the whole process repeated. The user is discovering the facts about the data using a variety of techniques such as queries, multidimensional analysis and visualization to guide the exploration of the data being inspected.
 Discovery ModelThe discovery model differs in its emphasis in that it is the system automatically discovering important information hidden in the data. The data is sifted in search of frequently occurring patterns, trends and generalisations about the data without intervention or guidance from the user. The discovery or data mining tools aim to reveal a large number of facts about the data in as short a time as possible.
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An example of such a model is a bank database which is mined to discover the many groups of customers to target for a mailing campaign. The data is searched with no hypothesis in mind other than for the system to group the customers according to the common characteristics found.
 I.1.1.c Data WarehousingData mining potential can be enhanced if the appropriate data has been collected and stored in a data warehouse. A data warehouse is a relational database management system (RDMS) designed specifically to meet the needs of transaction processing systems. It can be loosely defined as any centralised data repository which can be queried for business benefit but this will be more clearly defined later. Data warehousing is a new powerful technique making it possible to extract archived operational data and overcome inconsistencies between different legacy data formats. As well as integrating data throughout an enterprise, regardless of location, format, or communication requirements it is possible to incorporate additional or expert information. In other words the data warehouse provides data that is already transformed and summarized, therefore making it an appropriate environment for more efficient DSS and EIS applications.
 Characteristics of a data warehouseAccording to Bill Inmon, author of Building the Data Warehouse and the guru who is widely considered to be the originator of the data warehousing concept, there are generally four characteristics that describe a data warehouse:
 Subject-oriented: data are organized according to subject instead of application e.g. an insurance company using a data warehouse would organize their data by customer, premium, and claim, instead of by different products (auto, life, etc.). The data organized by subject contain only the information necessary for decision support processing. Integrated: When data resides in many separate applications in the operational environment, encoding of data is often inconsistent. For instance, in one application, gender might be coded as "m" and "f" in another by 0 and 1. When data are moved from the operational environment into the data warehouse, they assume a consistent coding convention e.g. gender data is transformed to "m" and "f". Time-variant: The data warehouse contains a place for storing data that are five to 10 years old, or older, to be used for comparisons, trends, and forecasting. These data are not updated. Non-volatile: Data are not updated or changed in any way once they enter the data warehouse, but are only loaded and accessed.
 I.1.2 The Data Mining Process
 Transforming the contents of a data warehouse into the information that can drive decision-making is a complex process that can be organized into four major steps:
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I.1.2.a Data SelectionA data warehouse contains a variety of diverse data not all of which will be necessary to achieve a data mining goal. The first step in the data mining process is to select the types of data that will be used. For example, marketing databases contain data describing customer purchases, demographic data, lifestyle data, census and state financial data, etc. The selected data types may be organized along multiple tables. As part of the data selection step, table joins may need to be performed. Furthermore, even after selecting the desired database tables, it is not always necessary to mine the contents of the entire table to identify useful information. Under certain conditions and for certain types of data mining operations, e.g., when creating a classification or prediction model, it may be adequate to first sample the table and then mine the sample; usually a less expensive operation.
 I.1.2.b Data TransformationOnce the desired database tables have been selected and the data to be mined has been identified, it is usually necessary to perform certain transformations on the data. The type of the transformations is dictated by the type of data mining operation performed and the data mining technique used. Transformations vary from conversions of one type of data to another, e.g., converting nominal values into numeric ones so that they can be processed by a neural network, to definition of new attributes, i.e., derived attributes. New attributes are defined either by applying mathematical or logical operators on the values of one or more database attributes. For example, taking the natural logarithm of an attribute's values, or establishing the ratio of two attributes.
 I.1.2.c Data MiningThe transformed data is subsequently mined using one or more techniques in order to try extracting the desired type of information. For example, to develop an accurate, symbolic classification model that predicts whether a magazine subscriber will renew his subscription, one has to first use clustering to segment the subscribers' database, and then apply rule induction to automatically create a classification model for each desired cluster. While mining a particular data set, it may be necessary to access additional data from the warehouse, and/or perform further transformations on the originally selected data.
 I.1.2.d Result InterpretationThe extracted information is then analysed with respect to the end user's decision support goal, and the best information is identified and presented to the decision-maker through the decision support system. Therefore, the purpose of result interpretation is not only to visualize (graphically or logically) the output of the data mining operation, but also to filter the information that will be presented to the decision-maker through the decision support system. For example, if the data mining goal is to develop a classification model, during the result interpretation step the robustness of the extracted model is tested using one of the established test methods, e.g., cross validation. If the interpreted results are not satisfactory, it may be necessary to repeat the data mining step, or to iterate through the other steps. This is one of the reasons that the information extracted through data mining must be ultimately comprehensible.
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While performing a particular operation, one often finds that it is necessary to revise data mining operations performed earlier. For example, after displaying the results of a transformation, it may be necessary to select additional data in which case the data selection step is repeated. The data mining process with the appropriate feedback steps between the various data mining operations is shown in Table V-1.
 Table V - 1 : The Data Mining Process
 I.1.3 Data Mining Operations
 Four operations are associated with discovery-driven data mining:
 Creation of prediction and classification models. This is the most commonly used operation primarily because of the proliferation of automatic model-development techniques. The goal of this operation is to use the contents of the database, which reflect historical data, i.e., data about the past, to automatically generate a model that can predict a future behaviour. For example, a financial analyst may be interested in predicting the return of investment of a particular asset so that he can determine whether to include it in a portfolio he is creating. A marketing executive may be interested to predict whether a particular consumer will switch brands of a product of interest. Model creation has been traditionally pursued using statistical techniques. The value added by data mining techniques in this operation is in their ability to generate models that are comprehensible, and explainable, since many data mining modelling techniques express models as sets of if... then... rules.
 Link analysis. Whereas the goal of the modelling operation is to create a generalized description that characterizes the contents of a database, the goal of link analysis is to establish relations between the records in a database. For example, a merchandising executive is usually interested in determining what items sell together, i.e., men's shirts sell together with ties and men's fragrances, so that he can decide what items to buy for the store, i.e., ties and fragrances, as well as how to lay these items out, i.e., ties and fragrances must be displayed nearby the men's shirts section of the store. Link analysis is a relatively new operation, whose large scale application and automation have only become possible through recently developed data mining techniques.
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Database segmentation. As databases grow and are populated with diverse types of data it is often necessary to partition them into collections of related records either as a means of obtaining a summary of each database, or before performing a data mining operation such as model creation, or link analysis. For example, assume a department store maintains a database in which each record describes the items purchased by a customer during a particular visit to the store. The database can then be segmented based on the records that describe sales during the "back to school" period, records that describe sales during the "after Christmas sale" period, etc. Link analysis can then be performed on the records in the "back to school" segment to identify what items are being bought together.
 Deviation detection. This operation is the exact opposite of database segmentation. In particular, its goal is to identify outlying points in a particular data set, and explain whether they are due to noise or other impurities being present in the data, or due to causal reasons. It is usually applied in conjunction with database segmentation. It is usually the source of true discovery since outliers express deviation from some previously known expectation and norm. Deviation detection is also a new operation, whose importance is now being recognized and the first algorithms automating it are beginning to appear.
 I.1.4 Data mining techniques
 I.1.4.a The ClassicsΤhis section contains descriptions of techniques that have classically been used for decades the next section represents techniques that have only been widely used since the early 1980s.This section should help the user to understand the rough differences in the techniques and at least enough information to be dangerous and well armed enough to not be baffled by the vendors of different data mining tools.
 The main techniques that we will discuss here are the ones that are used 99.9% of the time on existing business problems.  There are certainly many other ones as well as proprietary techniques from particular vendors - but in general the industry is converging to those techniques that work consistently and are understandable and explainable.
 I.1.4.b StatisticsBy strict definition "statistics" or statistical techniques are not data mining.  They were being used long before the term data mining was coined to apply to business applications.  However, statistical techniques are driven by the data and are used to discover patterns and build predictive models.  And from the users perspective you will be faced with a conscious choice when solving a "data mining" problem as to whether you wish to attack it with statistical methods or other data mining techniques.  For this reason it is important to have some idea of how statistical techniques work and how they can be applied.
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I.1.4.c Difference between statistics and data miningThe techniques used in data mining, when successful, are successful for precisely the same reasons that statistical techniques are successful (e.g. clean data, a well defined target to predict and good validation to avoid over-fitting).  And for the most part the techniques are used in the same places for the same types of problems (prediction, classification discovery).  In fact some of the techniques that are classical defined as "data mining" such as CART and CHAID arose from statisticians. So what is the difference?  Why aren't we as excited about "statistics" as we are about data mining? 
 There are several reasons.  The first is that the classical data mining techniques such as CART, neural networks and nearest neighbor techniques tend to be more robust to both messier real world data and also more robust to being used by less expert users.  But that is not the only reason.  The other reason is that the time is right.  Because of the use of computers for closed loop business data storage and generation there now exists large quantities of data that is available to users.  IF there were no data - there would be no interest in mining it.  Likewise the fact that computer hardware has dramatically upped the ante by several orders of magnitude in storing and processing the data makes some of the most powerful data mining techniques feasible today.
 The bottom line though, from an academic standpoint at least, is that there is little practical difference between a statistical technique and a classical data mining technique. 
 I.1.4.d Definition of statisticsStatistics is a branch of mathematics concerning the collection and the description of data.  Usually statistics is considered to be one of those scary topics in college right up there with chemistry and physics.  However, statistics is probably a much friendlier branch of mathematics because it really can be used every day.  Statistics was in fact born from very humble beginnings of real world problems from business, biology, and gambling.
 Knowing statistics in your everyday life will help the average business person make better decisions by allowing them to figure out risk and uncertainty when all the facts either aren’t known or can’t be collected.  Even with all the data stored in the largest of data warehouses business decisions still just become more informed guesses.  The more and better the data and the better the understanding of statistics the better the decision that can be made. Statistics has been around for a long time easily a century and arguably many centuries when the ideas of probability began to gel.  It could even be argued that the data collected by the ancient Egyptians, Babylonians, and Greeks were all statistics long before the field was officially recognized.  Today data mining has been defined independently of statistics though “mining data” for patterns and predictions is really what statistics is all about.  Some of the techniques that are classified under data mining such as CHAID and CART really grew out of the statistical profession more than anywhere else, and the basic ideas of probability, independence and causality and overfitting are the foundation on which both data mining and statistics are built.
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I.1.4.e Data, counting and probabilityOne thing that is always true about statistics is that there is always data involved and usually enough data so that the average person cannot keep track of all the data in their heads.   This is certainly truer today than it was when the basic ideas of probability and statistics were being formulated and refined early this century.  Today people have to deal with up to terabytes of data and have to make sense of it and glean the important patterns from it.  Statistics can help greatly in this process by helping to answer several important questions about your data:
 What patterns are there in my database? What is the chance that an event will occur?
 Which patterns are significant?
 What is a high level summary of the data that gives me some idea of what is contained in my database?
 Certainly statistics can do more than answer these questions but for most people today these are the questions that statistics can help answer. 
 I.1.4.f HistogramsOne of the best ways to summarize data is to provide a histogram of the data.  When there are many values for a given predictor the histogram begins to look smoother and smoother (compare the difference between the two histograms above).  Sometimes the shape of the distribution of data can be calculated by an equation rather than just represented by the histogram.  This is what is called a data distribution.  Like a histogram a data distribution can be described by a variety of statistics.  In classical statistics the belief is that there is some “true” underlying shape to the data distribution that would be formed if all possible data was collected.  The shape of the data distribution can be calculated for some simple examples. The statistician’s job then is to take the limited data that may have been collected and from that make their best guess at what the “true” or at least most likely underlying data distribution might be. Many data distributions are well described by just two numbers, the mean and the variance.  The mean is something most people are familiar with, the variance, however, can be problematic.  The easiest way to think about it is that it measures the average distance of each predictor value from the mean value over all the records in the database.  If the variance is high it implies that the values are all over the place and very different.  If the variance is low most of the data values are fairly close to the mean.  To be precise the actual definition of the variance uses the square of the distance rather than the actual distance from the mean and the average is taken by dividing the squared sum by one less than the total number of records.  In terms of prediction a user could make some guess at the value of a predictor without knowing anything else just by knowing the mean and also gain some basic sense of how variable the guess might be based on the variance.
 I.1.4.g Linear regression In statistics prediction is usually synonymous with regression of some form.   There are a variety of different types of regression in statistics but the basic idea is that a model is created that maps values from predictors in such a way that the lowest error occurs in making a prediction.  The simplest form of regression is simple linear regression that just
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contains one predictor and a prediction.  The relationship between the two can be mapped on a two dimensional space and the records plotted for the prediction values along the Y axis and the predictor values along the X axis.  The simple linear regression model then could be viewed as the line that minimized the error rate between the actual prediction value and the point on the line (the prediction from the model).  The simplest form of regression seeks to build a predictive model that is a line that maps between each predictor value to a prediction value.  Of the many possible lines that could be drawn through the data the one that minimizes the distance between the line and the data points is the one that is chosen for the predictive model. On average if one guesses the value on the line it should represent an acceptable compromise amongst all the data at that point giving conflicting answers.  Likewise if there is no data available for a particular input value the line will provide the best guess at a reasonable answer based on similar data.
 I.1.4.h Nearest - NeighborClustering and the Nearest Neighbor prediction technique are among the oldest techniques used in data mining.  Most people have an intuition that they understand what clustering is - namely that like records are grouped or clustered together.  Nearest neighbor is a prediction technique that is quite similar to clustering - its essence is that in order to predict what a prediction value is in one record look for records with similar predictor values in the historical database and use the prediction value from the record that it “nearest” to the unclassified record.
 I.1.4.i How to use Nearest - Neighbor for PredictionOne of the essential elements underlying the concept of clustering is that one particular object (whether they be cars, food or customers) can be closer to another object than can some third object.  It is interesting that most people have an innate sense of ordering placed on a variety of different objects.  Most people would agree that an apple is closer to an orange than it is to a tomato and that a Toyota Corolla is closer to a Honda Civic than to a Porsche.  This sense of ordering on many different objects helps us place  them in time and space and to make sense of the world.  It is what allows us to build clusters - both in databases on computers as well as in our daily lives.  This definition of nearness that seems to be ubiquitous also allows us to make predictions. The nearest neighbor prediction algorithm simply stated is: “Objects that are “near” to each other will have similar prediction values as well”.  Thus if you know the prediction value of one of the objects you can predict it for its nearest neighbors.
 I.1.4.j Clustering for ClarityClustering is the method by which like records are grouped together.  Usually this is done to give the end user a high level view of what is going on in the database.  Clustering is sometimes used to mean segmentation - which most marketing people will tell you it is useful for coming up with a birds eye view of the business.  Two of these clustering systems are the PRIZM™ system from Claritas corporation and MicroVision™ from Equifax corporation.  These companies have grouped the population by demographic information into segments that they believe are useful for direct marketing and sales.  To build these groupings they use information such as income, age, occupation, housing and race collect in the US Census.  This clustering information is then used by the end user to
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tag the customers in their database.  Once this is done the business user can get a quick high level view of what is happening within the cluster. Once the business user has worked with these codes for some time they also begin to build intuitions about how these different customers clusters will react to the marketing offers particular to their business.   For instance some of these clusters may relate to their business and some of them may not.  But given that their competition may well be using these same clusters to structure their business and marketing offers it is important to be aware of how you customer base behaves in regard to these clusters.
 I.1.4.k Similarity between clustering and the nearest neighbor techniqueThe nearest neighbor algorithm is basically a refinement of clustering in the sense that they both use distance in some feature space to create either structure in the data or predictions.  The nearest neighbor algorithm is a refinement since part of the algorithm usually is a way of automatically determining the weighting of the importance of the predictors and how the distance will be measured within the feature space.  Clustering is one special case of this where the importance of each predictor is considered to be equivalent.
 I.1.4.l Hierarchical and Non-Hierarchical ClusteringThere are two main types of clustering techniques, those that create a hierarchy of clusters and those that do not.  The hierarchical clustering techniques create a hierarchy of clusters from small to big.  The main reason for this is that, as was already stated, clustering is an unsupervised learning technique, and as such, there is no absolutely correct answer.  For this reason and depending on the particular application of the clustering, fewer or greater numbers of clusters may be desired.  With a hierarchy of clusters defined it is possible to choose the number of clusters that are desired.  At the extreme it is possible to have as many clusters as there are records in the database.   In this case the records within the cluster are optimally similar to each other (since there is only one) and certainly different from the other clusters.  But of course such a clustering technique misses the point in the sense that the idea of clustering is to find useful patters in the database that summarize it and make it easier to understand.  Any clustering algorithm that ends up with as many clusters as there are records has not helped the user understand the data any better.  Thus one of the main points about clustering is that there be many fewer clusters than there are original records.  Exactly how many clusters should be formed is a matter of interpretation.  The advantage of hierarchical clustering methods is that they allow the end user to choose from either many clusters or only a few.
 The hierarchy of clusters is usually viewed as a tree where the smallest clusters merge together to create the next highest level of clusters and those at that level merge together to create the next highest level of clusters.  Figure 1.5 below shows how several clusters might form a hierarchy.  When a hierarchy of clusters like this is created the user can determine what the right number of clusters is that adequately summarizes the data while still providing useful information (at the other extreme a single cluster containing all the records is a great summarization but does not contain enough specific information to be useful).
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This hierarchy of clusters is created through the algorithm that builds the clusters.  There are two main types of hierarchical clustering algorithms:
 Agglomerative - Agglomerative clustering techniques start with as many clusters as there are records where each cluster contains just one record.   The clusters that are nearest each other are merged together to form the next largest cluster.  This merging is continued until a hierarchy of clusters is built with just a single cluster containing all the records at the top of the hierarchy.
 Divisive - Divisive clustering techniques take the opposite approach from agglomerative techniques.  These techniques start with all the records in one cluster and then try to split that cluster into smaller pieces and then in turn to try to split those smaller pieces. 
 Of the two the agglomerative techniques are the most commonly used for clustering and have more algorithms developed for them.  We’ll talk about these in more detail in the next section. The non-hierarchical techniques in general are faster to create from the historical database but require that the user make some decision about the number of clusters desired or the minimum “nearness” required for two records to be within the same cluster.  These non-hierarchical techniques often times are run multiple times starting off with some arbitrary or even random clustering and then iteratively improving the clustering by shuffling some records around.  Or these techniques some times create clusters that are created with only one pass through the database adding records to existing clusters when they exist and creating new clusters when no existing cluster is a good candidate for the given record. Because the definition of which clusters are formed can depend on these initial choices of which starting clusters should be chosen or even how many clusters these techniques can be less repeatable than the hierarchical techniques and can sometimes create either too many or too few clusters because the number of clusters is predetermined by the user not determined solely by the patterns inherent in the database.
 I.1.5 Next Generation Techniques: Trees, Networks and Rules
 The data mining techniques in this section represent the most often used techniques that have been developed over the last two decades of research.  They also represent the vast majority of the techniques that are being spoken about when data mining is mentioned in the popular press.  These techniques can be used for either discovering new information within large databases or for building predictive models.  Though the older decision tree techniques such as CHAID are currently highly used the new techniques such as CART are gaining wider acceptance.
 I.1.5.a Decision TreesA decision tree is a predictive model that, as its name implies, can be viewed as a tree.  Specifically each branch of the tree is a classification question and the leaves of the tree are partitions of the dataset with their classification.  From a business perspective decision trees can be viewed as creating a segmentation of the original dataset (each segment would be one of the leaves of the tree).  Segmentation of customers, products, and sales regions is something that marketing managers have been doing for many years.
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In the past this segmentation has been performed in order to get a high level view of a large amount of data with no particular reason for creating the segmentation except that the records within each segmentation were somewhat similar to each other.  In this case the segmentation is done for a particular reason - namely for the prediction of some important piece of information.  The records that fall within each segment fall there because they have similarity with respect to the information being predicted - not just that they are similar - without similarity being well defined.  These predictive segments that are derived from the decision tree also come with a description of the characteristics that define the predictive segment.   Thus the decision trees and the algorithms that create them may be complex the results can be presented in an easy to understand way that can be quite useful to the business user.
 I.1.5.b Implementation of the decision treesDecision trees are data mining technology that has been around in a form very similar to the technology of today for almost twenty years now and early versions of the algorithms date back in the 1960s.  Often times these techniques were originally developed for statisticians to automate the process of determining which fields in their database were actually useful or correlated with the particular problem that they were trying to understand.  Partially because of this history, decision tree algorithms tend to automate the entire process of hypothesis generation and then validation much more completely and in a much more integrated way than any other data mining techniques.  They are also particularly adept at handling raw data with little or no pre-processing.  Perhaps also because they were originally developed to mimic the way an analyst interactively performs data mining they provide a simple to understand predictive model based on rules (such as “90% of the time credit card customers of less than 3 months who max out their credit limit are going to default on their credit card loan.”). Because decision trees score so highly on so many of the critical features of data mining they can be used in a wide variety of business problems for both exploration and for prediction.  They have been used for problems ranging from credit card attrition prediction to time series prediction of the exchange rate of different international currencies.  There are also some problems where decision trees will not do as well.  Some very simple problems where the prediction is just a simple multiple of the predictor can be solved much more quickly and easily by linear regression.  Usually the models to be built and the interactions to be detected are much more complex in real world problems and this is where decision trees excel. The decision tree technology can be used for exploration of the dataset and business problem.  This is often done by looking at the predictors and values that are chosen for each split of the tree.  Often times these predictors provide usable insights or propose questions that need to be answered.  For instance if you ran across the following in your database for cellular phone churn you might seriously wonder about the way your telesales operators were making their calls and maybe change the way that they are compensated: “IF customer lifetime < 1.1 years AND sales channel = telesales THEN chance of churn is 65%.
 I.1.5.c Decision tress for PredictionAlthough some forms of decision trees were initially developed as exploratory tools to refine and preprocess data for more standard statistical techniques like logistic
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regression.  They have also been used and more increasingly often being used for prediction.  This is interesting because many statisticians will still use decision trees for exploratory analysis effectively building a predictive model as a by product but then ignore the predictive model in favor of techniques that they are most comfortable with.  Sometimes veteran analysts will do this even excluding the predictive model when it is superior to that produced by other techniques.  With a host of new products and skilled users now appearing this tendency to use decision trees only for exploration now seems to be changing.
 I.1.5.d Neural NetworksWhen data mining algorithms are talked about these days most of the time people are talking about either decision trees or neural networks.  Of the two neural networks have probably been of greater interest through the formative stages of data mining technology.  As we will see neural networks do have disadvantages that can be limiting in their ease of use and ease of deployment, but they do also have some significant advantages.  Foremost among these advantages is their highly accurate predictive models that can be applied across a large number of different types of problems. To be more precise with the term “neural network” one might better speak of an “artificial  neural network”.  True neural networks are biological systems that detect patterns, make predictions and learn.  The artificial ones are computer programs implementing sophisticated pattern detection and machine learning algorithms on a computer to build predictive models from large historical databases.  Artificial neural networks derive their name from their historical development which started off with the premise that machines could be made to “think” if scientists found ways to mimic the structure and functioning of the human brain on the computer.  Thus historically neural networks grew out of the community of Artificial Intelligence rather than from the discipline of statistics.  Despite the fact that scientists are still far from understanding the human brain let alone mimicking it, neural networks that run on computers can do some of the things that people can do. It is difficult to say exactly when the first “neural network” on a computer was built.  During World War II a seminal paper was published by McCulloch and Pitts which first outlined the idea that simple processing units (like the individual neurons in the human brain) could be connected together in large networks to create a system that could solve difficult problems and display behavior that was much more complex than the simple pieces that made it up. Since that time much progress has been made in finding ways to apply artificial neural networks to real world prediction problems and in improving the performance of the algorithm in general.  In many respects the greatest breakthroughs in neural networks in recent years have been in their application to more mundane real world problems like customer response prediction or fraud detection rather than the loftier goals that were originally set out for the techniques such as overall human learning and computer speech and image understanding.
 I.1.5.e Neural Networks for clusteringNeural networks of various kinds can be used for clustering and prototype creation.  The Kohonen network described in this section is probably the most common network used for clustering and segmentation of the database.  Typically the networks are used in a unsupervised learning mode to create the clusters.  The clusters are created by forcing the
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system to compress the data by creating prototypes or by algorithms that steer the system toward creating clusters that compete against each other for the records that they contain, thus ensuring that the clusters overlap as little as possible.
 I.1.5.f Neural Networks for Outlier AnalysisSometimes clustering is performed not so much to keep records together as to make it easier to see when one record sticks out from the rest.  For instance: “Most wine distributors selling inexpensive wine in Missouri and that ship a certain volume of product produce a certain level of profit.  There is a cluster of stores that can be formed with these characteristics.  One store stands out, however, as producing significantly lower profit.   On closer examination it turns out that the distributor was delivering product to but not collecting payment from one of their customers”.
 A sale on men’s suits is being held in all branches of a department store for southern California.  All stores with these characteristics have seen at least a 100% jump in revenue since the start of the sale except one.  It turns out that this store had, unlike the others, advertised via radio rather than television.
 I.1.5.g Neural Networks for feature extraction
 One of the important problems in all of data mining is that of determining which predictors are the most relevant and the most important in building models that are most accurate at prediction.  These predictors may be used by themselves or they may be used in conjunction with other predictors to form “features”.  A simple example of a feature in problems that neural networks are working on is the feature of a vertical line in a computer image.  The predictors or raw input data are just the colored pixels that make up the picture.  Recognizing that the predictors (pixels) can be organized in such a way as to create lines, and then using the line as the input predictor can prove to dramatically improve the accuracy of the model and decrease the time to create it. Some features like lines in computer images are things that humans are already pretty good at detecting; in other problem domains it is more difficult to recognize the features.  One novel way that neural networks have been used to detect features is the idea that features are sort of a compression of the training database. For instance you could describe an image to a friend by rattling off the color and intensity of each pixel on every point in the picture or you could describe it at a higher level in terms of lines, circles - or maybe even at a higher level of features such as trees, mountains etc.  In either case your friend eventually gets all the information that they need in order to know what the picture looks like, but certainly describing it in terms of high level features requires much less communication of information than the “paint by numbers” approach of describing the color on each square millimeter of the image. If we think of features in this way, as an efficient way to communicate our data, then neural networks can be used to automatically extract them.  
 The rules that are pulled from the database are extracted and ordered to be presented to the user based on the percentage of times that they are correct and how often they apply. The bane of rule induction systems is also its strength - that it retrieves all possible
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interesting patterns in the database.  This is a strength in the sense that it leaves no stone unturned but it can also be viewed as a weakness because the user can easily become overwhelmed with such a large number of rules that it is difficult to look through all of them.  You almost need a second pass of data mining to go through the list of interesting rules that have been generated by the rule induction system in the first place in order to find the most valuable gold nugget amongst them all. This overabundance of patterns can also be problematic for the simple task of prediction because all possible patterns are culled from the database there may be conflicting predictions made by equally interesting rules.   Automating the process of culling the most interesting rules and of combing the recommendations of a variety of rules is well handled by many of the commercially available rule induction systems on the market today and is also an area of active research.
 I.1.6 Data mining and OLAP
 One of the most common questions from data processing professionals is about the difference between data mining and OLAP (On-Line Analytical Processing). As described later in this section, they are very different tools that can complement each other. OLAP is part of the spectrum of decision support tools. Traditional query and report tools describe what is in a database. OLAP goes further; it’s used to answer why certain things are true. The user forms a hypothesis about a relationship and verifies it with a series of queries against the data. For example, an analyst might want to determine the factors that lead to loan defaults. He or she might initially hypothesize that people with low incomes are bad credit risks and analyse the database with OLAP to verify (or disprove) this assumption. If that hypothesis were not borne out by the data, the analyst might then look at high debt as the determinant of risk. If the data did not support this guess either, he or she might then try debt and income together as the best predictor of bad credit risks. In other words, the OLAP analyst generates a series of hypothetical patterns and relationships and uses queries against the database to verify them or disprove them. OLAP analysis is essentially a deductive process. But what happens when the number of variables being analysed is in the dozens or even hundreds? It becomes much more difficult and time-consuming to find a good hypothesis, and analyse the database with OLAP to verify or disprove it.
 Data mining is different from OLAP because rather than verify hypothetical patterns, it uses the data itself to uncover such patterns. It is essentially an inductive process. For example, suppose the analyst who wanted to identify the risk factors for loan default were to use a data-mining tool. The data mining tool might discover that people with high debt and low incomes were bad credit risks (as above), but it might go further and also discover a pattern the analyst did not think to try, such as that age is also a determinant of risk. Here is where data mining and OLAP can complement each other. Before acting on the pattern, the analyst needs to know what the financial implications would be of using the discovered pattern to govern that gets credit. The OLAP tool can allow the analyst to answer those kinds of questions. Furthermore, OLAP is also complementary in the early stages of the knowledge discovery process because it can help in exploring the data, for instance by focusing attention on important variables, identifying exceptions, or finding
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interactions. This is important because the better you understanding the data, the more effective the knowledge discovery process will be.
 I.1.6.a Comparison of OLAP and OLTPOLAP applications are quite different from On-line Transaction Processing (OLTP) applications, which consist of a large number of relatively simple transactions. The transactions usually retrieve and update a small number of records that are contained in several distinct tables. The relationships between the tables are generally simple.
 A typical customer order entry OLTP transaction might retrieve all of the data relating to a specific customer and then insert a new order for the customer. Information is selected from the customer, customer order, and detail line tables. Each row in each table contains a customer identification number, which is used to relate the rows from the different tables. The relationships between the records are simple and only a few records are actually retrieved or updated by a single transaction.
 The difference between OLAP and OLTP has been summarised as, OLTP servers handle mission-critical production data accessed through simple queries; while OLAP servers handle management-critical data accessed through an iterative analytical investigation. Both OLAP and OLTP, have specialized requirements and therefore require special optimised servers for the two types of processing.
 OLAP database servers use multidimensional structures to store data and relationships between data. Multidimensional structures can be best visualized as cubes of data, and cubes within cubes of data. Each side of the cube is considered a dimension.
 Each dimension represents a different category such as product type, region, sales channel, and time. Each cell within the multidimensional structure contains aggregated data relating elements along each of the dimensions. For example, a single cell may contain the total sales for a given product in a region for a specific sales channel in a single month. Multidimensional databases are a compact and easy to understand vehicle for visualizing and manipulating data elements that have many inter relationships. OLAP database servers support common analytical operations including: consolidation, drill-down, and "slicing and dicing".
 Consolidation - involves the aggregation of data such as simple roll-ups or complex expressions involving inter-related data. For example, sales offices can be rolled-up to districts and districts rolled-up to regions.
 Drill-Down - OLAP data servers can also go in the reverse direction and automatically display detail data which comprises consolidated data. This is called drill-downs. Consolidation and drill-down are an inherent property of OLAP servers.
 "Slicing and Dicing" - Slicing and dicing refers to the ability to look at the database from different viewpoints. One slice of the sales database might show all sales of product type within regions. Another slice might show all sales by sales channel within each

Page 19
                        

product type. Slicing and dicing is often performed along a time axis in order to analyse trends and find patterns.
 OLAP servers have the means for storing multidimensional data in a compressed form. This is accomplished by dynamically selecting physical storage arrangements and compression techniques that maximize space utilization. Dense data (i.e., data exists for a high percentage of dimension cells) are stored separately from sparse data (i.e., a significant percentage of cells are empty). For example, a given sales channel may only sell a few products, so the cells that relate sales channels to products will be mostly empty and therefore sparse. By optimising space utilization, OLAP servers can minimize physical storage requirements, thus making it possible to analyse exceptionally large amounts of data. It also makes it possible to load more data into computer memory which helps to significantly improve performance by minimizing physical disk I/O.
 In conclusion OLAP servers logically organize data in multiple dimensions which allows users to quickly and easily analyse complex data relationships. The database itself is physically organized in such a way that related data can be rapidly retrieved across multiple dimensions. OLAP servers are very efficient when storing and processing multidimensional data. RDBMSs have been developed and optimised to handle OLTP applications. Relational database designs concentrate on reliability and transaction processing speed, instead of decision support need. The different types of server can therefore benefit a broad range of data management applications.
 I.1.7 Data mining, machine learning and statistics
 Data mining takes advantage of advances in the fields of artificial intelligence (AI) and statistics. Both disciplines have been working on problems of pattern recognition and classification. Both communities have made great contributions to the understanding and application of neural nets and decision trees. Data mining does not replace traditional statistical techniques. Rather, it is an extension of statistical methods that is in part the result of a major change in the statistics community. The development of most statistical techniques was, until recently, based on elegant theory and analytical methods that worked quite well on the modest amounts of data being analysed. The increased power of computers and their lower cost, coupled with the need to analyse enormous data sets with millions of rows, have allowed the development of new techniques based on a brute-force exploration of possible solutions.
 New techniques include relatively recent algorithms like neural nets and decision trees, and new approaches to older algorithms such as discriminant analysis. By virtue of bringing to bear the increased computer power on the huge volumes of available data, these techniques can approximate almost any functional form or interaction on their own. Traditional statistical techniques rely on the modeller to specify the functional form and interactions. The key point is that data mining is the application of these and other AI and statistical techniques to common business problems in a fashion that makes these techniques available to the skilled knowledge worker as well as the trained statistics professional. Data mining is a tool for increasing the productivity of people trying to build predictive models.

Page 20
                        

I.1.8 Data Mining And Hardware/Software Trends
 A key enabler of data mining is the major progress in hardware price and performance. The dramatic 99% drop in the price of computer disk storage in just the last few years has radically changed the economics of collecting and storing massive amounts of data. The drop in the cost of computer processing has been equally dramatic. Each generation of chips greatly increases the power of the CPU, while allowing further drops on the cost curve. This is also reflected in the price of RAM (random access memory), where the cost of a megabyte has dropped from hundreds of dollars to around a dollar in just a few years. PCs routinely have 64 megabytes or more of RAM, and workstations may have 256 megabytes or more, while servers with gigabytes of main memory are not a rarity. While the power of the individual CPU has greatly increased, the real advances in scalability stem from parallel computer architectures. Virtually all servers today support multiple CPUs using symmetric multi-processing, and clusters of these SMP servers can be created that allow hundreds of CPUs to work on finding patterns in the data.
 Advances in database management systems to take advantage of this hardware parallelism also benefit data mining. When there is a large or complex data mining problem requiring a great deal of access to an existing database, native DBMS access provides the best possible performance. The result of these trends is that many of the performance barriers to finding patterns in large amounts of data are being eliminated.
 I.1.9 Successful Data Mining
 There are two keys to success in data mining. First is coming up with a precise formulation of the problem trying to solve. A focused statement usually results in the best payoff. The second key is using the right data. After choosing from the data available, or perhaps buying external data, transformation and combination may be needed in significant ways. The more the model builder can “play” with the data, build models, evaluate results, and work with the data some more (in a given unit of time), the better the resulting model will be. Consequently, the degree to which a data-mining tool supports this interactive data exploration is more important than the algorithms it uses. Ideally, the data exploration tools (graphics/visualization, query/OLAP) are well integrated with the analytics or algorithms that build the models.
 I.1.10 Data Mining Products Evaluation
 I.1.10.a CategoriesIn evaluating data mining tools a whole constellation of features, described below should be checked. Data mining tools cannot be put into simple categories such as “high-end” versus “low-end” because the products are too rich in functionality to divide along just one dimension. There are three main types of data mining products. First are tools that are analysis aids for OLAP. They help OLAP users identify the most important dimensions and segments on which they should focus attention. Leading tools in this category include Business Objects Business Miner and Cognos Scenario.
 The next category includes the “pure” data mining products. These are horizontal tools aimed at data mining analysts concerned with solving a broad range of problems. Leading
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tools in this category include (in alphabetical order) IBM Intelligent Miner, Oracle Darwin, SAS Enterprise Miner, and SPSS Clementine.
 The last category is analytic applications, which implement specific business processes for which data mining is an integral part. For example, while a horizontal data-mining tool can be used as part of the solution of many customer relationship management problems, customized packages with the data mining imbedded can be bought. However, even packaged solutions require building and tuning models that match your data. In some cases, the package requires a complete model development phase that can take months.
 The following discussion of product selection applies both to horizontal tools and to the data mining component of analytic applications. But no matter how comprehensive the list of capabilities and features developed for describing a data mining product, nothing substitutes for actual hands-on experience. While feature checklists are an essential part of the purchase decision, they can only rule out products that fall short of requirements. Actually using a product in a pilot project is necessary to determine if it is the best match for the problem and the organization.
 I.1.10.b Basic capabilitiesDepending on the particular circumstances — system architecture, staff resources, database size, problem complexity — some data mining products will be better suited than others to meet the needs. Evaluating a data mining product involves learning about its capabilities in a number of key areas.
 System architectureThe focus is to check if it is designed to work on a stand-alone desktop machine or client-server architecture. All four products are based on the client server architecture and the software required is depicted in Table V-2. It should be noted that the size of the machine on which a product runs is not a reliable indicator of the complexity of problems it can address. Very sophisticated products that can solve complex problems and require skilled users may run on a desktop computer or on a large MPP system in client-server architecture.
 Product Server ClientClementine Windows 2000/NT 4.0
 Solaris 2.6, 7 or 8HP/UX 10.20 or 11.0AIX 4.2.2 or 4.3
 Windows 95 / 98 / 2000 / NT 4.0
 Darwin Solaris 2.6, 7 HP/UX 11.0
 Windows 95 / 98 / NT 4.0
 Enterprise Miner Windows NT SolarisDigital Unix, SCO UnixHP/UXAIX, IRIX
 Windows 95/NT
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Intelligent Miner AIXOS/390*/ OS/400*Solaris Windows NT/2000
 AIX, OS/2*, Windows NT / 95 / 2000
 Table V - 2 : Software Requirements
 Data preparationData preparation is by far the most time-consuming aspect of data mining. Everything a tool can do to ease this process will greatly expedite model development. Some of the functions that a product may provide include:
 Data cleanup, such as handling missing data or identifying integrity violations. Data description, such as row and value counts or distribution of values. Data transformations, such as adding new columns, performing calculations on
 existing columns, grouping continuous variables into ranges, or exploding categorical variables into dichotomous variables.
 Data sampling for model building or for the creation of training and validation data sets.
 Selecting predictors from the space of variables, and identifying collinear columns.Product Data PreparationClementine Generate subsets of data automatically from graphs and tables
 Choose from various data cleaning optionsManipulate data with complete record and field operations, including:
 Field filtering, naming, derivation and value replacement Record selection, sampling, merging and concatenation, sorting, aggregation and balancing Specialized manipulations for showing the “history” of values and converting set variables into flag variables
 Darwin Database import and text import wizards for streamlining access to corporate data.“Find missing values” wizard for identifying and resolving deficiencies.Sampling, manipulation and transformation routinesDarwin’s Key Fields wizard pre-screens input data sets to identify the most important “information containing” variables.
 Enterprise Miner
 Outlier detection Variable TransformationsRandom SamplingPartitioning of data sets (into train, test, and validate data sets)
 Intelligent Miner
 Select, sample, aggregate, filter, cleanse, and transform data in preparation for mining.Statistical functions facilitate analysis and preparation of data as well as provide forecasting capabilities
 Table V - 3 : Data Preparation Features
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Data accessSome data mining tools require data to be extracted from target databases into an internal file format, whereas others will go directly into the native database. A data mining tool will benefit from being able to directly access the data mart DBMS using the native SQL of the database server, in order to maximize performance and take advantage of individual server features such as parallel database access. No single product, however, can support the large variety of database servers, so a gateway must be used for all but the four or five leading DBMSs. The most common gateway supported is Microsoft’s ODBC (Open Database Connectivity). In some instances it is useful if the data mining tool can consolidate data from multiple sources.
 Product Data AccessClementine Data input:
 Native access to database management systems including Oracle, SQL Server, DB2; additional access to any ODBC-compliant data sourceImport delimited and fixed-width text, SPSS and SAS 6, 7, 8 filesData outputDelimited and fixed-width text, ODBC, SPSS, Microsoft ® Excel, SAS
 Darwin OCI direct data access and ODBC connectivity to Oracle databases and warehouses.Support for SQL queriesAbility to write results back to the databaseText filesSAS data setsOne-click text and database import wizardsSupport to mine 8-bit Western European data character sets
 Enterprise Miner
 Direct and native access to Oracle, DB2, Informix, Microsoft SQL databasesThe beginnings of access to ERMs(SAP,Baan and PeopleSoft)
 Intelligent Miner
 Directly to DB2 databases, flat filesThrough DataJoiner, access to a variety of resources, such as Oracle or Terradata databases.High-Speed extraction to import into DB2 Universal Database data from Oracle, Sybase, or DB2 for OS/390 databases.
 Table V - 4 : Data Access Features
 Techniques and AlgorithmsUnderstanding the characteristics of the algorithms the data-mining product uses so you can determine if they match the characteristics of your problem. In particular, learn how the algorithms treat the data types of the response and predictor variables, how fast they train, and how fast they work on new data. Another important algorithm feature is sensitivity to noise. Real data has irrelevant columns, rows (cases) that don’t conform to the pattern your model finds, and missing or incorrect values. How much of this noise
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can your model-building tool stand before its accuracy drops? In other words, how sensitive is the algorithm to missing data, and how robust are the patterns it discovers in the face of extraneous and incorrect data? In some instances, simply adding more data may be enough to compensate for noise, but if the additional data itself is very noisy, it may actually reduce accuracy. In fact, a major aspect of data preparation is to reduce the amount of noise in the data that is under your control.
 Product AlgorithmsClementine Prediction and classification:
 Neural networks (Multi-Layer Perceptron, Radial Basis Function) Decision trees and rule induction (C5.0, C&RT) Linear regression, logistic regression, multinomial logistic regression
 Clustering and segmentation:
 Kohonen network, Kmeans, TwoStep
 Association detection:
 GRI, Apriori and Web visualization
 Data reduction:
 Factor analysis, principle components analysis
 Combine models for greater accuracyCEMI interface for custom algorithms
 Darwin Neural NetworksSimple train, train and cross validation options.
 Automatic stop feature for train and test
 Classification and prediction of binary multiclass and continuous variables.
 Linear Regression Logistic Regression Decision Trees
 Enterprise Miner
 Correlation discovery, Exploration, Segmentation (clustering)
 Classification, Rule discovery, Decision trees, Neural networksStatisticsThere is no deviation detection, inductive logic programming, Bayessian Networks or text mining.
 Intelligent Miner
 Associations: Tree Classification
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Neural Classification Demographic Clustering Neural Clustering
 Sequential Patterns: Neural Prediction RBF-Predicttion Similar Sequences
 Bivariate Statistics
 Factor Analysis
 Linear Regression
 Principal Component Analysis
 Univariate Curve FittingTable V - 5 : Supported Algorithms
 InterfacesThere are many tools that can help understanding the data before building the model, and help interpreting the model results. These include traditional query and reporting tools, graphics and visualization tools, and OLAP tools. Data mining software that provides an easy integration path with other vendors’ products provides the user with many additional ways to get the most out of the knowledge discovery process.
 Product Interfaces to other productsClementine Interactive visualization
 Query by mouse to explore subsets of data in a graph Histograms, distributions and other bar graphs Line and point plots Web association detection
 Darwin Visual Analysis Tools: Lift charts Margin and ROI calculations Key fields and sensitivity graphs Interactive visual tree display Rules and explain customer segmentation Prediction and error tables
 Key Fields wizardModel Seeker wizard
 Enterprise Miner
 Visualisation tools that allow the user to examine large amounts of data in multidimensional histograms, and to graphically compare modelling results.
 Intelligent Miner
 The administrative user interface based on Java provides interactive access to mining tasks
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GUI facilities, including online help, task guides, and a graphical representation of the mining base and its objectsRepeatable sequences allow an Intelligent Miner user to construct a sequence of mining operations that can be saved and subsequently modified and repeatedA registration facility is provided to facilitate export of mining results to the user's preferred analysis tools, such as spreadsheets or OLAP tools
 Table V - 6 :Tools and Interfaces
 Model deployment. The results of a model may be applied by writing directly to a database or extracting records from it. When the model needs to be applied to new cases as they come, it is usually necessary to incorporate the model into a program using an API or code generated by the data mining tool. In either case, one of the key problems in deploying models is to deal with the transformations necessary to make predictions. Many data mining tools leave this as a separate job for the user or programmer.
 To facilitate model building, some products provide a GUI (graphical user interface) for semi-automatic model building, while others provide a scripting language. Some products also provide data mining APIs which can be used embedded in a programming language like C, C++, Java, Visual Basic, or PowerBuilder. Because of important technical decisions in data preparation and selection and choice of modelling strategies, even a GUI interface that simplifies the model building itself requires expertise to find the most effective models
 Product Model Deployment Clementine Automated export of all operations, including:
 Data access Data manipulations Model scoring, including combinations of models Post-processing
 Runtime environment for executing image file on target platforms.
 Easy update of solutions through small image fileDarwin Exportable C, C++ and Java data mining models.
 Automated “macro” scripting and playbackEnterprise Miner
 No interface with other tools in this market and very weak Web access (only Web publishing is available; metadata cannot be accessed from a browser)
 Intelligent Miner
 Mining bases can be exported from a server by writing them to files on a client workstation.The Text Search Engine is enhanced with mining functionality
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and capabilities to visualize results. It includes Java Beans samples for rapid application development and Java APIs.
 Intelligent Miner for Data C++ Application Programming Interface.Supports an external API, allowing result data to be collected by other products for further analysis (by an OLAP tool, for example). support an external API, allowing result data to be collected by other products for further analysis (by an OLAP tool, for example).
 Table V - 7 : Deployment Capabilities
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