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            1 Efﬁcient Computation of Range Aggregates against Uncertain Location Based Queries Ying Zhang 1 Xuemin Lin 1,2 Yufei Tao 3 Wenjie Zhang 1 Haixun Wang 4 1 University of New South Wales, {yingz,lxue, zhangw}@cse.unsw.edu.au 2 NICTA 3 Chinese University of Hong Kong, [email protected] 4 Microsoft Research Asia, [email protected] Abstract—In many applications, including location based services, queries may not be precise. In this paper, we study the problem of efﬁciently computing range aggregates in a multidimensional space when the query location is uncertain. Speciﬁcally, for a query point Q whose location is uncertain and a set S of points in a multi-dimensional space, we want to calculate the aggregate (e.g., count, average and sum) over the subset S  of S such that for each p ∈ S  , Q has at least probability θ within the distance γ to p. We propose novel, efﬁcient techniques to solve the problem following the ﬁltering-and-veriﬁcation paradigm. In particular, two novel ﬁltering techniques are proposed to effectively and efﬁciently remove data points from veriﬁcation. Our comprehensive experiments based on both real and synthetic data demonstrate the efﬁciency and scalability of our techniques. Index Terms—Uncertainty, Index, Range aggregate query ✦ 1 I NTRODUCTION Query imprecision or uncertainty may be often caused by the nature of many applications, including location based services. The existing techniques for processing location based spatial queries regarding certain query points and data points are not applicable or inefﬁcient when uncertain queries are involved. In this paper, we investigate the problem of efﬁciently computing distance based range aggregates over certain data points and uncertain query points as described in the abstract. In general, an uncertain query Q is a multi-dimensional point that might appear at any location x following a probabilistic density function pdf (x) within a region Q.region. There is a number of applications where a query point may be uncertain. Below are two sample applications. Motivating Application 1. A blast warhead carried by a missile may destroy things by blast pressure waves in its lethal area where the lethal area is typically a circular area centered at the point of explosion (blast point) with radius γ [24] and γ depends on the explosive used. While ﬁring such a missile, even the most advanced laser-guided missile cannot exactly hit the aiming point with 100% guarantee. The actual falling point (blast point) of a missile blast warhead regarding a target point usually follows some probability density functions (PDF s); different PDF s have been studied in [24] where bivariate normal distribution is the simplest and the most common one [24]. In military applications, ﬁring such a missile may not only destroy military targets but may also damage civilian objects. Therefore, it is important to avoid the civilian casualties by estimating the likelihood of damaging civilian objects once the aiming point of a blast missile is determined. As depicted in Fig. 1, points {p i } for 1 ≤ i ≤ 7 represent some civilian objects (e.g., residential buildings, public facilities ). If q 1 in Fig. 1 is the actual falling point of the missile, then objects p 1 and p 5 will be destroyed. Similarly, objects p 2 , p 3 and p 6 will be destroyed if the actual falling point is q 2 . In this appli- cation, the risk of civilian casualties may be measured by the total number n of civilian objects which are within γ distance away from a possible blast point with at least θ probability. Note that the probabilistic threshold is set by the commander based on the levels of trade-off that she wants to make between the risk of civilian damages and the effectiveness of military attacks; for instance, it is unlikely to cause civilian casualties if n =0 with a small θ. Moreover, different weight values may be assigned to these target points and hence the aggregate can be conducted based on the sum of the values. 1 p a 1 q 2 p 3 p 7 p 5 p 6 p γ 4 p Q 2 q γ Q : s h a d o w e d re g io n to in d ic a te th e p o s s ib le lo c a tio n s o f th e q u e ry 2 1 , q q : to in d ic a te tw o p o s s ib le lo c a tio n s o f Q γ : q u e ry d is ta n c e Fig. 1. Missile Example Motivating Application 2. Similarly, we can also esti- mate the effectiveness of a police vehicle patrol route using range aggregate against uncertain location based query Q. For example, Q in Fig. 1 now corresponds to the possible locations of a police patrol vehicle in a patrol route. A spot (e.g., restaurant, hotel, residential property), represented by a point in {p 1 ,p 2 ,...,p 7 } in Fig. 1, is likely under reliable police patrol coverage [11] if it has at least θ probability within γ distance to a moving patrol vehicle, where γ and θ are set by domain experts. The number of spots under reliable police patrol coverage is often deployed to evaluate the effectiveness Digital Object Indentifier 10.1109/TKDE.2011.46 1041-4347/11/$26.00 © 2011 IEEE IEEE TRANSACTIONS ON KNOWLEDGE AND DATA ENGINEERING This article has been accepted for publication in a future issue of this journal, but has not been fully edited. Content may change prior to final publication. http://www.ieeexploreprojects.blogspot.com http://www.ieeexploreprojects.blogspot.com 
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1
 Efficient Computation of Range Aggregatesagainst Uncertain Location Based Queries
 Ying Zhang1 Xuemin Lin1,2 Yufei Tao3 Wenjie Zhang1 Haixun Wang4
 1 University of New South Wales, {yingz,lxue, zhangw}@cse.unsw.edu.au 2 NICTA3 Chinese University of Hong Kong, [email protected] 4 Microsoft Research Asia, [email protected]
 Abstract—In many applications, including location based services, queries may not be precise. In this paper, we study the problemof efficiently computing range aggregates in a multidimensional space when the query location is uncertain. Specifically, for a querypoint Q whose location is uncertain and a set S of points in a multi-dimensional space, we want to calculate the aggregate (e.g., count,average and sum) over the subset S′ of S such that for each p ∈ S′, Q has at least probability θ within the distance γ to p. Wepropose novel, efficient techniques to solve the problem following the filtering-and-verification paradigm. In particular, two novel filteringtechniques are proposed to effectively and efficiently remove data points from verification. Our comprehensive experiments based onboth real and synthetic data demonstrate the efficiency and scalability of our techniques.
 Index Terms—Uncertainty, Index, Range aggregate query
 ✦
 1 INTRODUCTION
 Query imprecision or uncertainty may be often causedby the nature of many applications, including locationbased services. The existing techniques for processinglocation based spatial queries regarding certain querypoints and data points are not applicable or inefficientwhen uncertain queries are involved. In this paper, weinvestigate the problem of efficiently computing distancebased range aggregates over certain data points anduncertain query points as described in the abstract. Ingeneral, an uncertain query Q is a multi-dimensionalpoint that might appear at any location x followinga probabilistic density function pdf(x) within a regionQ.region. There is a number of applications where aquery point may be uncertain. Below are two sampleapplications.
 Motivating Application 1. A blast warhead carried bya missile may destroy things by blast pressure waves inits lethal area where the lethal area is typically a circulararea centered at the point of explosion (blast point) withradius γ [24] and γ depends on the explosive used.While firing such a missile, even the most advancedlaser-guided missile cannot exactly hit the aiming pointwith 100% guarantee. The actual falling point (blastpoint) of a missile blast warhead regarding a targetpoint usually follows some probability density functions(PDF s); different PDF s have been studied in [24] wherebivariate normal distribution is the simplest and the mostcommon one [24]. In military applications, firing sucha missile may not only destroy military targets but mayalso damage civilian objects. Therefore, it is important toavoid the civilian casualties by estimating the likelihoodof damaging civilian objects once the aiming point of ablast missile is determined. As depicted in Fig. 1, points{pi} for 1 ≤ i ≤ 7 represent some civilian objects (e.g.,residential buildings, public facilities ). If q1 in Fig. 1 isthe actual falling point of the missile, then objects p1 and
 p5 will be destroyed. Similarly, objects p2, p3 and p6 willbe destroyed if the actual falling point is q2. In this appli-cation, the risk of civilian casualties may be measured bythe total number n of civilian objects which are within γdistance away from a possible blast point with at leastθ probability. Note that the probabilistic threshold is setby the commander based on the levels of trade-off thatshe wants to make between the risk of civilian damagesand the effectiveness of military attacks; for instance, it isunlikely to cause civilian casualties if n = 0 with a smallθ. Moreover, different weight values may be assignedto these target points and hence the aggregate can beconducted based on the sum of the values.
 1p
 a1q
 2p
 3p
 7p
 5p6p
 γ
 4pQ
 2q
 γ
 Q : s h a d o w e d r e g i o n t o i n d i c a t e t h e p o s s i b l e l o c a t i o n s o f t h e q u e r y
 2 1 , q q : t o i n d i c a t e t w o p o s s i b l e l o c a t i o n s o f Q γ : q u e r y d i s t a n c e
 Fig. 1. Missile Example
 Motivating Application 2. Similarly, we can also esti-mate the effectiveness of a police vehicle patrol routeusing range aggregate against uncertain location basedquery Q. For example, Q in Fig. 1 now correspondsto the possible locations of a police patrol vehicle in apatrol route. A spot (e.g., restaurant, hotel, residentialproperty), represented by a point in {p1, p2, . . . , p7} inFig. 1, is likely under reliable police patrol coverage [11]if it has at least θ probability within γ distance to amoving patrol vehicle, where γ and θ are set by domainexperts. The number of spots under reliable police patrolcoverage is often deployed to evaluate the effectiveness
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 of the police patrol route.Motivated by the above applications, in the paper we
 study the problem of aggregate computation against thedata points which have at least probability θ to be withindistance γ regarding an uncertain location based query.
 Challenges. A naive way to solve this problem is thatfor each data point p ∈ S, we calculate the probability,namely falling probability, of Q within γ distance to p,select p against a given probability threshold, and thenconduct the aggregate. This involves the calculation ofan integral regarding each p and Q.pdf for each p ∈ S;unless Q.pdf has a very simple distribution (e.g., uniformdistributions), such a calculation may often be very ex-pensive and the naive method may be computationallyprohibitive when a large number of data points is in-volved. In the paper we target the problem of efficientlycomputing range aggregates against an uncertain Q forarbitrary Q.pdf and Q.region. Note that when Q.pdf isa uniform distribution within a circular region Q.region,a circular “window” can be immediately obtained ac-cording to γ and Q.region so that the computation ofrange aggregates can be conducted via the windowaggregates [27] over S.
 Contributions. Our techniques are developed based onthe standard filtering-and-verification paradigm. We firstdiscuss how to apply the existing probabilistically con-strained regions (PCR) technique [26] to our problem.Then, we propose two novel distance based filteringtechniques, statistical filtering (STF) and anchor pointfiltering (APF), respectively, to address the inherent lim-its of the PCR technique. The basic idea of the STFtechnique is to bound the falling probability of the pointsby applying some well known statistical inequalitieswhere only a small amount of statistic information aboutthe uncertain location based query Q is required. TheSTF technique is simple and space efficient (only d + 2float numbers required where d denotes the dimension-ality), and experiments show that it is effective. For thescenarios where a considerable “large” space is available,we propose a view based filter which consists of a set ofanchor points. An anchor point may reside at any locationand its falling probability regarding Q is pre-computedfor several γ values. Then many data points might beeffectively filtered based on their distances to the anchorpoints. For a given space budget, we investigate how toconstruct the anchor points and their accessing orders.To the best of our knowledge, we are the first to
 identify the problem of computing range aggregatesagainst uncertain location based query. In this paper, weinvestigate the problem regarding both continuous anddiscrete Q. Our principle contributions can be summa-rized as follows.
 • We propose two novel filtering techniques, STF andAPF, respectively. The STF technique has a decentfiltering power and only requires the storage of verylimited pre-computed information. APF providesthe flexibility to significantly enhance the filteringpower by demanding more pre-computed informa-
 tion to be stored. Both of them can be applied tocontinuous case and discrete case.
 • Extensive experiments are conducted to demon-strate the efficiency of our techniques.
 • While we focus on the problem of range counting foruncertain location based queries in the paper, ourtechniques can be immediately extended to otherrange aggregates.
 The remainder of the paper is organized as follows.Section 2 formally defines the problem and presentspreliminaries. In Section 3, following the filtering-and-verification framework, we propose three filtering tech-niques. Section 4 evaluates the proposed techniques withextensive experiments. Then some possible extensions ofour techniques are discussed in Section 5. This is fol-lowed by related work in Section 6. Section 7 concludesthe paper.
 2 BACKGROUND INFORMATIONWe first formally define the problem in Section 2.1, thenSection 2.2 presents the PCR technique [26] which is em-ployed in the filtering technique proposed in Section 3.3.
 Notation DefinitionQ uncertain location based queryS a set of pointsq instance of an uncertain query Qd dimensionalityPq the probability of the q to appear
 θ and γ probabilistic threshold and query distancePfall(Q, p, γ) the falling probability of p regarding
 Q and γQθ,γ(S) {p|p ∈ S ∧ Pfall(Q, p, γ) ≥ θ}
 p, x, y, b(S) point (a set of data points)e R tree entry
 Cp,r a circle(sphere) centred at p with radius rδ(x, y) the distance between x and y
 δmax(min)(r1, r2) the maximal(minimal) distancebetween two rectangular regions
 gQ mean of QηQ weighted average distance of QσQ variance of Qε arbitrarily small positive constant valuea anchor point
 nap the number of anchor pointsLPfall(p, γ) lower bound of the Pfall(p, γ)UPfall(p, γ) upper bound of the Pfall(p, γ)
 nd the number of different distancespre-computed for each anchor point
 Da a set of distance values used byanchor point a
 TABLE 1The summary of notations.
 2.1 Problem DefinitionIn the paper, S is a set of points in a d-dimensionalnumerical space. The distance between two points x andy is denoted by δ(x, y). Note that techniques developedin the paper can be applied to any distance metrics [5].In the examples and experiments, the Euclidean distanceis used. For two rectangular regions r1 and r2, we haveδmax(r1, r2) = max∀x∈r1,y∈r2 δ(x, y) and
 δmin(r1, r2) =
 {0 if r1 ∩ r2 �= ∅min∀x∈r1,y∈r2 δ(x, y) otherwise (1)
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 An uncertain (location based) query Q may be de-scribed by a continuous or a discrete distribution as fol-lows.Definition 1 (Continuous Distribution). An uncertainquery Q is described by a probabilistic density function Q.pdf .Let Q.region represent the region where Q might appear, then∫
 x∈Q.regionQ.pdf(x)dx = 1;
 Definition 2 (Discrete Distribution). An uncertain queryQ consists of a set of instances (points) {q1, q2, . . . , qn} in a d-dimensional numerical space where qi appears with probabilityPqi
 , and∑
 q∈Q Pq = 1;Note that, in Section 5 we also cover the applications
 where Q can have a non-zero probability to be absent;that is,
 ∫x∈Q.region
 Q.pdf(x)dx = c or∑
 q∈Q Pq = c for ac < 1.For a point p, we use Pfall(Q, p, γ) to represent the
 probability of Q within γ distance to p, called fallingprobability of p regarding Q and γ. It is formally definedbelow.For continuous cases,
 Pfall(Q, p, γ) =
 ∫x∈Q.region ∧ δ(x,p)≤γ
 Q.pdf(x)dx (2)
 For discrete cases,
 Pfall(Q, p, γ) =∑
 q∈Q ∧ δ(q,p)≤γ
 Pq (3)
 In the paper hereafter, Pfall(Q, p, γ) is abbreviated toPfall(p, γ), and Q.region and Q.pdf are abbreviated to Qand pdf respectively, whenever there is no ambiguity. Itis immediate that Pfall(p, γ) is a monotonically increas-ing function with respect to distance γ.
 1qQ 2q
 3q
 γ
 γγ
 3p
 2p
 1p
 Fig. 2. Example of Pfall(Q,p, γ)
 Problem Statement.In many applications, users are only interested in thepoints with falling probabilities exceeding a given prob-abilistic threshold regarding Q and γ. In this paper weinvestigate the problem of probabilistic threshold baseduncertain location range aggregate query on points data;it is formally defined below.Definition 3. [Uncertain Range Aggregate Query] Givena set S of points, an uncertain query Q, a query distanceγ and a probabilistic threshold θ, we want to compute anaggregate function (e.g., count, avg, and sum) against pointsp ∈ Qθ,γ(S), where Qθ,γ(S) denotes a subset of points{p} ⊆ S such that Pfall(p, γ) ≥ θ.In this paper, our techniques will be presented based
 on the aggregate count. Nevertheless, they can be imme-diately extended to cover other aggregates, such as min,
 max, sum, avg, etc., over some non-locational attributes(e.g., weight value of the object in missile example).Example 1. In Fig. 2, S = {p1, p2, p3} and Q = {q1, q2, q3}where Pq1 = 0.4, Pq2 = 0.3 and Pq3 = 0.3. Accordingto Definition 3, for the given γ, we have Pfall(p1, γ) =0.4, Pfall(p2, γ) = 1, and Pfall(p3, γ) = 0.6. Therefore,Qθ,γ(S) = {p2, p3} if θ is set to 0.5, and hence |Qθ,γ(S)| = 2.
 2.2 Probabilistically Constrained Regions (PCR)In [26], Tao et al. study the problem of range query onuncertain objects, in which the query is a rectangularwindow and the location of each object is uncertain.Although the problem studied in [26] is different withthe one in this paper, in Section 3.3 we show howto modify the techniques developed in [26] to supportuncertain location based query.In the following part, we briefly introduce the Prob-
 abilistically Constrained Region (PCR) technique devel-oped in [26]. Same as the uncertain location based query,an uncertain object U is modeled by a probability densityfunction U.pdf(x) and an uncertain region U.region.The probability that the uncertain object U falls in therectangular window query rq , denoted by Pfall(U, rq),is defined as
 ∫x∈U.region∩rq
 U.pdf(x)dx. In [26], the prob-abilistically constrained region of the uncertain objectU regarding probability θ (0 ≤ θ ≤ 0.5), denoted byU.pcr(θ), is employed in the filtering technique. Partic-ularly, U.pcr(θ) is a rectangular region constructed asfollows.For each dimension i, the projection of U.pcr(θ)
 is denoted by [U.pcri−(θ), U.pcri+(θ)] where∫x∈U.region&xi≤U.pcri−(θ) U.pdf(x)dx = θ and∫x∈U.region&xi≥U.pcri+(θ) U.pdf(x)dx = θ. Note that
 xi represents the coordinate value of the point xon i-th dimension. Then U.pcr(θ) corresponds toa rectangular region [U.pcr−(θ), U.pcr+(θ)] whereU.pcr−(θ) (U.pcr+(θ)) is the lower (upper) corner andthe coordinate value of U.pcr−(θ) (U.pcr+(θ)) on i-thdimension is U.pcri−(θ) (U.pcri+(θ)). Fig. 3(a) illustratesthe U.pcr(0.2) of the uncertain object U in 2 dimensionalspace. Therefore, the probability mass of U on the left(right) side of l1− (l1+) is 0.2 and the probability mass ofU below (above) the l2− (l2+) is 0.2 as well. Followingis a motivating example of how to derive the lower andupper bounds of the falling probability based on PCR.Example 2. According to the definition of PCR, in Fig. 3(b)the probabilistic mass of U in the shaded area is 0.2, i.e.,∫
 x∈U.region&x1≥U.pcr1+(θ)U.pdf(x)dx = 0.2. Then, it is im-
 mediate that Pfall(U, rq1) < 0.2 because rq1 does not intersectU.pcr(0.2). Similarly, we have Pfall(U, rq2) ≥ 0.2 because theshaded area is enclosed by rq2 .The following theorem [26] formally introduces how
 to prune or validate an uncertain object U based onU.pcr(θ) or U.pcr(1 − θ). Note that we say an uncertainobject is pruned (validated) if we can claim Pfall(U, rq) < θ(Pfall(U, rq) ≥ θ) based on the PCR.Theorem 1. Given an uncertain object U , a range query rq
 (rq is a rectangular window) and a probabilistic threshold θ.
 IEEE TRANSACTIONS ON KNOWLEDGE AND DATA ENGINEERINGThis article has been accepted for publication in a future issue of this journal, but has not been fully edited. Content may change prior to final publication.
 http
 ://www.ie
 eexp
 lorep
 rojec
 ts.blo
 gspo
 t.com
 http
 ://www.ie
 eexp
 lorep
 rojec
 ts.blo
 gspo
 t.com
 http://www.ieeexploreprojects.blogspot.com

Page 4
                        

4
 l1 - l1 +
 l2 -
 l2 +
 .pcr(0.2)U
 regionU
 (a) PCR
 l1 + 1qr
 2qr
 .pcr(0.2)U
 (b) PCR based filtering
 Fig. 3. A 2d probabilistically constrained region (PCR (0.2))1) For θ > 0.5, U can be pruned if rq does not fully contain
 U.pcr(1 − θ);2) For θ ≤ 0.5, the pruning condition is that rq does not
 intersect U.pcr(θ);3) For θ > 0.5, the validating criterion is that rq com-
 pletely contains the part of Umbb on the right (left) ofplane U.pcri−(1−θ) (U.pcri+(1−θ)) for some i ∈ [1, d],where Umbb is the minimal bounding box of uncertainregion U.region;
 4) For θ ≤ 0.5 the validating criterion is that rq completelycontains the part of Umbb on the left (right) of planeU.pcri−(θ) (U.pcri+(θ)) for some i ∈ [1, d];
 3 Filtering-and-Verification ALGORITHMAccording to the definition of falling probability (i.e.,Pfall(p, γ)) in Equation 2, the computation involves in-tegral calculation, which may be expensive in terms ofCPU cost. Based on Definition 3, we only need to knowwhether or not the falling probability of a particular pointregarding Q and γ exceeds the probabilistic thresholdfor the uncertain aggregate range query. This motivatesus to follow the filtering-and-verification paradigm for theuncertain aggregate query computation. Particularly, inthe filtering phase, effective and efficient filtering tech-niques will be applied to prune or validate the points. Wesay a point p is pruned (validated) regarding the uncertainquery Q, distance γ and probabilistic threshold θ if wecan claim that Pfall(p, γ) < θ ( Pfall(p, γ) ≥ θ ) based onthe filtering techniques without explicitly computing thePfall(p, γ). The points that cannot be pruned or validatedwill be verified in the verification phase in which theirfalling probabilities are calculated. Therefore, it is desirableto develop effective and efficient filtering techniques toprune or validate points such that the number of pointsbeing verified can be significantly reduced.In this section, we first present a general framework
 for the filtering-and-verification Algorithm based on fil-tering techniques in Section 3.1. Then a set of filteringtechniques are proposed. Particularly, Section 3.2 pro-poses the statistical filtering technique. Then we investi-gate how to apply the PCR based filtering technique inSection 3.3. Section 3.4 presents the anchor point basedfiltering technique.For presentation simplicity, we consider the continuous
 case of the uncertain query in this section. Section 3.5
 shows that techniques proposed in this section can beimmediately applied to the discrete case.
 3.1 A framework for filtering-and-verification Algo-rithmIn this subsection, following the filtering-and-verificationparadigm we present a general framework to supportuncertain range aggregate query based on the filteringtechnique. To facilitate the aggregate query computation,we assume a set S of points is organized by an aggregateR-Tree [22], denoted by RS . Note that an entry e ofRS might be a data entry or an intermediate entrywhere a data entry corresponds to a point in S and anintermediate entry groups a set of data entries or childintermediate entries. Assume a filter, denoted by F , isavailable to prune or validate a data entry (i.e., a point)or an intermediate entry (i.e., a set of points).Algorithm 1 illustrates the framework of the filtering-
 and-verification Algorithm. Note that details of the fil-tering techniques will be introduced in the followingsubsections. The algorithm consists of two phases. In thefiltering phase (Line 3-16), for each entry e of RS to beprocessed, we do not need to further process e if it ispruned or validated by the filter F . We say an entry e ispruned (validated) if the filter can claim Pfall(p, γ) < θ(Pfall(p, γ) ≥ θ) for any point p within embb. The countercn is increased by |e| (Line 6) if e is validated where|e| denotes the aggregate value of e (i.e., the numberof data points in e). Otherwise, the point p associatedwith e is a candidate point if e corresponds to a dataentry (Line 10), and all child entries of e are put into thequeue for further processing if e is an intermediate entry(Line 12). The filtering phase terminates when the queueis empty. In the verification phase (Line 17-21), candidatepoints are verified by the integral calculations accordingto Equation 2.Cost Analysis. The total time cost of Algorithm 1 is asfollows.
 Cost = Nf × Cf + Nio × Cio + Nca × Cvf (4)
 Particularly, Nf represents the number of entries beingtested by the filter on Line 5 and Cf is the time costfor each test. Nio denotes the number of nodes (pages)accessed (Line 13) and Cio corresponds to the delay ofeach node (page) access of RS . Nca represents the sizeof candidate set C and Cvf is the computation cost foreach verification (Line 15) in which numerical integralcomputation is required. With a reasonable filtering timecost (i.e., Cvf ), the dominant cost of Algorithm 1 isdetermined by Nio and Nca because Cio and Cvf mightbe expensive. Therefore, in the paper we aim to developeffective and efficient filtering techniques to reduce Nca
 and Nio.Filtering. Suppose there is no filter F in Algorithm 1,all points in S will be verified. Regarding the examplein Fig. 4, 5 points p1, p2, p3, p4 and p5 will be veri-fied. A straitforward filtering technique is based on theminimal and maximal distances between the minimal
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 Algorithm 1 Filtering-and-Verification(RS , Q, F , γ, θ)Input: RS : an aggregate R tree on data set S,
 Q : uncertain query, F : Filter, γ : query distance,θ : probabilistic threshold.
 Output: |Qθ,γ(S)|Description:1: Queue := ∅; cn := 0; C := ∅;2: Insert root of RS into Queue;3: while Queue �= ∅ do4: e ← dequeue from the Queue;5: if e is validated by the filter F then6: cn := cn + |e|;7: else8: if e is not pruned by the filter F then9: if e is data entry then10: C := C ∪ p where p is the data point e
 represented;11: else12: put all child entries of e into Queue;13: end if14: end if15: end if16: end while17: for each point p ∈ C do18: if Pfall(Q, p, γ) ≥ θ then19: cn := cn + 1;20: end if21: end for22: Return cn
 bounding boxes(MBBs) of an entry and the uncertainquery. Clearly, for any θ we can safely prune an entry ifδmin(Qmbb, embb) > γ or validate it if δmax(Qmbb, embb) ≤γ. We refer this as maximal/minimal distance based filter-ing technique, namely MMD. MMD technique is time ef-ficient as it takes only O(d) time to compute the minimaland maximal distances between Qmbb and embb. Recallthat Qmbb is the minimal bounding box of Q.region.
 Q : u n c e r t a i n l o c a t i o n b a s e d r a n g e q u e r y
 1p
 2p
 5p4p
 3p
 Fig. 4. Running Example
 Example 3. As shown in Fig. 4, suppose the MMD filteringtechnique is applied in Algorithm 1, then p1 is pruned andthe other 4 points p2, p3, p4 and p5 will be verified.Although the MMD technique is very time efficient, its
 filtering capacity is limited because it does not make useof the distribution information of the uncertain query Qand the probabilistic threshold θ. This motivates us to de-velop more effective filtering techniques based on somepre-computations on the uncertain query Q such that thenumber of entries (i.e., points ) being pruned or validated
 in Algorithm 1 is significantly increased. In the followingsubsections, we present three filtering techniques, namedSTF, PCR and APF respectively, which can significantlyenhance the filtering capability of the filter.
 3.2 Statistical FilterIn this subsection, we propose a statistical filtering tech-nique, namely STF. After introducing the motivationof the technique, we present some important statisticinformation of the uncertain query and then show howto derive the lower and upper bounds of the fallingprobability of a point regarding an uncertain query Q,distance γ and probabilistic threshold θ.Motivation. As shown in Fig. 5, given an uncertainquery Q1 and γ we cannot prune point p based on theMMD technique, regardless of the value of θ, althoughintuitively the falling probability of p regarding Q1 islikely to be small. Similarly, we cannot validate p for Q2.This motivates us to develop a new filtering techniquewhich is as simple as MMD, but can exploit θ to en-hance the filtering capability. In the following part, weshow that lower and upper bounds of Pfall(p, γ) can bederived based on some statistics of the uncertain query.Then a point may be immediately pruned (validated)based on the upper(lower) bound of Pfall(p, γ), denotedby UPfall(p, γ) (LPfall(p, γ)).Example 4. In Fig. 5 suppose θ = 0.5 and we haveUPfall(Q1, p, γ) = 0.4 (LPfall(Q2, p, γ) = 0.6) based onthe statistical bounds, then p can be safely pruned (vali-dated) without explicitly computing its falling probabilityregarding Q1 (Q2). Regarding the running example in Fig.4,suppose θ = 0.2 and we have UPfall(p2, γ) = 0.15 whileUPfall(pi, γ) ≥ 0.2 for 3 ≤ i ≤ 5, then p2 is pruned. There-fore, three points (p3, p4 and p5) are verified in Algorithm 1when MMD and statistical filtering techniques are applied.
 γ
 p
 Q1Q2
 1Qg2Qg
 Fig. 5. Motivation Example
 Statistics of the uncertain queryTo apply the statistical filtering technique, the follow-
 ing statistics of the uncertain query Q are pre-computed.Definition 4 (mean (gQ)). gQ =
 ∫x∈Q
 x × Q.pdf(x)dx.Definition 5 (weighted average distance (ηQ)). ηQ equals∫
 x∈Qδ(x, gQ) × Q.pdf(x)dx
 Definition 6 (variance (σQ)). σQ equals∫
 x∈Qδ(x, gQ)2 ×
 Q.pdf(x)dx
 Derive lower and upper bounds of Pfall(p, γ).For a point p ∈ S, the following theorem shows how
 to derive the lower and upper bounds of Pfall(p, γ)based on above statistics of Q. Then, without explicitlycomputing Pfall(p, γ), we may prune or validate the pointp based on UPfall(p, γ) and LPfall(p, γ) derived based onthe statistics of Q.
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 Theorem 2. Given an uncertain query Q and a distance γ,and suppose the mean gQ, weighted average distance ηQ andvariance σQ of Q are available. Then for a point p, we have1) If γ > μ1, Pfall(p, γ) ≥ 1 − 1
 1+(γ−μ1)2
 σ21
 , where μ1 =
 δ(gQ, p) + ηQ and σ21 = σQ − η2
 Q + 4ηQ × δ(gQ, p).2) If γ < δ(gQ, p) − ηQ − ε, Pfall(p, γ) ≤ 1
 1+(γ′−μ2)2
 σ22
 ,
 where μ22 = Δ + ηQ, σ2
 2 = σQ − η2Q + 4ηQ × Δ, Δ =
 γ + γ′ + ε − δ(p, gQ) and γ′ > 0. The ε represents anarbitrarily small positive constant value.
 Before the proof of Theorem 2, we first introduce theCantelli’s Inequality [19] described by Lemma 1 which isone-sided version of the Chebyshev Inequality.Lemma 1. Let X be an univariate random variable with theexpected value μ and the finite variance σ2. Then for anyC > 0, Pr(X − μ ≥ C × σ) ≤ 1
 1+C2 .Following is the proof of Theorem 2.Proof: Intuition of the Proof. For a given point p ∈ S,
 its distance to Q can be regarded as an univariate randomvariable Y , and we have Pfall(p, γ) = Pr(Y ≤ γ). Givenγ, we can derive the lower and upper bounds of Pr(Y ≤γ) (Pfall(p, γ)) based on the statistical inequality inLemma 1 if the expectation (E(Y )) and variance(V ar(Y ))of the random variable Y are available. Although E(Y )and V ar(Y ) take different values regarding differentpoints, we show that the upper bounds of E(Y ) andV ar(Y ) can be derived based on mean(gQ), weightedaverage distance (ηQ) and variance(σQ) of the query Q.Then, the correctness of the theorem follows.Details of the Proof. The uncertain query Q is a ran-dom variable which equals x ∈ Q.region with prob-ability Q.pdf(x). For a given point p, let Y denotethe distance distribution between p and Q; that is,Y is an univariate random variable and Y.pdf(l) =∫
 x∈Q.region and δ(x,p)=lQ.pdf(x)dx for any l ≥ 0. Conse-
 quently, we have Pfall(p, γ) = Pr(Y ≤ γ) according toEquation 2. Let μ = E(Y ), σ2 = V ar(Y ) and C = γ−μ
 σ,
 then based on lemma 1, if γ > μ we have
 Pr(Y ≥ γ) = Pr(Y − μ ≥ C × σ) ≤1
 1 + (γ−μσ
 )2
 Then it is immediate that
 Pr(Y ≤ γ) ≥ 1 − Pr(Y ≥ γ) ≥ 1 −1
 1 + (γ−μ)2
 σ2
 (5)
 According to Inequation 5 we can derive the lowerbound of Pfall(p, γ). Next, we show how to deriveupper bound of Pfall(p, γ). As illustrated in Fig. 6,let p′ denote a dummy point on the line pgQ withδ(p′, p) = γ + γ′ + ε where ε is an arbitrarily smallpositive constant value. Similar to the definition ofY , let Y ′ be the distance distribution between p′ andQ; that is, Y ′ is an univariate random variable whereY ′.pdf(l) =
 ∫x∈Q.region and δ(x,p′)=l
 Q.pdf(x)dx for anyl ≥ 0. Then, as shown in Fig. 6, for any point x ∈ Qwith δ(x, p′) ≤ γ′(shaded area), we have δ(x, p) > γ. Thisimplies that P (Y ≤ γ) ≤ P (Y ′ ≥ γ′). Let μ′ = E(Y ′) and
 σ′ = V ar(Y ′), according to Lemma 1 when γ′ > μ′ wehave
 Pr(Y ≤ γ) ≤ P (Y ′ ≥ γ′) ≤1
 1 + (γ′−μ′)2
 σ′2
 (6)
 Because values of μ, σ2, μ′ and σ′2 may change re-garding different point p ∈ S, we cannot pre-computethem. Nevertheless, in the following part we show thattheir upper bounds can be derived based on the statisticinformation of the Q, which can be pre-computed basedon the probabilistic distribution of Q.
 Qp
 p '
 Qg
 γ
 'γ
 ε
 Fig. 6. Proof of Upper boundBased on the triangle inequality, for any x ∈ Q we
 have δ(x, p) ≤ δ(x, gQ)+δ(p, gQ) and δ(x, p) ≥ | δ(x, gQ)−δ(p, gQ) | for any x ∈ Q. Then we have
 μ =
 ∫y∈Y
 y × Y.pdf(y)dy =
 ∫x∈Q
 δ(x, p) × pdf(x)dx
 ≤
 ∫x∈Q
 (δ(p, gQ) + δ(x, gQ)) × pdf(x)dx
 ≤ δ(gQ, p) + ηQ = μ1
 and
 σ2 = E(Y 2) − E2(Y )
 ≤
 ∫x∈Q
 (δ(gQ, p) + δ(x, gQ))2pdf(x)dx
 −(δ(gQ, p) − ηQ)2
 = 2
 ∫x∈Q
 δ(gQ, p) × δ(x, gQ) × pdf(x)dx
 +
 ∫x∈Q
 δ(x, gQ)2 × pdf(x)dx
 +2 × δ(gQ, p) × ηQ − η2Q
 = σQ − η2Q + 4ηQ × δ(gQ, p) = σ2
 1
 Together with Inequality 5, we have Pr(Y ≤ γ) ≥1 − 1
 1+ (γ−μ)2
 σ2
 ≥ 1 − 1
 1+(γ−μ1)2
 σ21
 if μ1 < γ. With similar
 rationale, let Δ = δ(gQ, p′) = γ + γ′ + ε − δ(p, gQ) wehave μ′ ≥ Δ + ηQ = μ2 and σ′2 ≤ σQ − η2
 Q + 4ηQ ×Δ = σ2
 2 . Based on Inequality 6, we have Pr(Y ≤ γ) ≤1
 1+ (γ′−μ′)2
 σ′2
 ≤ 1
 1+(γ′−μ2)2
 σ22
 if γ < δ(gQ, p)−ηQ−ε. Therefore,
 the correctness of the theorem follows.The following extension is immediate based on the
 similar rationale of Theorem 2.Extension 1. Suppose r is a rectangular region, we canuse δmin(r, gQ) and δmax(r, gQ) to replace δ(p, gQ) inTheorem 2 for lower and upper probabilistic boundscomputation respectively.
 IEEE TRANSACTIONS ON KNOWLEDGE AND DATA ENGINEERINGThis article has been accepted for publication in a future issue of this journal, but has not been fully edited. Content may change prior to final publication.
 http
 ://www.ie
 eexp
 lorep
 rojec
 ts.blo
 gspo
 t.com
 http
 ://www.ie
 eexp
 lorep
 rojec
 ts.blo
 gspo
 t.com
 http://www.ieeexploreprojects.blogspot.com

Page 7
                        

7
 Based on Extension 1, we can compute the upperand lower bounds of Pfall(embb, γ) where embb is theminimal bounding box of the entry e, and hence pruneor validate e in Algorithm 1. Since gQ, ηQ and σQ arepre-computed, the dominant cost in filtering phase isthe distance computation between embb and gQ whichis O(d).
 3.3 PCR based Filter
 Motivation. Although the statistical filtering techniquecan significantly reduce the candidate size in Algo-rithm 1, the filtering capacity is inherently limited be-cause only a small amount of statistics are employed.This motivates us to develop more sophisticated filteringtechniques to further improve the filtering capacity; thatis, we aim to improve the filtering capacity with morepre-computations (i.e., more information kept for thefilter). In this subsection, the PCR technique proposedin [26] will be modified for this purpose.
 p
 ,pCregionQ
 ) 4 . 0 ( . pcr Q
 , pR+
 , pR
 Fig. 7. Transform queryPCR based Filtering technique. The PCR techniqueproposed in [26] cannot be directly applied for filteringin Algorithm 1 because the range query studied in [26]is a rectangular window and objects are uncertain. Nev-ertheless we can adapt the PCR technique as follows.As shown in Fig. 7, let Cp,γ represent the circle (sphere)centered at p with radius γ. Then we can regard theuncertain query Q and Cp,γ as an uncertain object andthe range query respectively. As suggested in [28], wecan use R+,p (mbb of Cp,γ) and R−,p (inner box) asshown in Fig. 7 to prune and validate the point p basedon the PCRs of Q respectively. For instance, if θ = 0.4the point p in Fig. 7 can be pruned according to case 2of Theorem 1 because R1 does not intersect Q.pcr(0.4).Note that similar transformation can be applied for theintermediate entries as well.
 1p
 2p
 3p
 5p
 4p
 2, pR+
 1, pR+
 .mbb Q
 5, pR+
 4, pR+
 .pcr(0.2)Q
 3, pR+
 Fig. 8. Running example
 Example 5. Regarding the running example in Fig. 8,suppose Q.pcr(0.2) is pre-computed, then p1, p2 and p4
 are pruned because R+,p1 , R+,p2 and R+,p4 do not overlap
 Q.pcr(0.2) according to Theorem 1 in Section 2.2. Conse-quently, only p3 and p5 go to the verification phase whenQ.pcr(0.2) is available.Same as [26], [28], a finite number of PCRs are pre-
 computed for the uncertain query Q regarding differentprobability values. For a given θ at query time, if theQ.pcr(θ) is not pre-computed we can choose two pre-computed PCRs Q.pcr(θ1) and Q.pcr(θ2) where θ1 (θ2)is the largest (smallest) existing probability value smaller(larger) than θ. We can apply the modified PCR tech-nique as the filter in Algorithm 1, and the filtering timeregarding each entry tested is O(m+log(m)) in the worstcase , where m is the number of PCRs pre-computed bythe filter.The PCR technique can significantly enhance the filter-
 ing capacity when a particular number of PCR s are pre-computed. The key of the PCR filtering technique is topartition the uncertain query along each dimension. Thismay inherently limit the filtering capacity of the PCRbased filtering technique. As shown in Fig. 7, we haveto use two rectangular regions for pruning and validationpurpose, and hence the Cp,γ is enlarged (shrunk) duringthe computation. As illustrated in Fig. 7, all instances ofQ in the striped area is counted for Pfall(p, γ) regardingR+,p, while all of them have distances larger than γ. Sim-ilar observation goes to R−,p. This limitation is causedby the transformation, and cannot be remedied by in-creasing the number of PCRs. Our experiments alsoconfirm that the PCR technique cannot take advantage ofthe large index space. This motivates us to develop newfiltering technique to find a better trade-off between thefiltering capacity and pre-computation cost (i.e., indexsize).
 3.4 Anchor Points based Filter
 The anchor (pivot) point technique is widely employedin various applications, which aims to reduce the querycomputation cost based on some pre-computed anchor(pivot) points. In this subsection, we investigate how toapply anchor point technique to effectively and efficientlyreduce the candidate set size. Following is a motivatingexample for the anchor point based filtering technique.
 1p
 2p
 5p4p
 3p
 .mbb Q
 od
 2 . 0 =
 d o C ,
 Fig. 9. Running example regarding the anchor point
 Motivating Example. Regarding our running example,in Fig. 9 the shaded area, denoted by Co,d, is the circlecentered at o with radius d. Suppose the probabilisticmass of Q in Co,d is 0.8, then when θ = 0.2 we can safelyprune p1, p2, p3 and p4 because Cpi,γ does not intersectCo,d for i = 1, 2, 3 and 4.
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 In the paper, an anchor point a regarding the uncertainquery Q is a point in multidimensional space whosefalling probability against different γ values are pre-computed. We can prune or validate a point based on itsdistance to the anchor point. For better filtering capability,a set of anchor points will be employed.In the following part, Section 3.4.1 presents the anchor
 point filtering technique. In Section 3.4.2, we investigatehow to construct anchor points for a given space budget,followed by a time efficient filtering algorithm in Sec-tion 3.4.3.
 3.4.1 Anchor Point filtering technique (APF)For a given anchor point a regarding the uncertain queryQ, suppose Pfall(a, l) is pre-computed for arbitrary dis-tance l. Lemma 2 provides lower and upper boundsof Pfall(p, γ) for any point p based on the triangleinequality. This implies we can prune or validate a pointbased on its distance to an anchor point.
 a γ
 Q
 p
 ) , ( p a δγ −
 (a) Lower Bound
 a pγ
 Q
 ε
 S 1
 S 2
 (b) Upper Bound
 Fig. 10. Lower and Upper BoundLemma 2. Let a denote an anchor point regarding theuncertain query Q. For any point p ∈ S and a distance γ, wehave1) If γ > δ(a, p), Pfall(p, γ) ≥ Pfall(a, γ − δ(a, p)).2) Pfall(p, γ) ≤ Pfall(a, δ(a, p) + γ) − Pfall(a, δ(a, p) −
 γ − ε) where ε is an arbitrarily small positive value. 1
 Proof: Suppose γ > δ(a, p), then according to the tri-angle inequality for any x ∈ Q with δ(x, a) ≤ γ − δ(a, p),we have δ(x, p) ≤ δ(a, p)+δ(x, a) ≤ δ(a, p)+(γ−δ(a, p)) =γ. This implies that Pfall(p, γ) ≥ Pfall(a, γ − δ(a, p))according to Equation 2. Fig. 10(a) illustrates an exampleof the proof in 2 dimensional space. In Fig. 10(a), we haveCa,γ−δ(a,p) ⊆ Cp,γ if γ > δ(a, p). Let S denote the stripedarea which is the intersection of Ca,γ−δ(a,p) and Q.Clearly, we have Pfall(a, γ − δ(a, p)) =
 ∫x∈S
 Q.pdf(x)dxand δ(x, p) ≤ γ for any x ∈ S. Consequently, Pfall(p, γ)≥ Pfall(a, γ − δ(a, p)) holds.With similar rationale, for any x ∈ Q we have
 δ(x, a) ≤ δ(a, p) + γ if δ(x, p) ≤ γ. This impliesthat Pfall(p, γ) ≤ Pfall(a, δ(a, p) + γ). Moreover, forany x ∈ Q with δ(x, a) ≤ δ(a, p) − γ − ε, we haveδ(x, a) > γ. Recall that ε represents an arbitrarily smallconstant value. This implies that x does not contributeto Pfall(p, γ) if δ(x, a) ≤ δ(a, p) − γ − ε. Consequently,Pfall(p, γ) ≤ Pfall(a, δ(a, p) + γ)− Pfall(a, δ(a, p)− γ − ε)holds. As shown in Fig. 10(b), we have Pfall(p, γ) ≤Pfall(a, δ(a, p) + γ) because Cp,γ ⊆ Ca,δ(a,p)+γ . Since
 1. We have Pfall(a, δ(a, p) − γ − ε) = 0 if δ(a, p) ≤ γ
 Ca,δ(a,p)−γ−ε ⊆ Ca,δ(a,p)+γ and Cp,γ ∩ Cp,δ(a,p)−γ−ε = ∅,this implies that Pfall(p, γ) ≤ Pfall(a, δ(a, p) + γ) −Pfall(a, δ(a, p) − γ − ε).
 Let LPfall(p, γ) and UPfall(p, γ) denote the lowerand upper bounds derived from Lemma 2 regardingPfall(p, γ). Then we can immediately validate a point p ifLPfall(p, γ) ≥ θ, or prune p if UPfall (p, γ) < θ.Clearly, it is infeasible to keep Pfall(a, l) for arbitrary
 l ≥ 0. Since Pfall(a, l) is a monotonic function withrespect to l, we keep a set Da = {li} with size nd for eachanchor point such that Pfall(a, li) = i
 ndfor 1 ≤ i ≤ nd.
 Then for any l > 0, we use UPfall(a, l) and LPfall(a, l)to represent the upper and lower bound of Pfall(a, l)respectively. Particularly, UPfall(a, l) = Pfall(a, li) whereli is the smallest li ∈ Da such that li ≥ l. Similarly,LPfall(a, l) = Pfall(a, lj) where lj is the largest lj ∈ Da
 such that lj ≤ l. Then we have the following theorem byrewriting Lemma 2 in a conservative way.Theorem 3. Given an uncertain query Q and an anchor pointa, for any rectangular region r and distance γ, we have:1) If γ > δmax(a, r), Pfall(r, γ) ≥ LPfall(a, γ −
 δmax(a, r)).2) Pfall(r, γ) ≤ UPfall(a, δmax(a, r) + γ)
 −LPfall(a, δmin(a, r) −γ− ε) where ε is an arbitrarilysmall positive value.
 Let LPfall(r, γ) and UPfall(r, γ) represent the lowerand upper bounds of the falling probability derived fromTheorem 3. We can safely prune (validate) an entry e ifUPfall(embb, γ) < θ (LPfall(embb, γ) ≥ θ). Recall that embb
 represents the minimal bounding box of e. It takes O(d)time to compute δmax(a, embb) and δmin(a, embb). Mean-while, the computation of LPfall(a, l) and UPfall(a, l) forany l > 0 costs O(log nd) time because pre-computeddistance values in Da are sorted. Therefore, the filteringtime of each entry is O(d + log nd) for each anchor point.
 3.4.2 Heuristic with a finite number of anchor pointsLet AP denote a set of anchor points for the uncertainquery Q. We do not need to further process an entry e inAlgorithm 1 if it is filtered by any anchor point a ∈ AP.Intuitively, the more anchor points employed by Q, themore powerful the filter will be. However, we cannotemploy a large number of anchor points due to the spaceand filtering time limitations. Therefore, it is importantto investigate how to choose a limited number of anchorpoints such that the filter can work effectively.
 Anchor points construction. We first investigate howto evaluate the “goodness” of an anchor point regard-ing the computation of LPfall(p, γ). Suppose all anchorpoints have the same falling probability functions; thatis Pfall(ai, l) = Pfall(aj , l) for any two anchor pointsai and aj . Then the closest anchor point regarding pwill provide the largest LPfall(p, γ). Since there is no apriori knowledge about the distribution of the points, weassume they follow the uniform distribution. Therefore,anchor points should be uniformly distributed. If fallingprobabilistic functions of the anchor points are different,
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 a1
 a5
 p
 a2a3 a4
 a9
 a8a7
 a6
 a1 0
 a1 1
 a1 3
 a1 4
 a1 2
 a1 6
 a1 5
 0
 1
 2
 3
 4
 56
 7
 gQ x
 R g QC ,
 mbbQ
 Fig. 11. anchor points construction
 besides the distance a point p prefers the anchor pointwhose falling probability grows rapidly with respect todistance l. However, since it is costly to evaluate thefalling probability functions for all possible anchor points,we only consider that anchor points should be evenlydistributed.As to UPfall(p, γ), observations above do not hold. Ac-
 cording to Lemma 2, UPfall(p, γ) equals Pfall(a, δ(a, p)+γ) −Pfall(a, δ(a, p) − γ − ε). Clearly Pfall(a, δ(a, p) + γ)prefers a small δ(a, p), while Pfall(a, δ(a, p) − γ − ε) isin favor of large δ(a, p). Therefore, for UPfall(p, γ) weevaluate the “goodness” of an anchor point from anotherpoint of view. As shown in Fig. 10(b), let R denote theshaded area which is the intersection of S and Q, whereS represents Ca,δ(a,p)+γ − Ca,δ(a,p)−γ−ε. Intuitively Rwith smaller area is more likely to lead to a tighterupper bound. Consequently the anchor point should befar from Q.Considering the different preferences of LPfall and
 UPfall, we employ two kinds of anchor points, namelyinner anchor points (IAPs) and outer anchor points (OAPs)respectively, where inner anchor points and outer anchorpoints are chosen in favor of validating and pruningrespectively. Let ki and ko denote the number of IAPsand OAPs respectively, and the total number of anchorpoints is denoted by nap where nap = ki+ko. We assumeki = ko in the paper. Note that the construction time ofeach anchor point is O(nd × CI) where CI is the cost toidentify each li ∈ Da such that Pfall(a, li) = i
 nd.
 Fig. 11 illustrates how to construct anchor points on2-dimensional data with nap = 16. Considering thatpoints far from Q have less chance to be validated, wechoose 8 IAPs such that their locations are uniformlydistributed within Qmbb. They are a1, a2, . . ., a8 in Fig. 11.Then another 8 OAPs (a9, a10, . . . , a16 in Fig. 11) areevenly located along CgQ,R where R is set to L
 2 in ourexperiment and L is the domain size. For each anchorpoint a, Pfall(a, l) is computed for each l ∈ Da. Thisconstruction approach can be easily extended to higherdimensions.
 3.4.3 Time efficient filtering AlgorithmBased on Theorem 3, we can compute LPfall and UPfall
 for each entry e against the anchor points as discussedin Section 3.4.1, and then try to prune or validate e.Nevertheless, we show that the filtering time cost canbe improved by the following techniques.
 1.Quick-Filtering Algorithm. Since in Algorithm 1 weonly need to check whether an entry e can be filtered,the explicit computation of LPfall and UPfall regardinge may be avoided. Let UD(θ) represent the smallest li ∈Da such that Pfall(a, li) ≥ θ and LD(θ) be the largestli ∈ Da with Pfall(a, li) ≤ θ. Clearly, for any l ≤ LD(θ),we have UPfall(a, l) ≤ θ and LPfall(a, l) ≥ θ for anyl ≥ UP (θ).
 Algorithm 2 Quick-Filtering(e, a, γ, θ)Input: e : entry of RS , a : anchor point
 γ : query distance, θ : probabilistic thresholdOutput: status : { validated, pruned, unknown}Description:1: Compute δmax(a, embb);2: if γ − δmax(a, embb) ≥ UD(θ) then3: if δmin(a, embb) + γ + ε > UD(1 − θ) then4: Return pruned;5: else6: Return unknown;7: end if8: end if9: if δmin(a, embb) − γ − ε ≤ LD(0) then
 10: if δmax(a, embb) < LD(θ) − γ then11: Return pruned;12: else13: Return unknown;14: end if15: end if16: if UPfall(embb, γ) < θ then17: Return pruned;18: else19: Return unknown;20: end if
 Algorithm 2 illustrates how to efficiently filter an entrybased on an anchor point. In case 1 of Algorithm 2 (Line2-8), γ − δ(a, embb) ≥ UD(θ) implies Pfall(embb, γ) ≥ θaccording to Theorem 3 and the definition of UD(θ).Therefore the entry e can be safely validated.For case 2 (Line 9-15), δmax(a, embb) + γ ≥ UD(1)
 implies UPfall(a, δmax(a, embb)+γ) = 1.0 2. We can prunee if δmin(a, embb) + γ + ε > UD(1 − θ) because thisimplies UPfall(embb, γ) < θ. With similar rationale, thecorrectness of case 3 (Line 16-20) immediately follows3.Once θ and γ are given for the query, we can pre-
 compute UD(θ), LD(θ), LD(0) and UD(1 − θ) for eachanchor point. Therefore, the time cost for Line 1-14 in Al-
 2. Note that in case 2, we have S2 = ∅ in Fig. 10(b) where S2 ={x|x ∈ Q and δ(x, a) > δ(a, p) + γ}. This implies that Pfall(p, γ) ≤1.0 − Pfall(a, δ(a, p) − γ − ε).3. Note that in case 3, we have S1 = ∅ in Fig. 10(b) where S1 =
 {x|x ∈ Q and δ(x, a) < δ(a, p)−γ−ε}. This implies that Pfall(p, γ) ≤Pfall(a, δ(a, p) + γ) − 0.
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 gorithm 2 is O(d). We need to further apply Theorem 3 tocompute UPfall(embb, γ) in Line 15 if none of above threecases occurs. Consequently, the filtering time complexityof Algorithm 2 remains O(d+log nd) for each anchor pointin the worst case. Nevertheless, our experiment showsthat new technique significantly improves the filteringtime.
 2. Accessing Order. In Algorithm 1, for a given entry e,we can apply Algorithm 2 for each anchor point a ∈ APuntil e is filtered by any anchor point or all anchor pointsfail to filter e. Intuitively, we should choose a goodaccessing order of the anchor points such that the entrye could be eliminated as early as possible. The rankingcriteria for validating is simple, and anchor points close toe have high priority. As to the pruning, we prefer anchorpoints which are close to or far from e. This is becauseLine 6 of Algorithm 2 prefers the large δmin(a, embb)while Line 11 is in favor of small δmax(a, embb). Ourexperiment shows that a good accessing order can sig-nificantly reduce the filtering cost.
 3. Sector Based Heuristic. Since we can immediatelyapply Algorithm 2 once the minimal and maximal dis-tances between e and an anchor point are computed,it is less efficient to decide the accessing order aftercomputing distances between all anchor points and e.Therefore we employ a simple heuristic to order anchorpoints without distance computations. We first considerthe 2 dimensional case, and the heuristic can be easilyextended to higher dimensions.As shown in Fig. 11, suppose CgQ,R is evenly parti-
 tioned into ns = 8 sectors, labeled from 0 to 7 respec-tively. Recall that gQ represents the mean of the uncertainquery Q. Given a point p, we can find its correspondingsector by computing the angle α between vectors −−→gQ pand −−→gQ x. Then p locates at α×ko
 2πth sector which is 5 in
 the example. The other sectors are sorted and the i-thsector accessed has subindex s + (−1)i i
 2 + ns mod ns
 for 2 ≤ i ≤ ns where s indicates the subindex of thefirst sector visited, which is 5 in the example. Therefore,the accessing order of the sectors in the example is 5,6, 4, 7, 3, 0, 2 and 1. Intuitively, anchor points in thesectors accessed earlier are likely to be closer to the pointp. In the example, we visit inner anchor points with thefollowing order: a1, a2, a3, a4, a5, a6, a7 and a8.As to outer anchor points, 8 sectors will be ordered
 exactly same as previous one. Nevertheless they will beaccessed from head and tail at same time as shown inFig. 11 because anchor points which are close to or farfrom p are preferred. Consequently, the accessing orderof the outer anchor points is a9, a10, a11, a12, a13, a14, a15
 and a16 in the example. Our experiments confirm theeffectiveness of this heuristic.
 3.5 Discrete CaseTechniques proposed in this section can be immediatelyapplied to discrete case. We abuse the notation of pdfand also use pdf to describe the uncertain query Qin discrete case; that is, Q.pdf(x) = Px if x ∈ Q and
 Q.pdf(x) = 0 if x �∈ Q. Q.region corresponds to theminimal bounding box of all instances of Q. Moreover,the statistic information of the uncertain query Q indiscrete case is defined as follows: gQ =
 ∑q∈Q q × Pq ,
 ηQ =∑
 q∈Q δ(q, gQ) × Pq and σQ =∑
 q∈Q δ(q, gQ)2 × Pq
 Then the techniques proposed in this section can beapplied to discrete case.
 4 EXPERIMENTWe present results of a comprehensive performancestudy to evaluate the efficiency and scalability of thetechniques proposed in the paper. Following the framework of Algorithm 1 in Section 3, four different filteringtechniques have been implemented and evaluated.MMD The maximal/minimal distance filtering technique
 is employed as a benchmark to evaluate theefficiency of other filtering techniques.
 STF The statistical filtering technique proposed inSection 3.2.
 PCR The PCR technique discussed in Section 3.3.For the fairness of the comparison, we alwayschoose a number of PCRs for the uncertainquery such that space usage of PCR is sameas that of APF.
 APF The anchor point filtering technique proposed inSection 3.4.
 The Euclidean distance is used in the experiments. Allalgorithms are implemented in C++ and compiled byGNU GCC. Experiments are conducted on PCs with IntelP4 2.8GZ CPU and 2G memory under Debian Linux.Two real spatial datasets, LB and US, are employed as
 target data sets which contain 53k and 1M 2-dimensionalpoints representing locations in the Long Beach countryand the United State respectively4. All of the dimensionsare normalized to domain [0, 10000]. To evaluate the per-formance of the algorithms, we also generate syntheticdatasetUniformwith dimensionality 2 and 3 respectively,in which points are uniformly distributed. The domainsize is [0, 10000] for each dimension, and the number ofthe points varies from 1M to 5M . All of the datasets areindexed by aggregate R trees with page size 4096 bytes.US dataset is employed as the default dataset.A workload consists of 200 uncertain queries in our ex-
 periment. The uncertain regions of the uncertain queriesin our experiment are circles or spheres with radius qr.qr varies from 200 to 1000 with default value 600 whichis 6% of the domain size. The centers of the queries arerandomly generated within the domain. Recall that thedomain of each dimension is normalized to [0, 10000]for all datasets in our experiment. Two popular dis-tributions, Normal and Uniform, are employed in ourexperiment to describe the PDF of the uncertain queries,where Normal serves as default distribution. Specifically,we use the constrained normal distribution such that thepossible location of the uncertain query are restricted inthe uncertain region of query Q. The standard deviation
 4. Available at http://www.census.gov/geo/www/tiger
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 σ is set to qr
 2 by default. 10k sampled locations arechosen from the distributions 5. For an uncertain queryQ, instances of the Normal have the same appearanceprobabilities. Half of the instances of the Uniform haveappearance probabilities 1/40000, and another half haveappearance probabilities 3/40000. We assume instancesof each query are maintained by an in memory aggregateR tree with fanout 8 where the aggregate probability ofthe child instances is kept for each entry. The query dis-tance γ varies from 600 to 2000 with default value 1200.Note that queries in a workload share the same systemparameters. In order to avoid favoring a particular θvalue, we randomly choose the probabilistic thresholdbetween 0 and 1 for each uncertain query.According to the analysis of Section 3.1, the dominant
 cost of Algorithm 1 comes from the IO operation andverification. Therefore we measure the performance ofthe filtering techniques by means of IO cost and can-didate size during the computation. The IO cost is thenumber of pages visited from RP , and the candidatesize is the number of points which need verification.In addition, we also evaluate the filtering time and thequery response time.In each experiment, we issue 200 uncertain queries
 and use the average candidate size, number of nodesaccessed, filtering time and query response time to eval-uate the performance of the techniques.Table 2 below lists parameters which may poten-
 tially have an impact on our performance study. In ourexperiments, all parameters use default values unlessotherwise specified.
 Notation Definition (Default Values)qr the radius of the uncertain region (600)σ standard deviation for Normal distribution (300)
 nap the number of anchor points in APF (30)nd the size of Da for each anchor point (30)γ query distance (1200)θ probabilistic threshold (∈ [0, 1])n the number of data points in P (1m)
 TABLE 2System Parameters
 4.1 Evaluate anchor point filtering technique
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 Fig. 12. Filter Performance EvaluationIn the first set of experiments, we evaluate the three
 techniques proposed for the anchor point filtering tech-nique. All system parameters are set to default values.
 5. As shown in [26], [28], the samples of the Q.pdf are employed forthe integral calculations. Therefore, we use the samples of the uncertainquery to evaluate the performance of the algorithm for both continuouscase and discrete case.
 Let APF1 represent the algorithm which computes thelower and upper probabilistic bounds for each entrybased on Theorem 3. Algorithm 2 is applied in algorithmAPF2, APF3 and APF . APF2 always accesses anchorpoints in a random order, while APF3 chooses a “good”order based on the distances between the entry and an-chor points. The sector based heuristic is employed in APF.As expected, Fig. 12(a) demonstrates the effectivenessof the APF, which outperforms others and its filteringcost grows slowly against the number of anchor points.This implies the number of anchor points involved inthe filtering process is less sensitive to nap for APF.Consequently, APF is used to represent the anchor pointfiltering technique in the rest of the experiments.In the second set of experiments, we evaluate the
 impact of nd (i.e., the number of different γ values pre-computed for each anchor point) against the performanceof the APF technique based on US dataset. As expected,Fig. 12(b) shows that the candidate size decreases againstthe growth of nd. We set nd = 30 in the rest of theexperiments unless otherwise specified.Fig. 13 evaluates the effect of nap (i.e., the number of
 anchor points) against the filtering capacity of APF andPCR. Fig. 13(a) shows that APF outperforms PCR whenthere are not less than 5 anchor points. Moreover, theperformance of the APF is significantly improved whenthe number of anchor points grows. Recall that we alwayschoose a number of PCRs such that PCR uses the sameamount of space as APF. However, there is only a smallimprovement for PCR when more space is available.Although the filtering cost of APF increases with thenumber of anchor points and it is always outperformedby PCR in terms of filtering cost as shown in Fig. 13(b),the cost is clearly paid off by the significant reduction ofcandidate size. This implies that APF can make a bettertrade-off between the filtering capacity and space usage.We set nap = 30 in the rest of the experiments unlessotherwise specified.
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 Fig. 13. Filter Performance vs Space usage
 4.2 Performance EvaluationIn this subsection, we conduct comprehensive experi-ments to evaluate the effectiveness and efficiency of ourfiltering techniques proposed in the paper.In the first set of experiments, we evaluate the impact
 of query distance γ on the performance of the filteringtechniques in terms of candidate size, IO cost, queryresponse time and filtering cost. All evaluations areconducted against US and 3d Uniform datasets.
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 Fig. 14 reports the candidate size of MMD, STF, PCRand APF when query distance γ grows from 400 to2000. We set dap to 30 and 60 for US and 3d Uniformdatasets respectively. As expected, larger γ value resultsin more candidate data points in the verification phase.It is interesting to note that with only a small amountof statistic information, STF can significantly reduce thecandidate size compared with MMD. PCR can furtherreduce the candidate size while APF significantly out-performs others especially for the large γ: only 19650data points need to be further verified for APF whenγ = 2000 on US dataset, which is 96769, 183387 and284136 for PCR, STF and MMD respectively.
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 Fig. 14. Candidate Size vs γ
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 Fig. 15. # node accesses vs γ
 Fig. 15 reports the IO cost of the techniques. Asexpected, APF is more IO efficient than other filteringtechniques on both datasets.
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 Fig. 16. Filtering Time vs γ
 Fig. 16 reports the filtering time of four techniquesagainst different query distance γ. It is shown that STFoutperforms MMD under all settings. This is becauseboth of them need at most two distance computations(i.e., maximal and minimal distance) for each entry, whilethe filtering capability of STF is much better than thatof MMD. As expected, APF takes more time for filteringespecially on 3-d Uniform dataset because more distancecomputations are required in APF and each costs O(d)time. Nevertheless, it only takes less than 0.4 second for3d Uniform dataset with γ = 2000, which is only a smallportion of the computation cost as shown in Fig. 17.
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 Fig. 17. Query Response Time vs γIn Fig. 17, we report the average processing time
 of 200 uncertain queries. It is not surprising to seethat APF outperforms other filtering techniques on thequery response time evaluation because with reasonablefiltering cost, APF has best filtering capability regardingcandidate size and IO cost.The second set of experiments depicted in Fig. 18
 is conducted to investigate the impact of probabilis-tic threshold θ against the performance of the filter-ing techniques, where candidate size, the number ofnodes assessed and the average query response time arerecorded. The performance of MMD does not changewith θ value on the candidate size and number ofnodes accessed because the probabilistic threshold is notconsidered in MMD technique. Intuitively, the largerthe threshold, there should be less entries which havea chance to get involved in the computation. This isconfirmed by PCR and APF whose performances arebetter when θ is large, especially for PCR. It is interestingthat STF has better performance when θ is small, evenas good as PCR when θ = 0.1.We investigate the impact of qr against the perfor-
 mance of the techniques in the third set of experiments.LB dataset is employed and uncertain queries followUniform distribution, while other system parameters areset to default values. Clearly the increment of qr de-grades the performance of all filtering techniques be-cause more objects are involved in the computation.Nevertheless, as illustrated in Fig. 19 PCR and APFtechniques are less sensitive to qr.In the last set of experiments, we study the scalability
 of the techniques against 2d Uniform dataset with sizevarying from 2M to 10M. As shown in Fig. 20, theperformance of PCR and APF are quite scalable towardsthe size of dataset.
 4.3 SummaryIt has a much better performance than MMD with thehelp of a small amount of pre-computed statistic infor-mation. When more space is available, PCR and APFhave better performance than MMD and STF. Comparedwith PCR, our experiments show APF can achieve abetter trade-off between the filtering capability and thespace usage.
 5 DISCUSSIONSSum, min, max and average. Since the aggregate Rtree is employed to organize the data points, instead of
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 the number of descendant data points, other aggregatevalues like sum, max and min can be kept to calculatecorresponding aggregate values. Note that for averageweneed to keep count and sum for each entry.
 Uncertain query with non-zero absent probability. Insome applications, the probability sum of the uncertainquery might be less than 1 because the query mighthave a particular probability of being absent; that is,∫
 x∈Q.regionQ.pdf(x)dx = c or
 ∑q∈Q Pq = c where
 0 ≤ c ≤ 1. The current techniques can be immediatelyapplied by normalizing probabilities of the instances andthe probabilistic threshold. For instances, suppose theuncertain query Q has two instances with appearanceprobability 0.3 and 0.2 respectively, and the probabilitythreshold θ is set to 0.2. Then we can set the appearanceprobability of two instances to 0.6 and 0.4 respectively,and θ is set to 0.4.
 Computing expected value. In some applications, in-stead of finding the number objects whose falling proba-
 bilities exceed a given probabilistic threshold, users maywant to compute the expected number of objects fallingin Q regarding γ, denoted by navg ; that is,
 navg =∑p∈P
 Pfall(p, γ) (7)
 Clearly, a point p ∈ P can be immediately pruned(validated) if we can claim Pfall(p, γ) = 0 (Pfall(p, γ) = 1).Then, we need to compute the exact falling probabilitiesfor all points survived, i.e., points not being prunedor validated. As a future direction, it is interesting todevelop efficient algorithm to compute navg such thatthe computational cost can be significantly reduced.
 Computing range aggregate against mutual exclusion.In the motivating application 1 of the paper, the actualnumber of civilian objects destroyed may be less than|Qθ,γ(P )| because the events of objects to be destroyedmay be mutually exclusive; that is, once the fallingposition of the missile is determined, two objects p1
 and p2 cannot be destroyed at same time (e.g., when
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 δ(p1, p2) > 2γ). Therefore, in addition to counting thenumber of civilian objects which are at risk, i.e., withfalling probability at least θ, it is also interesting tofind out the maximal possible number of objects beingdestroyed with probability at least θ. Although the algo-rithm in the paper can provide an upper bound for thisproblem, the techniques developed cannot be triviallyapplied for the exact solution because it is computationalexpensive to check the mutually exclusive property foreach pair of objects in the candidate set. Therefore,as a future direction, it is desirable to develop noveltechniques to efficiently solve this problem.
 6 RELATED WORKTo the best of our knowledge, this is the first workon the problem of computing range aggregates againstuncertain location based query. Our study is related tothe previous work on querying uncertain objects [13],[21], [30], [8], [10], [1], [26], [28], [6], [29], [12].Cheng et al present a broad classification of probabilis-
 tic queries over one-dimensional uncertain data as wellas techniques for evaluating probabilistic queries [8].There are four types in all, and the problem we studiedin the paper belongs to the value-based aggregates.In recent years, probability-thresholding range queries hasattracted much attention of the literature because of theimportance of the problem. For the given region rq andprobabilistic threshold θ, such a query returns all objectswhich appear in rq with likelihood at least θ. Basedon the notation of x-bounds, a novel index, probabilitythreshold index(PTI), is proposed in [10] to efficientlyprocess the query against one dimension uncertain ob-jects. Recently, Agarwal et al [1] develop novel indexingtechnique for one dimension uncertain object to supportrange query with theoretical guarantee.As a general version of the x-bounds, the concept
 of probabilistic constrained region(PCR) is introduced byTao et al [26] to support the range query on uncertainobjects in a multi-dimensional space where the pdf ofthe uncertain object might be an arbitrary function. Inorder to prune or validate a set of uncertain objects atthe same time, the U-Tree technique is proposed to indexthe uncertain objects based on PCR technique. Tao et alfurther improve the PCR technique in [28] and they alsostudy another range query problem in which locationsof query and objects are uncertain. A similar problemis studied by Chen et al [6] where the PCR technique isalso applied to efficiently prune or validate data pointsor uncertain objects. Recently, Yang et al [29] investigatethe problem of range aggregate query processing overuncertain data in which two sampling approaches areproposed to estimate the aggregate values for the rangequery.In [12], Dai et al investigate the probabilistic range
 query on existentially uncertain data in which eachobject exists with a particular probability. [3], [4] studyrange queries with the constraint that instances of un-certain objects follow Gaussian distribution. Results areranked according to the probability of satisfying range
 queries. A more recent work addressing indexing highdimensional uncertain data is [2].Besides the range query over uncertain data, many
 other conventional queries are studied in the context ofuncertain data such as clustering [17], [20], similarityjoin [16], [9], top-k queries [25], [14], nearest neighbourqueries [7] and skyline query [23], [18]. Among theprevious work on uncertain data, [28] , [6] and [15]are the most closely related to the problem we studied.However, the target objects considered in [28] are un-certain objects which are organized by U -tree, so theiralgorithms cannot be directly applied to the problemstudied in the paper. Our problem definition is similarwith the C-IPQ problem studied in [6], but their querysearch region is rectangle which might be less interestingto the applications mentioned in our paper. Moreover,we investigate the range aggregates computation in ourpaper which is different from [28], [6]. We also show thatalthough the PCR technique employed by [28], [6] canbe modified to our problem as discussed in the paper,it is less efficient compared with anchor point filteringtechnique proposed in the paper. Although [15] studiesthe range query in which the location of the query isimprecise, their techniques are based on the assump-tion that the possible locations of the query follow theGaussian distribution, hence cannot support the generalcase. Therefore, their techniques cannot be applied to theproblem studied in the paper.
 7 CONCLUSIONIn this paper, we formally define the problem of uncer-tain location based range aggregate query in a multi-dimensional space; it covers a wide spectrum of ap-plications. To efficiently process such a query, we pro-pose a general filtering and verification framework andtwo novel filtering techniques, named STF and APFrespectively, such that the expensive computation andIO cost for verification can be significantly reduced. Ourexperiments convincingly demonstrate the effectivenessand efficiency of our techniques.
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