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Applications of finite geometry in codingtheory and cryptography
 A. KLEIN, L. STORME
 Department of Mathematics, Ghent University, Krijgslaan 281 - Building S22, 9000Ghent, Belgium (Email:{klein,ls}@cage.ugent.be) (WWW:
 http://cage.ugent.be/∼ {klein,ls})
 Abstract. We present in this article the basic properties of projective geometry,coding theory, and cryptography, and show how finite geometry can contribute tocoding theory and cryptography. In this way, we show links between three researchareas, and in particular, show that finite geometry is not only interesting from a puremathematical point of view, but also of interest for applications. We concentrateon introducing the basic concepts of these three research areas and give standardreferences for all these three research areas. We also mention particular results in-volving ideas from finite geometry, and particular results in cryptography involvingideas from coding theory.
 Keywords. Finite geometry, MDS codes, Griesmer bound, Secret sharing, AES
 1. Introduction to projective geometry
 The classical Euclidean geometry contains two very interesting weaker geometries.
 • The absolute geometrywhich explores what can be proved without the famousparallel postulate.
 • The affine geometrywhich explores what can be proved without the axiom ofmeasure (length and angles).
 The axioms of the affine plane are:
 (A1) Each two points are joined by exactly one line.(A2) For each linel and each pointP not onl, there is exactly one line throughP
 which does not intersectl.(A3) There are three points which do not lie on a common line.
 When working in the affine plane, one almost always distinguishes between paralleland intersecting lines. This distinction can be removed by going to the projective closure.For each parallel class of lines we add a “point at infinity” which lies on all lines ofthe parallel class. There is also a “line at infinity” which goes through all the points atinfinity.
 This leads to the projective plane with the axioms:
 (P1) Each two points are joined by exactly one line.
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(P2) Each two lines meet in exactly one point.(P3) There are at least two lines and each line contains at least three points.
 To extend the projective geometry to higher dimensions, we must replace (P2) byan axiom that states that two lines in a plane have a common point. The Veblen-Youngaxiom does exactly this but avoids the use of the word plane.
 (P2’) Let A, B, C andD be four points such that the linesAB andCD intersect.ThenAC andBD have a common point.
 �
 A
 �
 B
 �D
 �C
 �
 P
 � Q
 Figure 1. The Veblen-Young axiom
 We now present the classical construction of a projective space.
 Theorem 1Let V be a vector space of dimensiond + 1 ≥ 3 over a (skew) fieldF. The geometryPG(V ) is defined by
 • The points ofPG(V ) are the1-dimensional subspaces ofV .• The lines ofPG(V ) are the2-dimensional subspaces ofV .• A point of PG(V ) is incident with a line ofPG(V ) if the corresponding1-
 dimensional subspace is contained in the corresponding2-dimensional subspace.
 ThenPG(V ) is a projective space.
 Proof. Let 〈v〉, 〈w〉 be two points of PG(V ), then〈v, w〉 is the unique2-dimensionalsubspace containingv andw, which proves axiom (P1).
 Let A = 〈u〉, B = 〈v〉, C = 〈w〉, D = 〈x〉 be four points ofPG(V ). If the linesAB = 〈u, v〉 andCD = 〈w, x〉 intersect in a common point, the dimension formulagives
 dim 〈u, v, w, x〉 = dim 〈u, v〉 + dim 〈w, x〉 − dim(〈u, v〉 ∩ 〈w, x〉) = 2 + 2 − 1 = 3 .
 Again by the dimension formula, we get
 dim(〈u, w〉 ∩ 〈v, x〉) = dim 〈u, w〉 + dim 〈v, x〉 − dim 〈u, v, w, x〉 = 2 + 2 − 3 = 1,
 and henceAC = 〈u, w〉 andBD = 〈v, x〉 meet in a common point of PG(V ). Thisproves axiom (P2’).
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Each line〈v, w〉 of PG(V ) contains at least three points〈v〉, 〈w〉 and〈v + w〉. SincedimV ≥ 3, there are at least two subspaces of dimension2. This proves axiom (P3).�
 Two extremely important “Theorems” of projective geometryare:
 Theorem 2 (Desargues Theorem)LetA1A2A3 andB1B2B3 be two triangles for which the linesA1B1, A2B2 andA3B3
 are different and go through a common pointC.Then the pointsP12 = A1A2 ∩ B1B2, P13 = A1A3 ∩ B1B3 andP23 = A2A3 ∩
 B2B3 lie on a common line.
 �A1� A2
 �A3
 �
 C
 �B1
 � B2
 � B3
 �
 P12�
 P13
 P23
 Figure 2. Desargues Theorem
 Theorem 3 (Pappus Theorem)Let l andh be two intersecting lines. LetA1, A2, A3 be distinct points onl different froml ∩ h and letB1, B2, B3 be distinct points onh different froml ∩ h.
 Then the pointsG12 = A1B2 ∩ A2B1, G13 = A1B3 ∩ A3B1 andG23 = A2B3 ∩A3B2 lie on a common line.
 Without proof we note:
 Theorem 4A projective space satisfies the Theorem of Desargues if and only if it is of the formPG(V ) for some vector spaceV .
 A projective space satisfies the Theorem of Pappus if and onlyif it is of the formPG(V ) for some vector spaceV over a commutative fieldF.
 In the following, all projective spaces will be of the form PG(V ) whereV is a finitedimensional vector space over a finite fieldFq of orderq. Let d + 1 be the dimension ofV , then we also write PG(d, q) for PG(V ).
 Fix a basisv0, . . . , vd of V . Let u = v0 + · · · + vd. Then any vectorv = a0v0 +· · · + advd ∈ V is uniquely determined by its coordinates(a0, . . . , ad).
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�A1
 �A2
 �A3
 �
 B1
 �
 B2
 �
 B3
 �G12 �G13 �G23
 Figure 3. Pappus Theorem
 We call(a0, . . . , ad) thehomogeneous coordinatesof the point〈v〉 of PG(V ) withrespect to the projective reference system{〈v0〉, . . . , 〈vd〉, 〈u〉}, whereu = v0+· · ·+vd.Since〈v〉 = 〈µv〉 for anyµ 6= 0 the homogeneous coordinates of a projective point areunique up to a nonzero scalar factor.
 Example 1The line through the points with homogeneous coordinates(a0, . . . , ad) and(b0, . . . , bd)consists of the points with the following coordinates(a0, . . . , ad) and (b0, . . . , bd) +x(a0, . . . , ad), with x ∈ F.
 If V is a vector space over a finite field, then PG(V ) has a finite number of pointsand lines. Theorem 5 counts them.
 Theorem 5The projective spacePG(d, q) has qd+1−1
 q−1 = qd + qd−1 + · · · + q + 1 points. and(qd+qd−1+···+q+1)(qd−1+qd−2+···+q+1)
 q+1 lines.Each line ofPG(d, q) contains exactlyq + 1 points.
 Proof. The vector spaceFd+1q containsqd+1 − 1 nonzero vectors and a1-dimensional
 subspace ofFd+1q containsq − 1 nonzero vectors. ThusFd+1
 q has qd+1−1q−1 subspaces of
 dimension1.As special cases we have that a two dimensional vector space over Fq hasq + 1
 subspaces of dimension1, i.e. a line of PG(d, q) hasq + 1 points.There are(qd+1 − 1)(qd+1 − q) possibilities to choose linearly independent vectors
 u, v ∈ Fd+1q . Every two dimensional space〈u, v〉 has(q2 − 1)(q2 − q) different bases.
 ThusFd+1q contains
 (qd+1 − 1)(qd+1 − q)
 (q2 − 1)(q2 − q)=
 (qd + · · · + q + 1)(qd−1 + · · · + q + 1)
 q + 1
 subspaces of dimension2. �
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As indicated in the abstract, projective geometry is first ofall investigated because ofits pure mathematical importance. But projective geometryis also important because ofits links to other research areas. We now present coding theory, one of the most importantresearch areas linked to projective geometry. For a detailed discussion of finite projectivespaces we refer to [12,13,15].
 2. Coding theory
 2.1. Introduction to coding theory
 When sending a message there is always a small probability for transmission errors. Thegoal of coding theory is to develop good codes to detect and correct transmission errors.
 data source encoder channel decoder receiver
 noise
 Figure 4. Transmission of data through a noisy communication channel
 Suppose for example that we transmit a binary message. With aprobabilityp of 2%a transmission error occurs and one1 is received as0 and vice versa.
 Example 2 (Triple repetition code)We repeat every symbol three times, i.e. we send000 instead of0 and111 instead of1. Ifan error occurs we guess that the majority of the received symbols is correct, i.e. we willdecode110 as1.
 The probability that more than1 error occurs in a triplet is3p2(1 − p) + p3. Ifp = 0.02 we lowered the probability for incorrect decoding to0.0012. The price is thatwe have to send3 times more symbols.
 Example 3 (The Hamming code)Now we use the following encoding
 (x0, x1, x2, x3) 7→ (x0, . . . , x6)
 with
 x4 ≡ x1 + x2 + x3 mod 2 ,
 x5 ≡ x0 + x2 + x3 mod 2 ,
 x6 ≡ x0 + x1 + x3 mod 2 .
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For example(1101) is encoded as(1101001).Every7-bit word is either a codeword or differs at most one place from a codeword.
 The decoding will send the received word to the “most similar” codeword.If you compute the error probability for this example you will find that the average
 probability for a wrong bit is0.0034 whenp = 0.02.Thus the Hamming code gives almost the same error probability as the simple triple
 repetition code, but we must send only74 times more symbols. Thus the Hamming code
 allows a faster data transmission.
 The last example shows some important aspects:
 • Linear mappings are often good codes.• The mapping itself is not so important; the image under the map is the most
 important aspect of a code.• Codewords should differ in as many positions as possible to obtain a good error
 correction rate.
 This motivates the following definition.
 Definition 1The Hamming distanced(x, y) of x, y ∈ F
 nq , with x = (x1, . . . , xn) and y =
 (y1, . . . , yn), is
 d(x, y) = |{i | xi 6= yi}| .
 The Hamming distance ofx to 0 is called theweightof x; w(x) = d(x, 0).A linear[n, k]q block codeC is ak-dimensional subspace ofF
 nq .
 Theminimum distanced of a linear[n, k]q block codeC is defined as
 d = minx 6=y∈C
 d(x, y) = min06=x∈C
 w(x) .
 An [n, k, d]q-codeis an[n, k]q-code with minimum distanced.A generator matrixG for an [n, k, d]q-codeC is ak × n matrix whose rows form a
 basis for the codeC.A parity check matrixH for an [n, k, d]q-codeC is an(n − k) × n matrix of rank
 n − k whose rows are orthogonal to all the codewords ofC, i.e.,
 c ∈ C ⇔ c · Ht = 0.
 A main goal of coding theory is to determine for givenn, k andq the largestd forwhich an[n, k, d]q-code exists.
 A good introduction into coding theory is [20]. For further reference, see also [21,25].
 2.2. MDS codes
 We start with a very simple upper bound on the minimum distance of an[n, k]q-code.Consider the systematic generator matrix of an[n, k]q-code:
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G =
 1 0 g1,k+1 . . . g1,n
 . . ....
 ...0 1 gk,k+1 . . . gk,n
 =
 (
 Ik Gk×(n−k)
 )
 .
 Each row ofG has at mostn − k + 1 nonzero entries and hencen − k + 1 ≥ d.
 Theorem 6 (Singleton bound [29])An [n, k, d]q-code satisfiesn − k + 1 ≥ d.
 Codes that meet the Singleton bound are calledmaximum distance separablecodes(MDS codes).
 Let C be an[n, k, d]q MDS code. Its parity check matrixH is an(n−k)×n matrixwith the property that anyn − k columns ofH are linearly independent.
 Example 4 (Generalized Doubly-Extended Reed-Solomon (GDRS) codes [26])LetFq = {0, a1, . . . , aq−1}.
 Let
 H =
 0 1 · · · 1 00 a1 · · · aq−1 00 a2
 1 · · · a2q−1 0
 ......
 ......
 0 an−k−21 · · · an−k−2
 q−1 0
 1 an−k−11 · · · an−k−1
 q−1 1
 .
 For instance, the determinant of the(n − k) × (n − k) submatrix
 1 · · · 1a1 · · · an−k
 ......
 an−k−11 · · · an−k−1
 n−k
 is∏
 1≤i<j≤n−k(aj − ai) 6= 0.Anyn− k columns ofH are linearly independent, i.e.H is a parity check matrix of
 an MDS code.
 Interpreting the columns ofH as points in a projective space, we get a structurecalledarc.
 Definition 2Anr-arcofPG(n, q) is a set ofr points that spanPG(n, q) and such that any hyperplanecontains at mostn points of thisr-arc.
 The (q + 1)-arc corresponding to a GDRS-code is called anormal rational curve.Here,{(1, t, . . . , tk−1)|t ∈ Fq}∪ {(0, . . . , 0, 1)} is the standard form for a normal ratio-nal curve in PG(k − 1, q).
 The study of linear MDS codes was performed mostly by geometrical methods. Wenow mention a number of the most important results.
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Theorem 7 (Segre, Thas [27,32])For
 • q an odd prime power,• 2 ≤ k <
 √q/4,
 every[n = q + 1, k, d = q + 2 − k]-MDS code is a GDRS code.
 This preceding result was obtained using methods from algebraic geometry and pro-jection arguments.
 The motivation for the next result is as follows. The GDRS codes are MDS codes oflengthq + 1. Maybe they can be extended to MDS codes of lengthq + 2. The followingresult proves that this is practically never the case.
 Theorem 8 (Storme [31])Consider the[q + 1, k, q − k + 2]q-GDRS code.
 For q odd and2 ≤ k ≤ q + 3 − 6√
 q log q, and forq even and4 ≤ k ≤ q + 3 −6√
 q log q, this[q+1, k, q+2−k]q-GDRS code cannot be not extended to a[q+2, k, q+3 − k]q-MDS code.
 2.3. Minihypers and the Griesmer bound
 Let Nq(d, k) denote the minimaln for which an[n, k, d]q-code exists and letdxe denotethe smallest integer larger than or equal tox.
 Theorem 9 (Griesmer bound [9,30])
 Nq(k, d) ≥ d + Nq(k − 1, dd
 qe) (1)
 and
 Nq(k, d) ≥ Gq(k, d) =
 k−1∑
 i=0
 ⌈
 d
 qi
 ⌉
 . (2)
 Proof. Let C be an[n, k, d]q-code. Without loss of generality we can assume thatCcontains the codeword(0, . . . , 0, 1, . . . , 1) of weightd.
 Thus we have a generator matrix of the form
 G =
 (
 0 · · · 0 1 · · · 1G1 G2
 )
 .
 This matrixG1 has rankk− 1 since otherwise we could make a row ofG1 zero andC would contain a codeword of weight less thand. ThusG1 is the generator matrix ofan[n − d, k − 1, d1]q-code.
 Let (u, v) ∈ C, with w(u) = d1. Since also all codewords of the form(u, v + a1)are inC, we can selectv with weight at mostb q−1
 qdc.
 Since(u, v) ∈ C, we havew(u) + w(v) ≥ d or d1 ≥ d − ddqe. This proves
 Equation (1).
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Iterating Equation (1) gives:
 Nq(k, d) ≥ d + Nq(k − 1, dd
 qe)
 ≥ d + dd
 qe + Nq(k − 2, d d
 q2e)
 ...
 ≥k−2∑
 i=0
 ⌈
 d
 qi
 ⌉
 + Nq(1, d d
 qk−1e)
 ≥k−1∑
 i=0
 ⌈
 d
 qi
 ⌉
 .
 �
 Now we want to construct linear codes that meet the Griesmer bound, i.e. we areinterested in[Gq(k, d), k, d]q-codes.
 By θk = qk−1q−1 , we denote the number of1-dimensional subspaces ofF
 kq , i.e. the
 number of points in PG(k − 1, q).ThesimplexcodeSk is a [θk, k, qk−1]q-code whose generator matrix is formed by
 θk pairwise linearly independent vectors inFkq . For eacht, the copy oft simplex codes
 is a [tθk, tk, tqk−1]q-code that satisfies the Griesmer bound.An excellent way to construct more linear codes satisfying the Griesmer bound is
 to start with a copy oft simplex codes and delete columns of the generator matrix. Thecolumns to be deleted form the generator matrix of what is called ananticode. This isa code with an upper bound on the distance between its codewords. Even the distance0between codewords is allowed, i.e. an anticode may contain repeated codewords.
 Definition 3If G is a k × m matrix ofFq, then theqk combinations of its rows form the codewordsof an anticodeof lengthm. Themaximum distanceδ of the anticode is the maximumweight of any of its codewords. Ifrank G = r, each codeword occursqk−r times.
 If we start with t copies of the simplex code and deletem columns that form ananticode with maximum distanceδ, we obtain a[tθk − m, k, tqk−1 − δ]q-code.
 Codes meeting the Griesmer bound and their anticodes have a nice geometrical in-terpretation.
 Let C be an[n, k]q-code with generator matrixG. Each column of the generatormatrix describes a point of PG(k − 1, q). We representC by the multisetM of thesenpoints.
 For instance, the simplex codeSk is represented by the point set of PG(k − 1, q).An i-point is a point of multiplicityi. For each subsetS of PG(k − 1, q), we denote
 the number of points ofM in S by c(S). Let
 γi = max{c(S) | S is a subspace of dimensioni} .
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Thenγ0 is the maximali for which ani-point in M exists. The minimum distanceof C is the minimal number of points ofM lying in the complement of a hyperplane, i.e.d = n − γk−2.
 If an [n, k, d]q-code meets the Griesmer bound we can compute the valuesγi fromits parameters. At this moment we only need the following lemma.
 Lemma 1 (Maruta [22])Let (s − 1)qk−1 < d ≤ sqk−1 and letC be an[n, k, d]q-code meeting the Griesmerbound. Thenγ0 = max{c(P ) | P ∈ PG(k − 1, q)} = s.
 Proof. By the pigeonhole principle, we getγ0 ≥ nθk−1
 > s − 1.Assumeγ0 > s, then there exists a pointP = (p0, . . . , pk−1) described by at least
 s + 1 columns of the generator matrix. Consider the subcodeC′ of C defined by
 C′ = {x = (x0, . . . , xk−1) ∈ Fkq |
 k−1∑
 i=0
 xipi = 0}G .
 The codewords ofC′ have entry0 at the columns corresponding toP . PuncturingC′ atthese columns yields an[n′, k′, d′]q-code withn′ ≤ n − s − 1, k′ = k − 1 andd′ ≥ d.But the Griesmer bound says that
 n − s − 1 ≥ n′ ≥k′
 ∑
 i=0
 dd′
 qie ≥
 k−2∑
 i=0
 d d
 qie =
 k−1∑
 i=0
 d d
 qie − d d
 qk−1e = n − s,
 a contradiction. �
 We represent the linear codeC by the multisetM ′ in which each pointP of PG(k−1, q) has weightw(P ) equal tos minus the number of columns in the generator matrixdefiningP . In fact, M ′ is the multiset of columns of the anticode corresponding toCin the copy ofs simplex codes. We have shown above that for linear codes meeting theGriesmer boundw(P ) ≥ 0 for each pointP . Letd = sqk−1−∑k−2
 i=0 tiqi, 0 ≤ ti ≤ q−1
 for i = 0, . . . , k − 2. Then the total weight of all points inM ′ is∑k−2
 i=0 tiθi+1 and each
 hyperplane has a weight of at leastn − d =∑k−2
 i=0 tiθi.This geometrical structure is important enough to deserve aname.
 Definition 4An (n, w; d, q)-minihyper is a multiset ofn points in PG(d, q) with the property thatevery hyperplane meets it in at leastw points.
 Many characterisation theorems of minihypers are known. The simplest is:
 Theorem 10 (Bose and Burton [2])Letk ≤ d. A (θk+1, θk; d, q)-minihyper always is ak-dimensional subspace of PG(d, q).
 Proof. LetH be a(θk+1, θk; d, q)-minihyper. We claim that fors ≤ k every codimensions space ofPG(d, q) meetsH in at leastθk−s+1 points.
 For s = 1 this is the definition of a minihyper. Now lets > 1 and assume that acodimensions spaceπ meetsH in less thanθk−s+1 points. Then the average number ofpoints ofH in a codimensions − 1 space throughπ is less than

Page 11
                        

θk+1 − θk−s+1
 θs
 + θk−s+1 = qk−s+1 + θk−s+1 = θk−s+2,
 in contradiction to the already proved result that a codimensions − 1 space contains atleastθk−s+2 points ofH.
 Now assume thatH is not ak-space of PG(d, q), i.e. there is a linel that containsat least two points ofH but does not lie completely inH. Let P ∈ l\H. There existsa subspaceπ′ of dimensiond − k − 1 throughP that has no point in common withH.(There are simply not enough points inH to block all the(d−k−1)-spaces throughP ).
 The average number of points ofH in a(d−k)-space throughπ′ is θk+1/θk+1 = 1.But the(d − k)-space containingl contains at least2 points ofH, thus there must bea (d − k)-space throughπ′ that contains no point ofH. A contradiction, i.e.H is asubspace. �
 There are many other characterization results on minihypers. We refer to the litera-ture for the known results. As a concrete example of a deep characterization result, wemention the following result of Hamada, Helleseth, and Maekawa.
 Theorem 11 (Hamada, Helleseth, and Maekawa [10,11])LetF be a(
 ∑k−2i=0 εiθi+1,
 ∑k−2i=0 εiθi; k−1, q)-minihyper, with
 ∑k−2i=0 εi <
 √q +1, then
 F is the union ofε0 points,ε1 lines,. . ., εk−2 (k − 2)-dimensional subspaces, which allare pairwise disjoint.
 2.4. Covering radius
 For ane-error correcting code, we search for a large set of pairwisedisjoint spheresof radiuse in the Hamming spaceFn
 q . The problem of covering codes is an oppositeproblem. Here, we wish to cover all the points of the Hamming spaceF
 nq with as few
 spheres as possible. Covering codes find applications in data compression.Formally we define:
 Definition 5LetC be a linear[n, k, d]q-code. Thecovering radiusof the codeC is the smallest integerR such that everyn-tuple inF
 nq lies at Hamming distance at mostR from a codeword in
 C.
 The following theorem will be the basis for making the link with the geometricallyequivalent objects of thesaturating sets in finite geometry.
 Theorem 12LetC be a linear[n, k, d]q-code with parity check matrixH = (h1 · · ·hn).
 Then the covering radius ofC is equal toR if and only if every(n − k)-tuple overFq can be written as a linear combination of at mostR columns ofH .
 Definition 6LetS be a subset ofPG(N, q). The setS is calledρ-saturatingwhen every pointP fromPG(N, q) can be written as a linear combination of at mostρ + 1 points ofS.
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Taking into account Theorem 12, the preceding definition means that:
 ρ-saturating setsS in PG(n−k−1, q) determine the parity check matrices of linear[n, k, d]q-codes with covering radiusR = ρ + 1.
 Covering codes are linked to many geometrical objects.Obviously the goal of covering codewords becomes easier when one can use more
 codewords. So we are interested in small covering codes or equivalently in small saturat-ing sets.
 Example 5 (Brualdi et al. [3], Davydov [5])We construct a1-saturating set inPG(3, q) of size2q + 1. We give the description viacoordinates.
 Take a conicc = {(1, t, t2, 0)|t ∈ Fq} ∪ {(0, 0, 1, 0)} in a planeπ : X3 = 0 ofPG(3, q) and letP = (0, 0, 1, 0) be a point of this conicc. For q even, letP ′ = (0, 1, 0, 0)be the nucleus of the conic. Forq odd, letP ′ = (0, 1, 0, 0) be a point of the tangent lineto c throughP . Let l be a line throughP not inπ.
 We claim thatS = (c ∪ l ∪ {P ′})\{P} is a1-saturating set in PG(3, q).
 Figure 5. A 1-saturating set in PG(3, q)
 First note that every point in the planeπ lies on a secant ofc. Now take a pointQnot in π. Together withl, it spans a plane that either intersects the conicc in a pointdifferent fromP or containsP ′. ThusQ lies on a line which meetsS in two points.
 Example 6 (Östergård and Davydov [6])Example 5 can be extended to a2-saturating set in PG(5, q) of size3q + 1. We againgive the description via coordinates.
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Take two skew planesπ andπ. Letc be a conic inπ and letc be a conic inπ. LetPbe a point ofc and letP be a point ofc. For q even, letP ′ be the nucleus ofc and forqodd, chooseP ′ on the tangent line toc throughP . Similarly chooseP ′.
 ThenS = (c ∪ c ∪ PP ∪ {P ′, P ′})\{P, P} is a2-saturating set in PG(5, q).
 Figure 6. A 2-saturating set in PG(5, q)
 As in Example 5, a point ofπ or π lies on a line meetingS in two points.A pointQ not in π or π lies on a unique linel′ that meets both planes. As in Exam-
 ple 5, we get that〈l, l′〉 meets(c ∪ {P ′})\{P} and(c ∪ {P ′})\{P} in Q1 andQ2. Thespan〈Q, Q1, Q2〉 meetsl in a pointQ3 and henceQ lies in the plane〈Q1, Q2, Q3〉.
 An interesting geometrical research problem, that in fact solves problems in codingtheory, is therefore the problem of constructing smallρ-saturating sets in finite projectivespaces.
 3. Cryptography
 3.1. Secret sharing
 Secret sharing schemes are the cryptographic equivalents of a vault that needs severalkeys to be opened. In the simplest cases there aren participants and each group ofkparticipants can reconstruct the secret, but less thank participants have no way to learnanything about the secret.
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Example 7 (Shamir’sk-out-of-n secret sharing scheme [28])LetF be a finite field.
 The dealer chooses a polynomialf ∈ F[x] of degree at mostk − 1 and gives par-ticipant numberi a point(xi, f(xi)) on the graph off (xi 6= 0). The valuef(0) is thesecret.
 A set ofk participants can reconstructf by interpolation. Then they can computethe secretf(0). If k′ < k persons try to reconstruct the secret, they see that for everyvaluey ∈ F there are exactly|F|k−k′−1 polynomials of degree at mostk − 1 which passthrough their shares and the point(0, y). Thus they gain no information aboutf(0).
 �� ��
 ��
 ��
 ��
 S1
 S2
 S3
 S4
 S5 ��
 secret point
 Figure 7. Example for the Shamir secret sharing scheme
 Many secret sharing schemes are constructed by finite geometry. For example onecan use arcs to construct ak-out-of-n secret sharing scheme.
 Example 8Letπ be a hyperplane ofPG(k, q) and letP0, . . . , Pn be an(n + 1)-arc in π. Let l be aline ofPG(k, q) with π ∩ l = P0.
 The participant numberi (1 ≤ i ≤ n) gets the pointPi as his share. All participantsare told that the secret pointP0 lies onl, but the hyperplaneπ is kept secret by the dealer.
 Less thank participants see the following: their sharesP1, . . . , Pi (i < k) span an(i − 1)-dimensional space skew tol. For every pointP ′ ∈ l there exists a hyperplaneπ′
 with an arc containingP ′, P1, . . . , Pi. Thus there is no way to decide which point ofl isthe secretP0.
 At leastk participants can compute the span〈P1, . . . , Pk〉 = π with their shares.The secret pointP0 is computed asπ ∩ l.
 Thus we have constructed ak-out-of-n secret sharing scheme.
 One can consider more complex access structures. For example, we want that threestaff members together can open the vault, but also two senior staff members alone canopen the vault. Definition 7 formalises the idea of an access structure.
 Definition 7LetP be a set of persons.
 Anaccess structureΓ is a subset ofP(P ) with the property
 A ∈ Γ =⇒ B ∈ Γ
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for everyB ⊃ A.
 Example 8 shows how to realise ak-out-of-n access structure with finite geometry.We want to generalise this example. The secret and the sharesshould be subspaces of afinite projective space PG(n, q). As in Example 8, the reconstruction of the secret shouldbe done by computing the span of the shares. This leads to the following definition.
 Definition 8LetΓ be an access structure for the person setP . A subspace configurationfor Γ is a setof subspacesSp, with p ∈ P , and a secret spaceS with the properties
 • S ∩ 〈Sp | p ∈ A〉 = ∅ for all A /∈ Γ.• S ⊆ 〈Sp | p ∈ A〉 for all A ∈ Γ.
 Theorem 13 (Ito, Saito and Nishizeki [16])Let Γ be an access structure, then there exists a subspace configuration realisingΓ inPG(d, q), for d large enough.
 Proof. Let U = {U0, . . . , Ud} be the set of maximal unauthorised sets ofΓ. (A setA /∈ Γis maximal unauthorised if every proper supersetB ⊃ A is in Γ.) We will construct asubspace configuration forΓ in PG(d, q). Let ei, thei-th vector of unity, correspond tothe setUi.
 Forp ∈ P , defineSp = 〈ei | p /∈ Ui〉 and letS = 〈(1, . . . , 1)〉.An unauthorised set of personsU is contained in at least one maximal unauthorised
 set Ui. By construction,ei /∈ ⋃
 p∈U Sp and hence〈⋃p∈U Sp〉 cannot containei andS = 〈(1, . . . , 1)〉, i.e. the secret is not reconstructed.
 If Q is a qualified set of persons then for every maximal unauthorised setUi, Qcontains a personpi not inUi. Hence,ei ∈ Spi
 ⊆ ⋃
 p∈Q Sp for everyi. This proves thatS = 〈(1, . . . , 1)〉 ⊆ 〈Sp | p ∈ Q〉, i.e. the persons fromQ can reconstruct the secret.�
 For further applications of finite geometry in secret sharing, see [17].Secret sharing schemes can also be constructed by error-correcting codes.
 Example 9 (McEliece and Sarwarte [24])LetC be an[n + 1, k, n − k + 2]q MDS code.
 For a secretc0 ∈ Fq, the dealer creates a codewordc = (c0, c1, . . . , cn) ∈ C. Theshare of the participant numberi is symbolci.
 SinceC is an MDS code with minimum distancen − k + 2, the codewordc can beuniquely reconstructed if onlyk symbols are known.
 So any set ofk persons can compute the secretc0.On the other hand, less thank persons do not learn anything about the secret, since
 for any possible secretc′, the same number of codewords that fit to the secretc′ and theirshares exist.
 This is an alternative description of thek-out-of-n secret sharing scheme from Ex-ample 8.
 The use of error-correcting codes for describing secret sharing schemes motivatesthe following definition.
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Definition 9 (Massey [23])Thesupportof a wordc ∈ F
 nq is defined by
 sup(c) = {i | ci 6= 0}.
 LetC be a linear code.A nonzero codewordc ∈ C is calledminimal if
 ∀c′ ∈ C : sup(c′) ⊆ sup(c) =⇒ c′ ∈ 〈c〉 .
 Lemma 2 (Massey [23])LetC be an[n+1, k]q-code. A secret sharing scheme is constructed fromC by choosinga codewordc = (c0, . . . , cn). The secret isc0 and the shares of the participants are thecoordinatesci (1 ≤ i ≤ n).
 The minimal qualified sets of the secret sharing scheme correspond to the minimalcodewords ofC⊥ with 0 in their supports.
 Proof. Suppose the set{1, . . . , k} is a qualified set. This means thatc0 can be determinedfrom c1, . . . , ck, i.e. there exist constantsa1, . . . , ak, with
 c0 = a1c1 + · · · + akck, (3)
 which means that(1,−a1, . . . ,−ak, 0, . . . , 0) is a codeword ofC⊥ with 0 in its support.On the other hand a codeword ofC⊥ with 0 in its support gives an equation of
 type (3) and hence its support, minus the zero position, defines a qualified set of partici-pants. �
 3.2. Authentication codes
 Consider the following cryptographic problem: Alice wantsto send Bob a messagem.Perhaps an attacker intercepts the message and sends an alternated message to Bob. Howcan Bob be sure that the message he gets is the correct one. Onesolution is that Alice andBob agree on a secret keyK. Alice computes an authentication tageK(m) and sendsm‖eK(m) to Bob. Then Bob can check that the authentication tag fits to the messageand since the keyK is private he knows that Alice has computedeK(m). This leads to:
 Definition 10A message authentication code (MAC)is a4-tuple(S,A,K, E) with
 1. S a finite set of source states (messages).2. A a finite set of authentication tags.3. K a finite set of keys.4. For eachK ∈ K, we have an authentication ruleeK ∈ E with eK : S → A.
 The security of a MAC is measured by the following probabilities.
 Definition 11Letpi denote the probability of an attacker to construct a pair(s, eK(s)) without knowl-edge of the keyK, if he only knowsi different pairs(sj , eK(sj)). The smallest valuerfor whichpr+1 = 1 is called theorderof the scheme.

Page 17
                        

For r = 1, the probabilityp0 is also known as the probability of animpersonationattackand the probabilityp1 is called the probability of asubstitution attack.
 Example 10Letπ be a projective plane of orderq and letl be a line ofπ.
 The possible messages should be the points ofl. As keys we take the points in theaffine planeπ\l and as authentication tagseK(s) we take the line through the messages and the keyK.
 If an attacker wants to create a message(s, eK(s)) without knowing the keyK,he must guess an affine line throughs. There areq possibilities, i.e. the chance for animpersonation attack is1
 q.
 If the attacker already knows an authenticated message(s′, eK(s′)), he knows thatthe keyK must lie on the lineeK(s′). But for every of theq affine points on that linethere exists a line throughs. So he cannot do better than guess the key oneK(s′) whichgives a probability of1
 qfor a successful substitution attack.
 In the following we will generalise Example 10 and show that it is optimal.One can bound the number of keys by the attack probabilities.For r = 1 andp0 =
 p1, it is stated in [8], and for arbitraryr with p0 = p1 = · · · = pr, it was proven in [7].
 Theorem 14If a MAC has attack probabilitiespi = 1/ni (0 ≤ i ≤ r), then|K| ≥ n0 · · ·nr.
 Proof. Suppose that we send the messages(s1, eK(s1)), . . . , (sr, eK(sr)). LetKi be theset of all keys which give the same authentication tag for thefirst i messages, i.e.
 Ki = {K ∈ K | eK
 (sj) = eK(sj) for j ≤ i} .
 By definition, we haveK0 = K. Formally, we defineKr+1 = {K}.An attacker who knows the firsti messages can create a false signature by guessing
 a keyK ∈ Ki and computingeK
 (si+1). The attack is successful ifK ∈ Ki+1. Therefore
 pi ≤|Ki+1||Ki|
 .
 Multiplying these inequalities proves the theorem. �
 A MAC that satisfies this theorem with equality is calledperfect.A geometrical construction of perfect MACs uses generalised dual arcs [18,19].
 Definition 12A generalised dual arcD of order l with dimensionsd1 > d2 > · · · > dl+1 of PG(n, q)is a set of subspaces of dimensiond1 such that:
 1. eachj of these subspaces intersect in a subspace of dimensiondj , 1 ≤ j ≤ l+1,2. eachl + 2 of these subspaces have no common intersection.
 We call(n, d1, . . . , dl+1) theparametersof the dual arc.
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Construction 1LetPG(V ) be ann-dimensional space with basisei (0 ≤ i ≤ n).
 LetPG(W ) be an(
 (
 n+d+1d+1
 )
 − 1)
 -dimensional space with basisei0,...,id(0 ≤ i0 ≤
 i1 ≤ · · · ≤ id ≤ n).To simplify notations, we will writeei0,...,id
 with 0 ≤ i0, . . . , id ≤ n when we meanthe vectoreiσ(0),...,iσ(d)
 whereσ is a permutation with0 ≤ iσ(0) ≤ iσ(1) ≤ · · · ≤ iσ(d) ≤n.
 Letθ : V d+1 → W be the multilinear mapping
 θ : (
 n∑
 i0=0
 x(0)i0
 ei0 , . . . ,
 n∑
 id=0
 x(d)id
 eid) 7→
 ∑
 0≤i0,...,id≤n
 x(0)i0
 · . . . · x(d)id
 ei0,...,id. (4)
 For each pointP = [x] of PG(V ), we define a subspaceD(P ) of PG(W ) by
 D(P ) = 〈θ(x, v1, . . . , vd) | v1, . . . , vd ∈ V 〉 . (5)
 .
 Theorem 15The setD = {D(P ) | P ∈ PG(V )} is a generalised dual arc with dimensionsdi =(
 n+d+1−id+1−i
 )
 − 1, i = 0, . . . , d + 1.
 Proof. Sinceθ is a multilinear form, we get
 D(P0) ∩ · · · ∩ D(Pk−1) = 〈θ(x0, . . . , xk−1, vk, . . . , vd) | vk, . . . , vd ∈ V 〉
 and hencedim(D(P0) ∩ · · · ∩ D(Pk−1)) =(
 n+d+1−k
 d+1−k
 )
 − 1. (The−1 is because theprojective dimension is one less than the vector space dimension). �
 The link between dual arcs and MACs is:
 Theorem 16Letπ be a hyperplane of PG(n + 1, q) and letD be a generalised dual arc of orderl inπ with parameters(n, d1, . . . , dl+1).
 The elements ofD are the messages and the points ofPG(n + 1, q) not in π arethe keys. The authentication tag that belongs to a message and a key is the generated(d1 + 1)-dimensional subspace.
 This defines a perfect MAC of orderr = l + 1 with attack probabilities
 pi = qdi+1−di .
 Proof. After i message tag pairs(m1, t1), . . . , (mi, ti) are sent, the attacker knows thatthe key must lie in the(di + 1)-dimensional spaceπ = t1 ∩ · · · ∩ ti. This space containsqdi+1 different keys. A messagemi+1 intersectsm1 ∩ · · · ∩ mi in a di+1-dimensionalspaceπ′. Two keysK andK generate the same authentication tag if and only ifK andK generate together withπ′ the same(di+1 +1)-dimensional space. Thus the keys formgroups of sizeqdi+1+1 and keys from the same group give the same authentication tag.
 The attacker has to guess a group. The probability to guess the correct group ispi = qdi+1+1/qdi+1. �

Page 19
                        

3.3. AES
 In 1997 the American National Institute of Standards and Technology started a compe-tition to design a successor for the old Data Encryption Standard DES. In 2000 the pro-posal of J. Daemen and V. Rijmen was selected as the new advanced encryption standardAES [4].
 AES works on128 bit words which are interpreted as4 × 4 matrices over the fieldF256.
 The non-linear part of the AES substitution replaces every matrix element by itsinverse inF256.
 An other part of the AES is the mix column step which has a link to coding theory.Purpose of this step is to spread a change in the input (Diffusion).
 The input of the mix column step is a vector of four bytes(a1, . . . , a4) and its outputare four bytes(b1, . . . , b4). It should have the following properties:
 • Implementation of the mix column step should be simple and fast.• It should have optimal diffusion (a difference ink input bytes (1 ≤ k ≤ 4) should
 result in the difference of at least5 − k output bytes).
 To satisfy the first condition the designers chose the mix column step to be a linearmapping, i.e. mix column is done by
 b1
 b2
 b3
 b4
 =
 m1,1 m1,2 m1,3 m1,4
 m2,1 m2,2 m2,3 m2,4
 m3,1 m3,2 m3,3 m3,4
 m4,1 m4,2 m4,3 m4,4
 a1
 a2
 a3
 a4
 .
 To satisfy the second property, every square submatrix ofM = (mi,j) must benon-singular. This is equivalent to
 1 0 0 0 m1,1 m1,2 m1,3 m1,4
 0 1 0 0 m2,1 m2,2 m2,3 m2,4
 0 0 1 0 m3,1 m3,2 m3,3 m3,4
 0 0 0 1 m4,1 m4,2 m4,3 m4,4
 is the parity check matrix of a[8, 4, 5] MDS code overF256.Any MDS code would do the job. The designers of AES chose the following matrix:
 b1
 b2
 b3
 b4
 =
 α α + 1 1 11 α α + 1 11 1 α α + 1
 α + 1 1 1 α
 a1
 a2
 a3
 a4
 whereα is a root ofx8 + x4 + x3 + x + 1.The simple structure of AES mix columns has some additional advantages for the
 implementation.
 • We haveb1 = f(a1, a2, a3, a4), b2 = f(a2, a3, a4, a1), b3 = f(a3, a4, a1, a2)andb4 = f(a4, a1, a2, a3). Thus we must implement only one linear functionf : F
 4256 → F256.
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• f(a1, a2, a3, a4) = α(a1 + a2) + (a2 + a3 + a4)Addition in F256 is just a bitwise XOR. This is a cheap operation.The only difficult operation is the multiplication withα. Most AES implementa-tions do this operation by a table look up.
 Remark 1This concludes this article describing applications of finite geometry in coding theoryand cryptography, and also ideas from coding theory appliedto cryptography. For allthree research areas, we have given standard references. For a survey article containinga large number of tables with results on substructures in finite geometry, we refer to [14],and for a collected work describing current research topicsin finite geometry and theirapplications in coding theory and cryptography, we refer to[1]. This latter collectedwork can guide interested readers to research in finite geometry and its applications,enabling them to contribute to finite geometry and its applications.
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