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5
 Zusammenfassung
 Diese Arbeit befaßt sich mit der theoretischen Analyse, numerischen Behandlung undStorungstheorie fur verallgemeinerte kontinuierliche und diskrete algebraische Lyapunov-Gleichungen. Die Stabilitat von singularen Systemen und dazugehorige Eigenwertprob-leme werden auch untersucht. Spektralcharakteristiken werden vorgestellt, die die Lageder endlichen Eigenwerte des Matrixbuschels bezuglich der imaginaren Achse und des Ein-heitskreises charakterisieren. Diese Charakteristiken lassen sich zur Schatzung des asymp-totischen Verhaltens der Losungen von singularen Systemen verwenden.
 Bei der Losung von verallgemeinerten Lyapunov-Gleichungen treten einige Schwierigkei-ten insbesondere dann auf, wenn eine der Koeffizientenmatrizen singular ist. In diesem Fallwerden verallgemeinerte Lyapunov-Gleichungen mit der speziellen rechten Seite untersucht.Fur solche Gleichungen lassen sich die klassischen Stabilitatssatze von Lyapunov nur furBuschel des Indexes hochstens zwei im zeitkontinuierlichen Fall und des Indexes hochstenseins im zeitdiskreten Fall verallgemeinern.
 Weiterhin werden projizierte verallgemeinerte kontinuierliche und diskrete Lyapunov-Gleichungen betrachtet, die durch gewisse Projektion der rechten Seite und der Losung aufdie rechten und linken invarianten Unterraume zu den endlichen Eigenwerten des Matrixbu-schels entstehen. Fur diese Gleichungen werden notwendige und hinreichende Bedingungender eindeutigen Losbarkeit vorgestellt, die vom Index des Matrixbuschels unabhangig sind.Es wird gezeigt, dass die projizierten Lyapunov-Gleichungen verwendet werden konnen umdie asymptotische Stabilitat der singularen Systeme sowie Steuerbarkeits- und Beobacht-barkeitseigenschaften der Deskriptorsysteme zu charakterisieren. Außerdem sind dieseGleichungen nutzlich, die Tragheitssatze fur Matrizen auf Matrixbuschel zu erweitern.Schließlich wird gezeigt, dass die Gramschen Matrizen der Steuerbarkeit und Beobacht-barkeit fur Deskriptorsysteme als die Losungen der projizierten Lyapunov-Gleichungenbestimmt werden konnen.
 Die numerische Losung von verallgemeinerten Lyapunov-Gleichungen wird betrachtet.Die Erweiterungen des Bartels-Stewart-Verfahrens und des Hammarling-Verfahrens aufprojizierte Lyapunov-Gleichungen werden vorgestellt. Diese Verfahren basieren auf dieBerechnung der GUPTRI-Form des Matrixbuschels.
 Die Storungstheorie fur verallgemeinerte Lyapunov-Gleichungen wird entwickelt. Eswerden die auf Spektralnorm basierenden Konditionszahlen fur projizierte verallgemeinerteLyapunov-Gleichungen eingefuhrt, die zu Storungsabschatzungen der Losungen dieser Gle-ichungen verwendet werden konnen. Daruber hinaus wird gezeigt, dass diese Konditions-zahlen mit den erwahnten Spektralcharakteristiken fur die asymptotische Stabilitat vonsingularen Systemen ubereinstimmen und sich durch die Losung von projizierten Lyapunov-Gleichungen mit der Einheitsmatrix in der rechten Seite effizient berechnen lassen.
 Die Anwendung der projizierten verallgemeinerten Lyapunov-Gleichungen in der Mo-dellreduktion von Deskriptorsystemen wird ebenso betrachtet. Fur Deskriptorsysteme wer-den die Hankel-Singularwerte eingefuhrt und Verallgemeinerungen der Balanced Trunca-tion Verfahren dargestellt.
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7
 Notation
 R the field of the real numbersR− = (−∞, 0 ) the negative real semi-axisi =
 √−1 the imaginary unit
 <e(z) the real part of z ∈ CC the field of the complex numbersC− = z ∈ C : <e(z) < 0 the open left half-plane
 Fn,m the space of real (F = R) or complex (F = C) matricesof size n×m
 A = [akj]n,mk,j=1 a matrix A ∈ Fn,m with elements akj in position (k, j)
 A∗ the transpose (A∗ = AT ) of real A or the complexconjugate transpose (A∗ = AH) of complex A
 A−1 the inverse of AA−∗ = (A−1)∗ the inverse, complex conjugate and transpose of Adiag(A1, . . . , Ak) a block diagonal matrix with Aj ∈ Fnj ,nj , j = 1, . . . , k
 I = In =
 1 0. . .
 0 1
 the identity matrix of order n
 Nn =
 0 1
 . . . . . .. . . 1
 0
 a nilpotent matrix of order n in Jordan form
 A⊗B =
 a11B · · · a1mB...
 ...an1B · · · anmB
 the Kronecker product of matrices A ∈ Fn,m
 and B ∈ Fn,m
 vec(A) = (a11, . . . , an1, a12, . . . , anm)T the vector formed by stacking the columns of A ∈ Fn,m
 Πn2 the vec-permutation matrix of size n2 × n2 such thatvec(AT ) = Πn2vec(A)
 det(A) the determinant of A ∈ Fn,n
 rank(A) the rank of A ∈ Fn,m
 trace(A) =n∑
 j=1
 ajj the trace of A ∈ Fn,n
 KerA = x ∈ Fm : Ax = 0 the right null space (or kernel) of A ∈ Fn,m
 ImA = y ∈ Fn : y = Ax, x ∈ Fm the range (or image) of A ∈ Fn,m
 Sp(A) = λ ∈ C : det(A− λI) = 0 the set of eigenvalues or the spectrum of A ∈ Fn,n
 λj(A), λj(E,A) eigenvalues of the matrix A and the pencil λE − A
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8
 σ1(A) ≥ . . . ≥ σk(A) ≥ 0 singular values of A ∈ Fn,m, k = min(n,m)σmin(A) = σk(A) the smallest singular value of A ∈ Fn,m
 σmax(A) = σ1(A) the largest singular value of A ∈ Fn,m
 〈x, y〉 = y∗x =n∑
 j=1
 xj yj the inner product in Fn
 ‖x‖ = 〈x, x〉1/2 =
 (n∑
 j=1
 |xj|2)1/2
 the Euclidean vector norm of x ∈ Fn
 〈A,B〉 = trace(B∗A) the inner product in Fn,m
 ‖A‖F = 〈A,A〉1/2 =
 (m∑
 j=1
 n∑k=1
 |akj|2)1/2
 the Frobenius matrix norm of A ∈ Fn,m
 ‖A‖2 = supx 6=0
 ‖Ax‖‖x‖
 = σmax(A) the spectral matrix norm of A ∈ Fn,m
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Chapter 1
 Introduction
 We study the generalized continuous-time algebraic Lyapunov equation (GCALE)
 E∗XA+ A∗XE = −G (1.1)
 and the generalized discrete-time algebraic Lyapunov equation (GDALE)
 A∗XA− E∗XE = −G, (1.2)
 where E, A, G are given matrices and X is an unknown matrix. They are named afterthe Russian mathematician Alexander Mikhailovitch Lyapunov, who in his doctoral dis-sertation ”The general problem of the stability of motion” in 1892, see [111], presentedthe stability theory for linear and nonlinear systems. He has shown that the asymptoticbehavior of solutions of linear differential equations is closely related to continuous-timeLyapunov matrix equations.
 Lyapunov equations arise not only in the stability analysis of differential and differenceequations but also in many other applications such as system and control theory [51, 98,117, 119, 148, 176], eigenvalue problems [62, 99, 113, 116] and partial differential equations[142].
 For E = I, equations (1.1) and (1.2) are the standard continuous-time and discrete-timeLyapunov equations. In the last century the theory and numerous numerical algorithmswere developed for such equations, see [9, 20, 51, 53, 72, 80, 99, 100, 126, 127] and thereferences therein. The case of nonsingular E has been considered in [17, 34, 101, 117, 125].However, only little attention has been paid to generalized Lyapunov equations with asingular matrix E [105, 116, 123, 146, 151, 153, 175].
 It is known that the GCALE (1.1) has a unique solution for every G if the matrix Eis nonsingular and all the eigenvalues of the pencil λE − A have negative real part. TheGDALE (1.2) is uniquely solvable for every G if the matrix E is nonsingular and all theeigenvalues of λE − A have modulus smaller than one. However, if E is singular, thenthe GCALE (1.1) may have no solutions even if all the finite eigenvalues of λE − A lie inthe open half-plane and a solution, if it exists, is not unique. Analogous trouble arises inthe GDALE (1.2) when both the matrices E and A are singular. Such an equation may
 11
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12 CHAPTER 1. INTRODUCTION
 have no solutions even if all the finite eigenvalues of the pencil λE − A lie inside the unitcircle. Moreover, if the GDALE (1.2) with singular E and A is solvable, the solution is notunique.
 To overcome these difficulties various types of generalized Lyapunov equations havebeen proposed in the literature [11, 105, 116, 153, 154]. Unfortunately, these equations aremostly limited to the case of pencils of index at most one. In this thesis we consider theprojected generalized continuous-time algebraic Lyapunov equation
 E∗XA+ A∗XE = −P ∗rGPr,
 X = XPl(1.3)
 and the projected generalized discrete-time algebraic Lyapunov equation
 A∗XA− E∗XE = −P ∗rGPr + ξ(I − Pr)
 ∗G(I − Pr),P ∗
 l X = XPl,(1.4)
 with ξ = −1, 0, 1. Here Pl and Pr are the spectral projections onto the left and rightdeflating subspaces of the pencil λE −A corresponding to the finite eigenvalues. For suchequations, existence and uniqueness theorems can be stated independently of the index ofthe pencil λE−A. We also discuss applications of equations (1.3) and (1.4) to the study ofthe asymptotic behavior of solutions of singular systems, the distribution of the generalizedeigenvalues of a pencil in the complex plane with respect to the imaginary axis and theunit circle, as well as controllability and observability properties for descriptor systems.
 The classical numerical methods for the standard Lyapunov equations (E = I) arethe Bartels-Stewart method [9], the Hammarling method [72] and the Hessenberg-Schurmethod [65]. An extension of these methods to generalized Lyapunov equations withnonsingular matrix E was given in [34, 55, 56, 65, 117, 125]. These methods are based onthe preliminary reduction of the matrix (matrix pencil) to the (generalized) Schur form [64]or the Hessenberg-Schur form [65], calculation of the solution of the reduced system andback transformation. In this thesis we present a generalization of the Bartels-Stewart andHammarling methods for the projected generalized Lyapunov equations (1.3) and (1.4).
 In numerical problems it is very important to study the sensitivity of the solution toperturbations in the input data and to estimate errors in the computed solution. There areseveral papers concerned with the perturbation theory and the backward error bounds forstandard continuous-time Lyapunov equations, see [61, 74, 75] and references therein. Thesensitivity analysis for generalized Lyapunov equations has been presented in [96], whereonly the case of nonsingular E was considered. In this thesis we discuss the perturbationtheory for the projected Lyapunov equations (1.3) and (1.4).
 Model reduction is of fundamental importance in modeling and control applications.Often simulation or controller design for large dynamical systems arising from electricalnetworks and partial differential equations becomes difficult because of storage limits andexpensive computations. To overcome these difficulties one can employ model order reduc-tion that consists in an approximation of the dynamical system by a reduced order system.It is required that the approximate system preserve properties of the original system like
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 stability and passivity and it has a small approximation error. Moreover, the computationof the reduced order system should be numerically stable and efficient.
 For standard state space systems various model reduction techniques have been pro-posed such as balanced truncation [102, 119, 129, 137, 156, 164], singular perturbationapproximation [94, 107], optimal Hankel norm approximation [58] and Pade approximation[47, 52, 68]. Unfortunately, there is no general approach that can be considered as optimal.Surveys on system approximation and model reduction can be found in [2, 4, 48, 121].
 Model reduction of descriptor systems based on the Pade approximation via the Lanc-zos process has been developed in [47, 52]. Drawbacks of this technique are that thereis no approximation error bound for the reduced order system and stability is not neces-sary preserved. The balanced truncation approach [102, 119, 137, 156, 164] related to thecontrollability and observability Gramians is free from these disadvantages. Balanced trun-cation methods for state space systems are based on transforming the dynamical system toa balanced form such that the controllability and observability Gramians become diagonaland equal together with truncation of states that are both difficult to reach and to observe.In this thesis we extend these methods to descriptor systems.
 The thesis is organized as follows. Chapter 2 contains some background material thatwe need in the following. Section 2.1 summarizes some necessary definitions and theoremsfrom matrix analysis. In Section 2.2 we introduce functions of matrix pencils and studysome of their properties.
 Chapter 3 is devoted to linear continuous-time and discrete-time descriptor systems.In Section 3.1 solvability and stability analysis for continuous-time descriptor systems ispresented, while discrete-time descriptor systems are discussed in Section 3.2. We introducenumerical parameters that characterize the property of a pencil λE − A to have all finiteeigenvalues in the open left half-plane in the continuous-time case and inside the unitcircle in the discrete-time case. In Section 3.3 the different concepts of controllability andobservability for descriptor systems are reviewed and equivalent algebraic and geometriccharacterizations are given.
 In Chapter 4 we consider generalized Lyapunov equations. Section 4.1 contains someapplications for Lyapunov equations. In Section 4.2 we study the existence and uniquenessof solutions for generalized continuous-time Lyapunov equations with general and specialright-hand sides. Special attention will be paid to the projected GCALE (1.3). We alsopresent generalized inertia theorems that give a connection between the signature of thesolution of (1.3) and the numbers of eigenvalues of the pencil λE −A in the left and rightopen half-plane and on the imaginary axis. In Section 4.3 we discuss analogous resultsfor generalized discrete-time Lyapunov equations. Similar to the continuous-time case,we establish a relationship between the signature of the solution of equation (1.4) and thenumber of eigenvalues of the pencil λE−A inside, outside and on the unit circle. Section 4.4contains a generalization of the controllability and observability Gramians for descriptorsystems that are closely related to the projected generalized Lyapunov equations.
 Chapter 5 is concerned with the numerical solution of generalized Lyapunov equations.In Sections 5.1 and 5.1 we describe a generalized Schur-Bartels-Stewart method and a ge-neralized Schur-Hammarling method that can be used to solve the projected generalized
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14 CHAPTER 1. INTRODUCTION
 Lyapunov equations (1.3) and (1.4). Numerical aspects and complexity of these methodsare presented in Section 5.3. Iterative methods for (generalized) Lyapunov equations arediscussed in Section 5.4.
 Chapter 6 contains the perturbation theory for generalized Lyapunov equations. InSection 6.1 we review condition numbers and Frobenius norm based condition estimatorsfor deflating subspaces of matrix pencils corresponding to finite eigenvalues. Section 6.2presents the known sensitivity results for the generalized Lyapunov equations (1.1) and(1.2) with nonsingular E. In Section 6.3 we define a spectral norm based condition numberfor the projected GCALE (1.3) which can be efficiently computed by solving (1.3) withG = I. Using this condition number we derive the perturbation bound for the solution ofthe projected GCALE (1.3) under perturbations that preserve the deflating subspaces ofthe pencil λE −A corresponding to the infinite eigenvalues. In Section 6.4 we present thesensitivity analysis for the projected GDALE (1.4) with ξ = 1. Section 6.5 contains someresults of numerical experiments.
 Chapter 7 deals with model reduction for descriptor systems. In Section 7.1 we reviewsome properties of the transfer function and its realizations for descriptor systems. InSection 7.2 we generalize Hankel singular values and study some of their features. Balancingof descriptor systems is treated in Section 7.3. In Section 7.4 we propose an extension ofthe balanced truncation technique for descriptor systems that leads in a natural way togeneralized model reduction algorithms presented in Section 7.5. Section 7.6 containsnumerical examples.
 In Chapter 8 we give some conclusions. We also point out several open problems thatwill be investigated in the future.
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Chapter 2
 Definitions and basic properties
 In this chapter we give necessary definitions and present some theorems from matrix ana-lysis that will be used in the sequel. More details can be found in [53, 64, 78, 99, 145].
 2.1 Matrices and matrix pencils
 A matrix A ∈ Fn,n is Hermitian (symmetric for A ∈ Rn,n) if A = A∗. The matrix A ∈ Fn,n
 is called positive (negative) definite on a subspace X ⊂ Fn if v∗Av > 0 (v∗Av < 0) forall nonzero v ∈ X . The matrix A ∈ Fn,n is called positive (negative) definite and positive(negative) semidefinite if v∗Av > 0 (v∗Av < 0) and v∗Av ≥ 0 (v∗Av ≤ 0), respectively, forall nonzero v ∈ Fn.
 The following matrix decompositions present useful tools in numerical analysis [64, 99,144].QR decomposition. Let A ∈ Fn,n. There exist a unitary matrix Q ∈ Fn,n and an uppertriangular matrix R ∈ Fn,n such that A = QR.Cholesky decomposition. An Hermitian, positive (semi)definite matrix A ∈ Fn,n canbe represented as A = U∗
 AUA, where UA ∈ Fn,n is an upper triangular Cholesky factor of A.Full rank decomposition. Let A ∈ Fn,n be an Hermitian, positive semidefinite matrixand r = rank(A). Then there exists a matrix RA ∈ Fr,n of full row rank such thatA = R∗
 ARA. The matrix RA is the full row rank factor and R∗A is the full column rank
 factor of A.Singular value decomposition. Let A ∈ Fn,m and r = rank(A). There exist unitarymatrices U ∈ Fn,n and V ∈ Fm,m such that
 A = U
 [Σ 00 0
 ]V ∗,
 where Σ = diag(σ1(A), . . . , σr(A)
 )is a diagonal matrix with positive, decreasing diagonal
 elements
 σ1(A) ≥ σ2(A) ≥ . . . ≥ σr(A) > 0
 15
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16 CHAPTER 2. DEFINITIONS AND BASIC PROPERTIES
 that are called the (nonzero) singular values of A.Spectral decomposition. Let A ∈ Fn,n be Hermitian. Then there exists a unitary matrixU ∈ Fn,n such that
 A = UΛU∗,
 where Λ = diag(λ1(A), . . . , λn(A)
 ), and λj(A) are the eigenvalues of A.
 Numerically stable algorithms for computing these decompositions can be found in[64, 144, 171].
 A matrix pencil αE−βA is called regular if E and A are square, and det(αE−βA) 6= 0for some (α, β) ∈ C2. Otherwise, the matrix pencil αE − βA is called singular. A pair(α, β) ∈ C2\(0, 0) is said to be a generalized eigenvalue of αE−βA if det(αE−βA) = 0.If β 6= 0, then the pair (α, β) represents a finite eigenvalue λ = α/β of the pencil λE −A.The pair (α, 0) represents an infinite eigenvalue of λE−A. Clearly, the pencil λE−A hasan eigenvalue at infinity if and only if the matrix E is singular. The set of all generalizedeigenvalues (finite and infinite) of the pencil λE −A is called the spectrum of λE −A anddenoted by Sp(E,A).
 Vectors x1, . . . , xk form a right Jordan chain of the pencil λE − A corresponding toan eigenvalue λ if
 (λE − A)x1 = 0, (λE − A)x2 = −Ex1, . . . (λE − A)xk = −Exk−1. (2.1)
 Vectors y1, . . . , yk form a left Jordan chain of λE − A corresponding to an eigenvalue λ if
 y∗1(λE − A) = 0, y∗2(λE − A) = −y∗1E, . . . y∗k(λE − A) = −y∗k−1E.
 The vectors x1 and y1 are called, respectively, right and left eigenvectors of the pencilλE − A corresponding to λ.
 A subspace Vλ ⊂ Fn that is the span of all right (left) Jordan chains correspondingto an eigenvalue λ is called right (left) deflating subspace of λE − A corresponding to λ.Deflating subspaces are a natural generalization of invariant subspaces for the standardeigenproblem λI − A to the generalized eigenproblem λE − A.
 Let Λ = λ1, . . . , λp be a subset of the spectrum of the pencil λE − A, where λj arepairwise distinct and let Vλj be the right (left) deflating subspace of λE−A correspondingto λj for j = 1, . . . , p. Then the subspace
 VΛ = Vλ1+ . . . +Vλp
 is the right (left) deflating subspace of λE − A corresponding to Λ. Here + denotes thedirect sum. Moreover, Fn admits a decomposition Fn = VΛ+V , where V is the right (left)complementary deflating subspace of λE−A corresponding to Sp(E,A) \Λ. A projectionP onto the deflating subspace VΛ along the deflating subspace V is called the spectralprojection onto VΛ.
 A regular pencil λE − A can be represented in the Weierstrass canonical form that isa special case of the Kronecker canonical form [53, 145]. There exist nonsingular matrices
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 W and T such that
 E = W
 [Inf 00 N
 ]T and A = W
 [J 00 In∞
 ]T. (2.2)
 The block J corresponds to the finite eigenvalues and has the form
 J = diag(J1,1, J1,2, . . . , J1,m1 , J2,1, . . . , J2,m2 , . . . , Jk,1, . . . , Jk,mk),
 where
 Jj,q =
 λj 1
 . . . . . .. . . 1
 λj
 is the Jordan block of order nj,q with
 ∑kj=1
 ∑mj
 q=1 nj,q = nf and λj is a finite eigenvalue ofthe pencil λE − A. The number mj is called the geometric multiplicity of λj, the numberaj =
 ∑mj
 q=1 nj,q is called the algebraic multiplicity of λj and nf is the dimension of the leftand right deflating subspaces of λE − A corresponding to the finite eigenvalues. A finiteeigenvalue is simple if it has the same algebraic and geometric multiplicity. The block Nin (2.2) corresponds to the eigenvalue at infinity of the pencil λE − A and has the formN = diag(Nn1 , . . . , Nnt), where
 Nnj =
 0 1
 . . . . . .. . . 1
 0
 is a nilpotent Jordan block of order nj. The number n∞ =
 ∑tj=1 nj is the algebraic
 multiplicity of the eigenvalue at infinity of λE − A and defines the dimension of the rightand left deflating subspaces of λE − A corresponding to the eigenvalue at infinity. Thesize of the largest nilpotent block, denoted by ν, is called the index of the pencil λE − A.Clearly, N ν−1 6= 0 and N ν = 0. If the matrix E is nonsingular, then λE − A is of indexzero. The pencil λE − A is of index one if and only if it has exactly nf = rank(E) finiteeigenvalues. The following theorem gives another equivalent characterizations for λE − Ato have index at most one.
 Theorem 2.1. [91] The following statements are equivalent.
 1. The pencil λE − A is regular and of index at most one.
 2. rank
 [E
 K∗E∗A
 ]= rank [E, AKE ] = n, where KE and KE∗ are matrices with ortho-
 gonal columns spanning the right and left null spaces of E, respectively.
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 3. The matrix K∗E∗AKE is nonsingular.
 4. ImE+AKerE = Fn.
 Representation (2.2) defines the decomposition of Fn into two complementary deflatingsubspaces of the matrix pencil λE−A corresponding to the finite and infinite eigenvalues.The matrices
 Pl = W
 [Inf 00 0
 ]W−1 and Pr = T−1
 [Inf 00 0
 ]T (2.3)
 are spectral projections onto the left and right deflating subspaces of λE−A correspondingto the finite eigenvalues. For simplicity, the deflating subspace of λE − A correspondingto the finite (infinite) eigenvalues we will call the finite (infinite) deflating subspace.
 It is well known that computing the Weierstrass canonical form in finite precisionarithmetic is, in general, an ill-conditioned problem in the sense that small changes in thedata may extremely change the canonical form. Therefore, the Weierstrass canonical formis only of theoretical interest. From a computational point of view, the Generalized UPperTRIangular (GUPTRI) form [41, 42] is more suitable. For a regular pencil λE − A withE, A ∈ Rn,n, there exist orthogonal matrices V and U such that
 E = V
 [Ef Eu
 0 E∞
 ]UT and A = V
 [Af Au
 0 A∞
 ]UT , (2.4)
 where the pencil λEf − Af is quasi-triangular and has only finite eigenvalues, while thepencil λE∞−A∞ is triangular and all its eigenvalues are infinite. Clearly, the matrices Ef
 and A∞ are nonsingular, and E∞ is nilpotent. The GUPTRI form is a special case of thegeneralized Schur form for regular pencils [64, 145] and can also be extended to singularpencils [41, 42]. The numerical computation of the GUPTRI form and the generalizedSchur form of a matrix pencil has been intensively studied and various methods have beenproposed, see [10, 41, 42, 64, 169] and the references therein. A comparison of the differentalgorithms can be found in [41].
 2.2 Generalized resolvent and functions of matrix
 pencils
 Let λE−A be a regular matrix pencil. Consider a generalized resolvent (λE−A)−1 whichis a rational matrix-valued function of a complex variable λ defined on C\Sp(E,A). At aneigenvalue λj(E,A) (finite or infinite) of algebraic multiplicity aj the generalized resolventhas a pole of order aj. For any λ, µ 6∈ Sp(E,A), the generalized resolvent equation
 (λE − A)−1 − (µE − A)−1 = (µ− λ)(λE − A)−1E(µE − A)−1 (2.5)
 holds.
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 The generalized resolvent (λE − A)−1 has the following Laurent expansion at infinity
 (λE − A)−1 = λ−1
 ∞∑k=−∞
 Fkλ−k, (2.6)
 where the coefficients Fk have the form
 Fk =
 T−1
 [Jk 00 0
 ]W−1, k = 0, 1, 2 . . . ,
 T−1
 [0 00 −N−k−1
 ]W−1, k = −1,−2, . . .
 (2.7)
 with W , T , J and N as in (2.2), see [103]. Note that Fk = 0 for all k < −ν, where ν isthe index of the pencil λE −A. The following theorem gives some useful properties of thematrices Fk.
 Theorem 2.2. Let the matrices Fk be as in (2.7) and let the projections Pr and Pl be asin (2.3). Then
 FjEFk = FkEFj = FjAFk = FkAFj = 0 for j < 0, k ≥ 0, (2.8)
 FjEFk = FkEFj =
 Fj+k, j, k ≥ 0,
 −Fj+k, j, k < 0,(2.9)
 FjAFk = FkAFj =
 Fj+k+1, j, k ≥ 0,
 −Fj+k+1, j, k < 0,
 EFkA = AFkE for all k,
 F0E = Pr, −F−1A = I − Pr, (2.10)
 EF0 = Pl, −AF−1 = I − Pl.
 Moreover,
 EFk = AFk−1 + δ0,kI, (2.11)
 FkE = Fk−1A+ δ0,kI,
 where δj,k is the Kronecker delta.
 Proof. See [11, 113].
 Similarly to the matrix case [99], we may define a function of a matrix pencil [39, 63, 149]as follows.
 Definition 2.3. Let λE−A be a regular pencil. Let Γ be a closed Jordan curve such thatthe finite spectrum of λE −A lies inside Γ. If f is a function that is analytic inside Γ andcontinuous on Γ, then the function f(E,A) of the pencil λE − A is defined via
 f(E,A) =1
 2πi
 ∮Γ
 f(λ)(λE − A)−1 dλ. (2.12)
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 Equation (2.12) is a matrix pencil version of Cauchy’s integral formula [135]. Fromcomplex function theory [135] it follows that the integral (2.12) does not depend on theparticular choice of the curve Γ. For E = I, we have that f(I, A) = f(A) is a classicalfunction of the matrix A [99]. If the matrix E is nonsingular, then
 f(E,A) = f(E−1A)E−1 = E−1f(AE−1).
 Remark 2.4. Note that f(E,A) is a matrix but not a matrix pencil.
 Example 2.5. Since the exponential function eλt of the complex variable λ is analyticeverywhere on C, we may define the exponential function of the pencil λE − A via
 exp(t, E,A) =1
 2πi
 ∮Γ
 eλt(λE − A)−1 dλ, (2.13)
 where Γ is a closed Jordan curve that encloses the finite spectrum of λE−A. This functionis a generalization of the matrix exponential eAt [99].
 Some familiar properties of scalar functions and functions of matrices [63, 99] can beextended to matrix pencils.
 Lemma 2.6. Let Λ be a subset of the finite spectrum of a regular pencil λE − A and letΓΛ be a closed Jordan curve enclosing Λ. Then the matrices
 Pl,Λ =1
 2πi
 ∮ΓΛ
 E(λE − A)−1 dλ (2.14)
 and
 Pr,Λ =1
 2πi
 ∮ΓΛ
 (λE − A)−1E dλ (2.15)
 are spectral projections (known as Riesz projections) onto the left and right deflating sub-spaces of the pencil λE − A corresponding to Λ.
 Proof. See [63, Theorem IV.1.1].
 Lemma 2.7 (Generalized Hamilton-Cayley theorem). Let χ(λ) = det(λE − A) bethe characteristic polynomial of a regular pencil λE − A. Then χ(E,A) = 0.
 Proof. Let Γ be a closed Jordan curve enclosing the finite spectrum of λE − A. Then thefunction χ(λ)(λE − A)−1 is analytic everywhere on C and, hence, by Cauchy’s theorem[135] we have
 χ(E,A) =1
 2πi
 ∮Γ
 χ(λ)(λE − A)−1 dλ = 0.
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 Lemma 2.8. Let λE −A be a regular pencil and let Γ be a closed Jordan curve such thatall finite eigenvalues of λE−A lie inside Γ. Assume that functions f and g are continuouson Γ and analytic inside Γ. Then
 (i) (f + g)(E,A) = f(E,A) + g(E,A), (2.16)
 (ii) (af)(E,A) = af(E,A) for all a ∈ C, (2.17)
 (iii) (fg)(E,A) = f(E,A)E g(E,A) = g(E,A)E f(E,A). (2.18)
 Proof. Clearly, the functions f + g, af and fg are continuous on the curve Γ and analyticinside Γ. Equations (2.16) and (2.17) are obvious. To prove (2.18), see [39, Lemma 1].
 Lemma 2.9. Let Γ be a closed Jordan curve enclosing the finite spectrum of a regularpencil λE − A and let the matrices Fk be as in (2.7). Then
 Fk =1
 2πi
 ∮Γ
 λk(λE − A)−1 dλ for k ≥ 0. (2.19)
 Moreover, if the origin is inside Γ, then
 Fk = − 1
 2πi
 ∮Γ
 λk(λE − A)−1 dλ for k < 0. (2.20)
 Proof. Using the Weierstrass canonical form (2.2) of the pencil λE − A we obtain
 1
 2πi
 ∮Γ
 λk(λE − A)−1 dλ = W−1
 (1
 2πi
 ∮Γ
 [λk(λI − J)−1 0
 0 λk(λN − I)−1
 ]dλ
 )T−1.
 Since all eigenvalues of J lie inside the curve Γ and N is nilpotent, we have
 1
 2πi
 ∮Γ
 λk(λI − J)−1dλ = Jk,1
 2πi
 ∮Γ
 λk(λN − I)−1dλ = 0 for k ≥ 0.
 Furthermore, if the origin is inside Γ, then
 − 1
 2πi
 ∮Γ
 λk(λI − J)−1dλ = 0, − 1
 2πi
 ∮Γ
 λk(λN − I)−1dλ = −Nk−1 for k < 0.
 Thus, (2.19) and (2.20) hold.
 Corollary 2.10. Let λE − A be a regular pencil and let Fk be as in (2.7). Considera polynomial p(λ) = a0 + a1λ+ . . .+ amλ
 m. Then p(E,A) = a0F0 + a1F1 + . . .+ amFm.
 Proof. The result follows from (2.12), (2.16) and (2.19).

Page 24
                        

22 CHAPTER 2. DEFINITIONS AND BASIC PROPERTIES

Page 25
                        

Chapter 3
 Linear descriptor systems
 Consider a linear time-invariant continuous-time system
 Ex(t) = Ax(t) +Bu(t), x(0) = x0,y(t) = Cx(t),
 (3.1)
 and a linear time-invariant discrete-time system
 Exk+1 = Axk +Buk, x0 = x0,yk = Cxk,
 (3.2)
 where E, A ∈ Fn,n, B ∈ Fn,m, C ∈ Fp,n, x(t), xk ∈ Fn are state vectors, u(t), uk ∈ Fm arecontrol inputs, y(t), yk ∈ Fp are outputs and x0 ∈ Fn is an initial value.
 If E = In, then systems (3.1) and (3.2) are called standard state space systems. Suchsystems have been extensively studied, see, e.g., [88, 93, 176] and the references therein.Systems (3.1) and (3.2) with singular E are known in the literature as descriptor systems[103, 117, 174], singular systems [30, 31, 35, 36], differential-algebraic equations [21, 132],generalized state space systems [83] and implicit linear systems [6, 105]. These equationsarise in many different applications such as electrical circuits [21, 30, 31, 69, 70], multi-body systems [45, 132, 138], chemical engineering [21, 97], (semi)discretization of partialdifferential equations [19, 21, 170], economic systems [110] and others.
 In this chapter we present some basic concepts of control theory for continuous-timeand discrete-time descriptor systems (3.1) and (3.2). We consider existence and uniquenessof solutions of these systems as well as the stability theory. Various types of controllabilityand observability for descriptor systems are defined and equivalent algebraic and geometriccharacterizations are given.
 3.1 Continuous-time descriptor systems
 3.1.1 Solvability and the fundamental solution matrix
 In this subsection we review some of the results [30, 36] on the existence and uniquenessof solutions of the continuous-time descriptor system (3.1).
 23
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24 CHAPTER 3. LINEAR DESCRIPTOR SYSTEMS
 Let λE−A be a regular pencil in Weierstrass canonical form (2.2) and let the matrices
 W−1B =
 [B1
 B2
 ]and CT−1 = [C1, C2] (3.3)
 be partitioned in blocks conformally to E and A. Under the coordinate transformation[z(t)w(t)
 ]= Tx(t),
 system (3.1) is decoupled in the slow system
 z(t) = Jz(t) +B1u(t), z(0) = z0, (3.4)
 and the fast systemNw(t) = w(t) +B2u(t), w(0) = w0, (3.5)
 with y(t) = C1z(t) + C2w(t) and
 [z0
 w0
 ]= Tx0. Systems (3.4) and (3.5) are called also
 dynamic and algebraic parts of (3.1), respectively.Equation (3.4) has a unique solution for any input u(t) and initial value z0 ∈ Fnf . This
 solution has the form
 z(t) = etJz0 +
 ∫ t
 0
 e(t−τ)JB1u(τ) dτ.
 A unique solution of equation (3.5) is given by
 w(t) = −ν−1∑k=0
 NkB2u(k)(t), (3.6)
 where ν is the index of the pencil λE − A. We see from (3.6) that for the existence ofa classical smooth solution x(t), it is necessary that the input u(t) is sufficiently smooth.Moreover, (3.6) shows that not for all initial conditions x(0) = x0 system (3.1) is solvable.The initial value x0 has to be consistent, that is, it must belong to the set of consistentinitial conditions given by
 X 0c =
 T−1
 [z0
 w0
 ]: z0 ∈ Fnf , w0 = −
 ν−1∑k=0
 NkB2u(k)(0)
 . (3.7)
 Thus, if the pencil λE−A is regular, x0 ∈ X 0c and u(t) is ν times continuously differentiable,
 then system (3.1) has a unique, continuously differentiable solution x(t) [30, 36]. We willoften denote the solution of (3.1) by x(t, x0, u) to show explicitly the dependence on theinitial value x0 and the input u(t).
 Similarly to the standard case (E = I), e.g., [61], we can define a fundamental solutionmatrix for the descriptor system (3.1).
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 Definition 3.1. A matrix-valued function F(t) defined for all t ∈ R is called fundamentalsolution matrix of the continuous-time descriptor system (3.1) if it is continuously diffe-rentiable and satisfies the initial value problem
 EF(t) = AF(t),EF(0) = Pl,
 (3.8)
 where Pl is the projection onto the left finite deflating subspace of the pencil λE − A.
 It should be noted that the introduced fundamental solution matrix F(t) differs bya left multiple factor E from the fundamental solution matrix considered in [67, 147].
 The following theorem discusses existence and uniqueness of F(t).
 Theorem 3.2. Let λE − A be a regular pencil. Then there exists a unique fundamentalsolution matrix F(t) of system (3.1) that has the form
 F(t) =1
 2πi
 ∮Γ
 eλt(λE − A)−1dλ, (3.9)
 where Γ is a closed Jordan curve enclosing the finite eigenvalues of the pencil λE − A.
 Proof. Consider the exponential function exp(t) = exp(t, E,A) as in (2.13). Substitutingthis function in (3.8), we obtain
 Ed
 dtexp(t)− A exp(t) =
 1
 2πi
 ∮Γ
 eλt(λE − A)(λE − A)−1 dλ =1
 2πiI
 ∮Γ
 eλtdλ = 0.
 Moreover, it follows from (2.13) and (2.14) that
 E exp(0) =1
 2πi
 ∮Γ
 E(λE − A)−1 dλ = Pl.
 Thus, the fundamental solution matrix of (3.1) exists and is given by (3.9).In order to prove the uniqueness of the fundamental solution matrix, we consider the
 homogeneous initial value problem
 EF(t) = AF(t), EF(0) = 0. (3.10)
 Using the Weierstrass canonical form (2.2) for the regular pencil λE − A we obtain that(3.10) has only the trivial solution F(t) ≡ 0. Let us now suppose that there exist twofundamental solution matrices F1(t) and F2(t). Then their difference F(t) = F1(t)−F2(t)satisfying (3.10) is identically equal to zero, i.e., F1(t) = F2(t).
 It follows from Lemmas 2.6 and 2.8 that
 F(t)Pl = F(t) = PrF(t),
 F(t)EPr = F(t)E = PrF(t)E,
 PlEF(t) = EF(t) = EF(t)Pl.
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 Taking into account (2.2), we can rewrite the fundamental solution matrix F(t) in (3.9) as
 F(t) = T−1
 [etJ 00 0
 ]W−1. (3.11)
 Moreover, if the pencil λE − A has no finite eigenvalues on the imaginary axis, then F(t)has the following integral representations
 F(t) =1
 2π
 ∫ ∞
 −∞eiωtPr(iωE − A)−1 dω =
 1
 2π
 ∫ ∞
 −∞eiωt(iωE − A)−1Pl dω. (3.12)
 These immediately follow from (3.11) and the identity
 etJ =1
 2π
 ∫ ∞
 −∞eiωt(iωI − J)−1dω,
 see, e.g., [61].
 Remark 3.3. The fundamental solution matrix F(t) is closely related to the exponentialrelation introduced in [13, 14]. For a real matrix pencil λE −A, a linear relation (E\A) isdefined via (
 E\A)
 =
 (x, v) ∈ Rn × Rn : Ev = Ax.
 In terms of linear relations, the continuous-time singular system
 Ex(t) = Ax(t) (3.13)
 can be rewritten as (x(t), x(t)) ∈(E\A
 ). Moreover, x(t) is the solution of system (3.13) if
 and only if(x(t0), x(t)) ∈ exp
 (E\(A(t− t0))
 ),
 where t0 ∈ R and
 exp(E\(A(t− t0))
 )=
 ∞∑k=0
 (t− t0)k
 k!
 (E\A
 )kis the exponential relation, see [14] for details. On the other hand, the solution of (3.13) hasthe form x(t) = F(t − t0)Ex(t0) or, equivalently, (x(t0), x(t)) ∈
 (I\(F(t − t0)E)
 ). Thus,
 we obtain that exp(E\(A(t− t0))
 )=(I\(F(t− t0)E)
 ).
 Using the fundamental solution matrix F(t) and the matrices Fk as in (2.7), the classicalsolution x(t, x0, u) of the descriptor system (3.1) can be written as
 x(t, x0, u) = T−1
 [z(t)w(t)
 ]= F(t)Ex0 +
 ∫ t
 0
 F(t− τ)Bu(τ) dτ +ν−1∑k=0
 F−k−1Bu(k)(t).
 If the initial condition x0 is inconsistent or the input u(t) is not sufficiently smooth(for example, in most control problems u(t) is only piecewise continuous), then the solution
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 of the continuous-time descriptor system (3.1) may have impulsive modes [35, 36]. Sucha solution exists in the distributional sense and has the form
 x(t, x0, u) = F(t)Ex0 +
 ∫ t
 0
 F(t− τ)Bu(τ) dτ
 +ν−1∑k=1
 δ(k−1)(t)F−kEx0 +
 ν−1∑k=0
 F−k−1Bu(k)(t),
 (3.14)
 where δ(t) is the Dirac delta function, δ(k)(t) and u(k)(t) are distributional derivatives [43].It follows from (3.14) that system (3.1) has no impulsive solutions for every piecewisecontinuous input u(t) if and only if x0 ∈ KerE and F−k−1B = 0 for k > 0. Moreover,impulsive solutions in (3.1) do not arise if the pencil λE − A is of index at most one.
 3.1.2 Stability
 In this subsection we discuss the asymptotic behavior of solutions of the descriptor system(3.1) with u(t) ≡ 0. There exist various types of stability for ordinary differential equationssuch as exponential stability, Lyapunov stability, asymptotic stability, uniform stability,internal and external stability, see [61, 71, 88, 111].
 The following definitions describe Lyapunov stability for the continuous-time singularsystem (3.13).
 Definition 3.4. The trivial solution x(t) ≡ 0 of (3.13) is stable in the sense of Lyapunovor Lyapunov stable if
 (i) for all x0 ∈ Fn the initial value problem
 Ex(t)− Ax(t) = 0,Pr (x(0)− x0) = 0
 (3.15)
 has a solution x(t, x0) ∈ ImPr defined on [0,∞);(ii) for every ε > 0 there exists a δ = δ(ε) > 0 such that ‖x(t, x0)‖ < ε for all t ≥ 0
 and for all x0 ∈ Fn with ‖Prx0‖ < δ.
 Definition 3.5. The trivial solution x(t) ≡ 0 of (3.13) is asymptotically stable if it isLyapunov stable and if there is a δ0 > 0 such that for the solution x(t, x0) of (3.15) with‖Prx
 0‖ < δ0 we have that x(t, x0) → 0 as t→∞.
 Remark 3.6. Note that the Lyapunov stability does not depend on the special choiceof the projection Pr which can be replaced by any matrix M with the property thatKerM = KerPr. This fact is an immediate consequence of the relations MPr = M andPr = PrM
 +M , where the matrix M+ denotes the Moore-Penrose inverse of M , see [32].
 The following theorem is well known and gives a necessary and sufficient condition forthe trivial solution of (3.13) to be asymptotically stable, see [36, 67, 123].
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 Theorem 3.7. Let λE − A be a regular pencil. The trivial solution x(t) ≡ 0 of equation(3.13) is asymptotically stable if and only if all the finite eigenvalues of λE − A lie in theopen left half-plane.
 We now consider the problem to determine via a numerical method whether all thefinite eigenvalues of a regular pencil λE − A lie in the open left half-plane. This problemarises also in the study of the asymptotic properties of stationary solutions of autonomousquasilinear and nonlinear differential-algebraic equations [114, 155] and nonautonomousdifferential-algebraic equations with constant linear part and small nonlinearity [115].
 Definition 3.8. A matrix pencil λE −A is called c-stable if it is regular and all the finiteeigenvalues of λE − A lie in the open left half-plane.
 It is known that the generalized eigenvalue problem as well as the standard eigenvalueproblem may be ill-conditioned in the sense that eigenvalues may change strongly evenunder small perturbations in E and A [145, 171]. Consider the following example.
 Example 3.9. Let E = I20 and
 Aε =
 −1 10
 . . . . . .. . . 10
 ε −1
 .All eigenvalues of A0 are −1 and lie in the open left half-plane. However, if ε = 10−18,then the matrix Aε has an eigenvalue λ = 20
 √10− 1 in the right half-plane.
 Recently the concept of ε-pseudospectra and spectral portraits [60, 157] was develo-ped to better understand the influence of perturbations on the spectrum of matrices andmatrix pencils, see also [62, 76, 158, 159] and references therein. The application of theε-pseudospectra in the study of the asymptotic stability of differential equations arising incomputational fluid dynamics can be found in [49, 160, 162].
 Another possible approach to investigate the asymptotic behavior of solutions of linearordinary differential equations without explicitly computing the eigenvalues is the consi-deration of so-called dichotomy parameters that characterize numerically the property ofmatrices to have all eigenvalues in the open left half-plane and that are efficiently com-putable [22, 23, 59, 61]. Analogous parameters were introduced in [147, 149] for equation(3.13).
 Consider a matrix
 Hc =
 ∫ ∞
 0
 F∗(t)F(t) dt, (3.16)
 where F(t) is the fundamental solution matrix as in (3.11). If the pencil λE−A is c-stable,that is, <e(λj(J)) ≤ −ζ < 0, then the estimate
 ‖etJ‖2 ≤ c(nf )(‖J‖2
 ζ
 )nf−1
 e−tζ/2
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 holds [61]. Here c(nf ) is a constant that depends on nf only. Then from (3.11) we havethe estimate
 ‖F(t)‖2 ≤ ‖T−1‖2‖W−1‖2‖etJ‖2 ≤ c(nf )‖T−1‖2‖W−1‖2
 (‖J‖2
 ζ
 )nf−1
 e−tζ/2, (3.17)
 and, hence, the integral (3.16) is convergent. The matrix Hc can be used to compute themaximum L2-norm of the solution x(t, x0) = F(t)Ex0 of the initial value problem (3.15).We have
 ‖E∗HcE‖2 = max‖v‖=1
 ∫ ∞
 0
 ‖F(t)Ev‖2dt = max‖Prx0‖=1
 ∫ ∞
 0
 ‖x(t, x0)‖2dt.
 We introduceκc(E,A) = 2‖
 (EPr + A(I − Pr)
 )−1A‖2‖E∗HcE‖2, (3.18)
 where Pr is as in (2.3). It follows from (3.17) that if the pencil λE − A is c-stable, thenκc(E,A) is bounded. We set κc(E,A) = ∞ if λE − A has at least one finite eigenvaluewith nonnegative real part.
 It is interesting that the parameter κc(E,A) can be used for pointwise estimation ofthe solution of problem (3.15). We will develop a similar technique as in [61].
 Theorem 3.10. Let x(t, x0) be a solution of the initial value problem (3.15). Then
 ‖x(t, x0)‖ ≤√κc(E,A) e−t‖(EPr+A(I−Pr))−1A‖2/κc(E,A)‖Prx
 0‖. (3.19)
 Proof. If κc(E,A) = ∞ then inequality (3.19) is fulfilled. Assume that κc(E,A) <∞ andconsider for t ≥ 0 the matrix-valued function
 Y (t) =
 ∫ ∞
 t
 F∗(τ)F(τ)ds.
 It follows from Lemma 2.8 with f(λ) = etλ and g(λ) = eτλ that
 F(t+ τ) = F(t)EF(τ) = F(τ)EF(t).
 Then
 Y (t) =
 ∫ ∞
 t
 F∗(τ)F(τ)dτ = F∗(t)E∗(∫ ∞
 0
 F∗(τ)F(τ)dτ
 )EF(t) = F∗(t)E∗HcEF(t).
 Differentiating the matrix Y (t), we obtain
 d
 dtY (t) = −F∗(t)F(t).
 For an arbitrary vector v ∈ Fn we have the estimate
 d
 dt〈Y (t)v, v〉 = −〈F(t)v,F(t)v〉 ≤ −〈E
 ∗HcEF(t)v,F(t)v〉‖E∗HcE‖2
 = − 〈Y (t)v, v〉‖E∗HcE‖2
 ,
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 which implies thatd
 dt
 (et/‖E∗HcE‖2〈Y (t)v, v〉
 )≤ 0,
 and, consequently,
 〈F∗(t)E∗HcEF(t)v, v〉 = 〈Y (t)v, v〉 ≤ e−t/‖E∗HcE‖2〈Y (0)v, v〉= e−t/‖E∗HcE‖2〈HcPlv, Plv〉= e−t/‖E∗HcE‖2〈Hcv, v〉.
 (3.20)
 Furthermore, it is not difficult to verify that
 F(t)E = et(EPr+A(I−Pr))−1APr.
 Then, taking into account that ‖et(EPr+A(I−Pr))−1APrv‖ ≥ e−|t|‖(EPr+A(I−Pr))−1A‖2‖Prv‖, see[61, p. 24], we have
 〈E∗HcEv, v〉 =
 ∫ ∞
 0
 ‖F(t)Ev‖2dt ≥ ‖Prv‖2
 ∫ ∞
 0
 e−2t‖(EPr+A(I−Pr))−1A‖2dt
 =‖Prv‖2
 2‖(EPr + A(I − Pr))−1A‖2
 .(3.21)
 Substituting in (3.21) the vector v = F(t)Ex0 we obtain that
 ‖x(t, x0)‖2 = ‖F(t)Ex0‖2 ≤ 2‖(EPr + A(I − Pr)
 )−1A‖2〈E∗HcEF(t)Ex0,F(t)Ex0〉.
 Finally, from (3.20) with v = Ex0 we have
 ‖x(t, x0)‖2 ≤ κc(E,A) e−2t‖(EPr+A(I−Pr))−1A‖2/κc(E,A)‖Prx0‖2.
 The following example shows that the estimate (3.19) is sharp.
 Example 3.11. Consider the system
 Eεx(t) = Aεx(t) (3.22)
 with
 Eε =
 1 0 00 ε 00 0 0
 , Aε =
 −1 0 00 −ε 00 0 1
 .
 For 0 < ε < 1, the general solution of (3.22) is x(t, x0) = e−tPrx0 and, hence, the trivial
 solution of (3.22) is asymptotically stable. We have κc(Eε, Aε) = 1 and from (3.19) itfollows that ‖x(t, x0)‖ ≤ e−t‖Prx
 0‖. However, for ε = 0 the pencil λEε − Aε is singular,i.e., under a perturbation of norm ε the trivial solution of (3.22) is not asymptoticallystable.
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 From Theorem 3.10 we obtain some useful consequences.
 Corollary 3.12. Let κc(E,A) be as in (3.18). The trivial solution of equation (3.13) isasymptotically stable if and only if κc(E,A) is bounded.
 Proof. If κc(E,A) is bounded, then by (3.19) the trivial solution of (3.13) is asymptoticallystable. On the other hand, by Theorem 3.7 it follows from the asymptotic stability of (3.13)that κc(E,A) <∞.
 Corollary 3.13. Let F(t) be a fundamental solution matrix of (3.1). Then
 ‖F(t)E‖2 ≤√κc(E,A) e−t‖(EPr+A(I−Pr))−1A‖2/κc(E,A). (3.23)
 Proof. The result follows from the proof of Theorem 3.10.
 Corollary 3.14. Let Pr be the spectral projection onto the right finite deflating subspaceof a regular pencil λE − A. Then
 ‖Pr‖2 ≤√κc(E,A). (3.24)
 Proof. Since Pr = F(0)E, bound (3.24) immediately follows from (3.23).
 From (3.19) it is also possible to derive a weaker but more practical bound for thesolution x(t, x0) of (3.15). Indeed, from ‖E∗HcE‖2 ≤ ‖E‖2
 2‖Hc‖2 and (3.19) we obtain theestimate
 ‖x(t, x0)‖ ≤√
 2‖E‖22‖Hc‖2‖(EPr + A(I − Pr))−1‖2‖A‖2 e
 −t/(2‖E‖22‖Hc‖2)‖Prx0‖
 =√κc,2(E,A)‖E‖2‖(EPr + A(I − Pr))−1‖2 e
 −t‖A‖2/(‖E‖2κc,2(E,A))‖Prx0‖,
 (3.25)where κc,2(E,A) = 2‖E‖2‖A‖2‖Hc‖2.
 Despite of the fact that bound (3.25) may overestimate the solution x(t, x0) of (3.15),the parameter κc,2(E,A) also characterizes the behavior of x(t, x0) at infinity. Moreover,κc,2(E,A), in contrast to κc(E,A), may be more useful to evaluate the ”quality” of theasymptotic stability. We see in Example 3.11, that κc,2(Eε, Aε) = ε−2 →∞ as ε→ 0 and,hence, (3.22) approaches to an unstable system.
 Note that for E = I both parameters κc(E,A) and κc,2(E,A) coincide with the pa-rameter æ(A) introduced in [22, 61] to study the asymptotic stability of linear ordinarydifferential equations.
 To compute the parameters κc(E,A) and κc,2(E,A) we need the matrix Hc. Thenumerical computation of this matrix will be discussed in Section 6.3.
 3.2 Discrete-time descriptor systems
 In this section we study the discrete-time descriptor system (3.2).
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 3.2.1 Solvability
 Let a regular pencil λE −A be in Weierstrass canonical form (2.2) and let the matrices Band C be as in (3.3). Then (3.2) is equivalent to the decoupled system of equations
 zk+1 = Jzk +B1uk, z0 = z0, (3.26)
 Nwk+1 = wk +B2uk, w0 = w0, (3.27)
 with yk = C1zk + C2wk. Here[zk
 wk
 ]= Txk,
 [z0
 w0
 ]= Tx0.
 Equation (3.26) has a unique forward solution zk, k ≥ 0, for any input uk and initial valuez0 ∈ Fnf . This solution is given by
 zk = Jkz0 +k−1∑j=0
 Jk−j−1B1uj, k ≥ 0.
 The unique solution of (3.27) has the form
 wk = −ν−1∑j=0
 N jB2uk+j, k ≥ 0. (3.28)
 Thus, if the pencil λE−A is regular and the initial value x0 belongs to the set of consistentinitial conditions
 X 0d =
 T−1
 [z0
 w0
 ]: z0 ∈ Fnf , w0 = −
 ν−1∑j=0
 N jB2uj
 .
 then the discrete-time descriptor system (3.2) has a unique solution xk for all k ≥ 0. Usingthe fundamental matrices Fk as in (2.7), this solution can be written as
 xk = FkEx0 +
 k+ν−1∑j=0
 Fk−j−1Buj, k ≥ 0.
 We see that to determine xk we need not only past inputs uj, j ≤ k, but also future inputsuj, k < j ≤ k + ν − 1, see [36] for details. This concept is often called noncausality ofdiscrete-time descriptor systems. For the causal descriptor system (3.2), the state xk isdetermined completely by the initial vector x0 and control inputs u0, u1, . . ., uk. Clearly,system (3.2) is causal if the pencil λE − A is of index at most one.
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 3.2.2 Stability
 In this subsection we discuss the stability of the singular difference equation
 Exk+1 = Axk. (3.29)
 First some notions of stability for such an equation are presented.
 Definition 3.15. The trivial solution xk ≡ 0 of (3.29) is called stable in the sense ofLyapunov or Lyapunov stable if
 (i) for all x0 ∈ Fn the initial value problem
 Exk+1 − Axk = 0,Pr (x0 − x0) = 0
 (3.30)
 has a unique solution xk ∈ ImPr defined for k ≥ 0;(ii) for every ε > 0 there exists a δ = δ(ε) > 0 such that ‖xk‖ < ε for all k ≥ 0 and for
 all x0 ∈ Fn with ‖Prx0‖ < δ.
 Definition 3.16. The trivial solution xk ≡ 0 of (3.29) is called asymptotically stable if itis Lyapunov stable and if there is a δ0 > 0 such that for the solution xk of (3.30) with‖Prx
 0‖ < δ0 we have that xk → 0 as k →∞.
 The following theorem gives a necessary and sufficient condition for the trivial solutionof (3.29) to be asymptotically stable, see [36, 153] for details.
 Theorem 3.17. Let λE − A be a regular pencil. The trivial solution xk ≡ 0 of equation(3.29) is asymptotically stable if and only if all finite eigenvalues of λE − A lie inside theunit circle.
 It should be noted that although the infinite eigenvalues lie outside the unit circle they,in contrast to the finite eigenvalues of modulus not less than 1, do not affect the behaviorat infinity of solutions of (3.29).
 Definition 3.18. A matrix pencil λE−A is called d-stable if it is regular and all the finiteeigenvalues of λE − A lie inside the unit circle.
 The problem of the distribution of eigenvalues of the pencil λE−A with respect to theunit circle has been considered in [62, 112, 113].
 Similar to the continuous-time case, as a numerical parameter characterizing the d-sta-bility of the pencil λE − A we take
 κd,2(E,A) =(‖E‖2
 2 + ‖A‖22
 )‖Hd‖2, (3.31)
 where the matrix Hd has the form
 Hd =∞∑
 k=−∞
 F ∗kFk (3.32)
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 and the matrices Fk are given in (2.7). If the pencil λE −A is d-stable, then series (3.32)is convergent and κd,2(E,A) is bounded. We set κd,2(E,A) = ∞ if λE−A has at least onefinite eigenvalues of modulus not less than 1. Note that κd,2(E,A) slightly differs from theunit circle dichotomy parameter introduced in [112].
 The following theorem gives bounds on the spectral norm of the matrices FkE withk ≥ 0 and FkA with k < 0.
 Theorem 3.19. Let the matrices Fk be as in (2.7). Then
 ‖FkE‖2 ≤√κd,2(E,A)
 (κd,2(E,A)
 1 + κd,2(E,A)
 )k/2
 , k ≥ 0, (3.33)
 ‖FkA‖2 ≤√κd,2(E,A)
 (κd,2(E,A)
 1 + κd,2(E,A)
 )(−k−1)/2
 , k < 0. (3.34)
 Proof. Note that
 κd,2(E,A) ≥ ‖E‖22‖Hd‖2 ≥ ‖E∗HdE‖2 ≥ ‖F0E‖2
 2 = ‖Pr‖22 ≥ 1,
 κd,2(E,A) ≥ ‖A‖22‖Hd‖2 ≥ ‖A∗HdA‖2 ≥ ‖F−1A‖2
 2 = ‖I − Pr‖22 ≥ 1.
 Using (2.8)-(2.10) for every vector v ∈ Fn and every k > 0 we obtain that
 〈E∗HdEFkEv, FkEv〉 = 〈E∗HdEFk−1Ev, Fk−1Ev〉 − 〈Fk−1Ev, Fk−1Ev〉
 =
 (1− 〈Fk−1Ev, Fk−1Ev〉
 〈E∗HdEFk−1Ev, Fk−1Ev〉
 )〈E∗HdEFk−1Ev, Fk−1Ev〉
 ≤(
 1− 1
 ‖E‖22‖Hd‖2
 )〈E∗HdEFk−1Ev, Fk−1Ev〉 ≤ . . .
 ≤(
 1− 1
 ‖E‖22‖Hd‖2
 )k
 〈E∗HdEF0Ev, F0Ev〉
 ≤ ‖E‖22‖Hd‖2
 (1− 1
 ‖E‖22‖Hd‖2
 )k
 ‖Prv‖2.
 From this estimate it immediately follows that
 ‖FkE‖2 = maxv 6=0
 ‖FkEv‖‖v‖
 = maxPrv 6=0
 ‖FkEv‖‖Prv‖
 ≤√κd,2(E,A)
 (κd,2(E,A)
 1 + κd,2(E,A)
 )k/2
 for all k ≥ 0. Furthermore, for v ∈ Fn and k < −1, we have
 〈A∗HdAFkAv, FkAv〉 = 〈A∗HdAFk+1Av, Fk+1Av〉 − 〈Fk+1Av, Fk+1Av〉
 ≤(
 1− 1
 ‖A‖22‖Hd‖2
 )〈A∗HdAFk+1Av, Fk+1Av〉
 ≤ κd,2(E,A)
 1 + κd,2(E,A)〈A∗HdAFk+1Av, Fk+1Av〉.
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 Hence,
 ‖FkA‖22 = max
 v 6=0
 ‖FkAv‖2
 ‖v‖2= max
 ‖(I−Pr)v‖=1‖FkAv‖2 = ‖FkAv0‖2
 ≤ κd,2(E,A)
 1 + κd,2(E,A)〈A∗HdAFk+1Av0, Fk+1Av0〉 ≤ . . .
 ≤(
 κd,2(E,A)
 1 + κd,2(E,A)
 )−k−1
 〈A∗HdAF−1Av0, F−1Av0〉
 ≤ κd,2(E,A)
 (κd,2(E,A)
 1 + κd,2(E,A)
 )−k−1
 .
 Thus, for all k < 0, estimate (3.34) holds.
 From Theorem 3.19 we obtain the following bound for the solution of (3.30).
 Corollary 3.20. Let xk be a solution of the initial value problem (3.30). Then
 ‖xk‖ ≤√κd,2(E,A)
 (κd,2(E,A)
 1 + κd,2(E,A)
 )k/2
 ‖Prx0‖, k ≥ 0. (3.35)
 Proof. Since the solution of (3.30) has the form xk = FkEx0 for all k ≥ 0, bound (3.35)
 immediately follows from (2.9), (2.10) and (3.33).
 As a consequence of Theorem 3.17 and Corollary 3.20 we have the following result.
 Corollary 3.21. Let κd,2(E,A) be as in (3.31). The trivial solution of equation (3.29) isasymptotically stable if and only if κd,2(E,A) is bounded.
 The numerical computation of the matrix Hd and the parameter κd,2(E,A) will bediscussed in Section 6.4.
 3.3 Controllability and observability for descriptor
 systems
 In this section we give a survey of the existing concepts of controllability and observabilityfor descriptor systems that will be used in the sequel. In contrast to standard state spacesystems, for descriptor systems, there are several different notions of controllability andobservability. Unfortunately, there is no uniform terminology in the literature on thissubject, see [24, 35, 36, 105, 166, 174] and references therein.
 Definition 3.22. Systems (3.1) and (3.2) are called completely controllable (C-controllable)if rank [αE − βA, B] = n for all (α, β) ∈ C2\(0, 0). (3.36)
 Systems (3.1) and (3.2) are called controllable on a reachable set (R-controllable) if
 rank [λE − A, B] = n for all finite λ ∈ C . (3.37)
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 Systems (3.1) and (3.2) are called controllable at infinity (I-controllable) if
 rank [E, AKE, B] = n, (3.38)
 where the columns of KE span the null space of E.Systems (3.1) and (3.2) are called strongly controllable (S-controllable) if (3.37) and (3.38)are satisfied.
 The C-controllability implies that for any given initial and final states x0, xf ∈ Fn,there exists an admissible control input that transfers the system from x0 to xf in finitetime. This notion follows [24, 174] and it is consistent with the definition of controllabilitygiven in [35, 36].
 The conception of R-controllability comes from [36] and conforms to the controllabilityin [35, 166]. It was shown in [36] that the reachable set for a descriptor system is nothingelse than the solution space. The R-controllability ensures that for any consistent initialstate x0 and final state xf from the solution space, there exists an admissible controlinput that transfers the system from x0 to xf in finite time. In the case of E = I, theR-controllability coincides with the C-controllability and is the usual controllability of statespace systems [88].
 In the continuous-time case the I-controllability is also known as impulse controllability[35, 36] and means that impulsive modes in the solution can be excluded by a suitable linearstate feedback control. In other words, for every initial vector x0 there exists a feedbackcontrol u(t) = Fcx(t) + v(t) with a feedback matrix Fc ∈ Fm,n and a new smooth controlinput v(t) ∈ Fm such that the closed-loop system
 Ex(t) = (A+BFc)x(t) +Bv(t), x(0) = x0
 has no impulsive solutions. In the discrete-time case the I-controllability implies that forevery initial vector x0 one can find a feedback control uk = Fcxk + vk with a feedbackmatrix Fc ∈ Fm,n and a new control input vk ∈ Fm such that the closed-loop system
 Exk+1 = (A+BFc)xk +Bvk, x0 = x0
 is causal [36]. Note that the descriptor systems (3.1) and (3.2) with the pencil λE − A ofindex at most one are I-controllable.
 The relationship between various controllability concepts is presented in the followingdiagram.
 R-controllability
 I-controllability
 6?
 S-controllabilityR-controllability
 9
 I-controllability
 XXXXXXz?
 C-controllability
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 Since controllability of the descriptor systems (3.1) and (3.2) depends only on thematrices E, A and B, we will say that the triplet (E,A,B) is C(R, I, S)-controllable ifsystem (3.1) or (3.2) is C(R, I, S)-controllable.
 Definition 3.23. Let Fk be as in (2.7). The matrices
 C+ = [F0B, . . . , FkB, . . . ] and C− = [ . . . , F−kB, . . . , F−1B ] (3.39)
 are called the proper and improper controllability matrices in the continuous-time case andthe causal and noncausal controllability matrices in the discrete-time case. The matrix
 C = [C−, C+ ] = [ . . . , F−kB, . . . , F−1B, F0B, . . . , FkB, . . . ]
 is the controllability matrix of the descriptor systems (3.1) and (3.2).
 The following theorem gives equivalent algebraic and geometric characterizations ofdifferent concepts of controllability for descriptor systems.
 Theorem 3.24. Consider the descriptor systems (3.1) and (3.2) with a regular pencilλE − A as in (2.2) and the matrices B and C as in (3.3).
 1. The following statements are equivalent:
 (a) the triplet (E,A,B) is R-controllable;
 (b) rank [λI − J, B1] = nf for all λ ∈ C;
 (c) Im (λE − A) + ImB = Fn for all λ ∈ C;
 (d) Im (λI − J) + ImB1 = Fnf for all λ ∈ C;
 (e) rank[F0B, F1B, . . . , Fnf−1B
 ]= nf ;
 (f) rank [B1, JB1, . . . , Jnf−1B1 ] = nf ;
 (g) ImC+ = ImPr;
 (h) Im [B1, JB1, . . . , Jnf−1B1 ] = Fnf .
 2. The following statements are equivalent:
 (a) the triplet (E,A,B) is I-controllable;
 (b) rank [N, KN , B2] = n∞, where the columns of KN form a basis of KerN ;
 (c) KerE + Im (F−1E) + Im (F−1B) = KerPr;
 (d) KerN + ImN + ImB2 = Fn∞;
 (e) KerE + Im [F−νB, F−ν+1B, . . . , F−1B] = KerPr;
 (f) KerN + Im [B2, NB2, . . . , Nν−1B2] = Fn∞;
 (g) ImF−2 = Im [F−νB, F−ν+1B, . . . , F−2B];
 (h) ImN = Im [NB2, N2B2, . . . , N
 ν−1B2];
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 (i) rank
 [E 0 0A E B
 ]= n+ rank(E);
 (j) rank
 [N 0 0I N B2
 ]= n∞ + rank(N);
 (k) there exists a feedback matrix Fc ∈ Fm,n such that the pencil λE − (A+BFc) isregular and of index one;
 3. The following statements are equivalent:
 (a) the triplet (E,A,B) is C-controllable;
 (b) rank [λE − A, B ] = n for all λ ∈ C and rank [E, B] = n;
 (c) rank [λI − J, B1 ] = nf for all λ ∈ C and rank [N, B2 ] = n∞;
 (d) Im (λE − A) + ImB = Fn for all λ ∈ C and ImE + ImB = Fn;
 (e) Im (λI − J) + ImB1 = Fnf for all λ ∈ C and ImN + ImB2 = Fn∞;
 (f) rank[F0B, F1B, . . . , Fnf−1B
 ]= nf , rank [F−νB, F−ν+1B, . . . , F−1B ]= n∞;
 (g) rank [B1, JB1, . . . , Jnf−1B1 ] = nf and rank [B2, NB2, . . . , N
 ν−1B2 ] = n∞;
 (h) ImC+ = ImPr and ImC− = KerPr.
 Proof. See [35, 36, 83, 174].
 Observability is a dual concept of controllability.
 Definition 3.25. Systems (3.1) and (3.2) are called completely observable (C-observable)if
 rank
 [αE − βA
 C
 ]= n for all (α, β) ∈ C2\(0, 0). (3.40)
 Systems (3.1) and (3.2) are called observable on the reachable set (R-observable) if
 rank
 [λE − AC
 ]= n for all finite λ ∈ C . (3.41)
 System (3.1) and (3.2) are called observable at infinity (I-observable) if
 rank
 EK∗
 E∗AC
 = n, (3.42)
 where the columns of KE∗ span the null space of E∗.Systems (3.1) and (3.2) are called strongly observable (S-observable) if (3.41) and (3.42)are satisfied.
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 The relationship between various observability concepts is presented in the following diag-ram.
 R-observability
 I-observability
 6?
 S-observabilityR-observability
 9
 I-observability
 XXXXXXz?
 C-observability
 Observability of the descriptor systems (3.1) and (3.2) depends only on the matricesE, A and C. Therefore, the triplet (E,A,C) will be referred to as C(R, I, S)-observable ifsystem (3.1) or (3.2) is C(R, I, S)-observable.
 Definition 3.26. Let Fk be as in (2.7). The matrices
 O+ =
 CF0
 ...CFk
 ...
 and O− =
 ...
 CF−k...
 CF−1
 (3.43)
 are called the proper and improper observability matrices of the continuous-time descrip-tor system (3.1) and the causal and noncausal observability matrices of the discrete-timedescriptor system (3.2). The matrix
 O =
 [O−O+
 ]is the observability matrix of the descriptor systems (3.1) and (3.2).
 The following theorem gives equivalent algebraic and geometric characterizations ofdifferent concepts of observability for descriptor systems.
 Theorem 3.27. Consider the descriptor systems (3.1) and (3.2) with a regular pencilλE − A as in (2.2) and the matrices B and C as in (3.3).
 1. The following statements are equivalent:
 (a) the triplet (E,A,C) is R-observable;
 (b) rank [λI − J∗, C∗1 ] = nf for all λ ∈ C;
 (c) Ker (λE − A)⋂
 KerC = 0 for all λ ∈ C;
 (d) Ker (λI − J)⋂
 KerC1 = 0 for all λ ∈ C;
 (e) rank[F ∗
 0C∗, F ∗
 1C∗, . . . , F ∗
 nf−1C∗]
 = nf ;
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 (f) rank [C∗1 , J
 ∗C∗1 , . . . , (Jnf−1)∗C∗
 1 ] = nf ;
 (g) KerO+
 ⋂ImPl = 0;
 (h) Ker [C∗1 , J
 ∗C∗1 , . . . , (Jnf−1)∗C∗
 1 ] = 0.
 2. The following statements are equivalent:
 (a) the triplet (E,A,C) is I-observable;
 (b) rank [N∗, KN∗ , C∗2 ] = n∞, where the columns of KN∗ span KerN∗;
 (c) Ker (EF−1)⋂
 ImE⋂
 Ker (CF−1) = ImPl;
 (d) KerN⋂
 ImN⋂
 KerC2 = 0;
 (e)ν⋂
 k=1
 Ker (CF−k)⋂
 ImE = ImPl;
 (f)ν−1⋂k=0
 Ker (C2Nk)⋂
 ImN = 0;
 (g) KerF−2 =ν⋂
 k=1
 Ker (CF−k);
 (h) KerN =ν−1⋂k=1
 Ker (C2Nk);
 (i) rank
 [E∗ 0 0A∗ E∗ C∗
 ]= n+ rank(E);
 (j) rank
 [N∗ 0 0I N∗ C∗
 2
 ]= n∞ + rank(N);
 (k) there exists a feedback matrix Fo ∈ Fn,p such that the pencil λE − (A+ FoC) isregular and of index one;
 3. The following statements are equivalent:
 (a) the triplet (E,A,C) is C-observable;
 (b) rank [λE∗ − A∗, C∗ ] = n for all λ ∈ C and rank [E∗, C∗] = n;
 (c) rank [λI − J∗, C∗1 ] = nf for all λ ∈ C and rank [N∗, C∗
 2 ] = n∞;
 (d) Ker (λE − A)⋂
 KerC = 0 for all λ ∈ C and KerE⋂
 KerC = 0;
 (e) Ker (λI − J)⋂
 KerC1 = 0 for all λ ∈ C and KerN⋂
 KerC2 = 0;
 (f) rank[F ∗
 0C∗, F ∗
 1C∗, . . . , F ∗
 nf−1C∗]
 = nf and rank[F ∗−νC
 ∗, . . . , F ∗−1C
 ∗] = n∞;
 (g) rank [C∗1 , J
 ∗C∗1 , . . . , (Jnf−1)∗C∗
 1 ]=nf , rank [C∗2 , N
 ∗C∗2 , . . . , (N ν−1)∗C∗
 2 ]=n∞;
 (h) KerO+
 ⋂ImPl = 0 and KerO−
 ⋂KerPl = 0.
 Proof. See [35, 36, 83, 174].
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 Here we have considered the stability and various concepts of controllability and obser-vability for the continuous-time and discrete-time descriptor systems. In the next chapterwe will show how these properties of descriptor systems can be characterized in terms ofsolutions of generalized Lyapunov equations.
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Chapter 4
 Generalized Lyapunov equations
 Generalized continuous-time algebraic Lyapunov equations (GCALEs)
 E∗XA+ A∗XE = −G (4.1)
 and generalized discrete-time algebraic Lyapunov equations (GDALEs)
 A∗XA− E∗XE = −G (4.2)
 arise in many fields of mathematics and engineering such as stability analysis for diffe-rential and difference equations [53, 61, 123, 148, 149], problems of spectral dichotomy[62, 113, 116] and control theory [11, 58, 98, 117, 119, 176].
 For E = In, equations (4.1) and (4.2) are the standard continuous-time and discrete-time Lyapunov equations (the latter is also known as the Stein equation). These equationshave been the topic of numerous publications, see [9, 51, 53, 72, 99] and the referencestherein. The case of nonsingular E has been considered in [17, 34, 125]. However, manyapplications of descriptor systems lead to generalized Lyapunov equations with a singularmatrix E, see [11, 116, 120, 148, 149, 153]. In this chapter we study the existence anduniqueness of solutions of generalized Lyapunov equations with general and special right-hand sides.
 The classical stability and inertia theorems [20, 29, 33, 37, 108, 122, 172, 173] characte-rize connections between the signatures of solutions of standard Lyapunov equations andthe numbers of eigenvalues of a matrix in the left and right open half-planes and on theimaginary axis in the continuous-time case and inside, outside and on the unit circle in thediscrete-time case. A brief survey of matrix inertia theorems and their applications hasbeen presented in [38]. In this chapter we extend these theorems to matrix pencils.
 4.1 Applications for generalized Lyapunov equations
 In this section we present some applications for generalized Lyapunov equations.
 43
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 Stability analysis
 It is well known that the asymptotic behavior of solutions of differential and differenceequations is closely related to the analysis of Lyapunov equations [61, 74, 123, 151, 147, 153].
 Consider the continuous-time singular system (3.13). The trivial solution of (3.13) isasymptotically stable if there exists a matrix X that is Hermitian, positive definite on thesubspace ImPl and satisfies the GCALE (4.1), where G is Hermitian and positive definiteon ImPr, see [120, 123]. For such a solution X, the matrix E∗XE is Hermitian, positivedefinite on the subspace ImPr, and we obtain that
 V(t) := x∗(t)E∗XEx(t) > 0, t ∈ [ 0,∞)
 for all nonzero solutions x(t) ∈ ImPr of equation (3.13). Moreover, we have
 V(t) = x∗(t)(A∗XE + E∗XA)x(t) = −x∗(t)Gx(t) < 0.
 The quadratic form V(t) is the generalized Lyapunov function for system (3.13).Similarly, the trivial solution of the discrete-time singular system (3.29) is asymptoti-
 cally stable if there exists a matrix X that is Hermitian, positive definite on the subspaceImPl and satisfies the GDALE (4.2), where G is Hermitian, positive definite on ImPr
 [123, 151]. In this case a quadratic form Vk := x∗kE∗XExk presents the generalized Lyapu-
 nov function for system (3.29). We have that Vk > 0 for all nonzero solutions xk ∈ ImPr
 of (3.29) andVk+1 −Vk = x∗k(A
 ∗XA− E∗XE)xk = −x∗kGxk < 0.
 These results are generalizations of the known connection between the standard Lya-punov equations and the standard state space differential/difference equations [50, 61, 74].
 Linear-quadratic optimal control
 Consider the linear-quadratic optimal regulator control problems:Minimize the cost functional
 Jc(x0, u) =
 1
 2
 ∫ ∞
 0
 (y∗(t)Qy(t) + u∗(t)Ru(t)
 )dt (4.3)
 subject to the continuous-time descriptor system
 Ex(t) = Ax(t) +Bu(t), x(t) = x0,y(t) = Cx(t),
 (4.4)
 andMinimize the cost functional
 Jd(x0, u) =
 1
 2
 ∞∑k=0
 (y∗kQyk + u∗kRuk
 )(4.5)
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 subject to the discrete-time descriptor system
 Exk+1 = Axk +Buk, x0 = x0,yk = Cxk,
 (4.6)
 where E, A ∈ Fn,n, B ∈ Fm,n, C ∈ Fp,n, Q ∈ Fp,p is Hermitian and R ∈ Fm,m is Hermitian,positive definite.
 Under stabilizability and detectability conditions, see [117], the optimal solution of thecontinuous-time minimization problem (4.3)-(4.4) is given by
 uopt(t) = −R−1B∗XEx(t),
 where X is an Hermitian, positive semidefinite solution of the generalized continuous-timeRiccati equation
 E∗XA+ A∗XE − E∗XBR−1B∗XE + C∗QC = 0. (4.7)
 In the discrete-time case, the optimal solution of the minimization problem (4.5)-(4.6)is given by
 (uopt)k = −(R +B∗XB)−1B∗XAxk,
 where X is an Hermitian, positive semidefinite solution of the generalized discrete-timeRiccati equation
 A∗XA− E∗XE − A∗XB(R +B∗XB)−1B∗XA+ C∗QC = 0, (4.8)
 see [12, 117] for details. The generalized Riccati equations (4.7) and (4.8) can be solvedby Newton’s method [12, 98, 117].
 Algorithm 4.1.1. Newton’s method for the continuous-time Riccati equationInput: Matrices E, A, B, C, Q, R and a starting stabilizing guess X0, E is nonsingular.Output: An approximate solution Xk+1 of the generalized Riccati equation (4.7).FOR k = 0, 1, 2, . . .
 1. Ak = A−BR−1B∗XkE.2. Rk = E∗XkAk + A∗
 kXkE + E∗XkBR−1B∗XkE + C∗QC.
 3. Solve the GCALE E∗YkAk + A∗kYkE = −Rk.
 4. Xk+1 = Xk + Yk.END FOR
 Algorithm 4.1.2. Newton’s method for the discrete-time Riccati equationInput: Matrices E, A, B, C, Q, R and a starting stabilizing guess X0, E is nonsingular.Output: An approximate solution Xk+1 of the generalized Riccati equation (4.8).FOR k = 0, 1, 2, . . .
 1. Kk = (R +B∗XkB)−1B∗XkA.2. Ak = A−BKk.3. Rk = A∗
 kXkAk − E∗XkE +K∗kRKk + C∗QC.
 4. Solve the GDALE A∗kYkAk − E∗YkE = −Rk.
 5. Xk+1 = Xk + Yk.END FOR
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 We see that in each iteration step of Algorithms 4.1.1 and 4.1.2 we need to solvegeneralized Lyapunov equations.
 The Lyapunov equations arise also in many other fields of control theory such as systembalancing [102, 119], H∞ control [58, 176] and model reduction [4, 48, 119, 137, 150].
 4.2 Generalized continuous-time Lyapunov equations
 In this section we present general results concerning the solution of the GCALE
 E∗XA+ A∗XE = −G, (4.9)
 where E, A, G ∈ Fn,n are given matrices and X ∈ Fn,n is an unknown matrix.
 4.2.1 General case
 Consider a continuous-time Lyapunov operator Lc : Fn,n → Fn,n given by
 Lc(X) := E∗XA+ A∗XE. (4.10)
 The GCALE (4.9) can be written in the operator form
 Lc(X) = −G. (4.11)
 If x = vec(X) and g = vec(G) are vectors of order n2 obtained by stacking the columns ofthe matrices X and G, respectively, then we can also rewrite the GCALE (4.9) as a linearsystem
 Lcx = −g, (4.12)
 where the n2 × n2-matrixLc = ET ⊗ A∗ + AT ⊗ E∗ (4.13)
 is the matrix representation of the continuous-time Lyapunov operator Lc, see, e.g., [78].In this case we may apply the theory of linear systems [53, 99] to determine conditions forthe existence and uniqueness of solutions of the GCALE (4.9).
 Theorem 4.1. [99] Let Lc be as in (4.13) and let x = vec(X), g = vec(G). The GCALE(4.9) has a solution if and only if rank [Lc, g ] = rankLc. There exists a unique solution of(4.9) if and only if the matrix Lc is nonsingular.
 Note that already for moderately large n the matrix Lc is very large. Therefore, theequivalent formulation (4.12) for the GCALE (4.9) is only of theoretical interest.
 The GCALE (4.9) is a special case of the generalized Sylvester equation
 BXA− FXE = −G, (4.14)
 where A, B, E, F , G ∈ Fn,n are given matrices and X ∈ Fn,n is an unknown matrix.The following theorem gives the necessary and sufficient conditions for unique solvabilityof equation (4.14).
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 Theorem 4.2. [34] The generalized Sylvester equation (4.14) has a unique solution Xif and only if the pencils λB − F and λE − A are regular and they have no commoneigenvalues.
 As a consequence of Theorem 4.2 we have the following necessary and sufficient con-ditions for the existence and uniqueness of solutions of the GCALE (4.9) in terms of thespectrum of the pencil λE − A.
 Theorem 4.3. [125] Let λE−A be a regular pencil with eigenvalues λ1, . . . , λn countedaccording to their multiplicities. The GCALE (4.9) has a unique solution for every matrixG if and only if all eigenvalues of the pencil λE − A are finite and λj + λk 6= 0 for allj, k = 1, . . . , n.
 The GCALE (4.9) is said to be regular if it is uniquely solvable. For such an equation,the finiteness of the eigenvalues of λE − A implies the nonsingularity of E, while thecondition λj+λk 6= 0 implies that the pencil λE−A has no eigenvalues on the imaginary axisand, hence, the matrix A is also nonsingular. The GCALE (4.9) is called non-degenerate ifboth matrices E and A are nonsingular. Otherwise, the GCALE (4.9) is called degenerate.
 The non-degenerate GCALE (4.9) is equivalent to standard Lyapunov equations
 XAE−1 + (AE−1)∗X = −E−∗GE−1, (4.15)
 (EA−1)∗X +XEA−1 = −A−∗GA−1.
 In this case classical Lyapunov theorems [53] on the existence and uniqueness of positivedefinite solutions of these equations can be extended to the GCALE (4.9).
 Theorem 4.4. Let λE −A be a regular pencil. If all eigenvalues of λE −A are finite andlie in the open left half-plane, then for every Hermitian, positive (semi )definite matrix G,the GCALE (4.9) has a unique Hermitian, positive (semi )definite solution X. Conversely,if there exist Hermitian, positive definite matrices X and G satisfying (4.9), then all eigen-values of the pencil λE − A are finite and lie in the open left half-plane.
 The degenerate GCALE (4.9) is singular in the sense that it may have no solutionseven if all finite eigenvalues of the pencil λE − A have negative real part. Since E and Aplay a symmetric role in (4.9), in the sequel we will assume that the matrix E is singular.
 Example 4.5. The GCALE (4.9) with
 E =
 [1 00 0
 ], A = −I2, G = I2
 has no solutions.
 Even if a solution of the degenerate GCALE (4.9) exists, it is not unique. Indeed, if Xis a solution of the degenerate GCALE (4.9), then for any nonzero vector v ∈ KerE∗, thematrix X + vv∗ satisfies (4.9) as well.
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 The GCALE (4.9) is closely related to the study of the asymptotic properties of so-lutions of the differential-algebraic equation (3.13), e.g., [120, 123, 147]. The followingtheorem gives sufficient conditions for the pencil λE−A to be c-stable or, equivalently, forthe trivial solution of (3.13) to be asymptotically stable.
 Theorem 4.6. Let Pl and Pr be the spectral projections onto the left and right finite defla-ting subspaces of a regular pencil λE−A and let G be a matrix that is Hermitian, positivedefinite on the subspace ImPr. If the GCALE (4.9) has a solution X which is Hermitianand positive definite on ImPl, then the pencil λE − A is c-stable.
 Proof. Let the pencil λE−A be in Weierstrass canonical form (2.2) and let the Hermitianmatrix
 X = W−∗[Y11 Y12
 Y ∗12 Y22
 ]W−1 (4.16)
 satisfy the GCALE (4.9). If X is positive definite on ImPl, then Y11 in (4.16) is positivedefinite, and, hence, the matrix
 E∗XE = T ∗[
 Y11 Y12NN∗Y ∗
 12 N∗Y22N
 ]T
 is Hermitian, positive definite on the subspace ImPr.
 Let v 6= 0 be an eigenvector of the pencil λE − A corresponding to a finite eigenvalueλ, that is, λEv = Av and v ∈ ImPr. Multiplication of (4.9) on the right and left by v andv∗, respectively, gives
 −v∗Gv = v∗(E∗XA+ A∗XE)v = λ v∗E∗XEv + λ v∗E∗XEv= 2<e(λ) v∗E∗XEv.
 (4.17)
 Since G and E∗XE are positive definite on ImPr, we obtain that <e(λ) < 0, i.e., all finiteeigenvalues of the pencil λE − A lie in the open left half-plane.
 Example 4.5 demonstrates that the c-stability of the pencil λE−A does not imply thesolvability of the degenerate GCALE (4.9).
 It follows from (4.17) that the condition for X to be positive definite on ImPl can bereplaced by the assumption that X is positive semidefinite on Fn. Thus, we obtain thefollowing result.
 Corollary 4.7. Let Pr be the spectral projection onto the right finite deflating subspace ofa regular pencil λE−A and let G be a matrix that is Hermitian, positive definite on ImPr.If the GCALE (4.9) has an Hermitian, positive semidefinite solution X, then λE − A isc-stable.
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 4.2.2 Special right-hand side: index 1 and 2 cases
 Consider the generalized continuous-time Lyapunov equation
 E∗XA+ A∗XE = −E∗GE. (4.18)
 Such an equation has been studied first in [104, 116]. The presence of E in the right-handside guarantees the solvability of the GCALE (4.18) under assumptions that the pencilλE − A is c-stable and its index does not exceed two.
 Theorem 4.8. Let λE−A be a regular pencil of index at most two. If λE−A is c-stable,then for every matrix G, the GCALE (4.18) has a solution. For all solutions X of (4.18),the matrix E∗XE is unique. Moreover, if G is positive definite, then every solution X of(4.18) is positive definite on ImPl.
 Proof. Let the pencil λE−A be in Weierstrass canonical form (2.2), where the eigenvaluesof J lie in the open left half-plane and N2 = 0 by assumption. Let the matrices
 W ∗GW =
 [W11 W12
 W21 W22
 ]and W ∗XW =
 [Y11 Y12
 Y21 Y22
 ](4.19)
 be partitioned in blocks conformally to E and A. Then from (4.18) we have
 Y11J + J∗Y11 = −W11, (4.20)
 Y12 + J∗Y12N = −W12N, (4.21)
 N∗Y21J + Y21 = −N∗W21, (4.22)
 N∗Y22 + Y22N = −N∗W22N. (4.23)
 Since all eigenvalues of J have negative real part, the standard Lyapunov equation (4.20)has a unique solution Y11 for every W11, see [53]. Taking into account that the matricesJ−∗ and −N have disjoint spectra, equations (4.21) and (4.22) are uniquely solvable [99]and their solutions are given by Y12 = −W12N and Y21 = −N∗W21. Equation (4.23) has a(nonunique) solution for every W22. For example, the matrix Y22 = −1
 2(N∗W22 + W22N)
 satisfies (4.23).Thus, every solution of the GCALE (4.18) has the form
 X = W−∗[
 Y11 −W12N−N∗W21 Y22
 ]W−1, (4.24)
 where Y11 and Y22 satisfy equations (4.20) and (4.23), respectively. Multiplying equation(4.23) on the right by the matrix N we obtain that N∗Y22N = 0 holds for every solutionY22 of (4.23). Since equation (4.20) has the unique solution Y11, the matrix
 E∗XE = T ∗[
 Y11 −W12N2
 −(N∗)2W21 N∗Y22N
 ]T = T ∗
 [Y11 00 0
 ]T (4.25)
 is uniquely defined for all solutions X of (4.18). If G is positive definite, then also W11
 is positive definite and, hence, the solution Y11 of (4.20) is positive definite. Then X in(4.24) is positive definite on ImPl.
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 Note that the assumption for λE − A to be of index at most two is important, sinceotherwise the GCALE (4.18) may have no solutions even if the pencil λE − A is c-stable.To understand better what happens if the index of the pencil is increased from two tothree, we consider the following example.
 Example 4.9. Let A = −In, G = In, X = [xij]ni,j=1 and E = Nn. Taking these matrices
 with n = 2 in (4.18), we have the equation[0 x11
 x11 x12 + x21
 ]=
 [0 00 1
 ]which has the solution set
 X =
 [0 x12
 x21 x22
 ]: x12 + x21 = 1
 .
 For n = 3 we obtain the equation 0 x11 x12
 x11 x12 + x21 x13 + x22
 x21 x22 + x31 x23 + x32
 =
 0 0 00 1 00 0 1
 which has no solution.
 If G is Hermitian, then (4.18) has Hermitian as well as non-Hermitian solutions(see, Example 4.9), while the matrix E∗XE is Hermitian for every solution X of (4.18). IfG is positive definite on Fn, then E∗XE is positive semidefinite on Fn and positive definiteon ImPr.
 Remark 4.10. Theorem 4.8 still holds if the matrix G in the GCALE (4.18) is positivedefinite only on the subspace ImPl.
 The converse of Theorem 4.8 also holds.
 Theorem 4.11. Let λE−A be a regular pencil and let G be an Hermitian, positive definitematrix. If the GCALE (4.18) has a solution X, then the pencil λE−A is of index at mosttwo. Moreover, if X is Hermitian, positive definite on ImPl, then λE − A is c-stable.
 Proof. Let the pencil λE − A be in Weierstrass canonical form (2.2) and let the matricesG and X as in (4.19) satisfy the GCALE (4.18). Then equations (4.20)–(4.23) are fulfilled.
 Let the matrices
 Y22 =
 Y11 · · · Y1t...
 . . ....
 Yt1 · · · Ytt
 and W22 =
 W11 · · · W1t...
 . . ....
 Wt1 · · · Wtt
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 be partitioned in blocks conformally to N = diag(Nn1 , . . . , Nnt), where Nnj is a nilpotentJordan block of order nj. In this case equation (4.23) is equivalent to the system of matrixequations
 N∗npYpq + YpqNnq = −N∗
 npWpqNnq , p, q = 1, . . . , t. (4.26)
 Since G is Hermitian and positive definite, also all Wjj are Hermitian and positive definite.Assume that the index of the pencil λE − A is larger than two, i.e., there exists a blockNnk with nk > 2. Let Ykk = [yij]
 nki,j=1 and Wkk = [wij]
 nki,j=1. It is easy to verify that
 (N∗nkYkk)ij = xi−1,j, i, j = 1, 2, . . . , nk,
 (YkkNnk)ij = xi,j−1, i, j = 1, 2, . . . , nk,(N∗
 nkWkkNnk)ij = wi−1,j−1, i, j = 1, 2, . . . , nk,
 where we have set
 y0j = yj0 = w0j = wj0 = w00 = 0, j = 1, 2, . . . , nk. (4.27)
 It follows from (4.26) for p = q = k that
 yi−1 j + yi j−1 = −wi−1 j−1, i, j = 1, 2, . . . , nk. (4.28)
 Hence, by (4.27) we obtain y1 j−1 = yj−1 1 = 0 for all j = 2, . . . , nk. Then it follows from(4.28) that w11 = −y12− y21 = 0 which contradicts the positive definiteness of Wkk. Thus,the index of the pencil λE − A is at most two.
 Taking into account that E∗GE is Hermitian, positive definite on ImPr and X isHermitian, positive definite on ImPl, we have from Theorem 4.6 that all finite eigenvaluesof the pencil λE − A lie in the open left half-plane.
 If we replace the condition for the solution X of (4.18) to be positive definite on ImPl
 by the assumption that X is positive semidefinite on Fn, then we obtain the followingresult.
 Corollary 4.12. Let λE−A be a regular pencil and let G be an Hermitian, positive definitematrix. The GCALE (4.18) has an Hermitian, positive (semi)definite solution X if andonly if the index of the pencil λE − A is at most one and λE − A is c-stable.
 Proof. If the pencil λE − A is of index at most one and c-stable, then from the proof ofTheorem 4.8 we obtain that the matrix
 X = W−∗[Y11 00 Y22
 ]W−1
 satisfies the GCALE (4.18). Here Y11 is a unique Hermitian, positive definite solution of(4.20) and Y22 is an arbitrary Hermitian, positive (semi)definite matrix. In this case X isthe Hermitian, positive (semi)definite solution of (4.18).
 Assume now that the GCALE (4.18) with Hermitian, positive definite G has an Her-mitian, positive (semi)definite solution X. Then equations (4.20)–(4.23) are fulfilled. It
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 follows from Theorem 4.11 that the index of λE − A is at most two and N∗Y22N = 0,where Y22 is Hermitian, positive (semi)definite. Hence, Y22N = 0 and N∗W22N = 0. SinceW22 is Hermitian, positive definite, we get N = 0. Thus, λE − A is of index at most one.Furthermore, by Corollary 4.7 the pencil λE − A is c-stable.
 4.2.3 Projected continuous-time Lyapunov equations
 As we have seen above, the presence of the eigenvalue at infinity in the pencil λE − Amay be a reason for the unsolvability of the GCALE (4.9). A consideration of the GCALE(4.18) with a special right-hand side is only partially useful since for such a equation, theexistence theorems can be stated only for pencils of index at most two. To overcome thisdifficulty we consider the following generalized continuous-time Lyapunov equation
 E∗XA+ A∗XE = −P ∗rGPr, (4.29)
 where Pr is the spectral projection onto the right finite deflating subspace of the pencilλE −A. The following theorem gives necessary and sufficient conditions for the existenceof solutions of the GCALE (4.29). Note that these conditions are independent of the indexof λE − A.
 Theorem 4.13. Let λE−A be a regular pencil with finite eigenvalues λ1, . . . λnf countedaccording to their multiplicities and let Pr and Pl be the spectral projections as in (2.3).The GCALE (4.29) has a solution for every matrix G if and only if λj + λk 6= 0 for allj, k = 1, . . . , nf . Moreover, if the solution X of (4.29) satisfies X = XPl, then it is unique.
 Proof. Let the pencil λE−A be in Weierstrass canonical form (2.2), where J has eigenvaluesλ1, . . . λnf, and let the matrices
 T−∗GT−1 =
 [T11 T12
 T21 T22
 ]and W ∗XW =
 [Y11 Y12
 Y21 Y22
 ](4.30)
 be partitioned in blocks accordingly to E and A. We have from (4.29) the decoupledsystem of equations
 Y11J + J∗Y11 = −T11, (4.31)
 Y12 + J∗Y12N = 0, (4.32)
 N∗Y21J + Y21 = 0, (4.33)
 N∗Y22 + Y22N = 0. (4.34)
 The Lyapunov equation (4.31) has a unique solution Y11 for every matrix T11 if and only ifλj + λk 6= 0 for any two eigenvalues λj and λk of J , see [99]. The homogeneous equations(4.32) and (4.33) are uniquely solvable [99] and have the trivial solutions Y12 = 0 andY21 = 0. Equation (4.34) is not uniquely solvable. It follows from X = XPl that Y22 = 0.Thus, the solution of (4.29) together with X = XPl is unique and given by
 X = W−∗[Y11 00 0
 ]W−1, (4.35)
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 where Y11 satisfies (4.31).
 From the proof of Theorem 4.13 it follows that the solution of the GCALE (4.29) isnot unique, since equation (4.34) has many solutions. As usual for linear systems we mayresolve the nonuniqueness of the solution by requiring extra conditions. This may be thesolution of minimum norm, or we may choose the nonunique part Y22 to be zero. In termsof the original data the latter requirement is expressed as X = XPl. In the following asystem of matrix equations
 E∗XA+ A∗XE = −P ∗rGPr,
 X = XPl(4.36)
 will be called projected generalized continuous-time algebraic Lyapunov equation.As a consequence of Corollary 4.7 and Theorem 4.13 we obtain generalizations of clas-
 sical Lyapunov stability theorems [53, 99] for the projected GCALE (4.36).
 Corollary 4.14. Let λE−A be a regular pencil and let Pr and Pl be the spectral projectionsonto the right and left finite deflating subspaces of λE − A. If there exist an Hermitian,positive definite matrix G and an Hermitian, positive semidefinite matrix X satisfying theprojected GCALE (4.36), then the pencil λE − A is c-stable.
 Proof. The result immediately follows from Corollary 4.7.
 Corollary 4.15. Let λE−A be a regular pencil and let Pr and Pl be the spectral projectionsonto the right and left finite deflating subspaces of λE−A, respectively. If the pencil λE−Ais c-stable, then the projected GCALE (4.36) has a unique solution for every matrix G.This solution is given by
 X =1
 2π
 ∫ ∞
 −∞(iωE − A)−∗P ∗
 rGPr(iωE − A)−1dω. (4.37)
 If G is Hermitian, then the solution X is Hermitian. If G is positive (semi)definite, thenX is positive semidefinite.
 Proof. If λE−A is c-stable, then by Theorem 4.13 the projected GCALE (4.36) is uniquelysolvable for every matrix G. The solution X is given by (4.35), where Y11 satisfies equation(4.31) and has the form
 Y11 =1
 2π
 ∫ ∞
 −∞(iωI − J)−∗T11(iωI − J)−1dω.
 Therefore, (4.37) holds. Clearly, if G is Hermitian and positive (semi)definite, then thissolution X is Hermitian and positive semidefinite.
 Remark 4.16. Note that if λE − A is c-stable and if G is positive definite, then thesolution X of the projected GCALE (4.36) is positive definite on the subspace ImPl andthe matrix E∗XE is positive definite on the subspace ImPr.
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 Remark 4.17. It follows from Corollaries 4.14 and 4.15 that if the projected GCALE(4.36) has an Hermitian, positive semidefinite solution for some Hermitian, positive definitematrix G, then (4.36) is uniquely solvable for every G.
 Remark 4.18. The assertions of Corollaries 4.14, 4.15 and Remarks 4.16, 4.17 remainvalid if the matrix G is positive definite only on the subspace ImPr.
 In Table 4.1 we review the generalized continuous-time Lyapunov equations with diffe-rent right-hand sides discussed above.
 4.2.4 Inertia with respect to the imaginary axis
 The projected GCALE (4.36) can be used to generalize some matrix inertia theorems[20, 29, 33, 37, 108, 122, 172] for matrix pencils.
 First we recall the definition of an inertia with respect to the imaginary axis for matrices.
 Definition 4.19. The inertia of a matrix A with respect to the imaginary axis ( c-inertia )is defined by the triplet of integers
 Inc(A) = π−(A), π+(A), π0(A) ,
 where π−(A), π+(A) and π0(A) denote the numbers of eigenvalues of A with negative,positive and zero real part, respectively, counting multiplicities.
 Taking into account that a matrix pencil may have finite as well as infinite eigenvalues,the c-inertia for matrices can be generalized for regular pencils as follows.
 Definition 4.20. The c-inertia of a regular matrix pencil λE−A is defined by the quadru-ple of integers
 Inc(E,A) = π−(E,A), π+(E,A), π0(E,A), π∞(E,A) ,
 where π−(E,A), π+(E,A) and π0(E,A) denote the numbers of the finite eigenvalues ofλE − A counted with their algebraic multiplicities with negative, positive and zero realpart, respectively, and π∞(E,A) denotes the number of infinite eigenvalues of λE − A.
 Clearly, π−(E,A) + π+(E,A) + π0(E,A) + π∞(E,A) = n is the size of E and A. If thematrix E is nonsingular, then π∞(E,A) = 0 and π%(E,A) = π%(AE
 −1) = π%(E−1A), where
 % is −, + and 0. A c-stable pencil λE − A has the c-inertia Inc(E,A) = nf , 0, 0, n∞ ,where nf and n∞ are the dimensions of the finite and infinite deflating subspaces of λE−A.
 The following theorems give connections between the c-inertia of the pencil λE − Aand the c-inertia of the Hermitian solution X of the projected GCALE (4.36).
 Theorem 4.21. Let λE−A be a regular pencil and let G be an Hermitian, positive definitematrix. If the projected GCALE (4.36) has an Hermitian solution X, then
 π−(E,A) = π+(X), π+(E,A) = π−(X),π0(E,A) = 0, π∞(E,A) = π0(X).
 (4.38)
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 right-hand side −G E∗XA+ A∗XE = −GX = X∗ > 0 on Fn, unique X = X∗ ≥ 0 on Fn, unique
 G = G∗ > 0 on Fn ⇐⇒ ⇐⇒E is nonsingular c-stable c-stableG = G∗ ≥ 0 on Fn ⇐=E is nonsingular c-stable
 right-hand side −G E∗XA+ A∗XE = −GX = X∗ > 0 on ImPl X = X∗ ≥ 0 on Fn
 G = G∗ > 0 on ImPr =⇒ =⇒c-stable c-stable
 right-hand side E∗XA+ A∗XE = −E∗GE−E∗GE X = X∗ > 0 on ImPl X = X∗ ≥ 0 on Fn
 G = G∗ > 0 on Fn ⇐⇒ ⇐⇒c-stable c-stable
 index at most 2 index at most 1G = G∗ > 0 on ImPl =⇒ =⇒
 c-stable c-stable⇐= ⇐=
 c-stable c-stableindex at most 2 index at most 1
 right-hand side E∗XA+ A∗XE = −P ∗rGPr, X = XPl
 −P ∗rGPr X = X∗ > 0 on ImPl, unique X = X∗ ≥ 0 on Fn, unique
 G = G∗ > 0 on Fn ⇐⇒ ⇐⇒c-stable c-stable
 G = G∗ > 0 on ImPr ⇐⇒ ⇐⇒c-stable c-stable
 G = G∗ ≥ 0 on Fn ⇐=c-stable
 Table 4.1: Generalized continuous-time Lyapunov equations with different right-hand sides
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 Conversely, if π0(E,A) = 0, then there exist an Hermitian matrix X and an Hermitian,positive definite matrix G such that the GCALE in (4.36) is fulfilled and the c-inertiaidentities (4.38) hold.
 Proof. Since the Hermitian solution X of the projected GCALE (4.36) has the form (4.35),where the Hermitian matrix Y11 satisfies the Lyapunov equation (4.31) with the Hermitian,positive definite matrix T11, it follows from the Sylvester law of inertia [29] and the maininertia theorem [122, Theorem 1] that
 π−(E,A) = π−(J) = π+(Y11) = π+(X),π+(E,A) = π+(J) = π−(Y11) = π−(X),π0(E,A) = π0(J) = π0(Y11) = 0,π∞(E,A) = π∞(E,A) + π0(Y11) = π0(X).
 Assume now that π0(E,A) = 0. Then π0(J) = 0, and by the main inertia theorem[122, Theorem 1] there exists an Hermitian matrix Y11 such that T11 = −(Y11J + J∗Y11) isHermitian, positive definite and
 π−(J) = π+(Y11), π+(J) = π−(Y11), π0(J) = π0(Y11) = 0.
 In this case the Hermitian matrices
 X = W−∗[Y11 00 0
 ]W−1 and G = T ∗
 [T11 00 I
 ]T
 satisfy the GCALE in (4.36), G is positive definite and the c-inertia identities (4.38) hold.
 Consider now the case when the matrix G is Hermitian, positive semidefinite.
 Theorem 4.22. Let λE−A be a regular pencil and let X be an Hermitian solution of theprojected GCALE (4.36) with an Hermitian, positive semidefinite matrix G.
 1. If π0(E,A) = 0, then π−(X) ≤ π+(E,A) and π+(X) ≤ π−(E,A).
 2. If π0(X) = π∞(E,A), then π+(E,A) ≤ π−(X) and π−(E,A) ≤ π+(X).
 Proof. The result immediately follows if we apply the matrix inertia theorems [33, Lemma 1and Lemma 2] to equation (4.31).
 As a consequence of Theorem 4.22 we obtain a generalization of Theorem 4.21 for thecase that G is Hermitian, positive semidefinite.
 Corollary 4.23. Let λE−A be a regular pencil and let G be an Hermitian, positive semi-definite matrix. Assume that the projected GCALE (4.36) has an Hermitian solution X.If π0(E,A) = 0 and π0(X) = π∞(E,A), then the c-inertia identities (4.38) hold.
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 Similar to the matrix case [99, 108, 173], the c-inertia identities (4.38) can also bederived using observability conditions for the continuous-time descriptor system (3.1). Thefollowing corollary shows that in the case of an Hermitian, positive semidefinite matrixG = C∗C, the conditions π∞(E,A) = π0(X) and π0(E,A) = 0 in Corollary 4.23 may bereplaced by the assumption for the triplet (E,A,C) to be R-observable.
 Corollary 4.24. Let λE − A be a regular pencil. If there exists an Hermitian matrix Xsatisfying the projected GCALE
 E∗XA+ A∗XE = −P ∗r C
 ∗CPr, X = XPl, (4.39)
 and if the triplet (E,A,C) is R-observable, then the c-inertia identities (4.38) hold.
 Proof. Let λE − A be in Weierstrass canonical form (2.2) and let CT−1 = [C1, C2 ] bepartitioned in blocks conformally to E and A. Then the Hermitian solution of the projectedGCALE (4.39) has the form (4.35), where Y11 satisfies the Lyapunov equation
 Y11J + J∗Y11 = −C∗1C1. (4.40)
 Since (E,A,C) is R-observable, by Theorem 3.27 the matrix
 [λI − JC1
 ]has full column
 rank for all λ ∈ C. In this case the solution X11 of (4.40) is nonsingular and the matrix Jhas no eigenvalues on the imaginary axis [99, Theorem 13.1.4]. Hence, π0(E,A) = 0 andπ0(X) = π0(X11) + π∞(E,A) = π∞(E,A). The remaining relations in (4.38) immediatelyfollow from Corollary 4.23.
 The following corollary gives connections between c-stability of the pencil λE −A, theR-observability of the triplet (E,A,C) and the existence of an Hermitian solution of theprojected GCALE (4.39).
 Corollary 4.25. Consider the statements
 1. the pencil λE − A is c-stable,2. the triplet (E,A,C) is R-observable,3. the projected GCALE (4.39) has a unique solution X which is Hermitian, positive
 definite on the subspace ImPl.
 Any two of these statements together imply the third.
 Proof. ’1 and 2 ⇒ 3’ and ’2 and 3 ⇒ 1’ can be obtained from Corollaries 4.15 and 4.24.’1 and 3 ⇒ 2’. Suppose that (E,A,C) is not R-observable. Then there exists λ0 ∈ C
 and a vector v 6= 0 such that [λ0E − A
 C
 ]v = 0.
 We obtain that v is an eigenvector of the pencil λE−A corresponding to the finite eigenvalueλ0. Hence <e λ0 > 0 and v ∈ ImPr. Moreover, we have Cv = 0. On the other hand, itfollows from the Lyapunov equation in (4.39) that
 −‖Cv‖2 = v∗(E∗XA+ A∗XE)v = 2(<e λ0)v∗E∗XEv.
 and, hence, Cv 6= 0. Thus, the triplet (E,A,C) is R-observable.
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 Corollary 4.25 generalizes the stability result of Corollary 4.14 to the case that G= C∗Cis Hermitian, positive semidefinite. We see that weakening the assumption for G to bepositive semidefinite requires the additional R-observability condition. Moreover, Corol-lary 4.25 gives necessary and sufficient conditions for (E,A,C) to be R-observable.
 It is natural to ask what happens if the triplet (E,A,C) is not R-observable. Considerthe proper observability matrix O+ as in (3.43). By Theorem 3.27 the triplet (E,A,C) isR-observable if and only if rank(O+) = n−π∞(E,A). Using the Weierstrass canonical form(2.2) and the matrix inertia theorem [108] we obtain the following c-inertia inequalities.
 Theorem 4.26. Let λE−A be a regular pencil and let X be an Hermitian solution of theprojected GCALE (4.39). Assume that rank(O+) < n− π∞(E,A). Then
 |π−(E,A)− π+(X)| ≤ n− π∞(E,A)− rank(O+),
 |π+(E,A)− π−(X)| ≤ n− π∞(E,A)− rank(O+).(4.41)
 Proof. The result follows by applying the matrix inertia theorem from [108] to equation(4.31).
 Other matrix inertia theorems concerning the matrix c-inertia and the rank of theobservability matrix [20, 140] can be generalized for matrix pencils in the same way.
 Remark 4.27. By duality of controllability and observability conditions analogies of Co-rollaries 4.24, 4.25 and Theorem 4.26 can be proved for the dual projected GCALE
 EXA∗ + AXE∗ = −PlBB∗P ∗
 l , X = PrX. (4.42)
 4.3 Generalized discrete-time Lyapunov equations
 In this section we study the GDALE
 A∗XA− E∗XE = −G, (4.43)
 where E, A, G ∈ Fn,n are given matrices and X ∈ Fn,n is unknown matrix.
 4.3.1 General case
 Consider a discrete-time Lyapunov operator Ld : Fn,n → Fn,n of the form
 Ld(X) := A∗XA− E∗XE. (4.44)
 Similarly to the continuous-time case, the GDALE (4.43) can be written in the operatorform Ld(X) = −G or as the linear system
 Ldx = −g, (4.45)

Page 61
                        

4.3. GENERALIZED DISCRETE-TIME LYAPUNOV EQUATIONS 59
 where x = vec(X), g = vec(G) and the n2 × n2-matrix
 Ld = AT ⊗ A∗ − ET ⊗ E∗ (4.46)
 is the matrix representation of the discrete-time Lyapunov operator Ld, see [78]. Applyingthe theory of linear systems [53, 99] to (4.45), we obtain the following necessary andsufficient conditions for the GDALE (4.43) to be solvable and to have a unique solution.
 Theorem 4.28. [99] Let Ld be as in (4.46) and let x = vec(X), g = vec(G). The GDALE(4.43) has a solution if and only if rank [Ld, g ] = rankLd. There exists a unique solutionof (4.43) if and only if the matrix Ld is nonsingular.
 The GDALE (4.43) is a special case of the generalized Sylvester equation (4.14) withB = A∗ and F = E∗. Then from Theorem 4.2 we have necessary and sufficient conditionsfor unique solvability of equation (4.43) in terms of the spectrum of the pencil λE − A.
 Theorem 4.29. [125] Let λE−A be a regular pencil with eigenvalues λ1, . . . , λn countedaccording to their multiplicities. The GDALE (4.43) has a unique solution for every matrixG if and only if at least one of the matrices E and A is nonsingular and λjλk 6= 1 for allfinite eigenvalues λj and λk of λE − A.
 The GDALE (4.43) is said to be regular if it has a unique solution for every G. Forthe regular GDALE (4.43), the singularity of one of the matrices E and A implies thenonsingularity of the other and it follows from the condition λjλk 6= 1 that the pencilλE−A has no eigenvalues on the unit circle. Unlike the continuous-time case, the GDALE(4.43) is called non-degenerate if at least one of the matrices E and A is nonsingular, andthe GDALE (4.43) is called degenerate if both the matrices E and A are singular.
 The non-degenerate GDALE (4.43) is equivalent to standard discrete-time Lyapunovequations
 (AE−1)∗XAE−1 −X = −E−∗GE−1 (4.47)
 orX − (EA−1)∗XEA−1 = −A−∗GA−1. (4.48)
 Then the classical Lyapunov theorems [53] on the existence and uniqueness of positivedefinite solutions of (4.47) or (4.48) can be generalized to equation (4.43).
 Theorem 4.30. Let λE−A be a regular pencil. If all eigenvalues of λE−A are finite andlie inside the unit circle, then for every Hermitian, positive (semi )definite matrix G, theGDALE (4.43) has a unique Hermitian, positive (semi )definite solution X. Conversely,if there exist Hermitian, positive definite matrices X and G satisfying (4.43), then alleigenvalues of the pencil λE − A are finite and lie inside the unit circle.
 In contrast to the continuous-time case, the GDALE (4.43) with singular E and positivedefinite G has a unique negative definite solution X if and only if the matrix A is nonsin-gular and all eigenvalues of the pencil λE − A lie outside the unit circle or, equivalently,
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 the eigenvalues of the reciprocal pencil E − µA are finite and lie inside the unit circle.However, as the following example demonstrates, if both matrices E and A are singular,then the degenerate GDALE (4.43) may have no solutions although all finite eigenvaluesof λE − A lie inside the unit circle.
 Example 4.31. The GDALE (4.43) with
 E =
 [1 00 0
 ], A =
 [0 00 1
 ], G =
 [1 11 1
 ]is not solvable.
 Even if a solution of the degenerate GCALE (4.43) exists, it is not unique. Indeed, ifX satisfies the degenerate GDALE (4.43), then for any nonzero vectors z ∈ KerE∗ andv ∈ KerA∗, the matrix X + zv∗ + vz∗ also satisfies (4.43).
 Analogous to the continuous-time case, the GDALE (4.43) can be used to investigatethe asymptotic solution behavior of system (3.29). The following theorem gives sufficientconditions for the pencil λE−A to be d-stable, that is, sufficient conditions for the trivialsolution of (3.29) to be asymptotically stable.
 Theorem 4.32. Let Pl and Pr be the spectral projections onto the left and right finitedeflating subspaces of a regular pencil λE − A and let G be a matrix that is Hermitian,positive definite on the subspace ImPr. If the GDALE (4.43) has a solution X which isHermitian, positive definite on the subspace ImPl, then the pencil λE − A is d-stable.
 Proof. As in the continuous-time case we have that if X is positive definite on ImPl, thenE∗XE is positive definite on ImPr. Let v 6= 0 be an eigenvector of the pencil λE − Acorresponding to a finite eigenvalue λ, that is, λEv = Av and v ∈ ImPr. Multiplying theGDALE (4.43) on the right and left by v and v∗ we obtain from
 −v∗Gv = v∗(A∗XA− E∗XE)v = λλ v∗E∗XEv − v∗E∗XEv= (|λ|2 − 1)v∗E∗XEv
 (4.49)
 that |λ| < 1, i.e., all finite eigenvalues of the pencil λE − A lie inside the unit circle.
 It follows from (4.49) that the condition for X to be positive definite on ImPl can bereplaced by the assumption that X is positive semidefinite on Fn.
 Corollary 4.33. Let Pr be the spectral projection onto the right finite deflating subspaceof a regular pencil λE − A and let G be a matrix that is Hermitian, positive definite onImPr. If the GDALE (4.43) has an Hermitian, positive semidefinite solution X, then thepencil λE − A is d-stable.
 Example 4.31 shows that d-stability of the pencil λE −A does not imply the existenceof solutions of the degenerate GDALE (4.43) for every G.
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 It is well known that standard continuous-time and discrete-time Lyapunov equationsare related via a Cayley transformation for matrices defined by C(A) = (A− I)−1(A+ I),see, e.g., [99]. A generalized Cayley transformation for matrix pencils given by
 C(E,A) = λ(A− E)− (E + A) (4.50)
 allows us to state a similar connection between generalized Lyapunov equations in conti-nuous-time and discrete-time cases [118]. Indeed, X is a solution of the GDALE (4.43) ifand only if X satisfies the GCALE
 E∗XA+A∗XE = −2G, (4.51)
 where λE − A = λ(A− E)− (E + A) is the Cayley-transformed pencil.The following theorem gives a relationship between the eigenvalues of the pencils λE−A
 and λE − A, see [118] for details.
 Proposition 4.34. 1.Consider the generalized Cayley transformation (4.50) for theλE − A associated with the GCALE (4.9). Then
 (a) the finite eigenvalues of λE−A in the open left and right half-plane are mappedto eigenvalues inside and outside the unit circle, respectively, and the eigenvalueλ = 1 is mapped to ∞;
 (b) the finite eigenvalues on the imaginary axis are mapped to eigenvalues on theunit circle;
 (c) the infinite eigenvalues of λE − A are mapped to λ = 1.
 2. Consider the generalized Cayley transformation (4.50) for the pencil λE −A associ-ated with the GDALE (4.43). Then
 (a) the finite eigenvalues of λE − A inside and outside the unit circle are mappedto eigenvalues in the open left and right half-plane, respectively;
 (b) the finite eigenvalues on the unit circle except λ = 1 are mapped to eigenvalueson the imaginary axis and the eigenvalue λ = 1 is mapped to ∞;
 (c) the infinite eigenvalues of λE − A are mapped to λ = 1.
 Thus, in the case of a nonsingular matrix E we obtain from Proposition 4.34 that thematrix pencil λE − A is c-stable (d-stable) if and only if the Cayley-transformed pencilλE − A is d-stable (c-stable). However, if E is singular, then this assertion does not holdany more, since infinite eigenvalues of a c-stable pencil are mapped under the generalizedCayley transformation to an eigenvalue λ = 1 on the unit circle and infinite eigenvaluesof a d-stable pencil are mapped to an eigenvalue λ = 1 in the right half-plane. Therefore,we consider the generalized Lyapunov equations in the continuous-time and discrete-timecase separately.
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 4.3.2 Special right-hand side: index 1 case
 Analogous to the continuous-time case, we consider the generalized discrete-time Lyapunovequation
 A∗XA− E∗XE = −E∗GE. (4.52)
 Such an equation has been considered previously in [116, 153]. The following theorem givessufficient conditions for the existence of solutions of the GDALE (4.52), where both thematrices E and A are singular.
 Theorem 4.35. Let λE −A be a d-stable pencil. If λE −A is of index one or if the zeroeigenvalue of λE − A is simple, then for every matrix G, the degenerate GDALE (4.52)has a solution X. If G is Hermitian, then (4.52) has an Hermitian solution.
 Proof. We may assume without loss of generality that the pencil λE −A is in Weierstrasscanonical form
 E = W
 II
 N
 T, A = W
 J1
 J2
 I
 T,where the matrix J1 is nonsingular with all eigenvalues inside the unit circle and the matrixJ2 has zero eigenvalues only. Let the matrices
 W ∗GW =
 W11 W12 W13
 W21 W22 W23
 W31 W32 W33
 and W ∗XW =
 Y11 Y12 Y13
 Y21 Y22 Y23
 Y31 Y32 Y33
 (4.53)
 be partitioned in blocks conformally to E and A. Then from (4.52) we have
 J∗i YijJj − Yij = −Wij, i, j = 1, 2, (4.54)
 J∗i Yi3 − Yi3N = −Wi3N, i = 1, 2, (4.55)
 Y3jJj −N∗Y3j = −N∗W3j, j = 1, 2, (4.56)
 Y33 −N∗Y33N = −N∗W33N. (4.57)
 Since all eigenvalues of J1 lie inside the unit circle and J2, N are nilpotent, the standardLyapunov equations (4.54) and (4.57) have unique solutions for every right-hand side, see[99]. Equations (4.55) with i = 1 and (4.56) with j = 1 are uniquely solvable for everyW13 and W31, since J1 and N have no common eigenvalues. Moreover, if W31 = W ∗
 13, thenY31 = Y ∗
 13.Consider equations (4.55) with i = 2 and (4.56) with j = 2. If the index of λE − A
 is one, i.e., N = 0, then these equations have trivial solutions for every W23 and W32. Ifthe zero eigenvalues of λE−A are simple, i.e., J2 = 0, then these equations have solutionsY23 = W23 and Y32 = W32, respectively. Clearly, if G is Hermitian, then the GDALE (4.52)has an Hermitian solution.
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 Note that if the index of the pencil λE−A is larger than one and if λE−A has a zeroeigenvalue which is not simple, then as the following example shows, the GDALE (4.52)may have no solutions.
 Example 4.36. For X = [xij]4i,j=1, G = [gij]
 4i,j=1 and
 E =
 [I2 00 N2
 ], A =
 [N2 00 I2
 ],
 we have
 A∗XA− E∗XE =
 −x11 −x12 0 −x13
 −x21 x11 − x22 x13 x14 − x23
 0 x31 x33 x34
 −x31 x41 − x32 x43 x44 − x33
 = −E∗GE = −
 g11 g12 0 g13
 g21 g22 0 g23
 0 0 0 0g31 g32 0 g33
 .If g13 6= 0 or g31 6= 0, then this equation has no solution.
 The following theorem gives necessary and sufficient conditions for the GDALE (4.52)to have an Hermitian, positive semidefinite solution.
 Theorem 4.37. Let λE−A be a regular pencil and let G be an Hermitian, positive definitematrix. The GDALE (4.52) has an Hermitian, positive semidefinite solution X if and onlyif the pencil λE − A is of index at most one and it is d-stable.
 Proof. From the proof of Theorem 4.35 we have that if the d-stable pencil λE − A is ofindex at most one, then the matrix
 X = W−∗
 Y11 Y12 0Y21 Y22 00 0 0
 W−1
 satisfies the GDALE (4.52), where[Y11 Y12
 Y21 Y22
 ]=
 ∞∑j=0
 [J∗1 00 J∗2
 ]j [W11 W12
 W21 W22
 ] [J1 00 J2
 ]j
 .
 Since G is Hermitian and positive definite, X is Hermitian and positive semidefinite.Conversely, assume that an Hermitian, positive definite matrix G and an Hermitian,
 positive semidefinite matrix X satisfy equation (4.52). Let G and X be as in (4.53). ThenY33 is an Hermitian, positive semidefinite solution of equation (4.57). This solution isgiven by
 Y33 = −ν−1∑j=1
 (N∗)jW33Nj,
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 where ν is the index of the pencil λE − A. For every nonzero vector v, we have
 0 ≤ v∗Y33v = −ν−1∑j=1
 v∗(N∗)jW33Njv ≤ 0.
 Hence, v∗N∗W33Nv = 0. Since W33 is Hermitian and positive definite, we obtain thatN = 0.
 Since G is Hermitian, positive definite, the matrix E∗GE is Hermitian, positive definiteon ImPr. Then by Corollary 4.33 the pencil λE − A is d-stable.
 Remark 4.38. If the d-stable pencil λE − A is of index at most one and if G is Hermi-tian, positive definite on Fn (or positive definite only on ImPl), then equation (4.52) hasa (nonunique) Hermitian solution which is positive definite on ImPl and positive semidefi-nite on Fn. In this case for all solutions X of (4.52), the matrix E∗XE is unique, positivedefinite on ImPr and positive semidefinite on Fn.
 In Table 4.2 we review the generalized discrete-time Lyapunov equations discussedabove.
 right-hand side −G A∗XA− E∗XE = −GX = X∗ > 0 on Fn, unique X = X∗ ≥ 0 on Fn, unique
 G = G∗ > 0 on Fn ⇐⇒ ⇐⇒E is nonsingular d-stable d-stableG = G∗ ≥ 0 on Fn ⇐=E is nonsingular d-stable
 right-hand side −G A∗XA− E∗XE = −GX = X∗ > 0 on ImPl X = X∗ ≥ 0 on Fn
 G = G∗ > 0 on ImPr =⇒ =⇒d-stable d-stable
 right-hand side −E∗GE A∗XA− E∗XE = −E∗GEX = X∗ > 0 on ImPl X = X∗ ≥ 0 on Fn
 G = G∗ > 0 on Fn ⇐= ⇐⇒d-stable d-stable
 index at most 1 index at most 1=⇒
 d-stableG = G∗ > 0 on ImPl ⇐= ⇐=
 d-stable d-stableindex at most 1 index at most 1
 =⇒ =⇒d-stable d-stable
 Table 4.2: Generalized discrete-time Lyapunov equations with different right-hand sides
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 4.3.3 Projected discrete-time Lyapunov equations
 Consider now the generalized discrete-time Lyapunov equation
 A∗XA− E∗XE = −P ∗rGPr + ξ(I − Pr)
 ∗G(I − Pr), (4.58)
 where ξ = −1, 0 or 1. Note that, unlike the GCALE (4.29), equation (4.58) has twoterms on the right-hand side. Which sign ξ is used, as we will see later, depends on theapplications. We will study all three cases simultaneously. The following theorem givesnecessary and sufficient condition for the existence of solutions of the GDALE (4.58).
 Theorem 4.39. Let λE−A be a regular pencil with finite eigenvalues λ1, . . . λnf countedaccording to their multiplicities and let Pr and Pl be the spectral projections onto the rightand left finite deflating subspaces of λE −A. The GDALE (4.58) has a solution for everymatrix G if and only if λjλk 6= 1 for all j, k = 1, . . . , nf . Moreover, if a solution of (4.58)satisfies P ∗
 l X = XPl, then it is unique.
 Proof. Let the pencil λE−A be in Weierstrass canonical form (2.2), where J has eigenvaluesλ1, . . . λnf. Substituting the matrices G and X be as in (4.30) in the GDALE (4.58), weobtain the system of matrix equations
 J∗Y11J − Y11 = −T11, (4.59)
 J∗Y12 − Y12N = 0, (4.60)
 Y21J −N∗Y21 = 0, (4.61)
 Y22 −N∗Y22N = ξT22. (4.62)
 The Lyapunov equation (4.59) has a solution for every T11 if and only if λjλk 6= 1 for anytwo eigenvalues λj and λk of J , see [99]. Since N is nilpotent, equation (4.62) has a uniquesolution for every T22 [99]. Equations (4.60) and (4.61) are solvable and have, for example,trivial solutions. It follows from P ∗
 l X = XPl that
 P ∗l X = W−∗
 [Y11 Y12
 0 0
 ]W−1 = XPl = W−∗
 [Y11 0Y21 0
 ]W−1,
 i.e., Y12 = Y21 = 0. Thus, the matrix
 X = W−∗[Y11 00 Y22
 ]W−1 (4.63)
 is the unique Hermitian solution of the GDALE (4.58) together with P ∗l X = XPl.
 If the GDALE (4.58) is solvable and if A is nonsingular, then the solution of (4.58) isunique. If both the matrices E and A are singular, then the nonuniqueness of the solutionof (4.58) is resolved by requiring the extra condition for the nonunique part Y12 to be zero.
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 In terms of the original data this requirement is written as P ∗l X = XPl. In the following
 a system of matrix equations of the form
 A∗XA− E∗XE = −P ∗rGPr + ξ(I − Pr)
 ∗G(I − Pr),P ∗
 l X = XPl,(4.64)
 is called projected generalized discrete-time algebraic Lyapunov equation.Analogous to Corollaries 4.14 and 4.15 we can prove the following stability result for
 the projected GDALE (4.64).
 Corollary 4.40. Let λE−A be a regular pencil and let Pr and Pl be as in (2.3). For everyHermitian, positive definite matrix G, the projected GDALE (4.64) has a unique Hermitiansolution X which is positive definite on ImPl if and only if the pencil λE − A is d-stable.This solution is given by
 X =1
 2π
 ∫ 2π
 0
 (eiϕE − A)−∗(P ∗
 rGPr + ξ(I − Pr)∗G(I − Pr)
 )(eiϕE − A)−1dϕ. (4.65)
 Proof. Let the pencil λE − A be in Weierstrass canonical form (2.2) and let the matricesG and X as in (4.30) satisfy the projected GDALE (4.64). Since the matrix X is positivedefinite on the subspace ImPl and P ∗
 rGPr−ξ(I−Pr)∗G(I−Pr) for ξ = −1, 0, 1 is positive
 definite on ImPr, by Theorem 4.32 the pencil λE − A is d-stable.Assume now that λE − A is d-stable. Then by Theorem 4.39 the projected GDALE
 (4.64) has a unique solution for every G. This solution X is given by (4.63), where Y11 andY22 satisfy equations (4.59) and (4.62), respectively. The solutions of (4.59) and (4.62) arerepresented as
 Y11 =1
 2π
 ∫ 2π
 0
 (eiϕI − J)−∗T11(eiϕI − J)−1dϕ
 and
 Y22 =ξ
 2π
 ∫ 2π
 0
 (eiϕN − I)−∗T22(eiϕN − I)−1dϕ,
 see [62]. Thus, (4.65) holds. Clearly, if G is Hermitian, positive definite, then Y11 and Y22
 are Hermitian, and Y11 is positive definite. In this case the solution of (4.64) is positivedefinite on ImPl.
 Remark 4.41. Note that Corollary 4.40 remains valid if the matrix G is positive definiteonly on the subspace ImPr.
 Remark 4.42. Assume that the pencil λE−A is d-stable and G is positive definite. Thenthe solution X of the projected GDALE (4.64) with ξ = −1 is positive definite on ImPl
 and negative definite on KerPl. For ξ = 0, the solution of (4.64) is positive definite onImPl and positive semidefinite on Fn. If ξ = 1, then the solution of the projected GDALE(4.64) is positive definite on Fn.
 In Table 4.3 we review the projected GDALEs discussed above.
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 right-hand side −P ∗rGPr A∗XA− E∗XE = −P ∗
 rGPr, P ∗l X = XPl
 X = X∗ > 0 on ImPl X = X∗ ≥ 0 on Fn
 unique uniqueG = G∗ > 0 on Fn ⇐⇒ ⇐⇒
 d-stable d-stableG = G∗ > 0 on ImPr ⇐⇒ ⇐⇒
 d-stable d-stableG = G∗ ≥ 0 on Fn ⇐=
 d-stable
 right-hand side A∗XA− E∗XE = −P ∗rGPr − (I − Pr)
 ∗G(I − Pr)−P ∗
 rGPr − (I − Pr)∗G(I − Pr) P ∗
 l X = XPl
 X = X∗ > 0 on ImPl X = X∗ < 0 on KerPl
 unique uniqueG = G∗ > 0 on Fn ⇐⇒ ⇐=
 d-stable d-stableG = G∗ > 0 on ImPr ⇐⇒
 d-stable
 right-hand side A∗XA− E∗XE = −P ∗rGPr + (I − Pr)
 ∗G(I − Pr)−P ∗
 rGPr + (I − Pr)∗G(I − Pr) P ∗
 l X = XPl
 X = X∗ > 0 on ImPl X = X∗ > 0 on Fn
 unique uniqueG = G∗ > 0 on Fn ⇐⇒ ⇐⇒
 d-stable d-stableG = G∗ > 0 on ImPr ⇐⇒ =⇒
 d-stable d-stable
 Table 4.3: Projected generalized discrete-time Lyapunov equations with different right-hand sides
 4.3.4 Inertia with respect to the unit circle
 We recall that the inertia of a matrix A with respect to the unit circle ( d-inertia ) is definedby the triplet of integers
 Ind(A) = π<1(A), π>1(A), π1(A) ,
 where π<1(E,A), π>1(E,A) and π1(E,A) denote the numbers of the eigenvalues of Acounted with their algebraic multiplicities inside, outside and on the unit circle, respec-tively.
 Before extending the d-inertia for matrix pencils, it should be noted that in someproblems it is necessary to distinguish the finite eigenvalues of a matrix pencil of moduluslarger than 1 and the infinite eigenvalues although the latter also lie outside the unit circle.As we have seen in Section 3.2.2, the presence of infinite eigenvalues of λE−A, in contrast
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 to the finite eigenvalues outside the unit circle, does not affect the behavior at infinity ofsolutions of the discrete-time descriptor system (3.29).
 Definition 4.43. The d-inertia of a regular pencil λE −A is defined by the quadruple ofintegers
 Ind(E,A) = π<1(E,A), π>1(E,A), π1(E,A), π∞(E,A) ,
 where π<1(E,A), π>1(E,A) and π1(E,A) denote the numbers of the finite eigenvalues ofλE − A counted with their algebraic multiplicities inside, outside and on the unit circle,respectively, and π∞(E,A) denotes the number of infinite eigenvalues of λE − A.
 If E is nonsingular, then π∞(E,A) = 0. A d-stable pencil λE − A has the d-inertiaInd(E,A) = nf , 0, 0, n∞ .
 Although there is a difference between the discrete-time and continuous-time gene-ralized Lyapunov equations, inertia theorems in the discrete-time case in many aspectsresemble the continuous-time case. Thus, to avoid repetition, results for the d-inertia areonly listed without proof unless necessary.
 The following theorem gives a connection between the d-inertia of the pencil λE − Aand the c-inertia of the Hermitian solution of the projected GDALE
 A∗XA− E∗XE = −P ∗rGPr + (I − Pr)
 ∗G(I − Pr),P ∗
 l X = XPl.(4.66)
 Theorem 4.44. Let λE − A be a regular pencil. If there exists an Hermitian matrix Xthat satisfies the projected GDALE (4.66) with Hermitian, positive definite G, then
 π<1(E,A) + π∞(E,A) = π+(X), π>1(E,A) = π−(X), π1(E,A) = π0(X) = 0. (4.67)
 Conversely, if π1(E,A) = 0, then there exist an Hermitian matrix X and an Hermitian,positive definite matrix G such that the GDALE in (4.66) is satisfied and the inertia iden-tities (4.67) hold.
 Proof. Every Hermitian solution X of (4.66) has the form (4.63), where the Hermitianmatrix Y11 satisfies the Lyapunov equation (4.59) and the Hermitian matrix Y22 is a uniquesolution of the Lyapunov equation (4.62) with ξ = 1 that is given by
 Y22 =ν−1∑j=0
 (N∗)jT22Nj.
 If T22 is positive definite, then Y22 is also positive definite.It follows from from the Sylvester law of inertia [29] and the matrix inertia theorem
 [172] that
 π<1(E,A) = π<1(J) = π+(X11) = π+(X)− π+(X22) = π+(X)− π∞(E,A),π>1(E,A) = π>1(J) = π−(X11) = π−(X)− π−(X22) = π−(X),π1(E,A) = π1(J) = π0(X11) = 0.
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 Moreover, π0(X) = π0(X11) + π0(X22) = 0.Suppose that π1(E,A) = 0. Then by the matrix inertia theorem [172] there exists
 Hermitian matrices X11, X22 and Hermitian, positive definite matrices T11, T22 such that(4.59) and (4.62) with ξ = 1 are satisfied and
 π<1(J) = π+(X11), π>1(J) = π−(X11), π1(J) = π0(X11) = 0,π∞(E,A) = π+(X22), π−(X22) = π0(X22) = 0.
 Thus, the Hermitian matrices
 X = W−∗[X11 00 X22
 ]W−1, G = T ∗
 [T11 00 T22
 ]T
 satisfy the GDALE in (4.66), G is positive definite and the d-inertia identities (4.67)hold.
 There are also unit circle analogies of Theorem 4.22 and Corollary 4.23 that can beestablished in the same way.
 Theorem 4.45. Let λE − A be a regular pencil and let X be an Hermitian matrix thatsatisfy the projected GDALE (4.66) with Hermitian, positive semidefinite G.
 1. If π1(E,A) = 0, then π+(X) ≤ π<1(E,A) + π∞(E,A) and π−(X) ≤ π>1(E,A).2. If π0(X) = 0, then π+(X) ≥ π<1(E,A) + π∞(E,A) and π−(X) ≥ π>1(E,A).
 Corollary 4.46. Let λE −A be regular and let G be an Hermitian, positive semidefinite.Assume that π1(E,A) = 0. If there exists a nonsingular Hermitian matrix X that satisfiesthe projected GDALE (4.66), then the inertia identities (4.67) hold.
 The inertia identities (4.67) can also be obtained from observability conditions for thediscrete-time descriptor system (3.2). Consider the projected GDALE
 A∗XA− E∗XE = −P ∗r C
 ∗CPr + (I − Pr)∗C∗C(I − Pr),
 P ∗l X = XPl.
 (4.68)
 The presence of the second term in the right-hand side of the GDALE in (4.68) makes it pos-sible to characterize not only R-observability but also S-observability and C-observabilityproperties of the discrete-time descriptor system (3.2). We will show that the condition forthe pencil λE − A to have no eigenvalues of modulus 1 and the condition for the solutionof (4.68) to be nonsingular together are equivalent to the property for the triplet (E,A,C)to be C-observable.
 Theorem 4.47. Consider the discrete-time descriptor system (3.2) with a regular pencilλE − A. Let X be an Hermitian solution of the projected GDALE (4.68). The triplet(E,A,C) is C-observable if and only if π1(E,A) = 0 and X is nonsingular.
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 Proof. Let the pencil λE − A be in Weierstrass canonical form (2.2) and let the matrixCT−1 = [C1, C2 ] be partitioned conformally to E and A. The solution of the projectedGDALE (4.68) has the form (4.63), where Y11 is the solution of the Lyapunov equation
 J∗Y11J − Y11 = −C∗1C1 (4.69)
 and Y22 is the solution of the Lyapunov equation
 Y22 −N∗Y22N = C∗2C2. (4.70)
 Since (E,A,C) is C-observable, by Theorem 3.27 the matrices
 [λI − JC1
 ]and
 [λN − IC2
 ]have full column rank for all λ ∈ C. In this case J has no eigenvalues on the unit circleand the solutions Y11 and Y22 of (4.69) and (4.69) are nonsingular [99, Theorem 13.2.4].Thus, π1(E,A) = 0 and the solution X of the projected GDALE (4.68) is nonsingular.
 Conversely, let v ∈ ImPr be a right eigenvector of λE − A corresponding to a finiteeigenvalue λ with |λ| 6= 1. We have
 −‖Cv‖2 = −v∗C∗Cv = v∗(A∗XA− E∗XE)v = (|λ|2 − 1)v∗E∗XEv.
 SinceX is nonsingular, Ev 6= 0 and π1(E,A) = 0, we obtain that Cv 6= 0. Hence, the triplet(E,A,C) is R-observable. For v ∈ KerE, we have ‖Cv‖2 = v∗C∗Cv = v∗A∗XAv 6= 0, i.e,the triplet (E,A,C) is C-observable.
 It follows from Theorem 4.47 that if π1(E,A) = 0 and an Hermitian solution X of(4.68) is nonsingular, then the triplet (E,A,C) is S-observable. However, S-observabilityof (E,A,C) does not imply that the solution of (4.68) is nonsingular.
 Example 4.48. The projected GDALE (4.68) with
 E =
 [1 00 0
 ], A =
 [2 00 1
 ], C = [ 1, 0 ]
 has the unique solution
 X =
 [−1/3 0
 0 0
 ]
 which is singular although rank
 [λE − AC
 ]= 2 and rank
 EK∗
 E∗AC
 = 2.
 As an immediate consequence of Corollary 4.46 and Theorem 4.47 we obtain the fol-lowing results.
 Corollary 4.49. Consider system (3.2) with a regular pencil λE − A. Let the triplet(E,A,C) be C-observable. If an Hermitian matrix X satisfies the projected GDALE (4.68),then the inertia identities (4.67) hold.
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 Furthermore, from Theorem 4.47 and Corollary 4.49 we have the following connectionbetween d-stability of the pencil λE − A, the C-observability of the triplet (E,A,C) andthe existence of an Hermitian solution of the projected GDALE (4.68).
 Corollary 4.50. Consider the statements:
 1. the pencil λE − A is d-stable,2. the triplet (E,A,C) is C-observable,3. the projected GDALE (4.68) has a unique Hermitian, positive definite solution X.
 Any two of these statements together imply the third.
 Remark 4.51. Note that Corollary 4.50 still holds if we replace the C-observability con-dition by the weaker condition for (E,A,C) to be R-observable, and if we require forsolutions of (4.68) to be positive definite on ImPl only.
 If the triple (E,A,C) is not C-observable, then we can derive inertia inequalities similarto (4.41). Consider a proper observability matrix O+ and an improper observability matrixO− as in as in (3.43). By Theorem 3.27 the triplet (E,A,C) is C-observable if and onlyif rank(O+) = n− π∞(E,A) and rank(O−) = π∞(E,A). Using the Weierstrass canonicalform (2.2) and representation (4.63) for the solution X of the projected GDALE (4.68) weobtain the following inertia inequalities.
 Theorem 4.52. Let λE−A be a regular pencil and let X be an Hermitian solution of theprojected GDALE (4.68). Then
 |π<1(E,A)− π+(X) + rank(O−)| ≤ n− π∞(E,A)− rank(O+),|π>1(E,A)− π−(X)| ≤ n− π∞(E,A)− rank(O+).
 Remark 4.53. All results of this subsection can also be reformulated for the projectedgeneralized discrete-time Lyapunov equation
 A∗XA− E∗XE = −P ∗rGPr + ξ(I − Pr)
 ∗G(I − Pr),P ∗
 l X = XPl
 with ξ = 0 or −1. For these equations we must consider instead of (4.67) the inertiaidentities
 π<1(E,A) = π+(X), π>1(E,A) = π−(X), π1(E,A) = 0, π∞(E,A) = π0(X)
 for the case ξ = 0 and
 π<1(E,A) = π+(X), π>1(E,A) + π∞(E,A) = π−(X), π1(E,A) = π0(X) = 0
 for the case ξ = −1.
 By duality of controllability and observability conditions, analogies of Theorems 4.47,4.52 and Corollaries 4.49, 4.50 can be obtained for the dual projected GDALE
 AXA∗ − EXE∗ = −PlBB∗P ∗
 l + ξ(I − Pl)BB∗(I − Pl)
 ∗,PrX = XP ∗
 r .(4.71)
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 4.4 Controllability and observability Gramians
 In this section we establish relationships among solutions of projected generalized Lyapu-nov equations and the controllability and observability Gramians for descriptor systemsintroduced in [11]. Since the results for the continuous-time case are partly related to thediscrete-time case, we begin our discussions with the discrete-time problem.
 4.4.1 The discrete-time case
 Consider the causal and noncausal controllability matrices C+ and C− defined in (3.39)and the causal and noncausal observability matrices O+ and O− defined in (3.43). Assumethat the pencil λE − A is d-stable. Then the infinite sums
 Gdcc := C+C∗+ =
 ∞∑k=0
 FkBB∗F ∗
 k (4.72)
 and
 Gdco := O∗+O+ =
 ∞∑k=0
 F ∗kC
 ∗CFk, (4.73)
 where Fk are as in (2.7), converge. The matrix Gdcc is called the causal controllabilityGramian of the discrete-time descriptor system (3.2) and the matrix Gdco is called thecausal observability Gramian of (3.2). The matrices
 Gdnc := C−C∗− =
 −1∑k=−ν
 FkBB∗F ∗
 k (4.74)
 and
 Gdno := O∗−O− =
 −1∑k=−ν
 F ∗kC
 ∗CFk (4.75)
 are called, respectively, the noncausal controllability Gramian and the noncausal observabi-lity Gramian of system (3.2). In summary, the controllability Gramian of the discrete-timedescriptor system (3.2) is defined by
 Gdc = Gdcc + Gdnc (4.76)
 and the observability Gramian for the discrete-time descriptor system (3.2) is defined by
 Gdo = Gdco + Gdno. (4.77)
 If E = I, then Gdc = Gdcc and Gdo = Gdco are the classical controllability and observabi-lity Gramians for standard discrete-time state space systems [176].
 The following lemma gives integral representations for the controllability and observa-bility Gramians of the descriptor system (3.2).
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 Lemma 4.54. Consider the discrete-time descriptor system (3.2). Let λE−A be d-stable.
 1. The controllability Gramian of system (3.2) can be represented as
 Gdc =1
 2π
 2π∫0
 (eiϕE −A)−1(PlBB
 ∗P ∗l + (I − Pl)BB
 ∗(I − Pl)∗)(eiϕE −A)−∗dϕ. (4.78)
 2. The observability Gramian of system (3.2) can be represented as
 Gdo =1
 2π
 2π∫0
 (eiϕE −A)−∗(P ∗
 r C∗CPr + (I −Pr)
 ∗C∗C(I −Pr))(eiϕE −A)−1dϕ. (4.79)
 Proof. Since all finite eigenvalues of the pencil λE−A lie inside the unit circle, the sequence‖Fk‖ is uniformly bounded for all integers k. Then the Fourier series
 ∞∑k=−∞
 Fkeikϕ
 converges [135]. Using (2.11) we have
 (E − eiϕA)∞∑
 k=−∞
 Fkeikϕ =
 ∞∑k=−∞
 (EFk − AFk−1)eikϕ = I
 and, hence,
 (E − eiϕA)−1 =∞∑
 k=−∞
 Fkeikϕ =
 ∞∑k=−ν
 Fkeikϕ (4.80)
 is the Fourier expansion of the matrix-valued function (E−eiϕA)−1. It immediately followsfrom the Parseval identity [135] that
 Gdcc =∞∑
 k=0
 FkBB∗F ∗
 k =∞∑
 k=−∞
 FkPlBB∗P ∗
 l F∗k
 =1
 2π
 ∫ 2π
 0
 (E − eiϕA)−1PlBB∗P ∗
 l (E − eiϕA)−∗dϕ
 =1
 2π
 ∫ 2π
 0
 (eiϕE − A)−1PlBB∗P ∗
 l (eiϕE − A)−∗dϕ, (4.81)
 Gdnc =−1∑
 k=−ν
 FkBB∗F ∗
 k =∞∑
 k=−∞
 Fk(I − Pl)BB∗(I − Pl)
 ∗F ∗k
 =1
 2π
 ∫ 2π
 0
 (eiϕE − A)−1(I − Pl)BB∗(I − Pl)
 ∗(eiϕE − A)−∗dϕ. (4.82)
 Thus, (4.76), (4.81) and (4.82) imply (4.78). The integral representation (4.79) for Gdo canbe obtained analogously.
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 As a consequence of Corollaries 4.40, 4.50 and Lemma 4.54 we obtain the followingresult.
 Corollary 4.55. Consider the discrete-time descriptor system (3.2). Let the pencil λE−Abe d-stable.
 1. The causal observability Gramian Gdco of (3.2) exists and is a unique Hermitiansolution of the projected GDALE
 A∗XA− E∗XE = −P ∗r C
 ∗CPr, X = XPl. (4.83)
 Moreover, Gdco is positive definite on the subspace ImPl if and only if the triplet(E,A,C) is R-observable.
 2. The noncausal observability Gramian Gdno of (3.2) is a unique Hermitian solution ofthe projected GDALE
 A∗XA− E∗XE = (I − Pr)∗C∗C(I − Pr), X = X(I − Pl). (4.84)
 Moreover, Gdno is positive definite on KerPl if and only if rank
 [EC
 ]= n.
 3. The observability Gramian Gdo of (3.2) exists and is a unique Hermitian solution ofthe projected GDALE (4.68). Moreover, Gdo is positive definite on Fn if and only ifthe triplet (E,A,C) is C-observable.
 An analogous result holds for the controllability Gramians.
 Corollary 4.56. Consider the discrete-time descriptor system (3.2). Let the pencil λE−Abe d-stable.
 1. The causal controllability Gramian Gdcc of (3.2) exists and is a unique Hermitiansolution of the projected GDALE
 AXA∗ − EXE∗ = −PlBB∗P ∗
 l , X = PrX.
 Moreover, Gdcc is positive definite on the subspace ImP ∗r if and only if the triplet
 (E,A,B) is R-controllable.
 2. The noncausal controllability Gramian Gdnc of (3.2) is a unique Hermitian solutionof the projected GDALE
 AXA∗ − EXE∗ = (I − Pl)BB∗(I − Pl)
 ∗, X = (I − Pr)X.
 Moreover, Gdnc is positive definite on KerP ∗r if and only if rank [E, B ] = n.
 3. The controllability Gramian Gdc of (3.2) exists and is a unique Hermitian solutionof the projected GDALE (4.71) with ξ = 1. Moreover, Gdc is positive definite on Fn
 if and only if the triplet (E,A,B) is C-controllable.
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 4.4.2 The continuous-time case
 Consider now the continuous-time descriptor system (3.1). Assume that the pencil λE−Ais c-stable and the fundamental solution matrix F(t) is as in (3.12). Then the infiniteintegrals
 Gcpc =
 ∫ ∞
 0
 F(t)BB∗F∗(t) dt (4.85)
 and
 Gcpo =
 ∫ ∞
 0
 F∗(t)C∗CF(t) dt (4.86)
 exist. The matrix Gcpc is called the proper controllability Gramian and the matrix Gcpo
 is called the proper observability Gramian of the continuous-time descriptor system (3.1).The improper controllability Gramian and the improper observability Gramian of (3.1) aredefined by
 Gcic =−1∑
 k=−ν
 FkBB∗F ∗
 k (4.87)
 and
 Gcio =−1∑
 k=−ν
 F ∗kC
 ∗CFk, (4.88)
 respectively, were the matrices Fk are as in (2.7). The controllability Gramian of thedescriptor system (3.1) is given by
 Gcc = Gcpc + Gcic (4.89)
 and the observability Gramian of the continuous-time descriptor system (3.1) has the form
 Gco = Gcpo + Gcio. (4.90)
 In the case E = I the proper controllability and observability Gramians are classicalcontrollability and observability Gramians of standard continuous-time state space systems[176].
 It follows from (4.74), (4.75), (4.87) and (4.88) that the improper controllability andobservability Gramians of the continuous-time descriptor system (3.1) coincide with thenoncausal controllability and observability Gramians of the discrete-time descriptor system(3.2). Therefore, in the sequel we are discussing only the proper controllability and obser-vability Gramians of (3.1).
 The following lemma gives integral representations for the proper controllability andobservability Gramians Gcpc and Gcpo in terms of the generalized resolvent (λE − A)−1.
 Lemma 4.57. Consider the continuous-time descriptor system (3.1). Let the pencilλE − A be c-stable.
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 1. The proper controllability Gramian of system (3.1) can be represented as
 Gcpc =1
 2π
 ∫ ∞
 −∞(iξE − A)−1PlBB
 ∗P ∗l (iξE − A)−∗dξ. (4.91)
 2. The proper observability Gramian of system (3.1) can be represented as
 Gcpo =1
 2π
 ∫ ∞
 −∞(iξE − A)−∗P ∗
 r C∗CPr(iξE − A)−1dξ. (4.92)
 Proof. From (3.12) we have that the entries of the matrices Pr(iξE−A)−1 and (iξE−A)−1Pl
 are the Fourier transformations of the entries of F(t). Then the integrals (4.91) and (4.92)immediately follow from the Parseval identity [135].
 If we compare the integrals (4.91) and (4.92) with the solutions of the projectedGCALEs (4.42) and (4.39), respectively, then from Corollaries 4.15, 4.25 and Remark 4.27we obtain the following result.
 Corollary 4.58. Consider the continuous-time descriptor system (3.1). Let the pencilλE − A be c-stable.
 1. The proper controllability Gramian Gcpc of (3.1) exists and is a unique Hermitiansolution of the projected GCALE (4.42). Moreover, Gcpc is positive definite on ImP ∗
 r
 if and only if the triplet (E,A,B) is R-controllable.
 2. The proper observability Gramian Gcpo of (3.1) exists and is a unique Hermitiansolution of the projected GCALE (4.39). Moreover, Gcpo is positive definite on ImPl
 if and only if the triplet (E,A,C) is R-observable.
 Remark 4.59. Corollaries 4.55, 4.56 and 4.58 imply the following conditions.1. The controllability Gramian Gcc of (3.1) is positive definite if and only if the pencil
 λE − A is c-stable and the triplet (E,A,B) is C-controllable.2. The observability Gramian Gco of (3.1) is positive definite if and only if the pencil
 λE − A is c-stable and the triplet (E,A,C) is C-observable.
 It should be noted that the proper controllability (observability) Gramian of (3.1) isdefined via the projected generalized continuous-time Lyapunov equation and the impropercontrollability (observability) Gramian of (3.1) is defined via the projected generalizeddiscrete-time Lyapunov equation. Unlike the discrete-time descriptor system (3.2), we donot know how to express the controllability and observability Gramians of the continuous-time descriptor system (3.1) via solutions of a single Lyapunov equation.

Page 79
                        

Chapter 5
 Numerical solution of generalizedLyapunov equations
 Due to the practical importance the numerical solution of Lyapunov equations has receiveda lot of attention, see [9, 17, 55, 64, 72, 80, 100, 109, 126, 127, 136, 146] and the referencestherein. The classical numerical methods for standard Lyapunov equations are the Bartels-Stewart method [9], the Hammarling method [72] and the Hessenberg-Schur method [65].An extension of these methods to regular generalized Lyapunov equations is given in [34,55, 56, 65, 117, 125]. These methods are based on the preliminary reduction of the matrix(matrix pencil) to the (generalized) Schur form [64] or the Hessenberg-Schur form [65],calculation of the solution of a reduced system and back transformation.
 In this chapter we extend the Bartels-Stewart and Hammarling methods for projectedLyapunov equations. A review of iterative methods for (generalized) Lyapunov equationsis also presented.
 5.1 Generalized Schur-Bartels-Stewart method
 Consider the projected GCALE
 ETXA+ ATXE = −P Tr GPr,
 X = XPl,(5.1)
 where E, A, G ∈ Rn,n (the complex case is similar). Let the pencil λE − A be in theGUPTRI form (2.4). To compute the right and left deflating subspaces of λE −A corres-ponding to the finite eigenvalues we need to compute matrices Y and Z such that[
 I −Z0 I
 ] [λEf − Af λEu − Au
 0 λE∞ − A∞
 ] [I Y0 I
 ]=
 [λEf − Af 0
 0 λE∞ − A∞
 ].
 This leads to the generalized Sylvester equation
 EfY − ZE∞ = −Eu,AfY − ZA∞ = −Au.
 (5.2)
 77
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 Since the pencils λEf−Af and λE∞−A∞ have no common eigenvalues, equation (5.2) hasa unique solution (Y, Z) [34]. Then the pencil λE − A can be reduced by an equivalencetransformation to the Weierstrass-like canonical form
 λE − A = V
 [I Z0 I
 ] [λEf − Af 0
 0 λE∞ − A∞
 ] [I −Y0 I
 ]UT
 = W1
 [λEf − Af 0
 0 λE∞ − A∞
 ]T1,
 where the matrices
 W1 = V
 [I Z0 I
 ]and T1 =
 [I −Y0 I
 ]UT
 are nonsingular. In this case the spectral projections Pr and Pl onto the right and leftfinite deflating subspaces of λE − A have the form
 Pr = T−11
 [I 00 0
 ]T1 = U
 [I −Y0 0
 ]UT , (5.3)
 Pl = W1
 [I 00 0
 ]W−1
 1 = V
 [I −Z0 0
 ]V T . (5.4)
 Assume that the pencil λE − A is c-stable. Setting
 V TXV =
 [X11 X12
 X21 X22
 ]and UTGU =
 [G11 G12
 G21 G22
 ], (5.5)
 we obtain from the GCALE in (5.1) the decoupled system of matrix equations
 ETf X11Af + AT
 fX11Ef = −G11, (5.6)
 ETf X12A∞ + AT
 fX12E∞ = G11Y − ETf X11Au − AT
 fX11Eu, (5.7)
 ET∞X21Af + AT
 ∞X21Ef = Y TG11 − ETuX11Af − AT
 uX11Ef , (5.8)
 ET∞X22A∞ + AT
 ∞X22E∞ = − Y TG11Y − ETuX11Au − AT
 uX11Eu − ET∞X21Au
 − AT∞X21Eu − ET
 uX12A∞ − ATuX12E∞. (5.9)
 Since all eigenvalues of λEf−Af are finite and lie in the open left half-plane, by Theorem 4.4the GCALE (5.6) has a unique solution X11. The pencils λEf − Af and λE∞ − A∞ haveno eigenvalues in common and, hence, by Theorem 4.2 the generalized Sylvester equations(5.7) and (5.8) are uniquely solvable. To show that the matrix X12 = −X11Z satisfiesequation (5.7), we substitute this matrix in (5.7). Taking into account equations (5.2) and(5.6), we obtain
 ETf X12A∞ + AT
 fX12E∞ = − ETf X11(AfY + Au)− AT
 fX11(EfY + Eu)
 = − (ETf X11Af + AT
 fX11Ef )Y − ETf X11Au − AT
 fX11Eu
 = G11Y − ETf X11Au − AT
 fX11Eu.
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 Similarly, it can be verified that the matrix X21 = −ZTX11 is the solution of (5.8).Consider now equation (5.9). Substitute the matrices X12 = −X11Z, X21 = −ZTX11
 in (5.9). Using (5.2) and (5.6) we obtain
 ET∞X22A∞ + AT
 ∞X22E∞ = Y TETf X11(ZA∞ − AfY ) + Y TAT
 fX11(ZE∞ − EfY )
 + ETuX11ZA∞ + AT
 uX11ZE∞ − Y TG11Y
 = (EfY + Eu)TX11ZA∞ + (AfY + Au)
 TX11ZE∞
 = ET∞Z
 TX11ZA∞ + AT∞Z
 TX11ZE∞.
 ThenET∞(X22 − ZTX11Z)A∞ + AT
 ∞(X22 − ZTX11Z)E∞ = 0. (5.10)
 Clearly, X22 = ZTX11Z satisfies (5.9). Moreover, we have
 X = V
 [X11 −X11Z
 −ZTX11 ZTX11Z
 ]V T
 = V
 [X11 −X11Z
 −ZTX11 ZTX11Z
 ] [I −Z0 0
 ]V T = XPl.
 Thus, the matrix
 X = V
 [X11 −X11Z
 −ZTX11 ZTX11Z
 ]V T (5.11)
 is the unique solution of the projected GCALE (5.1).In some applications we need the matrix ETXE rather that the solution X itself [147].
 Using (2.4), (5.2) and (5.11) we obtain that
 ETXE = U
 [ET
 f X11Ef −ETf X11EfY
 −Y TETf X11Ef Y TET
 f X11EfY
 ]UT .
 Remark 5.1. It follows from (5.10) that the general solution of the GCALE in (5.1) hasthe form
 X = V
 [X11 −X11Z
 −ZTX11 X∞ + ZTX11Z
 ]V T ,
 whereX∞ is the general solution of the homogeneous GCALE ET∞X∞A∞+AT
 ∞X∞E∞ = 0.If we require for this solution to satisfy X = XPl, then we obtain that X∞ = 0.
 In summary, we have the following algorithm for computing the solution X of theprojected GCALE (5.1).
 Algorithm 5.1.1. Generalized Schur-Bartels-Stewart method for the projected GCALE.Input: A real symmetric matrix G and a real regular pencil λE−A such that λj +λk 6= 0for any two finite eigenvalues λj and λk of λE − A.Output: The symmetric solution X of the projected GCALE (5.1).
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 Step 1. Use the GUPTRI algorithm [41, 42] to compute (2.4).Step 2. Use the generalized Schur method [86, 87] or the recursive blocked algorithm [81]to solve the generalized Sylvester equation (5.2).Step 3. Compute the matrix
 UTGU =
 [G11 G12
 GT12 G22
 ]. (5.12)
 Step 4. Use the generalized Bartels-Stewart method [9, 125] or the recursive blocked algo-rithm [82] to solve the regular GCALE
 ETf X11Af + AT
 fX11Ef = −G11. (5.13)
 Step 5. Compute the matrix
 X = V
 [X11 −X11Z
 −ZTX11 ZTX11Z
 ]V T . (5.14)
 Consider now the projected GDALE
 ATXA− ETXE = −P Tr GPr + ξ(I − Pr)
 TG(I − Pr),P T
 l X = XPl,(5.15)
 where ξ = −1, 0 or 1. Assume that the pencil λE − A is d-stable. Using (2.4), (5.3) and(5.5) we obtain from the GDALE in (5.15) the following system of matrix equations
 ATfX11Af − ET
 f X11Ef = −G11, (5.16)
 ATfX12A∞ − ET
 f X12E∞ = G11Y − ATfX11Au + ET
 f X11Eu, (5.17)
 AT∞X21Af − ET
 ∞X21Ef = Y TG11 − ATuX11Af + ET
 uX11Ef , (5.18)
 AT∞X22A∞ − ET
 ∞X22E∞ = −Y TG11Y + ξ(Y TG11Y + Y TG12 +G21Y +G22
 )−AT
 uX11Au − ATuX12A∞ − AT
 ∞X21Au (5.19)
 +ETuX11Eu + ET
 uX12E∞ + ET∞X21Eu.
 Since all eigenvalues of the pencil λEf − Af lie inside the unit circle, by Theorem 4.30the regular GDALE (5.16) has a unique solution X11. It follows from P T
 l X = XPl thatX12 = −X11Z and X21 = −ZTX11. Moreover, we can verify that these matrices satisfyequations (5.17) and (5.18), respectively. Substituting these matrices in (5.19) and takinginto account equations (5.2) and (5.16), we obtain that
 AT∞X22A∞ − ET
 ∞X22E∞ = ξ(Y TG11Y + Y TG12 +G21Y +G22
 )+ AT
 ∞ZTX11ZA∞ − ET
 ∞ZTX11ZE∞.
 Thus, the solution of the projected GDALE (5.15) has the form
 X = V
 [X11 −X11Z
 −ZTX11 X∞ + ZTX11Z
 ]V T ,
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 where X11 satisfies the regular GDALE (5.16) and X∞ is a solution of the regular GDALE
 AT∞X∞A∞ − ET
 ∞X∞E∞ = ξ(Y TG11Y + Y TG12 +G21Y +G22).
 Analogous to the continuous-time case, we have the following algorithm for computingthe solution X of the projected GDALE (5.15).
 Algorithm 5.1.2. Generalized Schur-Bartels-Stewart method for the projected GDALE.Input: A real symmetric matrix G and a real regular pencil λE − A such that λjλk 6= 1for any two finite eigenvalues λj and λk of λE − A.Output: The symmetric solution X of the projected GDALE (4.64).Step 1. Use the GUPTRI algorithm [41, 42] to compute (2.4).Step 2. Use the generalized Schur method [86, 87] or the recursive blocked algorithm [81]to solve the generalized Sylvester equation (5.2).Step 3. Compute the matrix UTGU as in (5.12).Step 4a. Use the generalized Bartels-Stewart method [9, 125] or the recursive blockedalgorithm [82] to solve the regular GDALE
 ATfX11Af − ET
 f X11Ef = −G11. (5.20)
 Step 4b. If ξ = 0, then X∞ = 0. Otherwise, use the generalized Bartels-Stewart method[9, 125] or the recursive blocked algorithm [82] to solve the regular GDALE
 AT∞X∞A∞ − ET
 ∞X∞E∞ = ξ(Y TG11Y + Y TG12 +GT12Y +G22). (5.21)
 Step 5. Compute the matrix
 X = V
 [X11 −X11Z
 −ZTX11 X∞ + ZTX11Z
 ]V T . (5.22)
 5.2 Generalized Schur-Hammarling method
 In many applications it is necessary to have the Cholesky factor of the solution of theLyapunov equation rather than the solution itself, e.g., [102]. An attractive algorithm forcomputing the Cholesky factor of solutions of regular Lyapunov equations with a positivesemidefinite right-hand side is the generalized Hammarling method [72, 125] We will showthat the Hammarling method can also be used to solve the projected GCALE
 ETXA+ ATXE = −P Tr C
 TCPr, X = XPl, (5.23)
 where E, A ∈ Rn,n, C ∈ Rp,n. In fact, we can compute the full rank factorization [99] ofthe solution X = LTL without constructing X and the matrix product CTC explicitly.
 Let λE − A be in the GUPTRI form (2.4) and let CU = [C1, C2 ] be partitioned inblocks conformally to E and A. Then the solution of the projected GCALE (5.23) has theform (5.11), where the symmetric, positive semidefinite matrix X11 satisfies the GCALE
 ETf X11Af + AT
 fX11Ef = −CT1 C1.
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 Let UX11 be a Cholesky factor of the solution X11 = UTX11
 UX11 . Compute the QR decom-position
 UX11 = Q
 [L1
 0
 ],
 where Q is orthogonal and L1 has full row rank [64]. Then
 X = V
 [UT
 X11
 −ZTUTX11
 ][UX11 , −UX11Z ]V T
 = V
 [LT
 1
 −ZTLT1
 ][L1, −L1Z ]V T = LTL
 is the full rank factorization of X, where L = [L1, −L1Z ]V T has full row rank.Thus, we have the following algorithm for computing the full row rank factor of the
 solution of the projected GCALE (5.23).
 Algorithm 5.2.1.Generalized Schur-Hammarling method for the projected GCALE (5.23)Input: A real c-stable pencil λE − A and a real matrix C.Output: A full row rank factor L of the solution X = LTL of (5.23).Step 1. Use the GUPTRI algorithm [41, 42] to compute (2.4).Step 2. Use the generalized Schur method [86, 87] or the recursive blocked algorithm [81]to compute the solution of the generalized Sylvester equation (5.2).Step 3. Compute the matrix
 CU = [C1, C2 ] . (5.24)
 Step 4. Use the generalized Hammarling method [72, 125] to compute the Cholesky factorUX11 of the solution X11 = UT
 X11UX11 of the GCALE
 ETf X11Af + AT
 fX11Ef = −CT1 C1. (5.25)
 Step 5a. If rank(UX11) < nf , then use Householder or Givens transformations [64] to
 compute the full row rank matrix L1 from the QR decomposition UX11 = QL1
 [L1
 0
 ].
 Otherwise, L1 := UX11.Step 5b. Compute the full row rank factor
 L = [L1, −L1Z ]V T . (5.26)
 In some applications we need to compute the full column rank factor R of the solutionX = RRT of the dual projected GCALE
 EXAT + AXET = −PlBBTP T
 l , X = PrX, (5.27)
 where E, A ∈ Rn,n, B ∈ Rn,m. Algorithm 5.2.1 can be rewritten for this equation asfollows.
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 Algorithm 5.2.2.Generalized Schur-Hammarling method for the projected GCALE (5.27)Input: A real c-stable pencil λE − A and a real matrix B.Output: A full column rank factor R of the solution X = RRT of (5.27).Step 1. Use the GUPTRI algorithm [41, 42] to compute (2.4).Step 2. Use the generalized Schur method [86, 87] or the recursive blocked algorithm [81]to compute the solution of the generalized Sylvester equation (5.2).Step 3. Compute the matrix
 V TB =
 [B1
 B2
 ].
 Step 4. Use the generalized Hammarling method [72, 125] to compute the Cholesky factorUX11 of the solution X11 = UT
 X11UX11 of the regular GCALE
 EfX11ATf + AfX11E
 Tf = −(B1 − ZB2)(B1 − ZB2)
 T . (5.28)
 Step 5a. If rank(UX11) < nf , then use Householder or Givens transformations [64] to
 compute the full column rank matrix R1 from the QR decomposition UX11 = QR1
 [RT
 1
 0
 ].
 Otherwise, R1 := UTX11
 .Step 5b. Compute the full column rank factor
 R = U
 [R1
 0
 ]. (5.29)
 Analogous to the continuous-time case, we obtain the following algorithm for computingthe full row rank factor L of the solution X = LTL of the projected GDALE
 ATXA− ETXE = −P Tr C
 TCPr + ξ(I − Pr)TCTC(I − Pr),
 P Tl X = XPl
 (5.30)
 where ξ is 0 or 1. Note that for ξ = −1, the solution of (5.30) is indefinite and, hence, thefull rank factorization for this solution does not exist.
 Algorithm 5.2.3. Generalized Schur-Hammarling method for the projected GDALEInput: A real d-stable pencil λE − A and a real matrix C.Output: A full row rank factor L of the solution X = LTL of the projected GDALE (5.30)with ξ = 0 or 1.Step 1. Use the GUPTRI algorithm [41, 42] to compute (2.4).Step 2. Use the generalized Schur method [86, 87] or the recursive blocked algorithm [81]to solve the generalized Sylvester equation (5.2).Step 3. Compute the matrix CU as in (5.24).Step 4a. Use the generalized Hammarling method [72, 125] to compute the Cholesky factorUX11 of the solution X11 = UT
 X11UX11 of the regular GDALE
 ATfX11Af − ET
 f X11Ef = −CT1 C1. (5.31)
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 Step 4b. If ξ = 0, then UX∞ = 0. Otherwise, use the generalized Hammarling method[72, 125] to compute the Cholesky factor UX∞ of the solution X∞ = UT
 X∞UX∞ of the regularGDALE
 AT∞X∞A∞ − ET
 ∞X∞E∞ = (C1Y + C2)T (C1Y + C2). (5.32)
 Step 5. Use the Householder or Givens transformations [64] to compute the full row rankmatrix L from the QR decomposition(
 UX11 −UX11Z0 UX∞
 )V T = Q
 [L0
 ]. (5.33)
 An algorithm for computing the full column rank factor of the solution of the dualprojected GDALE can be obtained in the same way.
 5.3 Numerical aspects and complexity
 We will now discuss numerical aspects and computational cost for the algorithms describedin the previous subsections in detail. We focus on Algorithm 5.1.1 and give some notesabout the differences to the other algorithms.
 Step 1. To deflate the infinite eigenvalues of the pencil λE−A and to reduce this pencilto the quasi-triangular form (2.4) we use the GUPTRI algorithm [41, 42]. This algorithmis based on the computation of the infinity-staircase form [161] of λE − A which exposesthe Jordan structure of the infinite eigenvalues, and the QZ algorithm [64] for a subpencilwhich gives quasi-triangular blocks with the finite eigenvalues. The GUPTRI algorithm isnumerically backwards stable and requires O(n3) operations [41].
 Step 2. To solve the generalized Sylvester equation (5.2) we can use the generalizedSchur method [86, 87]. Note that the pencils λEf −Af and λE∞ −A∞ are already in thegeneralized real Schur form [64], that is, the matrices Ef and E∞ are upper triangular,whereas the matrices Af and A∞ are upper quasi-triangular. Since the infinite eigenvaluesof λE∞ − A∞ correspond to the zero eigenvalues of the reciprocal pencil E∞ − µA∞, weobtain that A∞ is upper triangular. Let Af = [Af
 ij]ki,j=1 and A∞ = [A∞
 ij ]li,j=1 be partitioned
 such that the diagonal blocks Afjj are of size 1 × 1 or 2 × 2 and A∞
 jj are of size 1 × 1.
 Let Ef = [Efij]
 ki,j=1, E∞ = [E∞
 ij ]li,j=1, Eu = [Euij]
 k,li,j=1, Au = [Au
 ij]k,li,j=1, Y = [Yij]
 k,li,j=1 and
 Z = [Zij]k,li,j=1 be partitioned in blocks conformally to Af and A∞. Then (5.2) is equivalent
 to the kl equations
 EfttYtq − ZtqE
 ∞qq = −Etq −
 k∑j=t+1
 EftjYjq +
 q−1∑j=1
 ZtjE∞jq =: −Etq, (5.34)
 AfttYtq − ZtqA
 ∞qq = −Atq −
 k∑j=t+1
 AftjYjq +
 q−1∑j=1
 ZtjA∞jq =: −Atq (5.35)
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 for t = 1, . . . , k and q = 1, . . . , l. The matrices Ytq and Ztq can be computed successivelyin a row-wise order beginning with t = k and q = l from these equations. Since E∞
 qq = 0,the 1× 1 or 2× 1 matrix Ytq can be computed from the linear equation (5.34) of size 1× 1or 2× 2 using Gaussian elimination with partial pivoting [64]. Then from (5.35) we obtain
 Ztq = (AfttYpq + Atq)(A
 ∞qq)
 −1.
 The algorithm for solving the generalized Sylvester equation (5.2) via the generalized Schurmethod is available as the LAPACK subroutine TGSYL [1] and costs 2n2
 fn∞ + 2nfn2∞
 flops [87].To compute the solution of the quasi-triangular generalized Sylvester equation (5.2) we
 can also use the recursive blocked algorithm [81, Algorithm 3]. This algorithm consists inthe recursive splitting equation (5.2) in smaller subproblems that can be solved using high-performance kernel solvers. For comparison of the recursive blocked algorithm and theLAPACK subroutine, see [81].
 Step 3 is a matrix multiplication. In fact, in Algorithm 5.1.1 only the nf × nf blockG11 in (5.12) is needed. Let U = [U1, U2 ], where the columns of the (n × nf )-matrix U1
 form the basis of the right finite deflating subspace of λE − A. Exploiting the symmetryof G, the computation of G11 = UT
 1 GU1 requires n2nf + nn2f/2 flops. In Algorithm 5.2.1
 we only need the p× nf block C1 in (5.24) which can be computed as C1 = CU1 in npnf
 flops. The computation of UTGU in Algorithm 5.1.2, V TB in Algorithm 5.2.2 and CU inAlgorithm 5.2.3 requires 3n3/2, mn2 and pn2 flops, respectively.
 Step 4. To solve the regular GCALE (5.13) in Algorithm 5.1.1 and the regular GDALEs(5.20), (5.21) in Algorithm 5.1.2 we can use the generalized Bartels-Stewart method [9, 125].Here we briefly describe the generalized Bartels-Stewart method for the GCALE (5.13).Let the matrices X11 = [X ′
 ij]ki,j=1 and G11 = [G′
 ij]ki,j=1 be partitioned in blocks conformally
 to Ef and Af . Then equation (5.13) is equivalent to k2 equations
 (Eftt)
 TX ′tqA
 fqq + (Af
 tt)TX ′
 tqEfqq = −Gtq, t, q = 1, . . . k, (5.36)
 whereGtq = G′
 tq +
 t,q∑i=1,j=1
 (i,j) 6=(t,q)
 ((Ef
 it)TX ′
 ijAfjq + (Af
 it)TX ′
 ijEfjq
 )
 = G′tq +
 t∑i=1
 [(Ef
 it)T
 (q−1∑j=1
 X ′ijA
 fjq
 )+ (Af
 it)T
 (q−1∑j=1
 X ′ijE
 fjq
 )]
 +t−1∑i=1
 [(Ef
 it)TX ′
 iqAfqq + (Af
 it)TX ′
 iqEfqq
 ].
 We compute the blocks X ′tq in a row-wise order beginning with t = q = 1. Using the
 column-wise vector representation of the matrices X ′tq and Gtq we can rewrite the genera-
 lized Sylvester equation (5.36) as a linear system((Af
 qq)T ⊗ (Ef
 tt)T + (Ef
 qq)T ⊗ (Af
 tt)T)
 vec(X ′tq) = −vec(Gtq) (5.37)
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 of size 2× 2, 4× 4 or 8× 8. The solution vec(X ′tq) can be computed by solving (5.37) via
 Gaussian elimination with partial pivoting [64].To compute the Cholesky factors of solutions of the GCALE (5.25) in Algorithm 5.2.1
 and the regular GDALEs (5.31), (5.32) in Algorithm 5.2.3 we can use the generalizedHammarling method, see [72, 125] for details.
 The solutions of the regular Lyapunov equations (5.13) and (5.20) using the generalizedBartels-Stewart method requires O(n3
 f ) flops, while computing the Cholesky factors ofsolutions of equations (5.25) and (5.31) via the generalized Hammarling method requiresO(n3
 f + pn2f + p2nf ) flops [125]. The computation of the right-hand side in the regular
 GDALE (5.21) and the solution of this equation requiresO(n3∞+n2
 fn∞+nfn2∞). Calculation
 of the right-hand sides in the regular GCALE (5.28) and the regular GDALE (5.32) andthe Cholesky factors of the solutions of these equations costs O(n3
 f +m2nf +mn2f +mnfn∞)
 and O(n3∞ + pn2
 ∞ + p2n∞ + pnfn∞) flops, respectively.The generalized Bartels-Stewart method and the generalized Hammarling method are
 implemented in LAPACK-style subroutines SG03AD and SG03BD, respectively, that are avail-able in the SLICOT Library [16].
 The quasi-triangular generalized Lyapunov equations (5.13), (5.20) and (5.21) can alsobe solved using the recursive blocked algorithm [82, Algorithm 3]. Comparison of thisalgorithm with the SLICOT subroutines can be found in [82].
 Step 5. The matrices X in (5.14) and (5.22) are computed in O(n3 + n2fn∞ + nfn
 2∞)
 flops. The computation of the full rank factor L in (5.26) and R in (5.29) requires, re-spectively, O(n3
 f + nfn∞r1 + n2r1) and O(n3f + nnfr2) flops, where r1 = rank(L) and
 r2 = rank(R). The full row rank factor L in (5.33) is computed in O(n3 + n2fn∞) flops.
 Thus, the total computational cost of the generalized Schur-Bartels-Stewart method aswell as the generalized Schur-Hammarling method is estimated as O(n3) and they requireO(n2) memory location. These methods can be used, unfortunately, only for projectedLyapunov equations of small or medium size (n ≤ 1000). Moreover, they do not take intoaccount the sparsity and any structure of the coefficient matrices and are difficult to beparallelize.
 5.4 Iterative methods
 Iterative methods are very useful for large scale sparse problems because they are moresuitable for parallelization than direct methods and often do not destroy sparsity. In thissection we briefly review some iterative methods for (generalized) Lyapunov equations.
 The matrix sign function method
 One of the most popular approaches to solve large scale dense Lyapunov equations is thematrix sign function method. This method was proposed for standard Lyapunov equationsin [133], see also [25, 92, 100], and extended to generalized Lyapunov equations in [12, 17,54, 101].
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 Consider the GCALE (4.9) with real matrices E, A and G. The matrix sign functionmethod for (4.9) is given by
 A0 = A, G0 = G,
 Ak+1 =1
 2
 (Ak + EA−1
 k E),
 Gk+1 =1
 2
 (Gk + ETA−T
 k GkA−1k E
 ).
 (5.38)
 If the matrix E is nonsingular and the pencil λE − A is c-stable, then iteration (5.38)
 is convergent globally quadratic and X = 12E−T
 (limk→∞
 Gk
 )E−1 satisfy the GCALE (4.9),
 see [17].The solution of the GCALE (4.9) with symmetric, positive semidefinite G = CTC can
 be computed directly in factored form X = LTL via
 A0 = A, C0 = C,
 Ak+1 =1
 2
 (Ak + EA−1
 k E),[
 Ck
 CkA−1k E
 ]= Qk+1
 [Rk+1
 0
 ], (QR decomposition)
 Ck+1 =1√2Rk+1.
 (5.39)
 In this case L = 1√2
 (limk→∞
 Ck
 )E−1, see [18, 101] for details. The stopping criterion in (5.38)
 and (5.39) can be chosen as ‖Ak + E‖ ≤ tol‖E‖ for some matrix norm ‖ · ‖ and a user-defined tolerance tol. Scaling strategies to accelerate the convergence of the sign functioniterations have been presented in [8, 25, 54, 133].
 The matrix sign function method can also be used to solve the GDALE (4.43) withnonsingular E by applying to the Cayley-transformed equation (4.51).
 Comparison of the matrix sign function method to the generalized Bartels-Stewartand Hammarling methods with respect to the accuracy and computational cost can befound in [17]. There it has been observed that the matrix sign function method is aboutas expensive as the Bartels-Stewart method and both methods require approximately thesame amount of work space. However, the matrix sign function method is more appropriatefor parallelization [15] than the generalized Bartels-Stewart method and is currently theonly practicable approach to solve regular generalized Lyapunov equations with large scaledense coefficient matrices.
 A disadvantage of the matrix sign function method is that a matrix inversion is requiredin every iteration step which may lead to significant roundoff errors for ill-conditioned Ak.Such difficulties may arise when eigenvalues of the pencil λE−A lie close to the imaginaryaxis or λE−A is nearly singular. Note that if the matrix E is singular, then Ak diverges forthe pencil λE−A of index greater than two and converges to a singular matrix, otherwise,see [152]. Thus, the matrix sign function method cannot be directly utilized for projectedgeneralized Lyapunov equations.
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 The Malyshev algorithm
 A different approach to compute approximate solutions of generalized Lyapunov equationsis the Malyshev algorithm proposed in [112, 113], see also [7, 12, 62], to compute deflatingsubspaces of a pencil corresponding to eigenvalues inside and outside the unit circle.
 Consider the projected GDALE (4.64) with real matrices E, A and G = I. Assume thatthe pencil λE − A is d-stable. Note that E is not necessarily nonsingular. The Malyshevalgorithm is described by the following schema
 E0 = ET , A0 = AT ,[Ek
 −Ak
 ]=
 [Q1k Q2k
 Q3k Q4k
 ] [Rk
 0
 ], (QR decomposition),
 Ek+1 = QT4kEk, Ak+1 = QT
 2kAk.
 (5.40)
 Then the solution of the projected GDALE (4.64) is given by
 X = limk→∞
 ((Ek + Ak)
 −1Ek(Ek + Ak)−1(Ek + Ak)
 −TETk (Ek + Ak)
 −T
 + ξ (Ek + Ak)−1Ak(Ek + Ak)
 −1(Ek + Ak)−TAT
 k (Ek + Ak)−T),
 (5.41)
 see [62, 112, 113] for details. For the case ξ = 0 or 1, the solution X of (4.64) is symmetric,positive (semi)definite and can be computed in factored form X = LTL with
 L = limk→∞
 [(Ek + Ak)
 −TETk (Ek + Ak)
 −T
 ξ (Ek + Ak)−TAT
 k (Ek + Ak)−T
 ].
 The Malyshev algorithm can also be used to solve the projected GDALE (4.64) withsymmetric, positive definite G = CTC by applying to the pencil λEC−1−AC−1. However,there is no straightforward way to utilize this algorithm for the projected GDALE (4.64),where G is singular.
 Iteration (5.40) converges globally quadratically. However, as mentioned in [7, 112],some convergence difficulties may arise if eigenvalues of the pencil λE −A lie close to theunit circle or λE − A is nearly singular.
 As a stopping criterion it has been proposed in [112] to use ‖Rk − Rk−1‖ ≤ tol‖Rk‖with some matrix norm ‖ · ‖ and a tolerance tol. Note that for nonsingular E, the pencilλE − A is d-stable if and only if Ak converges to zero. This observation can be used toverify numerically whether the pencil λE − A with nonsingular E is d-stable. We are notaware of a similar d-stability criterion for the case when E is singular.
 It should be noted that the Malyshev algorithm converges even if the pencil λE −A isnot d-stable but it has no eigenvalues on the unit circle. In this case the matrix X as in(5.41) is a solution of the generalized Lyapunov equation
 ATXA− ETXE = −P Tr,0Pr,0 + ξ(I − Pr,0)
 T (I − Pr,0),P T
 l,0X = XPl,0,

Page 91
                        

5.4. ITERATIVE METHODS 89
 where Pl,0 and Pr,0 are the spectral projections onto the left and right deflating subspacesof λE − A corresponding to the eigenvalues inside the unit circle. The projection Pl,0 iscomputed as Pl,0 = lim
 k→∞ET
 k (Ek+Ak)−T , see [7, 112]. The projection Pr,0 can be determined
 in the same way via iteration (5.40) with the starting matrices E0 = E and A0 = A. Notethat the left and right deflating subspaces of λE − A corresponding to the eigenvaluesinside the unit circle can be computed without inverting the matrix Ek +Ak explicitly, see[7] for details.
 Also, one can use the Malyshev algorithm to solve the GCALE (4.9) with nonsingularE by applying to the Cayley-transformed pencil λ(A − E) − (E + A). However, if thematrix E is singular, then by Proposition 4.34 the infinite eigenvalues of the pencil λE−Aare mapped by the Cayley transformation to eigenvalues on the unit circle. In this casethe Malyshev algorithm cannot be applied.
 Perturbation theory, error analysis and parallelization issues for the Malyshev algorithmcan be found in [7, 12, 62, 112]. A connection between this algorithm and the matrix signfunction method is discussed in [12, 112].
 The ADI and Smith methods
 The alternating direction implicit (ADI) method was originally proposed for linear systems[124] and then applied in [109, 141, 167] to the continuous-time Lyapunov equation
 ATX +XA = −CTC. (5.42)
 The ADI iteration can be written as
 (AT + pkI)Xk−1/2 = −CTC −Xk−1(A− pkI),
 (AT + pkI)XTk = −CTC −XT
 k−1/2(A− pkI)
 with X0 = 0 and the shift parameters p1, . . . , pk ∈ C−. If all eigenvalues of the matrix A liein the open left half-plane, then Xk converges to the solution of equation (5.42). The rateof convergence is determined by the spectral radius of the error transfer operator given by
 Tk(X) =(rk(A)rk(−A)−1
 )TX(rk(A)rk(−A)−1
 ),
 where rk is the polynomial rk(t) = (t− p1) · . . . · (t− pk). The minimization of this spectralradius with respect to the parameters p1, . . . , pk leads to the ADI minimax problem
 p1, . . . , pk = arg minp1,...,pk∈C−
 maxt∈Sp(A)
 |rk(t)||rk(−t)|
 . (5.43)
 This problem is solved for equations with symmetric A, e.g. [168], while the case of complexeigenvalues is still under development, see [109, 125, 141, 142, 168] for some contributions.
 The computational cost of the ADI method is, in general, O(n3). However, compu-tations can be reduced by previously transformation of A to tridiagonal form [109]. The
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 ADI method is efficient for structured matrices and sparse matrices with small bandwidth[167].
 For any real p < 0, equation (5.42) is equivalent to the discrete-time Lyapunov equation
 ATXA−X = −CTC, (5.44)
 where A = (A−pI)(A+pI)−1 and C =√−2pC(A+pI)−1. It can be shown that if all the
 eigenvalues of the matrix A lie inside the unit circle or, equivalently, all the eigenvalues ofA are in the open left half-plane, then the Smith iteration
 X0 = CTC, Xk+1 = CTC +ATXkA
 converges linearly to the solution X, see [139]. The quadratic convergence can be achievedby using the squared Smith method [139] based on the iteration
 X0 = CTC, A0 = A,Xk+1 = AT
 kXkAk, Ak+1 = A2k.
 The number of iterations required for a desired accuracy in the approximate solutionXk of equation (5.42) depends on the parameter p. It should be noted that the Smithmethod is, in fact, the ADI iteration with a single parameter. Therefore, an optimal valuep = p1 = . . . = pk from (5.43) can be used to increase the convergence.
 The Smith method costs O(n3) flops and has just as the ADI method the memorycomplexity O(n2), since the solution X is computed explicitly and it is dense even if thecoefficient matrix A is sparse. Note that in many cases the storage requirement ratherthan the computational cost is a limiting factor for feasibility of numerical methods forlarge scale problems.
 Recently, efficient modifications of the ADI and Smith methods have been proposed tocompute low-rank approximations for solutions of standard Lyapunov equations [106, 125,127]. These are the low-rank ADI iterate and the cyclic low-rank Smith method. It wasobserved that the eigenvalues of the symmetric solutions of large scale Lyapunov equationswith low-rank right-hand side generally decay very rapidly, see [5, 128]. This makes itpossible to approximate such solutions by low-rank matrices.
 The cyclic low-rank Smith method consists of two stages. First one computes
 Z1 =√−2p1(A
 T + p1I)−1CT ,
 Zk =[(AT − pkI)(A
 T + pkI)−1Zk−1,
 √−2pk(A
 T + pkI)−1CT
 ], k = 1, . . . , l,
 (5.45)
 with the shift parameters p1, . . . , pk and then one iterates
 Z(l) = Zl,
 Z((k+1)l) =
 (l∏
 j=1
 (AT − pjI)(AT + pjI)
 −1
 )Z(kl), k = 1, 2, . . . ,
 Z(k+1)l =[Zkl, Z
 (k+1)l].
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 In this case a low-rank approximate solution of equation (5.42) is computed as X = ZklZTkl.
 Note that the cyclic low-rank Smith method is equivalent to the low-rank ADI iterate withthe cyclically repeated shift parameters p1, . . . , pl, see [127].
 Numerical aspects, area of application and computing of the shift parameters for thelow-rank ADI and Smith methods for sparse problems are discussed in detail in [126, 127].Some convergence results and improvements on the memory requirements for these methodscan be found in [3, 106].
 Krylov subspace methods
 An alternative technique to compute low-rank approximate solutions of large scale sparseLyapunov equations is the full orthogonalization method (FOM) and the generalized mini-mum residual (GMRES) method [44, 80, 136]. These methods are based on the calculationof an orthonormal basis Vk ∈ Rn,k of the Krylov subspace
 Kk(AT , CT ) = Im
 [CT , ATCT , . . . , (AT )k−1CT
 ]via the block Arnoldi or Lanczos process [64, 80, 171] together with solving reduced orderlinear matrix equations.
 In the FOM a low-rank approximate solution of the Lyapunov equation (5.42) is com-puted as X = VkXkV
 Tk , where Xk ∈ Rk,k satisfies the Galerkin condition
 V Tk
 (ATVkXkV
 Tk + VkXkV
 Tk A+ CTC
 )Vk = 0.
 To provide this condition we have to solve the reduced order Lyapunov equation
 (V Tk AVk)
 TXk +Xk(VTk AVk) = −V T
 k CTCVk.
 This equation can be solved by using any direct method.In the GMRES method one constructs an approximate solution X = VkXkV
 Tk , where
 Xk ∈ Rk,k satisfies the minimization problem
 ‖ATVkXkVTk + VkXkV
 Tk A+ CTC‖F → min !.
 This problem leads to a low order generalized Sylvester equation, see [80, 136] for details.Note that the FOM and the GMRES can be used in a similar way to solve the discrete-
 time Lyapunov equation ATXA−X = −CTC [80].A drawback of the Krylov subspace methods is that they often converge slowly and
 relatively many iterates should be performed to determine the approximate solution withhigh accuracy. However, for increasing k the storage requirements to save the dense matrixVk become excessive and the computing Xk gets expensive.
 All iterative methods presented above for standard Lyapunov equations can also be usedto solve generalized Lyapunov equations (4.9) and (4.43) with nonsingular E by applyingto equations (4.15) and (4.47), respectively. However, if the matrix E is ill-conditioned thisis not a numerically feasible approach to solve generalized Lyapunov equations. Moreover,in many applications E is sparse, whereas inverse of E may be dense. An extension ofthese methods to projected generalized Lyapunov equations is an open problem.
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Chapter 6
 Perturbation theory for generalizedLyapunov equations
 There are several papers concerned with the perturbation theory and the backward errorbounds for standard continuous-time Lyapunov equations, see [50, 57, 61, 74, 75] and thereferences therein. The sensitivity analysis for regular generalized Lyapunov equations hasbeen presented in [96]. In this chapter we discuss the perturbation theory for projectedgeneralized Lyapunov equations.
 A condition number for a problem is an important characteristic to measure the sen-sitivity of the solution of this problem to perturbations in the original data and to bounderrors in the approximate solution. If the condition number is large, then the problem isill-conditioned in the sense that small perturbations in the data may lead to large variationsin the solution.
 The solution of the projected generalized Lyapunov equations is determined essentiallyin two steps that include first a computation of the deflating subspaces of a pencil cor-responding to the finite and infinite eigenvalues due reduction to the GUPTRI form andsolving the generalized Sylvester equation and then a calculation of the solution of theregular generalized Lyapunov equation. In such situation it may happen that althoughthe projected generalized Lyapunov equation is well-conditioned, one of the intermediateproblems may be ill-conditioned. This may lead to large inaccuracy in the numerical so-lution of the original problem. In this case we may conclude that either the combinednumerical method is unstable or the solution is ill-conditioned, since it is a compositionof two mappings one of which is ill-conditioned. Therefore, along with the conditioningof the projected GCALE (4.36) and the projected GDALE (4.64) we consider the pertur-bation theory for deflating subspaces, the generalized Sylvester equation (5.2), the regularLyapunov equations (4.9) and (4.43).
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 6.1 Conditioning of deflating subspaces
 The perturbation analysis for deflating subspaces of a regular pencil corresponding to thespecified eigenvalues and error bounds have been presented in [40, 85, 86, 143, 145]. Herewe briefly review the main results.
 To compute the right and left deflating subspaces of the pencil λE − A correspondingto the finite eigenvalues we have to solve the generalized Sylvester equation (5.2). Considera Sylvester operator S : Fnf ,2n∞ → Fnf ,2n∞ given by
 S(Y, Z) := (EfY − ZE∞, AfY − ZA∞). (6.1)
 Then equation (5.2) can be written in the operator form S(Y, Z) = (Eu, Au). Using thecolumn-wise vector representation for the matrices Y and Z we rewrite (5.2) as a linearsystem
 S
 [vec(Y )vec(Z)
 ]= −
 [vec(Eu)vec(Au)
 ], (6.2)
 where the (2nfn∞ × 2nfn∞)-matrix
 S =
 [In∞ ⊗ Ef −ET
 ∞ ⊗ InfIn∞ ⊗ Af −AT
 ∞ ⊗ Inf
 ]is the matrix representation of the Sylvester operator S. The norm of S induced by theFrobenius matrix norm is given by
 ‖S‖F := sup‖(Y,Z)‖F=1
 ‖(EfY − ZE∞, AfY − ZA∞)‖F = ‖S‖2.
 We define the separation of two regular pencils λEf − Af and λE∞ − A∞ as
 Difu ≡ Difu(Ef , Af ;E∞, A∞) := inf‖(Y,Z)‖F=1
 ‖(EfY − ZE∞, AfY − ZA∞)‖F = σmin(S),
 where σmin(S) is the smallest singular value of S [143]. Note that Difu(E∞, A∞;Ef , Af )does not, in general, equal Difu(Ef , Af ;E∞, A∞). Therefore, we set
 Difl ≡ Difl(Ef , Af ;E∞, A∞) := Difu(E∞, A∞;Ef , Af ).
 The values Difu and Difl measure how close the spectra of λEf − Af and λE∞ − A∞are. In other words, if there is a small perturbation of λEf − Af and λE∞ − A∞ suchthat the perturbed pencils have a common eigenvalue, then either Difu or Difl is small.However, small separations do not imply that the corresponding deflating subspaces areill-conditioned [145].
 Important quantities that measure the sensitivity of the right and left finite deflatingsubspaces of the pencil λE −A to perturbations in E and A are the norms of the spectralprojections Pr and Pl. If ‖Pr‖2 ( or ‖Pl‖2 ) is large, then the right (left) deflating subspace
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 of λE − A corresponding to the finite eigenvalues is close to the right (left) deflatingsubspace corresponding to the infinite eigenvalues.
 Let the pencil λE−A be in the GUPTRI form (2.4) and let the transformation matricesU = [U1, U2 ] and V = [V1, V2 ] be partitioned conformally to the blocks associated withthe finite and infinite eigenvalues. In this case U = ImU1 and V = ImV1 are the rightand left finite deflating subspaces of λE − A, respectively, and they have dimension nf .
 Consider a perturbed pencil λE−A = λ(E+∆E)−(A+∆A). Let U and V be, respectively,
 the right and left finite deflating subspaces of λE− A and suppose that they have the samedimensions as U and V . The distance between two subspaces U and U is defined as
 θmax(U , U) = maxu∈U
 mineu∈eU θ(u, u),where θ(u, u) is the acute angle between the vectors u and u. Then one has the followingperturbation bounds for the deflating subspaces of the regular pencil λE − A.
 Theorem 6.1. [40] Suppose that the right and left finite deflating subspaces of a regular
 pencil λE −A and a perturbed pencil λE − A = λ(E + ∆E)− (A+ ∆A) corresponding tothe finite eigenvalues have the same dimensions. If
 ‖(∆E,∆A)‖F <min(Difu,Difl)√
 ‖Pl‖22 + ‖Pr‖2
 2 + 2 max(‖Pl‖2, ‖Pr‖2)=: ℘,
 then
 tan θmax(U , U) ≤ ‖(∆E,∆A)‖F
 ℘‖Pr‖2 − ‖(∆E,∆A)‖F
 √‖Pr‖2
 2 − 1(6.3)
 ≤ ‖(∆E,∆A)‖F‖Pr‖2 +
 √‖Pr‖2
 2 − 1
 ℘
 and
 tan θmax(V , V) ≤ ‖(∆E,∆A)‖F
 ℘‖Pl‖2 − ‖(∆E,∆A)‖F
 √‖Pl‖2
 2 − 1(6.4)
 ≤ ‖(∆E,∆A)‖F‖Pl‖2 +
 √‖Pl‖2
 2 − 1
 ℘.
 Bounds (6.3) and (6.4) imply that for small enough ‖(∆E,∆A)‖F , the right and left
 finite deflating subspaces of the perturbed pencil λE − A are small perturbations of thecorresponding right and left deflating subspaces of λE −A. Perturbation ‖(∆E,∆A)‖F isbounded by ℘ which is small if the separations Difu and Difl are small or the norms ‖Pl‖2
 and ‖Pr‖2 are large.Thus, the quantities Difu, Difl, ‖Pl‖2 and ‖Pr‖2 can be used to characterize the condi-
 tioning of the right and left finite deflating subspaces of the pencil λE − A.
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 From representations (5.3) and (5.4) for the spectral projections Pr and Pl we have
 ‖Pr‖2 =√
 1 + ‖Y ‖22, ‖Pl‖2 =
 √1 + ‖Z‖2
 2, (6.5)
 where (Y, Z) is the solution of the generalized Sylvester equation (5.2). We see that thenorms of Y and Z also characterize the sensitivity of the deflating subspaces. It followsfrom (6.2) that
 ‖(Y, Z)‖F ≤ Dif−1u ‖(Eu, Au)‖F . (6.6)
 This estimate gives a connection between the separation Difu and the norm of the solutionof the generalized Sylvester equation (5.2).
 The perturbation analysis, condition numbers and error bounds for generalized Sylves-ter equations are presented in [84, 87]. Consider a perturbed generalized Sylvester equation
 (Ef + ∆Ef )Y − Z(E∞ + ∆E∞) = −(Eu + ∆Eu),
 (Af + ∆Af )Y − Z(A∞ + ∆A∞) = −(Au + ∆Eu),(6.7)
 where the perturbations are measured norm-wise by
 ε = max
 ‖(∆Ef ,∆Af )‖F
 α,‖(∆E∞,∆A∞)‖F
 β,‖(∆Eu,∆Au)‖F
 γ
 (6.8)
 with α = ‖(Ef , Af )‖F , β = ‖(E∞, A∞)‖F and γ = ‖(Eu, Au)‖F . Then one has the fol-lowing first order relative perturbation bound for the solution of the generalized Sylvesterequation (5.2).
 Theorem 6.2. [84] Let the perturbations in (6.7) satisfy (6.8). Assume that both thegeneralized Sylvester equations (5.2) and (6.7) are uniquely solvable. Then
 ‖(Y , Z)− (Y, Z)‖F
 ‖(Y, Z)‖F
 ≤√
 3 ε‖S−1MS‖2
 ‖(Y, Z)‖F
 , (6.9)
 where the matrix MS of size 2nfn∞ × 2(nn∞ + n2f ) has the form MS = diag(BS, BS) with
 BS = [α(Y T ⊗ Inf ), −β(In∞ ⊗ Z), γInfn∞ ].
 The number
 κst =‖S−1MS‖2
 ‖(Y, Z)‖F
 is called the structured condition number for the generalized Sylvester equation (5.2).Bound (6.9) shows that the relative error in the solution of the perturbed equation (6.7)is small if κst is not too large, i.e., if the problem is well-conditioned.
 From (6.9) we obtain another relative error bound
 ‖(Y , Z)− (Y, Z)‖F
 ‖(Y, Z)‖F
 ≤√
 3 εDif−1u
 (α+ β) ‖(Y, Z)‖F + γ
 ‖(Y, Z)‖F
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 that, in general, is worse than (6.9), since it does not take account of the special structureof perturbations in the generalized Sylvester equation (6.7).
 We define the condition number for the generalized Sylvester equation (5.2) induced bythe Frobenius norm as
 κ :=(‖(Ef , Af )‖2
 F + ‖(E∞, A∞)‖2F
 )1/2
 Dif−1u .
 Applying the standard linear system perturbation analysis [64] to (6.2) we obtain thefollowing relative perturbation bounds.
 Theorem 6.3. [87] Suppose that the generalized Sylvester equation (5.2) has a uniquesolution (Y, Z). Let the perturbations in (6.7) satisfy (6.8). If εκ < 1, then the perturbed
 generalized Sylvester equation (6.7) has a unique solution (Y , Z) and
 ‖(Y , Z)− (Y, Z)‖F
 ‖(Y, Z)‖F
 ≤ ε (κ‖(Y, Z)‖F + ‖(Eu, Au)‖F )
 (1− ε κ)‖(Y, Z)‖F
 ≤ 2 ε κ
 1− ε κ. (6.10)
 Note that both the bounds in (6.10) may overestimate the true relative error in thesolution, since they do not take into account the structured perturbations in the matrix S.Nevertheless, quantities Dif−1
 u and κ are used in practice to characterize the conditioningof the generalized Sylvester equation (5.2).
 The computation of Difu = σmin(S) is expensive even for modest nf and n∞, since thecost of computing the smallest singular value of the matrix S is O(n3
 fn3∞) flops. It is more
 practical to compute lower bounds for Dif−1u , see [86, 87] for details. The Frobenius norm
 based Dif−1u -estimator can be computed by solving one generalized Sylvester equation in
 triangular form and costs (2n2fn∞ + 2nfn
 2∞) flops. The one-norm based estimator is a
 factor 3 to 10 times more expensive and it does not differ more than a factor√
 2nfn∞from Dif−1
 u [86]. The computation of both these Dif−1u -estimators is implemented in the
 LAPACK subroutine TGSEN [1].
 6.2 Condition numbers for regular generalized
 Lyapunov equations
 The perturbation theory and some useful condition numbers for the standard Lyapunovequations were presented in [50, 61, 74, 75], see also the references therein. The case ofgeneralized Lyapunov equations with nonsingular E was considered in [95, 96, 113]. In thissubsection we review some results from there.
 Consider the regular GCALE (4.9). Let Lc be a continuous-time Lyapunov operatoras in (4.10). The norm of Lc induced by the Frobenius matrix norm is computed via
 ‖Lc‖F := sup‖X‖F=1
 ‖E∗XA+ A∗XE‖F = ‖Lc‖2,
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 where Lc is as in (4.13). Analogously to the Sylvester equation, an important quantity inthe sensitivity analysis for Lyapunov equations is the separation defined for the GCALE(4.9) by
 Sepc(E,A) := inf‖X‖F=1
 ‖E∗XA+ A∗XE‖F = σmin(Lc),
 where σmin(Lc) is the smallest singular value of Lc, see [55]. If the GCALE (4.9) is regular,then the Lyapunov operator Lc is invertible and the matrix Lc is nonsingular. The normof the inverse L−1
 c induced by the Frobenius norm can be computed as
 ‖L−1c ‖F = ‖L−1
 c ‖2 = Sep−1c (E,A).
 Consider a perturbed GCALE
 (E + ∆E)∗X(A+ ∆A) + (A+ ∆A)∗X(E + ∆E) = −(G+ ∆G), (6.11)
 where
 ‖∆E‖F ≤ εF , ‖∆A‖F ≤ εF , ‖∆G‖F ≤ εF , (∆G)∗ = ∆G. (6.12)
 Using the equivalent formulation (4.12) for the GCALE (4.9) we have the following per-turbation estimate for the solution of (4.9) in the real case, see [96] for the complex case.
 Theorem 6.4. [96] Let E, A, G ∈ Rn,n and let G be symmetric. Assume that the GCALE(4.9) is regular. Let the absolute perturbations in the GCALE (6.11) satisfy (6.12). If
 εF
 (lc,E + lc,A + 2εF Sep−1
 c (E,A))< 1,
 then the perturbed GCALE (6.11) is regular and the norm-wise absolute perturbation bound
 ‖X −X‖F ≤√
 3 εF‖L−1c Mc‖2 + 2ε2
 F Sep−1c (E,A)‖X‖2
 1− εF
 (lc,E + lc,A + 2εF Sep−1
 c (E,A)) (6.13)
 holds, where
 Mc =[(In2 + Πn2)
 (In ⊗ (ATX)
 ), (In2 + Πn2)
 (In ⊗ (ETX)
 ), In2
 ],
 lc,E =∥∥L−1
 c (In2 + Πn2)(In ⊗ AT
 )∥∥2,
 lc,A =∥∥L−1
 c (In2 + Πn2)(In ⊗ ET
 )∥∥2.
 The number
 κc,st(E,A) =‖L−1
 c Mc‖2
 ‖X‖F
 is called the structured condition number for the GCALE (4.9). Bound (6.13) shows that ifκc,st(E,A), Sep−1
 c (E,A), lc,E and lc,A are not too large, then the solution of the perturbedGCALE (6.11) is a small perturbation of the solution of (4.9). Note that bound (6.13) isasymptotically sharp [96].
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 We define the condition number for the GCALE (4.9) induced by the Frobenius normas
 κc,F (E,A) := 2‖E‖2‖A‖2Sep−1c (E,A). (6.14)
 This condition number allows to obtain relative perturbation bounds for the solution ofthe GCALE (4.9).
 Corollary 6.5. Suppose that the GCALE (4.9) is regular. Let the perturbations in (6.11)satisfy ‖∆E‖2 ≤ ε‖E‖2, ‖∆A‖2 ≤ ε‖A‖2 and ‖∆G‖2 ≤ ε‖G‖2. If ε (2 + ε)κc,F (E,A) < 1,then the perturbed GCALE (6.11) is regular and
 ‖X −X‖F
 ‖X‖F
 ≤ (2ε+ ε2)κc,F (E,A)‖X‖F + ε‖G‖2Sep−1c (E,A)
 (1− ε(2 + ε)κc,F (E,A) )‖X‖F
 ≤ ε(3 + ε)κc,F (E,A)
 1− ε(2 + ε)κc,F (E,A).
 (6.15)
 Proof. The result immediately follows from Theorem 6.4.
 It should be noted that bounds (6.15) may overestimate the true relative error, sincethey do not take account of the specific structure of perturbations in (6.11). In the case ofsymmetric perturbations in G, sharp sensitivity estimates for general Lyapunov operatorscan be derived by using so-called Lyapunov singular values instead of standard singularvalues, see [95, 96] for details. Note that for the Lyapunov operator Lc as in (4.10), theLyapunov singular values are equal to the standard singular values.
 Let X be an approximate solution of the GCALE (4.9) and let
 Rc := E∗XA+ A∗XE +G (6.16)
 be a residual of (4.9) corresponding to X. Then from Corollary 6.5 we obtain the followingforward error bound
 ‖X −X‖F
 ‖X‖F
 ≤ κc,F (E,A) ‖Rc‖F
 2‖E‖2‖A‖2‖X‖F
 =: Estc,F . (6.17)
 This bound shows that for well-conditioned problems, a small relative residual impliesa small error in the approximate solution X. However, if the condition number κc,F (E,A)
 is large, then X may be inaccurate even for a small residual.It follows from bounds (6.15) and (6.17) that κc,F (E,A) and Sepc(E,A) = σmin(Lc) can
 be used as a measure of the sensitivity of the solution of the regular GCALE (4.9). Sincecomputing the smallest singular value of the (n2×n2)-matrix Lc is not acceptable even formodest n, it is more practical to compute estimates for Sep−1
 c (E,A). A Sep−1c -estimator
 based on the one-norm differs from Sep−1c (E,A) at most by a factor n. Computing this
 estimator is implemented in the LAPACK subroutine LACON [1] and costs O(n3) flops.Unfortunately, if the matrix E is singular, then Sepc(E,A) = 0 and κc,F (E,A) = ∞.
 In this case we cannot use (6.14) as the condition number for the projected GCALE (4.36).
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 Consider now the regular GDALE (4.43). Let Ld be a discrete-time Lyapunov operatorgiven in (4.46). Analogous to the continuous-time case, the separation for the GDALE(4.43) is defined by
 Sepd(E,A) := inf‖X‖F=1
 ‖A∗XA− E∗XE‖F = σmin(Ld),
 where the matrix Ld is as in (4.46). If the GDALE (4.43) is regular, then Ld is invertibleand the matrix Ld is nonsingular. In this case we obtain that
 ‖L−1d ‖F = ‖L−1
 d ‖2 = Sep−1d (E,A).
 There is a discrete-time analogue of Theorem 6.4 for the perturbed GDALE
 (A+ ∆A)∗X(A+ ∆A)− (E + ∆E)∗X(E + ∆E) = −(G+ ∆G). (6.18)
 Theorem 6.6. [96] Let E, A, G ∈ Rn,n and let G be symmetric. Suppose that the GDALE(4.43) is regular. Let the absolute perturbations in (6.18) satisfy (6.12). If
 εF
 (ld,E + ld,A + 2εF Sep−1
 d (E,A))< 1,
 then the perturbed GDALE (6.18) is regular and
 ‖X −X‖F ≤√
 3εF‖L−1d Md‖2 + 2ε2
 F Sep−1d (E,A)‖X‖2
 1− εF
 (ld,E + ld,A + 2εF Sep−1
 d (E,A)) , (6.19)
 holds, where
 Md =[−(In2 + Πn2)
 (In ⊗ (ETX)
 ), (In2 + Πn2)
 (In ⊗ (ATX)
 ), In2
 ],
 ld,E =∥∥L−1
 d (In2 + Πn2)(In ⊗ ET
 )∥∥2
 ld,A =∥∥L−1
 d (In2 + Πn2)(In ⊗ AT
 )∥∥2.
 The number
 κd,st =‖L−1
 d Md‖2
 ‖X‖F
 is called the structured condition number for the regular GDALE (4.43).Similar to the continuous-time case, we define the condition number for the GDALE
 (4.43) induced by the Frobenius norm as
 κd,F (E,A) :=(‖E‖2
 2 + ‖A‖22
 )Sep−1
 d (E,A). (6.20)
 From Theorem 6.6 we obtain the following relative perturbation bounds for the solutionof the GDALE (4.43).
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 Corollary 6.7. Let the GDALE (4.43) be regular. Suppose that the perturbations in (6.18)satisfy ‖∆E‖2 ≤ ε‖E‖2, ‖∆A‖2 ≤ ε‖A‖2 and ‖∆G‖2 ≤ ε‖G‖2. If ε(2 + ε)κd,F (E,A) < 1,then the perturbed GDALE (6.18) is regular and
 ‖X −X‖F
 ‖X‖F
 ≤ (2ε+ ε2)κd,F (E,A) + εSep−1d (E,A)‖G‖2
 (1− ε(2 + ε)κd,F (E,A))‖X‖F
 ≤ ε(3 + ε)κd,F (E,A)
 1− ε(2 + ε)κd,F (E,A).
 (6.21)
 Let X be an approximate solution of the GDALE (4.43). A residual of (4.43) corre-sponding to X is defined by
 Rd := A∗XA− E∗XE +G. (6.22)
 By Corollary 6.7 we have the following forward error estimate
 ‖X −X‖F
 ‖X‖F
 ≤ κd,F (E,A) ‖Rd‖F
 (‖E‖22 + ‖A‖2
 2)‖X‖F
 =: Estd,F .
 This bound shows that if the GDALE (4.43) is well-conditioned and if the relative residualis small, then the error in the approximate solution X is also small. However, for ill-conditioned problems, X may be inaccurate even if the residual is small.
 Thus, Sepd(E,A) and κd,F (E,A) can be used to measure the sensitivity of the solutionof the regular GDALE (4.43) to perturbations in the data. However, in the case when boththe matrices E and A are singular we obtain that Sep−1
 d (E,A) = ∞. Thus, it is impossibleto use κd,F (E,A) as the condition number for the projected GDALE (4.64).
 In [50, 61, 74] condition numbers based on the spectral norm have been used as a mea-sure of sensitivity of the standard continuous-time and discrete-time Lyapunov equations.In the following subsections we extend this idea to the projected GCALE (4.36) and theprojected GDALE (4.64).
 6.3 Conditioning of the projected GCALE
 Assume that the pencil λE−A is c-stable. Consider the matrix Hc as in (3.16). Using theParseval identity [135], we obtain the integral representation
 Hc =1
 2π
 ∫ ∞
 −∞(iωE − A)−∗P ∗
 r Pr(iωE − A)−1dω. (6.23)
 Consider a linear operator L−c : Fn,n → Fn,n defined as follows: for a matrix G, theimage X = −L−c (G) is the unique solution of the projected GCALE (4.36). Note thatthe operator L−c is a (2)-pseudoinverse [32] of the Lyapunov operator Lc, since it satisfiesL−c LcL−c = L−c .
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 Lemma 6.8. Let λE − A be c-stable. Then ‖L−c ‖2 = ‖Hc‖2.
 Proof. Let u and v be the left and right singular vectors of unit length corresponding to thelargest singular value of the solution X of the projected GCALE (4.36) with some matrixG. Then
 ‖L−c (G)‖2 = ‖X‖2 = u∗Xv =1
 2π
 ∫ ∞
 −∞u∗(iωE − A)−∗P ∗
 rGPr(iωE − A)−1v dω
 ≤ 1
 2π‖G‖2
 ∫ ∞
 −∞
 ∥∥Pr(iωE − A)−1u∥∥
 2
 ∥∥Pr(iωE − A)−1v∥∥
 2dω.
 Using the Cauchy-Schwarz inequality [89] and (6.23) we obtain
 ‖L−c (G)‖2 ≤1
 2π‖G‖2
 ∞∫−∞
 ∥∥Pr(iωE − A)−1u∥∥2
 2dω
 12 ∞∫−∞
 ∥∥Pr(iωE − A)−1v∥∥2
 2dω
 12
 ≤ ‖G‖2
 ∥∥∥∥ 1
 2π
 ∫ ∞
 −∞(iωE − A)−∗P ∗
 r Pr(iωE − A)−1 dω
 ∥∥∥∥2
 = ‖G‖2‖Hc‖2.
 Hence, ‖L−c ‖2 ≤ ‖Hc‖2.On the other hand, we have
 ‖L−c ‖2 = sup‖G‖2=1
 ‖L−c (−G)‖2 ≥ ‖L−c (−I)‖2 = ‖Hc‖2.
 Thus, ‖L−c ‖2 = ‖Hc‖2.
 If E is nonsingular, then L−c = L−1c is the inverse of the Lyapunov operator Lc and
 ‖L−1c ‖2 = ‖Hc‖2.By Corollary 4.15 the matrix Hc is the unique Hermitian, positive semidefinite solution
 of the projected GCALE
 E∗HcA+ A∗HcE = −P ∗r Pr, Hc = HcPl. (6.24)
 We define the spectral condition number for the projected GCALE (4.36) as
 κc,2(E,A) := 2‖E‖2‖A‖2‖Hc‖2.
 In Section 3.1.2 we have seen that the parameter κc,2(E,A) is closely related to the analysisof the asymptotic behavior of solutions of the continuous-time singular system (3.13). Herewe will show that κc,2(E,A) can also be used to estimate the distance from the finiteeigenvalues of a c-stable pencil λE − A to the imaginary axis as well as to measure thesensitivity of the solution of the projected GCALE (4.36).
 Theorem 6.9. Let λE −A be a c-stable pencil. Then all finite eigenvalues of λE −A liein the closed half-plane
 z ∈ C : <e(z) ≤ − ‖A‖2
 ‖E‖2κc,2(E,A)
 .
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 Moreover, for all ω ∈ R, the estimate
 ‖Pr(iωE − A)−1‖2 ≤5πκc,2(E,A)
 2‖A‖2
 (6.25)
 holds.
 Proof. Let λ0 be a finite eigenvalues of the pencil λE−A and v ∈ ImPr be an eigenvectorcorresponding to λ0. Then from the projected GCALE (6.24) we have
 −‖v‖2 = −‖Prv‖2 = v∗(E∗HcA+ A∗HcE)v = 2<e(λ0)v∗E∗HcEv.
 Hence,
 <e(λ0) = − ‖v‖2
 2v∗E∗HcEv≤ − 1
 2‖E‖22‖Hc‖2
 = − ‖A‖2
 ‖E‖2κc,2(E,A).
 To prove (6.25), consider the integral representation (6.23) for the matrix Hc. For anyvector v of unit length we obtain that
 κc,2(E,A)
 2‖E‖2‖A‖2
 = ‖Hc‖2 ≥1
 2π
 ∫ ∞
 −∞‖Pr(iωE − A)−1v‖2dω. (6.26)
 Let ω0 be a point on the real line where the norm ‖Pr(iωE −A)−1‖2 achieves its maximalvalue. Using the relation
 Pr(iωE − A)−1E = Pr(iωE − A)−1EPr = (iωE − A)−1EPr
 we obtain
 Pr(iωE − A)−1 = Pr(iω0E − A)−1 − i(ω − ω0)Pr(iωE − A)−1EPr(iω0E − A)−1.
 Then we have the estimate
 ‖Pr(iωE − A)−1‖2 ≤‖Pr(iω0E − A)−1‖2
 1− |ω − ω0|‖E‖2‖Pr(iω0E − A)−1‖2
 which is valid for all ω such that |ω − ω0|‖E‖2‖Pr(iω0E − A)−1‖2 < 1. Furthermore,choosing a vector v such that ‖Pr(iω0E − A)−1v‖ = ‖Pr(iω0E − A)−1‖2, we obtain that
 ‖Pr(iωE − A)−1v‖ ≥ ‖Pr(iω0E − A)−1v‖ (1− |ω − ω0|‖E‖2‖Pr(iωE − A)−1‖2)
 ≥ ‖Pr(iω0E − A)−1‖21− 2|ω − ω0|‖E‖2‖Pr(iω0E − A)−1‖2
 1− |ω − ω0|‖E‖2‖Pr(iω0E − A)−1‖2
 .
 Setting τ = ‖E‖2‖Pr(iω0E − A)−1‖2, we get from (6.26) that
 π‖E‖2κc,2(E,A)
 ‖A‖2
 ≥
 ω0+ 12τ∫
 ω0− 12τ
 τ 2
 (1− 2|ω − ω0|τ1− |ω − ω0|τ
 )2
 dω
 = 2τ
 ∫ 1/2
 0
 (1− 2t
 1− t
 )2
 dt = 2τ(3− 4 ln 2) ≥ 2τ
 5.
 Therefore, (6.25) holds.
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 Bound (6.25) implies that the finite eigenvalues of the c-stable pencil λE − A areseparated from the imaginary axis by a distance not less than 2‖A‖2/(5πκc,2(E,A)). Inother words, (6.25) yields a lower bound for perturbations which preserve the dimension ofthe finite deflating subspace of λE−A and cause the pencil to obtain a finite eigenvalue onthe imaginary axis. Thus, the parameter κc,2(E,A) characterizes the absence of eigenvaluesof the pencil λE − A not only on the imaginary axis but in a neighbourhood of it. Thisresult generalizes the matrix case (E = I), see [22, 23, 62], for matrix pencils.
 To measure the smallest real (complex) perturbation to a stable matrix required to makethe perturbed matrix unstable, the real (complex) stability radius can be used [77, 163].For numerical methods for the computation of the stability radius see, e.g., [26, 73, 130]and the references therein. Unfortunately, these results are not immediately applicable tomatrix pencils. The general problem to measure or estimate the distance to instability forthe pencil, i.e., the distance from the given pencil to the ”nearest” pencil that is singular orhas an eigenvalue in the closed right half-plane, is more difficult. Only partial solutions areknown. A lower bound for the stability radius for the pencil λE−A, allowing perturbationsin A only, is given in [131]. A computable expression for the stability radius for the regularpencil of index less than or equal to one is studied in [28]. Computationally attractiveupper and lower bounds for smallest norm de-regularizing perturbation are discussed in[27].
 Consider now a perturbed pencil λE−A = λ(E+∆E)−(A+∆A) with ‖∆E‖2 ≤ ε‖E‖2
 and ‖∆A‖2 ≤ ε‖A‖2. Assume that the dimension of the right and left deflating subspacesof λE − A corresponding to the infinite eigenvalues is not changed under perturbations.In many practical applications this is justified [28]. Consider, for example, semi-explicitdifferential-algebraic equations
 x1(t) = A11x1(t) + A12x2(t) +B1u(t), (6.27)
 0 = A21x1(t) + A22x2(t) +B2u(t). (6.28)
 Equation (6.27) describes the dynamic behavior of the system, while equation (6.28) givesalgebraic constraints on the states. Obviously, it is unreasonable to consider perturbationswhich cause the algebraic constraints to become differential.
 Note that in the study of asymptotic stability for the differential-algebraic equation(3.13) it is allowed for the index of the pencil λE −A to be changed under perturbations.It is important only that finite eigenvalues stay finite and infinite eigenvalues must stayinfinite. However, the perturbation analysis in this case is very complicated. We will dealonly with perturbations which preserve the nilpotency structure of the pencil λE−A, i.e.,the right and left infinite deflating subspaces of λE − A are not changed. This conditioncan be written as
 kerPr = ker Pr, kerPl = ker Pl, (6.29)
 where Pr and Pl are the spectral projections onto the right and left finite deflating subspacesof the perturbed pencil λE−A. Moreover, we will assume for such allowable perturbationsthat we have an error bound ‖Pr − Pr‖2 ≤ εK with some constant K (for such estimatefor the pencil λE − A of index one, see [147]). This estimate implies that the right finite
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 deflating subspace of the perturbed pencil λE − A is close to the right finite deflatingsubspace of λE − A.
 Consider now the perturbed projected GCALE
 E∗XA+ A∗XE = −P ∗r GPr, X = XPl. (6.30)
 The following theorem gives a relative error bound for the solution of (4.36).
 Theorem 6.10. Let λE − A be a c-stable pencil and let X satisfy the projected GCALE(4.36). Consider a perturbed pencil λE−A = λ(E+∆E)−(A+∆A) with ‖∆E‖2 ≤ ε‖E‖2
 and ‖∆A‖2 ≤ ε‖A‖2. Assume that for the spectral projections Pr and Pl onto the right
 and left deflating subspaces corresponding to the finite eigenvalues of λE − A, relations(6.29) are satisfied and a bound ‖Pr − Pr‖2 ≤ εK < 1 holds with some constant K. Let
 G be a perturbation of G such that ‖∆G‖2 ≤ ε‖G‖2. If ε(2 + ε)κc,2(E,A) < 1, then the
 perturbed projected GCALE (6.30) has a unique solution X and
 ‖X −X‖2
 ‖X‖2
 ≤ε
 ((εK + ‖Pr‖2)(K + ‖Pr‖2)‖G‖2 + 3‖E‖2‖A‖2‖X‖2
 )κc,2(E,A)
 ‖E‖2‖A‖2‖X‖2(1− ε(2 + ε)κc,2(E,A)). (6.31)
 Proof. It follows from (6.29) that
 PrPr = Pr, PrPr = Pr, PlPl = Pl, PlPl = Pl. (6.32)
 The perturbed GCALE in (6.30) can be rewritten as
 E∗XA+ A∗XE = −(P ∗
 r GPr + ∆Lc(X)),
 where ∆Lc(X) = (∆E)∗XA+E∗X∆A+ (∆A)∗XE + A∗X∆E. Using (2.4) and (5.2) wecan verify that PlE = PlEPr = EPr and PlA = PlAPr = APr. Analogous relations holdfor the perturbed pencil λE− A. Then by (6.32) we obtain that X = XPl = XPlPl = XPl
 andXE = XPlE = XEPr = XPlEPrPr = XEPr,
 XE = XPlE = XEPr = XPlEPrPr = XEPr.
 These relationships remain valid if we replace E by A and E by A. Combining theserelations we obtain
 P ∗r GPr + ∆Lc(X) = P ∗
 r
 (P ∗
 r GPr + ∆Lc(X))Pr = P ∗
 r
 (P ∗
 r GPr + ∆Lc(X))Pr. (6.33)
 Then the perturbed projected GCALE (6.30) is equivalent to the projected GCALE
 E∗XA+ A∗XE = −P ∗r
 (P ∗
 r GPr + ∆Lc(X))Pr, X = XPl. (6.34)
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 Since the pencil λE − A is c-stable, this equation has a unique solution given by
 X =1
 2π
 ∫ ∞
 −∞(iωE − A)−∗P ∗
 r
 (P ∗
 r GPr + ∆Lc(X))Pr(iωE − A)−1dω. (6.35)
 Thus, we have an integral equation X = I(X) for the unknown matrix X, where
 I(X) =1
 2π
 ∫ ∞
 −∞(iωE − A)−∗P ∗
 r
 (P ∗
 r GPr + ∆Lc(X))Pr(iωE − A)−1dω.
 From ‖∆Lc(X)‖2 ≤ 2(‖∆E‖2‖A‖2 + ‖∆A‖2‖E‖2)‖X‖2 ≤ 2ε(2 + ε)‖E‖2‖A‖2‖X‖2, weobtain for any matrices X1 and X2, that
 ‖I(X1)− I(X2)‖2 =
 ∥∥∥∥ 1
 2π
 ∫ ∞
 −∞(iωE − A)−∗P ∗
 r ∆Lc(X1 −X2)Pr(iωE − A)−1 dω
 ∥∥∥∥2
 ≤ ‖∆Lc(X1 −X2)‖2‖Hc‖2 ≤ ε(2 + ε)κc,2(E,A)‖X1 −X2‖2.
 Since ε(2+ε)κc,2(E,A) < 1, the operator I is contractive. Then by the fixed point theorem
 [89] the equation X = I(X) has a unique solution X and we can estimate the error
 ‖X −X‖2 =
 ∥∥∥∥∥∥ 1
 2π
 ∞∫−∞
 (iωE − A)−∗P ∗r
 (P ∗
 r GPr + ∆Lc(X)− P ∗rGPr
 )Pr(iωE − A)−1dω
 ∥∥∥∥∥∥2
 ≤(‖P ∗
 r GPr − P ∗rGPr‖2 + ‖∆Lc(X)‖2
 )‖Hc‖2.
 Taking into account that
 ‖P ∗r GPr − P ∗
 rGPr‖2 ≤ ‖Pr − Pr‖2(‖G‖2‖Pr‖2 + ‖Pr‖2‖G‖2) + ‖Pr‖2‖G−G‖2‖Pr‖2
 ≤ ε ((εK + ‖Pr‖2)((1 + ε)K + ‖Pr‖2) + εK‖Pr‖2) ‖G‖2
 ≤ 2ε (εK + ‖Pr‖2 ) (K + ‖Pr‖2) ‖G‖2
 and ‖∆Lc(X)‖2 ≤ 2ε(2+ε)‖E‖2‖A‖2(‖X‖2+‖X−X‖2) we obtain the relative perturbationbound (6.31).
 Bound (6.31) implies that if perturbations in (6.30) satisfy (6.29) and if κc,2(E,A), Kand ‖Pr‖2 are not too large, then the solution of the perturbed projected GCALE (6.30)is a small perturbation of the solution of the projected GCALE (4.36).
 Thus, κc,2(E,A) can be used to characterize the sensitivity of the solution of the pro-jected GCALE (4.36) to perturbations in the input data. To compute κc,2(E,A) we needto solve the projected GCALE (6.24). The solution Hc of this equation can be calculatedvia the generalized Schur-Bartels-Stewart method or the generalized Schur-Hammarlingmethods presented in Sections 5.1 and 5.2.
 From Theorem 6.10 we can obtain some useful consequences.
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 Corollary 6.11. Under the assumptions of Theorem 6.10 we have that if the matrix G isHermitian, positive definite and if
 2ε(2(1 + 2ε)(εK + ‖Pr‖2)
 2 + 1)κc,2(E,A)‖G‖2 < λmin(G), (6.36)
 where λmin(G) is the smallest eigenvalue of G, then the perturbed pencil λE− A is c-stableand the following relative perturbation bound
 |κc,2(E, A)− κc,2(E,A)|κc,2(E,A)
 ≤ 3ε (K(K + 2‖Pr‖2) + κc,2(E,A) + 1)
 1− ε(2 + ε)κc,2(E,A)(6.37)
 holds.
 Proof. First we will show that the matrix P ∗r GPr + ∆Lc(X) is positive definite on the
 subspace ImPr. For all nonzero v ∈ ImPr, we have
 ( (P ∗r GPr + ∆Lc(X))v, v ) = ( (P ∗
 r (G+ ∆G)Pr + P ∗r ∆Lc(X)Pr)v, v )
 ≥(λmin(G)− ‖∆Lc(X)‖2 − ‖∆G‖2
 )‖Prv‖2.
 (6.38)
 It follows from (6.35) that
 ‖X‖2 ≤‖Pr‖2
 2‖G‖2‖Hc‖2
 1− ε(2 + ε)κc,2(E,A)≤ (1 + ε)(εK + ‖Pr‖2)
 2‖G‖2‖Hc‖2
 1− ε(2 + ε)κc,2(E,A). (6.39)
 Then taking into account estimate (6.36) we get
 ‖∆Lc(X)‖2 + ‖∆G‖2 ≤ε (2(1 + 2ε)(εK + ‖Pr‖2)
 2 + 1)κc,2(E,A)‖G‖2
 1− ε(2 + ε)κc,2(E,A)< λmin(G).
 Since Prv 6= 0, we have from (6.38) that ( (P ∗r GPr + ∆Lc(X))v, v ) > 0 for all nonzero
 v ∈ ImPr, i.e., the matrix P ∗r GPr + ∆Lc(X) is positive definite on the subspace imPr.
 Hence, by Corollary 4.15 the solution X of the projected GCALE (6.34) is positive semidef-
 inite. Moreover, (6.36) yields that the matrix G is positive definite. Applying now Corol-
 lary 4.14 to the perturbed projected GCALE (6.30) we obtain that the pencil λE − A isc-stable.
 From the proof of Theorem 6.10 with G = G = I it follows that
 ‖Hc −Hc‖2 ≤ε (K(εK + 2‖Pr‖2) + (2 + ε)κc,2(E,A)) ‖Hc‖2
 1− ε(2 + ε)κc,2(E,A),
 where Hc is the solution of the perturbed projected GCALE (6.30) with G = I. Then
 |κc,2(E, A) − κc,2(E,A)| = 2∣∣∣ ‖E‖2‖A‖2‖Hc‖2 − ‖E‖2‖A‖2‖Hc‖2
 ∣∣∣≤ 2
 (‖E‖2‖A‖2‖Hc −Hc‖2 + ‖E − E‖‖A‖2‖Hc‖2 + ‖E‖2‖A− A‖2‖Hc‖2
 )≤ 3εκc,2(E,A) (K(K + 2‖Pr‖2) + κc,2(E,A) + 1)
 1− ε(2 + ε)κc,2(E,A).

Page 110
                        

108 CHAPTER 6. PERTURBATION THEORY
 Furthermore, from the proof of Theorem 6.10 for Pr = Pr = I we obtain the followingperturbation bound for the solution of the regular GCALE (4.9).
 Corollary 6.12. Consider the GCALE (4.9), where the pencil λE −A is c-stable and thematrix E is nonsingular. Assume that perturbations in (6.11) satisfy ‖∆E‖2 ≤ ε‖E‖2,‖∆A‖2 ≤ ε‖A‖2 and ‖∆G‖2 ≤ ε‖G‖2. If ε (2 + ε)κc,2(E,A) < 1, then the perturbed
 GCALE (6.11) has a solution X and the relative error bound
 ‖X −X‖2
 ‖X‖2
 ≤ ε(3 + ε)κc,2(E,A)
 1− ε(2 + ε)κc,2(E,A)(6.40)
 holds.
 Note that bound (6.40) can also be obtained by applying the linear operator perturba-tion theory [90] to the regular GCALE (4.9) in the operator form Lc(X) = −G.
 If X is an approximate solution of the GCALE (4.9) and if Rc is a residual given by(6.16), then from Corollary 6.12 with ∆E = 0, ∆A = 0 and ∆G = Rc we obtain thefollowing forward error bound
 ‖X −X‖2
 ‖X‖2
 ≤ κc,2(E,A) ‖Rc‖2
 2‖E‖2‖A‖2‖X‖2
 =: Estc,2. (6.41)
 Bounds (6.40) and (6.41) show that κc,2(E,A) just as κc,F (E,A) may also be used tomeasure the sensitivity of the solution of the regular GCALE (4.9). From the relationship
 1√n‖L−1
 c ‖2 ≤ ‖L−1c ‖F ≤
 √n‖L−1
 c ‖2
 we obtain that the Frobenius norm based condition number κc,F (E,A) does not differ morethan a factor
 √n from the spectral condition number κc,2(E,A). Thus, κc,2(E,A) may be
 used as an estimator of κc,F (E,A). Note that to compute Sep−1c -estimators we need to solve
 approximately five generalized Lyapunov equations of the form E∗XA+A∗XE = −G andEXA∗+AXE∗ = −G, see [1, 75], whereas the computation of ‖Hc‖2 requires solving onlyone additional generalized Lyapunov equation E∗XA+ A∗XE = −I.
 6.4 Conditioning of the projected GDALE
 In this subsection we present the perturbation theory for the projected GDALE
 A∗XA− E∗XE = −P ∗rGPr + (I − Pr)
 ∗G(I − Pr),P ∗
 l X = XPl.(6.42)
 All results are based on the approach developed in [112, 113].Assume that the pencil λE − A is d-stable. We define a spectral condition number for
 the projected GDALE (6.42) as
 κd,2(E,A) := (‖E‖22 + ‖A‖2
 2)‖Hd‖2, (6.43)
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 where Hd is the positive definite matrix as in (3.32). Using (4.80), we obtain from theParseval identity [135] that
 Hd =1
 2π
 ∫ 2π
 0
 (eiϕE − A)−∗(P ∗
 r Pr + (I − Pr)∗(I − Pr)
 )(eiϕE − A)−1dϕ. (6.44)
 Then by Theorem 4.39 we have that Hd is the unique Hermitian, positive definite solutionof the projected GDALE
 A∗HdA− E∗HdE = −P ∗r Pr + (I − Pr)
 ∗(I − Pr),P ∗
 l Hd = HdPl.(6.45)
 As we have seen in Section 3.2.2, the parameter κd,2(E,A) characterizes the asymptoticstability of the singular difference equation (3.29). Here we will show that κd,2(E,A) canalso be used to estimate the distance from the finite eigenvalues of a d-stable pencil λE−Ato the unite circle and to measure the sensitivity of the solution of the projected GDALE(6.42).
 SetΘ := max
 0≤ϕ≤2π‖(eiϕE − A)−1‖2.
 Clearly, if the pencil λE−A is d-stable, then Θ <∞. However, the boundedness of Θ doesnot imply that λE−A is d-stable. The following lemma gives lower and upper bounds forΘ by means of κd,2(E,A).
 Theorem 6.13. Assume that the pencil λE −A is d-stable. Then all finite eigenvalues ofλE − A lie in the closed disk
 z ∈ C : |z| ≤ κd,2(E,A)− 1
 κd,2(E,A)
 .
 Moreover, √κd,2(E,A)
 ‖Pr‖2
 √2(‖E‖2
 2 + ‖A‖22)≤ Θ ≤ 10π‖E‖2κd,2(E,A)
 ‖E‖22 + ‖A‖2
 2
 . (6.46)
 Proof. Let λ0 be a finite eigenvalue of the pencil λE−A and let v ∈ ImPr be an eigenvectorcorresponding to λ0. Then from the projected GDALE (6.45) we obtain that
 −‖v‖2 = −‖Prv‖2 = v∗(A∗HdA− E∗HdE)v = (|λ0| − 1)v∗E∗HdEv,
 and, hence,
 |λ0| = 1− ‖v‖2
 v∗E∗HdEv≤ 1− 1
 κd,2(E,A)=κd,2(E,A)− 1
 κd,2(E,A).
 The first estimate in (6.46) immediately follows from the inequalities
 κd,2(E,A) ≤ 1
 2π(‖E‖2
 2 + ‖A‖22)(‖Pr‖2
 2 + ‖I − Pr‖22)
 ∫ 2π
 0
 ‖(eiϕE − A)−1‖22dϕ
 ≤ 2(‖E‖22 + ‖A‖2
 2)‖Pr‖22Θ
 2.
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 On the other hand, we have
 κd,2(E,A)
 ‖E‖22 + ‖A‖2
 2
 = ‖Hd‖2 = max‖v‖=1
 (Hdv, v)
 ≥ 1
 2π
 ∫ 2π
 0
 v∗(eiϕE − A)−∗(P ∗
 r Pr + (I − Pr)∗(I − Pr)
 )(eiϕE − A)−1v dϕ
 =1
 2π
 ∫ 2π
 0
 (‖Pr(e
 iϕE − A)−1v‖2 + ‖(I − Pr)(eiϕE − A)−1v‖2
 )dϕ
 ≥ 1
 4π
 ∫ 2π
 0
 ‖(eiϕE − A)−1v‖2dϕ.
 Let 0 ≤ ϕ0 ≤ 2π be a point where the norm ‖(eiϕE − A)−1‖2 achieves its maximal value.It follows from the generalized resolvent equation (2.5) with λ = eiϕ and µ = eiϕ0 that theestimate
 ‖(eiϕE − A)−1‖2 ≤‖(eiϕ0E − A)−1‖2
 1− |ϕ− ϕ0|‖E‖2‖(eiϕ0E − A)−1‖2
 holds for all ϕ0 such that |ϕ − ϕ0|‖E‖2‖(eiϕ0E − A)−1‖2 < 1. Let v be the right singularvector of unit length corresponding to the largest singular value of the matrix (eiϕ0E−A)−1.Then ‖(eiϕ0E − A)−1v‖ = ‖(eiϕ0E − A)−1‖2 and
 ‖(eiϕE − A)−1v‖ ≥ ‖(eiϕ0E − A)−1v‖(1− |ϕ− ϕ0|‖E‖2‖(eiϕE − A)−1‖2)
 ≥ ‖(eiϕ0E − A)−1‖21− 2|ϕ− ϕ0|‖E‖2‖(eiϕ0E − A)−1‖2
 1− |ϕ− ϕ0|‖E‖2‖(eiϕ0E − A)−1‖2
 .
 Hence, for ψ = ‖E‖2‖(eiϕ0E − A)−1‖2, we have
 4π‖E‖22κd,2(E,A)
 ‖E‖22 + ‖A‖2
 2
 ≥
 ϕ0+ 12ψ∫
 ϕ0− 12ψ
 ψ2
 (1− 2|ϕ− ϕ0|ψ1− |ϕ− ϕ0|ψ
 )2
 dϕ = 2ψ(3− 4 ln 2) ≥ 2ψ
 5.
 Thus, the upper bound in (6.46) holds.
 The second estimate in (6.46) shows that the eigenvalues of the d-stable pencil λE−Aare separated from the unit circle by a distance not less than (‖E‖2+‖A‖2)/(10πκd,2(E,A)).Thus, the parameter κd,2(E,A) characterizes the absence of eigenvalues of λE −A on theunite circle as well as in a neighbourhood of it.
 Consider now a perturbed projected GDALE
 A∗XA− E∗XE = −P ∗r GPr + (I − Pr)
 ∗G(I − Pr),
 P ∗l X = XPl,
 (6.47)
 where Pr and Pl are the spectral projections onto the right and left finite deflating subspacesof the perturbed pencil λE − A = λ(E + ∆E)− (A+ ∆A). Note that small perturbationsin E and A can make the infinite eigenvalues of the pencil λE − A to be finite.
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 In this case the perturbation analysis for the projected GDALE (6.42) becomes difficult.In the sequel we will consider only perturbations that do not change the dimension of thedeflating subspaces of λE−A corresponding to the finite eigenvalues. The following lemmagives an error bound for the spectral projection Pr.
 Lemma 6.14. Let λE−A be a d-stable pencil and let λE− A be a perturbation of λE−Asuch that ‖E − E‖2 ≤ ε‖E‖2 and ‖A − A‖2 ≤ ε‖A‖2. Assume that the finite deflating
 subspaces of λE − A and λE − A have the same dimension. If
 20πεκd,2(E,A)(30πκd,2(E,A) + 1
 )< 1, (6.48)
 then the pencil λE − A is d-stable and we have the following estimate
 ‖Pr − Pr‖2 ≤ 20πεκd,2(E,A)(30πκd,2(E,A) + 1
 ). (6.49)
 Proof. It follows from the generalized resolvent equation (2.5) that
 (eiϕE−A)−1 = (eiϕE−A)−1−(eiϕE−A)−1(eiϕ(E − E)− (A− A)
 )(eiϕE−A)−1. (6.50)
 Using (6.46) we get
 ‖(eiϕE − A)−1‖2 ≤ ‖(eiϕE − A)−1‖2
 1− ε(‖E‖2 + ‖A‖2)‖(eiϕE − A)−1‖2
 ≤ 10π‖E‖2κd,2(E,A)
 (1− 20πεκd,2(E,A))(‖E‖22 + ‖A‖2
 2).
 (6.51)
 Thus, if λE − A is d-stable and 20πεκd,2(E,A) < 1, then the pencil λE − A has noeigenvalues on the unit circle.
 By Lemma 2.6 the spectral projection Pr onto the right finite deflating subspace of thed-stable pencil has the form
 Pr =1
 2π
 ∫ 2π
 0
 eiϕ(eiϕE − A)−1E dϕ,
 and the spectral projection onto the right deflating subspace of the pencil λE − A corres-ponding to the eigenvalues inside the unit circle is given by
 P =1
 2π
 ∫ 2π
 0
 eiϕ(eiϕE − A)−1E dϕ.
 From (6.46) and (6.50) we have
 ‖(eiϕE − A)−1 − (eiϕE − A)−1‖2 ≤ ε‖(eiϕE − A)−1‖22(‖E‖2 + ‖A‖2)
 1− ε(‖E‖2 + ‖A‖2)‖(eiϕE − A)−1‖2
 ≤ 2ε(10πκd,2(E,A))2
 (1− 20πεκd,2(E,A))‖E‖2
 .
 (6.52)
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 Therefore,
 ‖P − Pr‖2 =
 ∥∥∥∥ 1
 2π
 ∫ 2π
 0
 eiϕ((eiϕE − A)−1E − (eiϕE − A)−1E
 )dϕ
 ∥∥∥∥2
 ≤ 1
 2π
 ∫ 2π
 0
 (‖(eiϕE − A)−1 − (eiϕE − A)−1‖2‖E‖2 + ε‖(eiϕE − A)−1‖2‖E‖2
 )dϕ
 ≤ 10πεκd,2(E,A) (30πκd,2(E,A) + 1)
 1− 20πεκd,2(E,A).
 It follows from estimate (6.48) that ‖P − Pr‖2 < 1, and, hence, ImPr and Im P have
 the same dimension. In this case P = Pr is the spectral projection onto the right finitedeflating subspace of λE − A. Thus, λE − A is d-stable and bound (6.49) holds.
 The following theorem gives a relative error bound for the solution of the projectedGDALE (6.42).
 Theorem 6.15. Let λE − A be a d-stable pencil and let X be a solution of the projectedGDALE (6.42). Let perturbations in (6.47) satisfy ‖E−E‖2 ≤ ε‖E‖2, ‖A−A‖2 ≤ ε‖A‖2
 and ‖G−G‖2 ≤ ε‖G‖2. Assume that the right and left finite deflating subspaces of λE−Aand λE−A have the same dimension. If (6.48) is fulfilled, then then the perturbed projected
 GDALE (6.47) has a unique solution X and an error bound
 ‖X −X‖2 ≤εκd,2(E,A)(80πκd,2(E,A) + 1)(60πκd,2(E,A)(1 + 2‖Pr‖2) + ‖Pr‖2
 2)‖G‖2
 (1− 20πεκd,2(E,A))2(‖E‖22 + ‖A‖2
 2)(6.53)
 holds.
 Proof. It follows from Lemma 6.14 that the perturbed pencil λE − A is d-stable. Then byTheorem 4.39 the projected GDALE (6.47) has a unique solution X given by
 X =1
 2π
 ∫ 2π
 0
 (eiϕE − A)−∗(P ∗
 r GPr + (I − Pr)∗G(I − Pr)
 )(eiϕE − A)−1dϕ.
 The solution X of the projected GDALE (6.42) has the form (4.65) with ξ = 1, and, hence,
 X −X =1
 2π
 ∫ 2π
 0
 ((eiϕE − A)−∗D(eiϕE − A)−1 − (eiϕE − A)−∗D(eiϕE − A)−1
 )dϕ,
 where D = P ∗r GPr + (I − Pr)
 ∗G(I − Pr) and D = P ∗rGPr + (I − Pr)
 ∗G(I − Pr). Taking
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 into account estimates (6.51) and (6.52) we obtain
 ‖(eiϕE − A)−∗D(eiϕE − A)−1 − (eiϕE − A)−∗D(eiϕE − A)−1‖2
 ≤ ‖(eiϕE − A)−1 − (eiϕE − A)−1‖2‖D‖2
 (‖(eiϕE − A)−1‖2 + ‖(eiϕE − A)−1‖2
 )+‖(eiϕE − A)−1‖2
 2‖D −D‖2
 ≤ ‖D −D‖2 + 2ε(‖E‖2 + ‖A‖2)‖(eiϕE − A)−1‖2‖D‖2
 (1− ε(‖E‖2 + ‖A‖2)‖(eiϕE − A)−1‖2)2‖(eiϕE − A)−1‖2
 2
 ≤ ‖D −D‖2 + 40πε‖D‖2κd,2(E,A)
 (1− 20πεκd,2(E,A))2‖(eiϕE − A)−1‖2
 2.
 Using (6.48) and (6.49) we have
 ‖D −D‖2 ≤ 2(‖Pr − Pr‖2‖G‖2(‖Pr‖2 + ‖Pr‖2) + ‖G−G‖2‖Pr‖22
 ≤ 60πεκd,2(E,A)(30πεκd,2(E,A) + 1)‖G‖(1 + 2‖Pr‖2) + ε‖G‖2‖Pr‖22.
 Thus, bound (6.53) holds.
 Bound (6.53) shows that if ‖Pr‖2 and κd,2(E,A) are not too large, then the solutionof the perturbed projected GDALE (6.47) is a small perturbation of the solution of theprojected GDALE (6.42). A large ‖Pr‖2 implies that the right finite deflating subspace ofthe pencil λE − A is ill-conditioned, whereas a large condition number κd,2(E,A) impliesthat a finite eigenvalue of the d-stable pencil λE − A lies close to the unit circle.
 Thus, κd,2(E,A) can be used to estimate the sensitivity of the solution of the projectedGDALE (6.42) to perturbations in the data. To compute κd,2(E,A) we need to solvethe projected GDALE (6.45). The solution Hd of this equation can be calculated via thegeneralized Schur-Bartels-Stewart method or the generalized Schur-Hammarling methodspresented in Sections 5.1 and 5.2. Note that for the the projected GDALE (6.45) one canalso use the Malyshev algorithm [112, 113].
 From Theorem 6.15 we have the following perturbation bound for the spectral conditionnumber κd,2(E,A).
 Corollary 6.16. Under the assumptions of Theorem 6.15 we have the following relativeperturbation bound
 |κd,2(E, A)− κd,2(E,A)|κd,2(E,A)
 ≤ 60πεκd,2(E,A)((30πεκd,2(E,A) + 1)(1 + 2‖Pr‖2) + 1) + 3ε
 (1− 20πεκd,2(E,A))2.
 Proof. From the proof of Theorem 6.15 with G = G = I we obtain that
 ‖Hd −Hd‖2 ≤40πεκd,2(E,A)((30πεκd,2(E,A) + 1)(1 + 2‖Pr‖2) + 1)
 (1− 20πεκd,2(E,A))2‖Hd‖2,
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 where Hd is the solution of the perturbed GDALE (6.47) with G = I. In this case
 |κd,2(E, A) − κd,2(E,A)| =∣∣∣(‖E‖2
 2 + ‖A‖22)‖Hd‖2 + (‖E‖2
 2 + ‖A‖22)‖Hd‖2
 ∣∣∣≤∣∣∣(ε+ 1)2(‖E‖2
 2 + ‖A‖22)(‖Hd −Hd‖2 + ‖Hd‖2)− (‖E‖2
 2 + ‖A‖22)‖Hd‖2
 ∣∣∣≤(
 60πεκd,2(E,A)((30πεκd,2(E,A) + 1)(1 + 2‖Pr‖2) + 1) + 3ε
 (1− 20πεκd,2(E,A))2
 )κd,2(E,A).
 The following corollary gives a perturbation bound for the regular GDALE (4.43). It
 can be obtained from the proof of Theorem 6.15 with Pr = Pr = I or by applying thelinear operator perturbation theory [90] to (4.43) in the operator form Ld(X) = −G.
 Corollary 6.17. Consider the GDALE (4.43), where the pencil λE − A is d-stable andthe matrix E is nonsingular. Assume that perturbations in (6.18) satisfy ‖∆E‖2 ≤ ε‖E‖2,‖∆A‖2 ≤ ε‖A‖2 and ‖∆G‖2 ≤ ε‖G‖2. If
 ε (2 + ε)κd,2(E,A) < 1,
 then the perturbed GDALE (6.18) has a solution X and the relative error bound
 ‖X −X‖2
 ‖X‖2
 ≤ ε(3 + ε)κd,2(E,A)
 1− ε(2 + ε)κd,2(E,A)(6.54)
 holds.
 Let X be an approximate solution of the GDALE (4.43) and let Rd be a residual givenin (6.22). Then from Corollary 6.17 with ∆E = 0, ∆A = 0 and ∆G = Rd we have thefollowing forward error bound
 ‖X −X‖2
 ‖X‖2
 ≤ κd,2(E,A) ‖Rd‖2
 (‖E‖22 + ‖A‖2
 2)‖X‖2
 =: Estd,2.
 This bound implies that if the regular GDALE (4.43) is well-conditioned and the residualis small, then the approximate solution X is a small perturbation of the exact solution. Wesee that the spectral condition number κd,2(E,A) likewise the Frobenius norm conditionnumber κd,F (E,A) may be used to measure the sensitivity of the solution of the regularGDALE (4.43). Similar the continuous-time case, it can be shown that κd,2(E,A) doesnot differ more than a factor
 √n from κd,F (E,A). However, to compute the one-norm
 estimators for κd,F (E,A) we need to solve several generalized Lyapunov equations of theform A∗XA−E∗XE = −G and AXA∗−EXE∗ = −G, see [1, 75], whereas the computationof the spectral condition number κd,2(E,A) requires solving only one additional generalizedLyapunov equation A∗XA− E∗XE = −I.
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 6.5 Numerical examples
 In this section we present results of two sets of numerical experiments. The goal of thefirst set is to compare the spectral norm condition numbers and the Frobenius norm basedcondition numbers for regular generalized Lyapunov equations. In the second set we demon-strate the relevance of the spectral condition numbers proposed for projected generalizedLyapunov equations. Computations were carried out on IBM RS 6000 44P Modell 270with relative machine precision EPS ≈ 2.22 · 10−16.
 Example 6.18. [125] The matrices E and A are defined as
 E = In + 2−tUn,A = (1− 2−t)In − diag(1, 2, . . . , n)− UT
 n
 in the continuous-time case and
 E = 2−tIn + diag(1, 2, . . . , n) + UTn ,
 A = In + 2−tUn
 in the discrete-time case, where Un is the n× n strictly lower triangular matrix with unitentries below the main diagonal. Note that E is nonsingular. The matrix G is defined sothat a true solution X of the GCALE (4.9) or the GDALE (4.43) is a random matrix withentries uniformly distributed in (0, 100).
 We generated the generalized Lyapunov equations for a medium size n = 100 anddifferent values of the parameter t. To compute the solutions of the GCALE (4.9) andthe GDALE (4.43), the matrices Hc and Hd satisfying, respectively, (4.9) and (4.43) withG = I as well as the Frobenius norm based estimators for Sep−1
 c (E,A) and Sep−1d (E,A),
 we use the SLICOT library subroutine SG04AD [16].We compare the spectral condition numbers and the Frobenius norm based condition
 number in Figure 6.1 in the continuous-time case and in Figure 6.2 in the discrete-timecase. One can see that κc,2(E,A) is a factor 2-3 smaller than κc,F (E,A) and κd,2(E,A) is afactor 2-8 smaller than κd,F (E,A). Both problems become ill-conditioned as the parametert increases. Figures 6.3 and 6.4 show the relative errors in the spectral and Frobenius norms
 RERR2 =‖X −X‖2
 ‖X‖2
 , RERRF =‖X −X‖F
 ‖X‖F
 ,
 where X is an approximate solution of (4.9) or (4.43) computed by the generalized Bartels-Stewart method. As expected from the perturbation theory, the accuracy of X may getworse as the condition numbers are large, while the relative residuals
 RRESC2 =‖E∗XA+ A∗XE +G‖2
 2‖E‖2‖A‖2‖X‖2
 , RRESCF =‖E∗XA+ A∗XE +G‖F
 2‖E‖2‖A‖2‖X‖F
 in the continuous-time case (Figure 6.5) and
 RRESD2 =‖A∗XA− E∗XE +G‖2
 (‖E‖22 + ‖A‖2
 2)‖X‖2
 , RRESDF =‖A∗XA− E∗XE +G‖F
 (‖E‖22 + ‖A‖2
 2)‖X‖F
 in the discrete-time case (Figure 6.6), remain small.
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 The continuous-time case
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 Figure 6.1: κc,2(E,A) and κc,F (E,A)
 The discrete-time case
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 Figure 6.2: κd,2(E,A) and κd,F (E,A)
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 Figure 6.3: Relative errors in the solution
 0 5 10 15 20 25 30 3510−15
 10−14
 10−13
 10−12
 10−11
 10−10
 10−9
 10−8
 10−7
 10−6
 10−5
 t
 Rel
 ativ
 e E
 rror
 s
 RERR2RERRF
 Figure 6.4: Relative errors in the solution
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 Figure 6.5: Relative residuals RRESC2 andRRESCF
 0 5 10 15 20 25 30 35
 10−14.9
 10−14.8
 10−14.7
 10−14.6
 10−14.5
 10−14.4
 10−14.3
 10−14.2
 t
 Rel
 ativ
 e re
 sidu
 als
 RRESD2RRESDF
 Figure 6.6: Relative residuals RRESD2 andRRESDF
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 The continuous-time case
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 Figure 6.7: RERR/Estc,2 and RERR/Estc,F
 The discrete-time case
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 Figure 6.8: RERR/Estd,2 and RERR/Estd,F
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 Figure 6.9: CPU-time in seconds requiredfor computing κc,2(E,A) and κc,F (E,A)
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 Figure 6.10:CPU-time in seconds requiredfor computing κd,2(E,A) and κd,F (E,A)
 Figure 6.7 shows the ratios RERR2/Estc,2 and RERRF/Estc,F between the relative errorsand the computed residual based error estimates given by (6.17) and (6.41). An analogousresult for the discrete-time case is presented in Figure 6.8. We see that the estimates inthe spectral norm are sharper than the estimates in the Frobenius norm.
 Finally, in Figures 6.9 and 6.10 we compare the CPU-time (in seconds) obtained viathe LAPACK subroutine DSECND [1] that is required to compute the spectral norm andFrobenius norm condition numbers of the GCALE (4.9) and the GDALE (4.43) for thefixed parameter t = 5 and different sizes n ∈ 20, . . . , 500. We see that the computationof κc,2(E,A) and κd,2(E,A) is significantly faster especially for large problems than theestimators for κc,F (E,A) and κd,F (E,A). This is not surprising because to compute thespectral norm condition numbers we need to solve only one additional generalized Lyapunovequation, while computing the Frobenius norm based condition numbers requires solving
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 approximately five generalized Lyapunov equations.
 This numerical example shows that the spectral norm condition numbers and the Frobe-nius norm based condition numbers gives the similar information on the conditioning ofregular generalized Lyapunov equations. However, from the point of view of computationalcosts the first are superior.
 Example 6.19. Consider a family of projected GCALEs with
 E = V
 [I3 D(N3 − I3)0 N3
 ]UT , A = V
 [J (I3 − J)D0 I3
 ]UT ,
 G = U
 [G11 −G11D
 −DG11 DG11D
 ]UT ,
 where N3 is a nilpotent Jordan block of order 3,
 J = diag(−10−k, −2, −3× 10k), k ≥ 0,
 D = diag(10−q, 1, 10q), q ≥ 0,
 G11 = diag(2, 4, 6).
 The transformation matrices V and U are elementary reflections chosen as
 V = I6 −1
 3eeT , e = (1, 1, 1, 1, 1, 1)T ,
 U = I6 −1
 3ffT , f = (1,−1, 1,−1, 1,−1)T .
 (6.55)
 The exact solution of the projected GCALE (4.36) is given by
 X = V
 [X11 −X11D
 −DX11 DX11D
 ]V T (6.56)
 withX11 = diag(10k, 1, 10−k). The problem becomes ill-conditioned when k and q increase.
 To solve the projected GCALE (4.36) we use Algorithm 5.1.1. Computations wereperformed using MATLAB mex-functions based on the GUPTRI routine [41, 42] and theSLICOT routines SG04OD and SG03AD [16, 165].
 In Figures 6.11 and 6.12 we show the values of Dif−1u and κc,2(Ef , Af ) as functions of k
 and q. We see that the condition numbers of the generalized Sylvester equation (5.2) andthe regular GCALE (5.13) are independent of q and increase with k.
 In Figure 6.13 we show the values of ‖Hc‖2 and the condition number κc,2(E,A) of theprojected GCALE (4.36) for the same values of k and q. When k and q are increased, thecondition number κc,2(E,A) increases more quickly than ‖Hc‖2. Note that the projectedGCALE (4.36) may be ill-conditioned even if both the intermediate problems are well-conditioned.
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 Figure 6.11: Conditioning of the generali-zed Sylvester equation in Example 6.19
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 Figure 6.12: Conditioning of the regularGCALE
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 Figure 6.13: Conditioning of the projected GCALE
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 Figure 6.14: Relative error in the com-puted solution of the projected GCALE
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 Figure 6.15: Relative residual RRESC
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 Finally, Figure 6.14 shows the relative error RERR = ‖X −X‖2/‖X‖2, where X is thecomputed solution, and Figure 6.15 shows the relative residual
 RRESC =‖ET XA+ AT XE + P T
 r GPr‖2
 2‖E‖2‖A‖2‖X‖2
 ,
 where Pr is the computed projection onto the right deflating subspace of the pencil λE−Acorresponding to the finite eigenvalues. We see that the relative residual is small even forthe ill-conditioned problem. However, this does not imply that the relative error in thecomputed solution remains close to zero when the condition number κc,2(E,A) is large.
 The relative error in X increases as κc,2(E,A) grows.
 Example 6.20. Consider the projected GDALE (6.42) with
 E = V
 [I3 D(N3 − I3)0 N3
 ]UT , A = V
 [J1 DJ2 − J1D0 J2
 ]UT ,
 G = U
 [G11 −G11D
 −DG11 DG11D
 ]UT ,
 whereJ1 = diag(1− 10−k, 1/2, 0), k ≥ 0,
 J2 = diag(102q/3, 1, 10−2q/3), q ≥ 0,
 D = diag(10−q, 1, 10q),
 G11 = diag(2− 10−k, 3/4, 10−k),
 and U , V are given by (6.55). The exact solution of the projected GDALE (6.42) hasthe form (6.56) with X11 = diag(10k, 1, 10−k). An approximate solution X of (6.42) iscomputed using Algorithm 5.1.2.
 In Figures 6.16 we show the values of Dif−1u as functions of k and q. One can see that
 the generalized Sylvester equation (5.2) is well-conditioned for all k ∈ [0, 9] and q ∈ [0, 2.7].Figures 6.17 and 6.18 show the spectral condition numbers κd,2(Ef , Af ) and κd,2(Einf , Ainf )of the regular GDALE (5.20) and the regular GDALE (5.21). The condition number of(5.20) does not depend on q and increases with k, while the condition number of (5.21)grows with q and is independent of k.
 The spectral condition number κd,2(E,A) of the projected GDALE (6.42) is depictedin Figure 6.19. We see that equation (6.42) becomes ill-conditioned when k and q increase.
 The relative error RERR = ‖X −X‖2/‖X‖2 and the relative residual
 RRESD =‖AT XA− ET XE + P T
 r GPr − (I − Pr)TG(I − Pr)‖2
 (‖E‖22 + ‖A‖2
 2)‖X‖2
 are shown in Figure 6.20 and Figure 6.21, respectively. Here Pr is the computed projectiononto the right deflating subspace of λE − A corresponding to the finite eigenvalues. Wesee that even though the relative residual remains small, the accuracy in X may getworse for the large condition number κd,2(E,A). Moreover, the computed solution may beinaccurate, if one of intermediate problems is ill-conditioned.
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 Figure 6.16: Conditioning of the generali-zed Sylvester equation in Example 6.20
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 Figure 6.17: The spectral condition num-ber κd,2(Ef , Af )
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 Figure 6.18: The spectral condition num-ber κd,2(Einf , Ainf )
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 Figure 6.19: Conditioning of the projectedGDALE
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 Figure 6.20: Relative error in the com-puted solution of the projected GDALE
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 Figure 6.21: Relative residual RRESD
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Chapter 7
 Model reduction
 An important field of applications for projected generalized Lyapunov equations is themodel reduction of large scale descriptor systems that arise, for instance, from electri-cal circuit simulation and discretization of partial differential equations. The numericalmethods for solving large systems or real time controller design cannot be applied to suchsystems due their computational complexity and storage requirements. This motivates themodel order reduction that consists in the continuous-time case in an approximation of thedescriptor system
 E x(t) = Ax(t) +B u(t), x(0) = x0,y(t) = C x(t)
 (7.1)
 with E, A ∈ Rn,n, B ∈ Rn,m, C ∈ Rp,n by a reduced order system
 E ˙x(t) = A x(t) + B u(t), x(0) = x0,
 y(t) = C x(t),(7.2)
 where E, A ∈ R`,`, B ∈ R`,m, C ∈ Rp,` and ` n. Note that systems (7.1) and (7.2) havethe same input u(t). One requires for the approximate system (7.2) to preserve propertiesof the original system (7.1) like regularity and stability. Since the descriptor system (7.1)consists of differential equations that describe the dynamic behavior of the system as wellas algebraic equations characterizing a constraint manifold for the solution, it is natural torequire for the reduced order system to have the same algebraic constraints as the originalone. Clearly, it is also desirable that the approximation error is small. Moreover, thecomputation of the reduced order system should be numerically stable and efficient.
 There exist various model reduction approaches for standard state space systems suchas balanced truncation [102, 119, 129, 137, 156, 164], moment matching approximation[52, 68], singular perturbation approximation [94, 107] and optimal Hankel norm appro-ximation [58]. Surveys on system approximation and model reduction can be found in[4, 48]. One of the most effective and well studied model reduction techniques is balancedtruncation which is closely related to the controllability and observability Gramians. Thebalanced truncation method consists in transforming the state space system to a balancedform whose controllability and observability Gramians become diagonal and equal together
 123
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 with a truncation of states that are both difficult to reach and to observe. The diagonalelements of the transformed Gramians are known as the Hankel singular values of thedynamical system, and the truncated states correspond to the small Hankel singular values,see [119] for details. An important advantage of the balanced truncation approach is that ifthe original system is asymptotically stable then the reduced system is also asymptoticallystable. Moreover, a priory bounds on the approximation error can be derived [46, 58].
 In this chapter we generalize the Hankel singular values for descriptor systems andpresent an extension of known balanced truncation algorithms such as the square rootmethod [102, 156] and the balancing free square root method [164] to descriptor systems.
 7.1 Transfer function and realization
 Consider the Laplace transform of a function f(t), t ∈ R, given by
 f(s) = L[f(t)] =
 ∫ ∞
 0
 e−stf(t) dt,
 where s is a complex variable called frequency. A discussion of the convergence region off(s) in the complex plane and properties of the Laplace transform may be found in [43].If we take in (7.1) the Laplace transform, then we obtain that
 x(s) = (sE − A)−1Bu(s) + (sE − A)−1Ex(0), (7.3)
 y(s) = C(sE − A)−1Bu(s) + C(sE − A)−1Ex(0), (7.4)
 where x(s), u(s) and y(s) are the Laplace transforms of x(t), u(t) and y(t), respectively.A rational matrix-valued function
 G(s) := C(sE − A)−1B (7.5)
 is called the transfer function of the continuous-time descriptor system (7.1). We see in(7.4) that if Ex(0) = 0, then G(s) gives the relation between the Laplace transforms ofthe input u(t) and the output y(t). In other words, the transfer function G(s) describethe input-output behavior of system (7.1) in the frequency domain. The transfer functionG(s) is said to be c-stable if the matrix pencil λE−A is c-stable, i.e., all finite eigenvaluesof λE − A lie in the open left half-plane.
 If for any rational matrix-valued function G(s) there exist matrices E, A, B and C suchthat G(s) = C(sE − A)−1B, then system (7.1) with these matrices is called a realizationof G(s). We will also denote a realization of G(s) by G = [E, A, B, C ] or by
 G =
 [sE − A BC 0
 ].
 Note that the realization of G(s) is, in general, not unique [36].

Page 127
                        

7.1. TRANSFER FUNCTION AND REALIZATION 125
 Definition 7.1. Two realizations [E, A, B, C ] and [ E, A, B, C ] are restricted systemequivalent if there exist nonsingular matrices W and T such that
 E = W ET , A = W AT , B = W B, C = CT .
 A pair (W , T ) is called system equivalence transformation.
 The notion of the restricted system equivalence is in line with [134]. A characteris-tic quantity of system (7.1) is input-output invariant if it is preserved under a systemequivalence transformation. The transfer function G(s) is input-output invariant, since
 G(s) = C(sE − A)−1B = CT T−1(sE − A)−1W−1W B = C(sE − A)−1B.
 Definition 7.2. A transfer function G(s) is called proper if lims→∞
 G(s) < ∞. Otherwise,
 G(s) is improper. If lims→∞
 G(s) = 0, then G(s) is said to be strictly proper.
 Let the pencil λE − A be in Weierstrass canonical form (2.2) and let the matrices Band C be as in (3.3). Using the Laurent expansion (2.6) for the generalized resolvent(λE − A)−1, the transfer function G(s) can be written as
 G(s) = C1(sI − J)−1B1 + C2(sN − I)−1B2 = Gsp(s) + P(s),
 where
 Gsp(s) = C1(sI − J)−1B1 =∞∑
 k=1
 CFk−1Bs−k
 is the strictly proper part of G(s) and
 P(s) = C2(sN − I)−1B2 =ν−1∑k=0
 CF−k−1Bsk
 is the polynomial part of G(s). The proper part of G(s) is given by
 Gp(s) = C1(sI − J)−1B1 − C2B2 =∞∑
 k=0
 CFk−1Bs−k.
 The matrices Mk = CFk−1B are called the Markov parameters of system (7.1). Clearly,they are input-output invariants. The transfer function G(s) = Gp(s) is proper if and onlyif Mk = CFk−1B = 0 for k < 0. For example, if the pencil λE−A is of index at most one,then G(s) is proper. The transfer function G(s) = Gsp(s) is strictly proper if and only ifMk = CFk−1B = 0 for k ≤ 0.
 Other important results from the theory of rational functions and realization theorymay be found in [36, 79, 166].
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 7.2 Hankel singular values
 Assume that the pencil λE −A in the continuous-time descriptor system (7.1) is c-stable.Consider the controllability and observability Gramians of (7.1) introduced in Section 4.4.2.Similar to the state space systems [176], these Gramians can be used to define Hankelsingular values for system (7.1) that will play a significant role in the model reduction viabalanced truncation.
 Note that under a system equivalence transformation (W , T ) the proper and impropercontrollability Gramians Gcpc and Gcic of (7.1) are transformed to Gcpc = T−1GcpcT
 −T andGcic = T−1GcicT
 −T , respectively, whereas the proper and improper observability GramiansGcpo and Gcio are transformed to Gcpo = W−TGcpoW
 −1 and Gcio = W−TGcioW−1, respec-
 tively. Thus, the Gramians are not input-output invariants. However, we know that forstandard state space systems the spectrum of the product of the controllability and obser-vability Gramians does not change under the system equivalence transformation [176]. Forthe descriptor system (7.1), an analogous result holds for the matrices
 Φc,1 := GcpcETGcpoE,
 Φc,2 := EGcpcETGcpo,
 Φc,3 := GcpoEGcpcET ,
 Φc,4 := ETGcpoEGcpc.
 (7.6)
 Indeed, under a system equivalence transformation (W , T ) these matrices are transformedto
 GcpcET GcpoE = TGcpcE
 TGcpoET−1,
 EGcpcET Gcpo = W−1EGcpcE
 TGcpoW ,
 GcpoEGcpcET = W TGcpoEGcpcE
 T W−T ,
 ET GcpoEGcpc = T−TETGcpoEGcpcTT ,
 and, hence, the eigenvalues of Φc,q are input-output invariants. Moreover, we can provethat the matrices Φc,q, q = 1, . . . , 4, have the same spectrum.
 Lemma 7.3. Let λE −A be c-stable. Then the matrices Φc,q, q = 1, . . . , 4, given in (7.6)are diagonalizable and have the same eigenvalues that are real and non-negative.
 Proof. It follows from (4.85) and (4.86) that the matrices Gcpc and ETGcpoE are symmetricand positive semidefinite. In this case there exists a nonsingular matrix T such that
 TGcpcTT =
 Σ1 0
 Σ2
 00 0
 , T−TETGcpoET−1 =
 Σ1 0
 0Σ3
 0 0
 ,where Σ1, Σ2 and Σ3 are diagonal matrices with positive diagonal elements [176, p.76].Then we get
 TΦc,1T−1 = TGcpcE
 TGcpoET−1 =
 [Σ2
 1 00 0
 ]= T−TETGcpoET
 T = T−T Φc,4TT ,
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 i.e., the matrices Φc,1 and Φc,4 are similar to the same diagonal positive semidefinite matrix.Moreover, we have ΦT
 c,1 = Φc,4. Analogously, it can be shown that ΦTc,2 = Φc,3 and the
 matrices Φc,2, Φc,3 are diagonalizable and have the same eigenvalues that are real andnon-negative.
 We will now show that the matrices Φc,1 and Φc,2 have the same non-zero eigenvalues.Let λ 6= 0 be an eigenvalue of Φc,1 and let v 6= 0 be a corresponding eigenvector. We haveΦc,1v = GcpcE
 TGcpoEv = λv 6= 0. Then Ev 6= 0 and Φc,2(Ev) = EGcpcETGcpo(Ev) = λEv,
 that is, Ev is an eigenvector of Φc,2 corresponding to the eigenvalue λ.
 A similar result is valid for the matrices
 Ψc,1 := GcicATGcioA,
 Ψc,2 := AGcicATGcio,
 Ψc,3 := GcioAGcicAT ,
 Ψc,4 := ATGcioAGcic.
 (7.7)
 Lemma 7.4. The matrices Ψc,q, q = 1, . . . , 4, given in (7.7) are diagonalizable and havethe same eigenvalues. These eigenvalues are real and non-negative.
 The matrices Φc,q and Ψc,q play the same role for descriptor systems as the product ofthe controllability and observability Gramians for standard state space systems [58].
 Definition 7.5. Let λE − A be a c-stable pencil and let nf and n∞ be the dimensionsof the deflating subspaces of λE − A corresponding to the finite and infinite eigenvalues,respectively. The square roots of the nf largest eigenvalues of the matrix Φc,1 denoted byςj, are called the proper Hankel singular values of the continuous-time descriptor system(7.1). The square roots of the n∞ largest eigenvalues of the matrix Ψc,1 denoted by ϑj, arecalled the improper Hankel singular values of system (7.1).
 The proper and improper Hankel singular values together form the set of the Hankelsingular values of the continuous-time descriptor system (7.1). They are input-outputinvariants of system (7.1). For E = I, the proper Hankel singular values are the classicalHankel singular values of the standard state space system [58].
 Since the proper and improper controllability and observability Gramians are symmetricand positive semidefinite, there exist Cholesky factorizations
 Gcpc = RpRTp , Gcpo = LT
 pLp,
 Gcic = RiRTi , Gcio = LT
 i Li,(7.8)
 where the matrices Rp, Lp, Ri, Li ∈ Rn,n are Cholesky factors [99]. The following lemmagives a connection between the proper and improper Hankel singular values and the stan-dard singular values of the matrices LpERp and LiARi.
 Lemma 7.6. Assume that the descriptor system (7.1) is c-stable. Consider the Choleskyfactorizations (7.8) of the Gramians of (7.1). Then the proper Hankel singular values arethe nf largest singular values of the matrix LpERp, while the improper Hankel singularvalues are the n∞ largest singular values of the matrix LiARi.
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 Proof. We have
 ς2j = λj(GcpcETGcpoE) = λj(RpR
 TpE
 TLTpLpE) = λj(R
 TpE
 TLTpLpERp) = σ2
 j (LpERp),
 ϑ2j = λj(GcicA
 TGcioA) = λj(RiRTi A
 TLTi LiA) = λj(R
 Ti A
 TLTi LiARi) = σ2
 j (LiARi),
 where λj(·) and σj(·) denote the eigenvalues and the singular values of a matrix ordereddecreasingly.
 As a consequence of Corollaries 4.55, 4.56, 4.58 and Lemma 7.6 we obtain the followingresult.
 Corollary 7.7. Consider the descriptor system (7.1). Assume that λE − A is c-stable.
 1. System (7.1) is R-controllable and R-observable if and only if all its proper Hankelsingular values are non-zero.
 2. System (7.1) is I-controllable and I-observable if all its improper Hankel singularvalues are non-zero.
 3. System (7.1) is S-controllable and S-observable if all its Hankel singular values arenon-zero.
 4. System (7.1) is C-controllable and C-observable if and only if all its Hankel singularvalues are non-zero.
 The following example shows that the condition for system (7.1) to be I-controllableand I-observable does not imply that all the improper Hankel singular values of (7.1) arenon-zero.
 Example 7.8. The descriptor system (7.1) with
 E =
 [1 00 0
 ], A =
 [−1 00 1
 ], B =
 [20
 ], C = [ 2, 1 ]
 is I-controllable and I-observable. The improper controllability and observability Gramianshave the form
 Gcic =
 [0 00 0
 ], Gcio =
 [0 00 1
 ],
 and, hence, the improper Hankel singular value is ϑ = 0.
 The same example can be used to demonstrate that the S-controllable and S-observabledescriptor system may have zero Hankel singular values.
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 7.3 Balancing of descriptor systems
 As mentioned above, for a given transfer function G(s), there are many different realiza-tions. Here we are interesting only in particular realizations that are most useful in themodel reduction.
 Definition 7.9. A realization [E,A,B,C ] of the transfer function G(s) is called R-mini-mal if the triplet (E,A,B) is R-controllable and the triplet (E,A,C) is R-observable.
 Definition 7.10. A realization [E,A,B,C ] of the c-stable transfer function G(s) is calledproper balanced if the proper controllability and observability Gramians Gcpc and Gcpo areequal and diagonal.
 We will show that for a R-minimal realization [E,A,B,C ] of the c-stable transferfunction G(s), there exists a system equivalence transformation (W T
 b , Tb) such that therealization
 [W Tb ETb, W
 Tb ATb, W
 Tb B, CTb ] (7.9)
 is proper balanced.Consider the Cholesky factors Rp and Lp of the proper controllability and observability
 Gramians as in (7.8). If (E,A,B) is R-controllable and (E,A,C) is R-observable, then byCorollary 4.58 we have rank(Gcpc) = rank(Gcpo) = nf . Compute the QR decompositions
 RTp = Qc
 [RT
 0
 ], Lp = Qo
 [L0
 ],
 where Qc, Qo are orthogonal and RT , L ∈ Rnf ,n have full rank. Then Gcpc = RpRTp = RRT ,
 Gcpo = LTpLp = LTL and ςj = σj(LER). It follows from Corollary 7.7 that the matrix
 LER ∈ Rnf ,nf is nonsingular. Let
 LER = UfΣVTf (7.10)
 be a singular value decomposition of LER, where Uf and Vf are orthogonal matrices andΣ = diag(ς1, . . . , ςnf ) is nonsingular. Consider the matrices
 Wb =[LTUfΣ
 −1/2, W∞], W ′
 b =[ERVfΣ
 −1/2, W ′∞]
 (7.11)
 andTb =
 [RVfΣ
 −1/2, T∞], T ′b =
 [ETLTUfΣ
 −1/2, T ′∞]. (7.12)
 Here the columns of matrices W∞ and T∞ span, respectively, the left and right deflatingsubspaces of the pencil λE−A corresponding to the infinite eigenvalues, and matrices W ′
 ∞and T ′∞ satisfy W T
 ∞W′∞ = (T ′∞)TT∞ = In∞ . Clearly, for Pr and Pl as in (2.3), we have
 I − Pr = T∞(T ′∞)T and I − Pl = W ′∞W
 T∞. Since
 (I − Pr)RRT (I − Pr)
 T = (I − Pr)Gcpc(I − Pr)T = 0,
 (I − Pl)TLTL(I − Pl) = (I − Pl)
 TGcpo(I − Pl) = 0,
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 we obtain that
 RTT ′∞ = 0 and LW ′∞ = 0. (7.13)
 Then
 (T ′b)TTb =
 [Σ−1/2UT
 f LERVfΣ−1/2 Σ−1/2UT
 f LET∞(T ′∞)TRVfΣ
 −1/2 (T ′∞)TT∞
 ]= In,
 i.e., the matrices Tb and T ′b are nonsingular and (T ′b)T = T−1
 b . Similarly, we can show thatthe matrices Wb and W ′
 b are also nonsingular and (W ′b)
 T = W−1b .
 Using (7.10)-(7.13), we obtain that the proper controllability and observability Gra-mians of the transformed system (7.9) have the form
 T−1b GcpcT
 −Tb =
 [Σ 00 0
 ]= W−1
 b GcpoW−Tb ,
 where Σ = diag(ς1, . . . , ςnf ) with the proper Hankel singular values ςj. Thus, (W Tb , Tb)
 with Wb and Tb as in (7.11) and (7.12), respectively, is the balancing transformation andrealization (7.9) is proper balanced.
 Just as for standard state space systems [58, 119], the balancing transformation fordescriptor systems is not unique.
 Remark 7.11. Note that the pencil λEb − Ab = W Tb (λE − A)Tb is in Weierstrass-like
 canonical form. Indeed, from (7.10)-(7.12) we have
 Eb =
 [Σ−1/2UTLERV Σ−1/2 Σ−1/2UTLET∞
 W T∞ERV Σ−1/2 W T
 ∞ET∞
 ]=
 [Inf 00 E∞
 ],
 Ab =
 [Σ−1/2UTLARV Σ−1/2 Σ−1/2UTLAT∞
 W T∞ARV Σ−1/2 W T
 ∞AT∞
 ]=
 [A1 00 A∞
 ],
 where A1 = Σ−1/2UTLARV Σ−1/2, E∞ = W T∞ET∞ is nilpotent and A∞ = W T
 ∞AT∞ isnonsingular. Clearly, the pencil λEb − Ab is regular, c-stable and has the same index asλE − A.
 7.4 Balanced truncation
 In the previous section we have considered a reduction of an R-minimal realization toproper balanced form. However, computing the proper balanced realization may be ill-conditioned as soon as Σ in (7.10) has small singular values. In addition, if the realizationis not R-minimal, then the matrix Σ is singular. In the similar situation for standardstate space systems one performs a model reduction by truncating the state componentscorresponding to the zero and small Hankel singular values without significant changesof the system properties, see, e.g., [119, 156]. This procedure is known as projection ofdynamics or balanced truncation. It can also be applied to the descriptor system (7.1).
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 The proper controllability and observability Gramians can be used to describe thefuture output energy
 Ey :=
 ∫ ∞
 0
 yT (t)y(t) dt
 and the minimal past proper input energy
 Eu := minu∈Lm2 (R−)
 ∫ 0
 −∞uT (t)u(t) dt (7.14)
 that is needed to reach from x(−∞) = 0 the state x(0) = x0 ∈ ImPr. Here R− = (−∞, 0)and Lm
 2 (R−) is the Hilbert space of all square integrable functions f : R −→ Rm such thatf(t) = 0 for t ≥ 0.
 Theorem 7.12. Consider a descriptor system (7.1) that is c-stable and R-minimal. LetGcpc and Gcpo be the proper controllability and observability Gramians of (7.1). If x0 ∈ ImPr
 and u(t) = 0 for t ≥ 0, thenEy = (x0)TETGcpoEx
 0.
 Moreover, for uopt(t) = BTF(−t)G−cpcx0, we have
 Euopt = (x0)TG−cpcx0,
 where G−cpc is the unique solution of
 GcpcG−cpcGcpc = Gcpc,
 P Tr G−cpcPr = G−cpc.
 (7.15)
 Proof. System (7.1) with x0 ∈ ImPr and u(t) = 0 for t ≥ 0 has a unique solution given byx(t) = F(t)Ex0. Then y(t) = CF(t)Ex0 for t ≥ 0 and, hence,
 Ey =
 ∫ ∞
 0
 yT (t)y(t) dt =
 ∫ ∞
 0
 (x0)TETFT (t)CTCF(t)Ex0 dt = (x0)TETGcpoEx0.
 Consider now the minimization problem (7.14) subject to the constraint for the initialconditions
 x0 =
 ∫ 0
 −∞F(−t)Bu(t) dt. (7.16)
 Let µ ∈ Rn be a Lagrange multiplier vector and let
 L(u(t), µ) =
 ∫ 0
 −∞uT (t)u(t) dt+ µT
 (x0 −
 ∫ 0
 −∞F(−t)Bu(t) dt
 )be the Lagrange function. For any variations ∆u(t) and ∆µ we have that
 ∆L(u(t), µ) = 2
 ∫ 0
 −∞uT (t)∆u(t) dt− µT
 ∫ 0
 −∞F(−t)B∆u(t) dt
 + ∆µT
 (x0 −
 ∫ 0
 −∞F(−t)Bu(t) dt
 )= 0
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 if and only if (7.16) holds and
 uT (t) =1
 2µTF(−t)B =
 1
 2µTPrF(−t)B. (7.17)
 Substitution of (7.17) in (7.16) gives
 x0 =1
 2
 ∫ 0
 −∞F(−t)BBTFT (−t)µ dt =
 1
 2
 ∫ ∞
 0
 F(t)BBTFT (t)µ dt =1
 2Gcpcµ. (7.18)
 Using (2.2) and (3.3) we obtain from the projected GCALE (4.42) that the proper control-lability Gramian Gcpc has the form
 Gcpc = T−1
 [G1 00 0
 ]T−T , (7.19)
 where G1 is a unique symmetric solution of the Lyapunov equation JG1+G1JT = −B1B
 T1 .
 Since (E,A,B) is R-controllable, the matrix G1 is positive definite. In this case equation(7.15) has a unique solution G−cpc given by
 G−cpc = T T
 [G−1
 1 00 0
 ]T. (7.20)
 It follows from (7.18) that 2G−cpcx0 = G−cpcGcpcµ = P T
 r µ. Hence, for the optimal input
 uopt(t) = BTFT (−t)G−cpcx0,
 we have that
 Euopt =
 ∫ 0
 −∞uT
 opt(t)uopt(t) dt =
 ∫ 0
 −∞(x0)T (G−cpc)
 TF(−t)BBTFT (−t)G−cpcx0 dt
 = (x0)T (G−cpc)T
 (∫ ∞
 0
 F(t)BBTFT (t) dt
 )G−cpcx
 0 = (x0)TG−cpcx0.
 Remark 7.13. Using (7.19) and (7.20) we obtain the relationships
 GcpcG−cpc = Pr, G−cpcGcpc = P Tr , G−cpcGcpcG−cpc = G−cpc.
 The latter together with the first equation in (7.15) implies that G−cpc is a (1, 2)-pseudo-inverse of Gcpc, see [32]. The second equation in (7.15) provides the uniqueness of G−cpc.However, if P T
 r = Pr, then G−cpc is the Moore-Penrose inverse [32] of Gcpc.
 Theorem 7.12 shows that a large input energy Eu is required to reach from x(−∞) = 0any state x(0) = Prx
 0 which lies in an invariant subspace of the proper controllabilityGramian Gcpc corresponding to its small non-zero eigenvalues. Moreover, if x0 is contained
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 in an invariant subspace of the matrix ETGcpoE corresponding to its small non-zero eigen-values, then the initial value x(0) = Prx
 0 has a small effect on the output energy Ey. Forthe proper balanced system, Gcpc and ETGcpoE are diagonal and equal. In this case thestates related to the small proper Hankel singular values are less important from the energypoint of view and they may be truncated without change system properties significantly.
 Let [E,A,B,C ] be a realization (not necessarily R-minimal) of the c-stable transferfunction G(s). Consider the full rank factorizations Gcpc = RTR and Gcpo = LLT , wherethe matrices R ∈ Rn,rc , LT ∈ Rn,ro have full column rank and rc = rank(Gcpc) ≤ nf ,ro = rank(Gcpo) ≤ nf . Let
 LER = [U1, U0 ]
 [Σ1 00 Σ0
 ][V1, V0 ]T (7.21)
 be an ”economy size” singular value decomposition of LER ∈ Rro,rc , where [U1, U0 ] ∈ Rro,r
 and [V1, V0 ] ∈ Rrc,r have orthogonal columns,
 Σ1 = diag(ς1, . . . , ς`f ) and Σ0 = diag(ς`f+1, . . . , ςr)
 with ς1 ≥ ς2 ≥ . . . ≥ ς`f ς`f+1 ≥ . . . ≥ ςr > 0 and r = rank(GcpcETGcpoE) ≤ min(rc, ro).
 Then the reduced order realization can be computed as[sE − A B
 C 0
 ]=
 [W T
 ` (sE − A)T` W T` B
 CT` 0
 ], (7.22)
 where
 W` =[LTU1Σ
 −1/21 , W∞
 ]∈ Rn,`, T` =
 [RV1Σ
 −1/21 , T∞
 ]∈ Rn,` (7.23)
 and ` = `f +n∞. Here W∞ and T∞ form the bases of the left and right deflating subspaces,respectively, corresponding to the infinite eigenvalues of λE − A.
 Note that computing the reduced order descriptor system can be interpreted as per-forming a system equivalence transformation (W , T ) such that
 [W (sE − A)T WB
 CT 0
 ]=
 sEf − Af 0 Bf
 0 sE∞ − A∞ B∞Cf C∞ 0
 ,where the pencil λEf−Af has only finite eigenvalues, while all eigenvalues of λE∞−A∞ areinfinite, and then reducing the order of the subsystem [Ef , Af , Bf , Cf ] with nonsingularEf . Clearly, the reduced order system (7.22) is c-stable, R-minimal and proper balanced.Choosing `f in (7.21) as a maximal integer such that ς`f > 0, this procedure can be usedto compute the R-minimal realization of the transfer function G(s) = C(sE−A)−1B. Thedescribed decoupling of system matrices is equivalent to the additive decomposition of thetransfer function as G(s) = Gp(s)+P(s), where Gp(s) = Cf (sEf −Af )
 −1Bf is the properpart and P(s) = C∞(sE∞−A∞)−1B∞ is the polynomial part of G(s). The transfer function
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 of the reduced system has the form G(s) = Gp(s)+P(s), where Gp(s) = Cf (sEf−Af )−1Bf
 is the reduced subsystem. In this case the difference G(s) − G(s) = Gp(s) − Gp(s) is aproper rational function, and we have the following upper bound on the H∞-norm of theerror system
 ‖G− G‖H∞ := supω∈R
 ‖G(iω)− G(iω)‖2 ≤ 2(ς`f+1 + . . .+ ςnf ) (7.24)
 that has been derived in [46, 58]. Thus, if we remove the states corresponding to smallproper Hankel singular values, then the approximation error is small and the reduced ordersystem is a good approximation to (7.1) in the H∞-norm.
 7.5 Numerical algorithms
 To reduce the order of the descriptor system (7.1) we have to compute the full rank factorsL and R of the proper observability and controllability Gramians that satisfy the projectedgeneralized Lyapunov equations (4.39) and (4.42), respectively. We also need the matricesW∞ and T∞, whose columns span the left and right infinite deflating subspaces of the pencilλE−A. The projected generalized Lyapunov equations (4.39) and (4.42) can be solved forthe full rank factors via the generalized Schur-Hammarling method, see Algorithms 5.2.1and 5.2.2. Simultaneously, this method produces the matrices W∞ and T∞. Indeed, if thepencil λE − A is reduced to the GUPTRI form (2.4), then W∞ and T∞ are computed as
 W∞ = V
 [0In∞
 ]and T∞ = U
 [YIn∞
 ], (7.25)
 where Y satisfy the generalized Sylvester equation (5.2).The following algorithm is a generalization of the square root balanced truncation method
 [102, 156] for the descriptor system (7.1).
 Algorithm 7.5.1. Generalized Square Root (GSR) method.Input: A realization [E, A, B, C ] such that λE − A is c-stable.
 Output: A reduced order system [ E, A, B, C ].Step 1. Use Algorithms 5.2.1 and 5.2.2 to compute the full rank factors L and R of theproper observability and controllability Gramians Gcpo = LTL and Gcpc = RRT as well asthe matrices W∞ and T∞ given in (7.25).Step 2. Compute the ”economy size” singular value decomposition (7.21).
 Step 3. Compute the matrices W` = [LTU1Σ−1/21 , W∞ ] and T` = [RV1Σ
 −1/21 , T∞ ].
 Step 4. Compute the reduced order system [E, A, B, C]=[W T` ET`, W
 T` AT`, W
 T` B, CT` ].
 If the original system (7.1) is highly unbalanced, then the matrices W` and T` are ill-conditioned. To avoid accuracy loss in the reduced system, a square root balancing freemethod has been proposed for standard state space systems in [164]. This approach canbe generalized for descriptor systems as follows.
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 Algorithm 7.5.2. Generalized Square Root Balancing Free (GSRBF) method.Input: A realization [E, A, B, C ] such that λE − A is c-stable.
 Output: A reduced order system [ E, A, B, C ].Step 1. Use Algorithms 5.2.1 and 5.2.2 to compute the full rank factors L and R of theproper observability and controllability Gramians Gcpo = LTL and Gcpc = RRT as well asthe matrices W∞ and T∞ given in (7.25).Step 2. Compute the ”economy size” singular value decomposition (7.21).Step 3. Compute the ”economy size” QR decompositions
 RV1 = QRR0, LTU1 = QLL0,
 where QR, QL ∈ Rn,`f have orthogonal columns and R0, L0 ∈ R`f ,`f are upper triangular,nonsingular.Step 4. Compute the reduced order system [E, A, B, C]=[W T
 ` ET`, WT` AT`, W
 T` B, CT` ],
 where W` = [QL, W∞ ] and T` = [QR, T∞ ].
 The GSR and GSRBF methods are mathematically equivalent in the sense that theydeliver a reduced system with the same transfer function. But the matrices W` and T`
 computed by the GSRBF method are often significantly better conditioned than thosecomputed via the GSR method.
 Remark 7.14. In fact, we do not need to compute the full rank Cholesky factors Rand L and the matrices W∞ and T∞. From (2.4) and (7.25) we have W T
 ∞ET∞ = E∞,W T
 ∞AT∞ = A∞, W T∞B = B∞ and CT∞ = CfY + C2 = C∞. Moreover, it follows from
 (2.4), (5.26) and (5.29) that LER = L1EfR1. Thus, computation of the proper Hankelsingular values in Step 2 of Algorithms 7.5.1 and 7.5.2 can be performed working onlywith the matrices L1, Ef and R1. This reduces the computational cost and the memoryrequirement. Note that the singular value decomposition of L1EfR1 may be computedwithout forming this product explicitly, see [66] for details.
 7.6 Numerical examples
 In this section we consider numerical examples to illustrate the reliability of the proposedmodel reduction methods for descriptor systems. All of the following results were obtainedon an IBM RS 6000 44P Model 270 with relative machine precision ε = 2.22× 10−16 usingMATLAB mex-functions based on the GUPTRI routine [41, 42] and the SLICOT libraryroutines SB04OD and SG03BD [16, 165].
 Example 7.15. Consider the holonomically constrained planar model of a truck [138].The linearized equation of motion has the form
 p(t) = v(t),M v(t) = Kp(t) +Dv(t)−GT λ(t) +B2u(t),
 0 = Gp(t),(7.26)
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 Figure 7.1: Proper Hankel singular values of the linearized truck model
 where p(t) ∈ R11 is the position vector, v(t) ∈ R11 is the velocity vector, λ(t) ∈ R is theLagrange multiplier, M is the positive definite mass matrix, K is the stiffness matrix, Dis the damping matrix, G is the constraint matrix and B2 is the input matrix. System(7.26) together with the output equation y(t) = p(t) forms a descriptor system of ordern = 23 with m = 1 input and p = 11 outputs. The dimension of the deflating subspacecorresponding to the finite eigenvalues is nf = 20.
 Figure 7.1 shows the proper Hankel singular values ςj. We approximate system (7.26)by a model of order ` = 5. Figure 7.2 illustrates how accurate the reduced order modelapproximates the original one. We display the amplitude Bode plot of the error systemcomputed as ‖G(iω) − G(iω)‖2 for a frequency range ω ∈ [1, 103]. Comparison of thiserror with the upper bound 2(ς3 + . . . + ς20) = 1.69 × 10−5 shows that the error estimate(7.24) is tight. Note that the Bode plots of the original and reduced systems, that is, the
 spectral norms of the frequency responses G(iω) and G(iω) are not presented, since theywere impossible to distinguish.
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 Figure 7.2: Bode plot of the error system for the linearized truck model
 Example 7.16. Consider the two dimensional instationary Stokes equation describing theflow of an incompressible fluid
 ∂v
 ∂t= ∆v −∇ρ+ f, (x, t) ∈ Ω× (0, tf ),
 0 = ∇ · v, (x, t) ∈ Ω× (0, tf ),
 with appropriate initial and boundary conditions. Here v(t, x) ∈ R2 is the velocity vector,ρ(t, x) ∈ R is the pressure, f(t, x) ∈ R2 is the vector of external forces and Ω = [0, 1]×[0, 1].Using a finite volume semidiscretization method on an uniform staggered grid [19, 170],we obtain the descriptor system
 v(t) = A11v(t) + A12ρ(t) +B1u(t),0 = AT
 12v(t),(7.27)
 with the output equation y(t) = C2ρ(t). Here v(t) ∈ Rnv is the semidiscretized vectorof velocities, ρ(t) ∈ Rnρ is the semidiscretized vector of pressures, A11 = AT
 11 ∈ Rnv,nv
 is the discretized Laplace operator, A12 ∈ Rnv,nρ is the discretized gradient operator,B1 ∈ Rnv,m is the input matrix resulting from boundary conditions and f(t, x) with di-mensions nv = 480, nρ = 255, m = 64 and p = 15. The matrix A12 has full columnrank. In this case system (7.27) is of index 2 and the dimension of the dynamic part isnf = nv − nρ = 225.
 Figure 7.3 shows the proper Hankel singular values of system (7.27). We see that theproper Hankel singular values decay sufficiently fast. The dynamic part of (7.27) has beenapproximated by a system of order `f = 10. The reduced order model is of order ` = 520
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 Figure 7.3: Proper Hankel singular values of the semidiscretized Stokes equation
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 Figure 7.4: Bode plots of the original system and the reduced order system for the semidis-cretized Stokes equation
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 Figure 7.5: Bode plot of the error system for the semidiscretized Stokes equation
 and has the form˙v(t) = A11v(t) + A12ρ(t) + B1u(t),
 0 = A21v(t).(7.28)
 One can see that the structure of (7.27) is preserved, but system (7.28) is no moresymmetric. The latter is due to the transformation matrices W` and T` given in (7.23)include the full rank factors L and R of the solutions of the projected Lyapunov equations(4.39) and (4.42) that are not equal. However, if the output matrix C is the transpose ofthe input matrix B, then W T
 ` = T` and the reduced order system will be symmetric.In Figure 7.4 we compare the spectral norms of the frequency responses of the original
 system G(iω) and the reduced order system G(iω) for a frequency rang ω ∈ [10−1, 104].One can see that the full order system is approximated the reduced order system quitewell. The Bode plot of the error systems is presented in Figure 7.5.
 Remark 7.17. As Example 7.16 shows, the dimension of the deflating subspaces of thepencil corresponding to the infinite eigenvalues may be much larger than the dimension ofthe deflating subspaces corresponding to the finite eigenvalues. In this case the algebraicpart of the descriptor system is much larger than the dynamic one. It is interesting, whetherthe order of the algebraic part can be reduced? Formally, we can transform the descriptorsystem such that the improper controllability and observability Gramians become diagonaland equal. Their diagonal elements are exactly the improper Hankel singular values. Whathappens if we truncate the states corresponding to small improper Hankel singular values.Is it possible to obtain an error estimate? These questions remain open.
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Chapter 8
 Conclusions
 In this thesis we have presented the theoretical analysis, numerical solution and perturba-tion theory for generalized continuous-time and discrete-time Lyapunov equations.
 The stability analysis for continuous-time and discrete-time singular systems has beenconsidered. It is known that the singular system is asymptotically stable if and only ifall the finite eigenvalues of the associated pencil lie in the open left half-plane in thecontinuous-time case and inside the unit circle in the discrete-time case [36, 123]. Wehave introduced numerical parameters that estimate the asymptotical decay of solutionsof singular systems. These parameters can be used to characterize the property of matrixpencils to have all the finite eigenvalues in the open left half-plane or inside the unit circlewithout explicitly computing eigenvalues.
 An important role in stability theory as well as in many control problems for descriptorsystems play generalized Lyapunov equations. We have presented solvability and unique-ness theorems for these equations with a general right-hand side −G. However, somedifficulties arise if one of the coefficient matrices in the continuous-time case and boththe coefficient matrices in the discrete-time case are singular. Such equations may be notsolvable and even if solution exists, it is not unique.
 In the case of singular E we have studied generalized Lyapunov equations with a specialright-hand side −E∗GE. For such equations, a generalization of classical Lyapunov stabil-ity theorems turned out to be only for pencils of index at most two in the continuous-timecase and of index at most one in the discrete-time case.
 Further, we have considered projected generalized Lyapunov equations obtained viaprojection in an appropriate way of the right hand-side and the solution onto the rightand left deflating subspaces of the pencil corresponding to the finite eigenvalues. For suchequations, necessary and sufficient conditions for existence and uniqueness of solutionshave been derived. These conditions are independent of the index of matrix pencils. Wehave shown that projected generalized Lyapunov equations can be used to characterizethe asymptotic stability of singular systems as well as controllability and observabilityproperties of descriptor systems. Moreover, these equations are useful to generalize matrixinertia theorems to matrix pencils. Finally, we have seen that the controllability andobservability Gramians of descriptor systems introduced in [11] can be computed by solving
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 projected generalized Lyapunov equations.Even though the numerical solution of standard Lyapunov equations has been the
 subject of intense research in many years, e.g. [9, 64, 72, 80, 127, 136], there are not manycontributions to numerical methods for generalized Lyapunov equations [17, 55, 117, 125].In this thesis we have proposed generalizations of the Bartels-Stewart and Hammarlingmethods for projected generalized Lyapunov equations and studied their numerical pro-perties and complexity. A disadvantage of both methods is that they cost O(n3) becausethe computation of the GUPTRI form of a pencil is required. As a consequence, thesemethods can be used only for problems of small and medium size. Moreover, they do notmake use the sparsity of coefficient matrices.
 Large scale dense regular generalized Lyapunov equations can be solved via the matrixsign function method or Malyshev algorithm. The latter is applicable also to projectedgeneralized discrete-time Lyapunov equations with nonsingular G in the right-hand side.A generalization of iterative methods like low-rank ADI and Smith methods as well asKrylov subspace methods for projected generalized Lyapunov equations is a subject forfurther research.
 Also, we have developed the perturbation theory for generalized Lyapunov equations.The spectral condition numbers have been introduced and perturbation bounds for solu-tions of the projected generalized Lyapunov equations have been derived. In the case ofnonsingular E, the spectral condition numbers are equivalent to the well-known Frobeniusnorm based condition numbers. However, from computational point of view the spectralcondition numbers have considerable superiority.
 Unfortunately, the perturbation bound for projected generalized Lyapunov equationshave been obtained under assumption that perturbations in E and A do not change thedimension of the deflating subspaces of the pencil corresponding to the infinite eigenvalues.Moreover, in the continuous-time case we have supposed that the nilpotency structure ofthe pencil is preserved. The sensitivity theory for general perturbations and backwarderror analysis for projected Lyapunov equations are still open problems.
 Our last topic was the model reduction of descriptor systems. For these systems properand improper Hankel singular values have been defined and balanced truncation methodshave been presented. The proper Hankel singular values can be considered as a measure forthe importance of the state components. We have shown that if the c-stable continuous-time descriptor system is in a proper balanced form, that is, if the proper controllability andobservability Gramians are diagonal and equal, then a large (small) amount of input energyis required to reach the states corresponding to small (large) proper Hankel singular valuesand these states generate a small (large) amount of output energy. Balanced truncationmethods for descriptor systems are based on the decoupling these systems into dynamicand algebraic parts and reducing the order only the dynamic part by truncation of thestates that are related to small proper Hankel singular values. Important properties ofthese methods are that the stability is preserved in the reduced order system and there isa bound on the approximation error.
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