

    

        


        
        
                        
                
            
                    


        
            	
                    dariahiddleston
                
	
                    
                        Home
                    
                
	
                    
                        Comments
                    
                


        


        
    
    

    
        
            
                
                    
                                                    
    
        

        


        
            A Brief Introduction to Brownian Motion on a Riemannian Manifold Elton P. Hsu Department of Mathematics, Northwestern University 
        

    





                                            

                

            

        


        
            
                
                
                
            

            
                

                

                
                    
                     Match case
                     Limit results 1 per page
                    

                    
                    

                

            

        
    


    
        
                            
                    


        

            
                
                    

                    
                    
                

                
                    
                    1

38
                    
                

                
                    
                    100%
Actual Size
Fit Width
Fit Height
Fit Page
Automatic


                    
                


                
                
                    
                    Embed
                
                
            


        

        

    




        

            

        
            
                
                    
                        
                            Home
                        

                        
                                            


                    
                        A Brief Introduction to Brownian Motion on a Riemannian … · 2003-09-18 · Lecture 1. Brownian Motion on a Riemannian Manifold 1.1. Brownian motion on euclidean space Brownian

                        Mar 10, 2020

                        
                                                                                        Download
                                                        Report
                        


                        
                            Category:
                            
                                Documents
                            

                        


                                                    
                                Author:
                                dariahiddleston
                            

                        

                        

                        
                    



                    

                                    

            




            
                
                    
                                                    Welcome
                        
                                                    
                                Comments
                            
                        
                                            




                                            
                            Welcome message from author

                            This document is posted to help you gain knowledge. Please leave a comment to let me know what you think about it! Share it to your friends and learn new things together.
                        

                    

                                            
                                                            
                            
                            

                        

                    

                                    

            

        


                    
                
                    
                        Transcript

                        
                            Page 1
                        

A Brief Introduction to Brownian
 Motion on a Riemannian Manifold
 Elton P. Hsu
 Department of Mathematics, Northwestern University

Page 2
                        


Page 3
                        

Contents
 Introductory Remarks 1
 Lecture 1. Brownian Motion on a Riemannian Manifold 31.1. Brownian motion on euclidean space 31.2. Laplace-Beltrami operator and the heat kernel 41.3. Brownian motion on a Riemannian manifold 61.4. Brownian motion by embedding 81.5. Brownian motion in local coordinates 9
 Lecture 2. Brownian Motion and Geometry 112.1. Radially symmetric manifolds 112.2. Radial process 132.3. Comparison theorems 15
 Lecture 3. Stochastic Calculus on manifolds 173.1. Orthonormal frame bundle 173.2. Eells-Elworthy-Malliavin construction of Brownian motion 183.3. Stochastic horizontal lift 193.4. Stochastic integrals on a manifold 21
 Lecture 4. Analysis on Path and Loop Spaces 234.1. Quasi-invariance of the Wiener measure 234.2. Gradient operator 274.3. Integration by parts 284.4. Ornstein Uhlenbeck operator 304.5. Logarithmic Sobolev inequality 314.6. Concluding remarks 33
 Bibliography 35
 3

Page 4
                        

Introductory Remarks
 These lecture notes constitute a brief introduction to stochastic analysison manifolds in general, and Brownian motion on Riemannian manifoldsin particular. Instead of going into detailed proofs and not accomplishingmuch, I will outline main ideas and refer the interested reader to the lit-erature for more thorough discussion. This is especially true for the lastlecture, in which I only discuss the flat space case. Therefore it should beonly served as a guide to what one should expect for the path and loopspaces over a Riemannian manifold.
 I thank Professor I. Shigekawa and other Japanese probabilists for invit-ing me to participate in the Summer School in Kyushu.
 1
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Lecture 1. Brownian Motion on a RiemannianManifold
 1.1. Brownian motion on euclidean space
 Brownian motion on euclidean space is the most basic continuous timeMarkov process with continuous sample paths. By general theory of Markovprocesses, its probabilistic behavior is uniquely determined by its initial dis-tribution and its transition mechanism. The latter can be specified by eitherits transition density function or its infinitesimal generator. For Brownianmotion on n, its transition density function is the Gaussian heat kernel
 (1.1.1) p (t, x, y) =(
 12πt
 )n/2
 e−|x−y|2/2t,
 and its infinitesimal generator is half of the Laplace operator:
 12∆ =
 12
 n∑i=1
 ∂2
 ∂x2i
 .
 The law Px of Brownian motion starting from x is therefore a probabilitymeasure on the euclidean path space C(R+, Rn). If we use Ex to denote theintegration with respect to Px, then we have Dynkin’s formula
 Exf(Xt) = f(x) +12
 Ex
 ∫ t
 0∆f(Xs) ds.
 Here X stands for the so-called coordinate process on C(R+, Rn):
 X(ω)t = Xt(ω) = ωt, ω ∈ C(R+, Rn).
 Dynkin’s formula is the starting point of applications of Brownian motionto analysis. If we want to do stochastic analysis (as opposed to analysis),then we need Ito’s formula:
 f(Xt) = f(X0) +∫ t
 0〈∇f(Xs), dXs〉+
 12
 ∫ t
 0∆f(Xs) ds.
 This formula can be regarded as a microscopic formulation (a refinement) ofDynkin’s formula. Lying between the two is the martingale characterizationof Brownian motion:
 f(Xt) = f(X0) + martingale +12
 ∫ t
 0∆f(Xs) ds.
 3
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4 LECTURE 1. BROWNIAN MOTION ON A RIEMANNIAN MANIFOLD
 All these formulations (Dynkin’s formula, Ito’s formula, martingale charac-terization) are equivalent in the sense that each one of them defines uniquelythe probability measure Px, under which the coordinate process is a Markovprocess with the Gaussian transition density function (1.1.1).
 All of the above formulations of Brownian motion will find its counter-part when Rn is replaced by a Riemannian manifold.
 As a way of thinking, it is useful to regard paths of Brownian motionas the characteristic lines of the Laplace operator ∆. Since ∆ is an ellipticoperator, we know that it has no real characteristic lines in the classicalsense. It is a basic fact in the theory of partial differential equations thatthe solution of the initial value problem is a weighted average of the data onthe characteristic lines emanating from the point at which we are seeking thesolution. Take, for example, the initial value problem for the wave equation
 ∂2u
 ∂t2=
 ∂2u
 ∂x2, u(0, x) = f(x),
 ∂u
 ∂x(0, x) = 0.
 The characteristic lines of the wave operator are x± t = const. The solutionof the problem is
 u(t, x) =f(x + t) + f(x− t)
 2,
 which is the expected value of the initial value f(x + t) and f(x − t) onthe characteristic lines from (x, t) as if we assign each characteristic line theprobability 1/2. Now consider the Dirichlet problem on a smooth domainD in Rn:
 ∆ u = 0 on D,
 u = f on ∂D.
 Each curve X starting from x meets the boundary at XτD , where τD is thefirst exit time of D:
 τD = inf t ≥ 0 : Xt 6∈ D .
 The value of the data for this “characteristic line” is f(XτD). The prob-ability is assigned to these “characteristic lines” according to the law ofBrownian motion Px. In analogy with the case of the wave equation, wearrive heuristically the formula
 uf (x) = Exf(XτD), x ∈ D.
 This is Doob’s representation of the solution of the Dirichlet problem.
 1.2. Laplace-Beltrami operator and the heat kernel
 As we have seen in Section 1.1, the Laplace operator and the Gaussiantransition density function (heat kernel) are the basic analytic objects as-sociated with Brownian motion on Rn. Of the two, the Laplace operator isthe more fundamental one and the heat kernel can be obtained as the (mini-mal) fundamental solution of the heat equation associated with the Laplace
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1.2. LAPLACE-BELTRAMI OPERATOR AND THE HEAT KERNEL 5
 operator, namely, the function p (t, x, y) is the smallest positive solution ofthe following initial value problem:
 ∂p
 ∂t=
 12∆p, lim
 t↓0p (t, x, y) = δx(y).
 The counterpart of the Laplace operator on a Riemannian manifold Mis the Laplace-Beltrami operator ∆M , which will serves as the infinitesimalgenerator for Brownian motion on M . This operator can be briefly describedas follows. We denote the Riemannian metric on M by 〈·, ·〉. The gradientgradf of a function f on M is a vector field on M defined uniquely by
 〈gradf,X〉 = X(f), X ∈ Γ (M).
 [Here Γ (M) is the space of smooth vector field on M .] The divergence divXof a vector field X is characterized by∫
 MX(f)dµ = −
 ∫M
 fdivX dµ.
 Here µ is the Riemannian volume measure. The Laplace-Beltrami operatoris
 ∆Mf = div(gradf).In local coordinates x1, · · · , xn, the Riemannian metric is written in the form
 ds2 = gijdxidxj .
 The Laplace-Beltrami operator is given by
 ∆Mf =1√G
 ∂
 ∂xj
 (√Ggij ∂f
 ∂xi
 ).
 Here G is the determinant of the matrix gij andgij
 is its inverse. We
 have
 ∆Mf = gij ∂2f
 ∂xi∂xj+ bi ∂f
 ∂xi,
 where
 bi =1√G
 ∂(√
 Ggij)∂xj
 = gjkΓ ijk,
 where Γ ijk are the Christoffel symbols of the metric ds2 in the local coordi-
 nates. Therefore ∆M is a second order, strictly elliptic operator.The construction of the heat kernel (minimal fundamental solution)
 p (t, x, y) associated with the Laplace-Beltrami operator is not a trivial taskand belongs to the fields of partial differential equations and differentialgeometry. It is carried out in great detail in Chavel[1]. We will see laterthat the theory of stochastic differential equations allows us in some senseto avoid this construction.
 A general stochastic differential equation in Stratonovich formulationhas the form
 dXt = Vα(X)t dWαt + V0(Xt) dt.
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6 LECTURE 1. BROWNIAN MOTION ON A RIEMANNIAN MANIFOLD
 It generates a diffusion process (i.e., Markov process with continuous samplepaths) whose infinitesimal generator is
 L =12
 l∑i=1
 V 2α + V0.
 Thus it has the form of a “sum of squares.” Unfortunately, on a general Rie-mannian manifold, there is no natural way of writing the Laplace-Beltramioperator as a sum of squares. Such a representation of ∆M is possible if M isembedded isometrically in some euclidean space Rl. For a point x ∈M , letPα(x) denote the projection of the unit coordinate vector ξα on the tangentspace TxM . We obtain in this way l vector fields Pα on M . It can be shownthat ([11], 77–78)
 ∆M =l∑
 α=1
 P 2α.
 According to Nash’s embedding theorem, one can always embed a Riemann-ian manifold isometrically in some euclidean space. This fact and the aboveexpression for ∆M can be used to give an extrinsic construction of Brownianmotion on M .
 1.3. Brownian motion on a Riemannian manifold
 We define Brownian motion on M to be a Markov process whose tran-sition density function is p (t, x, y), the heat kernel associated with theLaplace-Beltrami operator. General theory of Markov processes shows howsuch a process can be constructed, see Chung[4]. It turns out to be a diffu-sion process, i.e., a strong Markov process with continuous sample paths.
 On a general Riemannian manifold it may happen that∫M
 p(t, x, y)dy < 1.
 Probabilistically this means that Brownian motion may not run for all time.More precisely, there is a finite stopping time e, called the lifetime of Brow-nian motion such that
 limt↑↑e
 Xt =∞M .
 where M = M∪∞M is the one-point compactification of M and the abovelimit is understood in the topology of M . Intuitively speaking, Brownianmotion may go off the manifold in a finite amount of time. Naturally thiscase does not happen if M is compact. We have
 Px e ≥ t =∫
 Mp (t, x, y) dy.
 When Px e <∞ = 1 for some x and t (hence for all x and t), we saythat the manifold M is stochastically complete. We will address later thequestion when a Riemannian manifold is stochastically complete.
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1.3. BROWNIAN MOTION ON A RIEMANNIAN MANIFOLD 7
 Once Brownian motion is constructed as a diffusion processes with tran-sition density function p (t, x, y), the fact that p (t, x, y) is the minimal fun-damental solution of the heat equation for the Laplace-Beltrami operatorgive immediately Dynkin’s formula
 Exf(Xt) = f(x) +12
 Ex
 ∫ t
 0∆Mf(Xs) ds
 for all reasonable functions on M , say smooth with compact support. Witha little extra effort, this can be expanded to read
 (1.3.1) f(Xt) = f(X0) + Mft +
 12
 ∫ t
 0∆f(Xs) ds, 0 ≤ t < e.
 Here Mf is a (local) martingale depending on f . The quadratic variationprocess of Mf can be identified.
 Proposition 1.3.1. We have
 〈Mf 〉t =∫ t
 0|∇f(Xs)|2ds.
 Proof. We decompose f(Xt)2 in two ways. First, we use Ito’s formulaand (1.3.1) to obtain
 f(Xt)2 = f(x)2 + 2∫ t
 0f(Xs) df(Xs) + 〈f(X)〉t
 = f(x)2 + 2∫ t
 0f(Xs)dMf
 s +∫ t
 0f(Xs)∆Mf(Xs) ds + 〈Mf 〉t.
 Second, we use (1.3.1) with f replaced by f2 and obtain
 f(Xt)2 = f(x)2 + Mf2
 t +12
 ∫ t
 0∆M (f2)(Xs) ds.
 Equating the bounded variation parts of the two expressions, we have
 〈Mf 〉t =12
 ∫ t
 0
 ∆M (f2)(Xs)− 2f(Xs)∆Mf(Xs)
 ds.
 Finally,∆M (f2)− 2f∆Mf = 2|∇f |2.
 We thus have established the following fact about Brownian motion onM :
 f(Xt) = f(X0) + Mft +
 12
 ∫ t
 0∆Mf(Xs) ds, 0 ≤ t < e,
 with where Mf is a local martingale with
 〈Mf 〉t =∫ t
 0|∇f(Xs)|2ds.
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8 LECTURE 1. BROWNIAN MOTION ON A RIEMANNIAN MANIFOLD
 This property of Brownian motion is sufficient for most applications inanalysis and geometry, for in these applications we rarely need to knowthe joint distribution of the martingale Mf and the stochastic integral∫ t
 0∆Mf(Xs) ds. For more delicate stochastic analysis, we need to have
 an explicit description of the martingale Mf . If M = Rn, we have
 Mft =
 ∫ t
 0〈∇f(Xs), dXt〉.
 In the present formulation of Brownian motion, there is no direct ways ofwriting out Mf .
 1.4. Brownian motion by embedding
 If M is a submanifold of a euclidean space Rl, Brownian motion onM can be obtained by solving a stochastic differential equation on M . InSection 1.2 we mentioned that the Laplace-Beltrami operator ∆M can bewritten in the form of a sum of squares:
 ∆M =l∑
 α=1
 P 2α,
 where Pα is the projection of the αth coordinate unit vector ξα on thetangent space TxM . Each Pα is a vector field on M . Consider the followingStratonovich stochastic differential equation on M driven by a l-dimensionaleuclidean Brownian motion W :
 (1.4.1) dXt =l∑
 α=1
 Pα(Xt) dWαt , X0 ∈M.
 This is a stochastic differential equation on M because Pα are vector fieldson M . Extending Pα arbitrarily to the whole ambient space we can solvethis equation as if it is an equation on Rl by the usual Picard’s iteration. Itcan be verified that if the initial value X0 lies on the manifold M , then thesolution lies on M for all time:
 Px Xt ∈M for all t < e|X0 ∈M = 1,
 see [11], 22–23. Furthermore, the solution is a diffusion process generatedby 2−1
 ∑lα=1 P 2
 α = 2−1∆M . Using Ito’s formula we have
 f(Xt) = f(X0) + Mft +
 12
 ∫ t
 0∆Mf(Xs) ds, 0 ≤ t < e,
 where
 Mft =
 ∫ t
 0〈Pαf(Xs), dWα
 s 〉.
 [The summation convention is used.]
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1.5. BROWNIAN MOTION IN LOCAL COORDINATES 9
 Example 1.4.1. (Brownian motion on Sn) Consider the unit sphere Sn
 canonically embedded in Rn+1. The projection to the tangent sphere at xis given by
 P (x) ξ = ξ − 〈ξ, x〉x, x ∈ Sn, ξ ∈ Rn+1.
 Hence the matrix P = P1, · · · , Pn+1 is
 P (x)ij = δij − xixj .
 Brownian motion on Sn is the solution of the stochastic differential equation
 Xit = Xi
 0 +∫ t
 0(δij −Xi
 sXjs ) dW j
 s , X0 ∈ Sn.
 This is Stroock’s representation of spherical Brownian motion.
 The representation (1.4.1) is a good way to visualize Brownian mo-tion on M as a pathwise object (rather than a measure on the path spaceC(R+,M)). It is an extrinsic representation because it depends on the em-bedding of M into some euclidean space Rl. It has the drawback that theequation is driven by a Brownian motion W whose dimension l is in generallarger than the dimension n of the manifold M , whereas in some sense Brow-nian motion on M should still be an n-dimensional object. Full strength ofBrownian motion on M can only be revealed after we write it faithfullyas an n-dimensional object, i.e., as the solution of a stochastic differentialequation driven by an n-dimensional euclidean Brownian motion.
 1.5. Brownian motion in local coordinates
 As we have mentioned in Section 1.2, the Laplace-Beltrami operatorcan be written as
 ∆Mf =1√G
 ∂
 ∂xj
 (√Ggij ∂f
 ∂xi
 )= gij ∂2f
 ∂xi∂xj+ bi ∂f
 ∂xi.
 This gives a way of constructing Brownian motion valid up to the first timeit exits from the local coordinate chart. Let σ =
 σj
 i
 be the unique sym-
 metric square root of g−1 =gij
 . Consider the solution of the stochastic
 differential equation for a process Xt =X1
 t , . . . , Xnt
 :
 dX it = σi
 j(Xt) dBjt +
 12bi(Xt) dt.
 Then it is easy to verify by Ito’s formula that X is a diffusion processgenerated by 2−1∆M , i.e., X is a Brownian motion on M . Brownian motioncan be studied this way by choosing an appropriate local coordinate systemin which the Laplace-Beltrami operator ∆M takes special a special form.
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Lecture 2. Brownian Motion and Geometry
 We study the effect of curvature on the behavior of Brownian motionand hope that it will lead to interesting results about the manifold itself. Wewill concentrate some problems which can be studied through the distancefunction r(x) = d(x, o), where o is a fixed point on the manifold. In thisrespect, the radial process rt = r(Xt) is a natural object of investigation.We often compare this process with the same process on a radially symmet-ric manifold satisfying certain curvature conditions. On such a manifold,problems often becomes one-dimensional and can be solved explicitly.
 2.1. Radially symmetric manifolds
 A radially symmetric manifold M has a distinguished point o, call thepole of M . In the polar coordinates (r, θ) induced by the exponential mapexpo : Rn →M based at o, the metric has the following form
 ds2 = dr2 + G(r)2dθ2.
 Here dθ2 denotes the standard Riemannian metric on the (n − 1)-sphereSn−1, and G is a smooth function on an interval [0, D) satisfying
 G(0) = 0, G′(0) = 1, 0 ≤ r < D.
 In terms of these coordinates, the Laplace-Beltrami operator has the form
 (2.1.1) ∆M = Lr +1
 G(r)2∆Sn−1 ,
 where Lr is the radial Laplacian
 Lr =(
 ∂
 ∂r
 )2
 + (n− 1)G′(r)G(r)
 ∂
 ∂r,
 and ∆Sn−1 is the Laplace-Beltrami operator on Sn−1. The main featureof this case is that the radial component is completely decoupled from theangular component and the angular component is a scaling of ∆Sn−1 by thefactor 1/G(r)2 depending on the radial component. In the terminology ofdifferential geometry, the metric ds2 has the form of a warped product.
 Let Xt = (rt, θt) be a Brownian motion on a radially symmetric manifoldM written in polar coordinates. Using polar coordinates, we find that theradial component is the solution of the stochastic differential equation:
 (2.1.2) rt = r0 + Wt +n− 1
 2
 ∫ t
 0
 G′(rs)G(rs)
 ds,
 11
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12 LECTURE 2. BROWNIAN MOTION AND GEOMETRY
 where W is a 1-dimensional Brownian motion. The angular component canalso be described easily. Let Y = Yt be a Brownian motion on Sn−1
 independent of W (hence also independent of rt). Define a new time scale
 (2.1.3) lt =∫ t
 0
 ds
 G(rs)2,
 and let θt = Ylt be the time change of the spherical Brownian motion Y .Then Xt = (rt, θt) constructed this way is a Brownian motion on M (see[11], 84–85). From this description of Brownian motion it is clear that thebehavior of Brownian motion on a radially symmetric manifold is controlledby and large by its radial process. The radially process is a one-dimensionaldiffusion process, which has been well studied in probability theory.
 Let’s study a special case more closely. A complete, simply connectedmanifolds of negative sectional curvature is called a Cartan-Hadamard man-ifold. Suppose that M is such a manifold with constant negative curvature−K2 (space form). Then it is a radially symmetric manifold with the metricds2 = dr2 + G(r)2dθ2 is given by
 G(r) =sinhKr
 K.
 The behavior of Brownian motion on this manifold is typical for Brownianmotion on Cartan-Hadamard manfiold whose curvature is pinned betweentwo negative constant.
 The radial process is the solution of
 drt = dWt +n− 1
 2K coth Krt dt.
 We write the equation in the form
 rt = Wt +(n− 1)
 2
 ∫ t
 0K coth Krs ds.
 We have cothKrt ≥ 1 for all t because rt ≥ 0. Hence
 (2.1.4) rt ≥ r0 + Wt +n− 1
 2K t.
 According to the law of the iterated logarithm,
 lim supt→∞
 Wt√2t ln ln t
 = 1,
 Thus the term r0 + Wt on the right side of (2.1.4) is of lower order than thelast term and we have (with probability one) rt →∞. Now that cothKrt →1 as t→∞, from
 rt
 t=
 r0 + Wt
 t+
 n− 12
 K
 t
 ∫ t
 0coth Krs ds
 we find the asymptotic behavior of the radial process
 (2.1.5) limt→∞
 rt
 t=
 (n− 1)K2
 .
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2.2. RADIAL PROCESS 13
 We now examine the angular process. From the above discussion, weknow that it is a time-change of a Brownian motion on the sphere Sn−1. Inthe present case, the time change is
 lt =∫ t
 0
 (K
 sinhKrs
 )2
 ds.
 From (2.1.5) the integral converges as t ↑ ∞. It follows that
 (2.1.6) limt→∞
 θt = Yl∞ .
 (2.1.5) and (2.1.6) give a fairly good picture of the asymptotic behaviorof Brownian motion on a complete, simply connected manifold of constantnegative curvature. See [12] for more recent work on angular convergenceof Brownian motion and its relation with the Dirichlet problem at infinityfor Cartan-Hadamard manifolds.
 2.2. Radial process
 The concept of a radial process can be introduced for Brownian motionon a general Riemannian manifold M . Fix a reference point o ∈ M , andlet r(x) = d (x, o) be the Riemannian distance between x and o. We definethe radial process rt = r(Xt). It is natural to try to use Ito’s formula todecompose this into a martingale part and a bounded variation part. Thefunction r : M → R+ has a well behaved singularity at the origin. Inparticular,
 ∆Mr ∼ n− 1r
 near r = 0.
 This singularity will not cause any problem for us because, except for thetrivial one-dimensional case, Brownian motion X never hits o for t > 0.However, x 7→ r(x) is not a smooth function on M\ o. Differential geom-etry ([8]) tells us exactly where it is smooth.
 For simplicity we assume that M is geodesically complete. Every ge-odesic segment can be extended in both directions indefinitely and everypair of points can be connected by a distance-minimizing geodesic. For eachunit vector e ∈ ToM , there is a unique geodesic Ce : [0,∞)→ M such thatCe(0) = e. The exponential map exp : ToM →M is
 exp te = Ce(t).
 If we identify ToM with Rn by an orthonormal frame, the exponential mapbecomes a map from Rn onto M . For small t, the geodesic Ce[0, t] is theunique distance-minimizing geodesic between its endpoints. Let t(e) be thelargest t such that the geodesic Ce[0, t] is distance-minimizing from Ce(0) toCe(t). Define
 Co = t(e)e : e ∈ ToM, |e| = 1 .
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14 LECTURE 2. BROWNIAN MOTION AND GEOMETRY
 Then the cutlocus of o is the set Co = exp Co. Sometimes we also call Co
 the cutlocus of o. The set within the cutlocus is the star-shaped domain
 Eo = te ∈ ToM : e ∈ ToM, 0 ≤ t < t(e), |e| = 1 .
 On M the set within cutlocus is Eo = exp Eo. We have the following basicresults from differential geometry (see [8] [2] [3]).
 Theorem 2.2.1. (i) The map exp : Eo → Eo is a diffeomorphism.(ii) The cutlocus Co is a closet subset of measure zero.(iii) If x ∈ Cy, then y ∈ Cx.(iv) Eo and Co are disjoint and M = E0 ∪ Co.
 According to the above theorem the polar coordinates (r, θ) are wellbehaved on the region M\Co within the cutlocus. The set they do not coveris the cutlocus Co, a set of measure zero. The radial function r(x) = d(x, o)is smooth on M\Co and Lipschitz on all of M . Furthermore, |∇r| = 1everywhere on M\Co.
 If X is a Brownian motion on M starting within Eo, then, before it hitsthe cutlocus Co,
 (2.2.1) r(Xt) = r(X0) + Wt +12
 ∫ t
 0∆Mr(Xs) ds, t < TCo ,
 where TCo is the first hitting time X of the cutlocus Co and W is a martin-gale. Its quadratic variation is
 〈W 〉t =∫ t
 0|∇r(Xs)|2 ds = t.
 Hence by Levy’s criterion, W is a Brownian motion. (2.2.1) shows thatthe behavior of the radial process is largely controlled by the Laplacian ofthe distance function ∆Mr. In practice we try to bound ∆Mr by a knownfunction of r and then control r(Xt) by comparing it with a one-dimensionaldiffusion process.
 (2.2.1) is good enough if the cutlocus Co is empty, e.g., if M is a Cartan-Hadamard manifold. What happens to the radial process when Brownianmotion crosses the cutlocus? Very complicated. A very detailed study ofthis problem can be found in [6]. In most cases, the following result due toW. Kendall is sufficient.
 Theorem 2.2.2. Suppose that X is a Brownian motion on Riemannianmanifold M . Let r(x) = d(x, o) be the distance function from a fixed pointo ∈ M . Then there exist a one-dimensional euclidean Brownian motionW and a nondecreasing process L which increases only when Xt ∈ Co (thecutlocus of o) such that
 r(Xt) = r0 + Wt +12
 ∫ t
 0∆Mr(Xs) ds− Lt, t < e.
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2.3. COMPARISON THEOREMS 15
 According this theorem, we always have an upper bound
 rt ≤ r0 + Wt +12
 ∫ t
 0∆Mr(Xs) ds, t < e.
 If we need to bound the radial process from above, we have to assume thatthe cutlocus is empty. In this case,
 r(Xt) = r0 + Wt +12
 ∫ t
 0∆Mr(Xs) ds, t < e.
 2.3. Comparison theorems
 The next step is to study the Laplacian ∆Mr of the distance function.The goal is to bound ∆Mr by a simple function of r. There is a host ofLaplacian (more generally, Hessian) comparison theorems of this type onecan draw from differential geometry (see [3] [15]). We cite two simpleones which compare an arbitrary Riemannian manifold with manifolds ofconstant curvature (see [15]).
 Theorem 2.3.1. Let KM (x) denote any sectional curvature at x ∈ Mand assume that
 −K21 ≤ KM (x) ≤ K2
 2 .
 Then we have at any smooth point of the distance function r(x),
 (n− 1)K2 cot K2r(x) ≤ ∆Mr(x) ≤ (n− 1)K1 coth K1r(x).
 This result can be used to control the radial process, or more precisely,to compare the radial process on M with those on manifolds of constantcurvatures K2
 1 and −K22 . Let’s first bound the radial process from above.
 We have
 rt ≤ r0 + Wt +12
 ∫ t
 0∆Mr(Xs) ds.
 Next, consider the equation
 r1t = r0 + Wt +
 n− 12
 ∫ t
 0K1 coth K1r
 1s ds.
 r1t is the radial process of a Brownian motion on the space form of constant
 curvature −K21 . Note that it is driven by the same Brownian motion W .
 Since we have ∆Mr(x) ≤ (n−1)K1 coth K1r(x), the drift of rt is smaller thatthe drift of r1
 t . By the standard comparison theorem for one-dimensionalprocesses (see [13]), we have rt ≤ r1
 t for all t ≥ 0.Next, if M does not have cutlocus, or if t ≤ TCo , we have
 rt = r0 + Wt +12
 ∫ t
 0∆Mr(Xs) ds.
 This time we compare with the process r2t determined by
 r2t = r0 + Wt +
 n− 12
 ∫ t
 0K2 cot K2r
 2s ds.
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16 LECTURE 2. BROWNIAN MOTION AND GEOMETRY
 r2t is the radial process on the (n − 1)-dimensional sphere of radius 1/K2.
 By the same argument as before, we have rt ≥ r2t .
 Let’s see two applications. The next result is due to S. T. Yau.
 Theorem 2.3.2. Let M be a complete manifold whose sectional curva-ture is bounded from below by a constant. Then it is stochastically complete,i.e., ∫
 Mp (t, x, y) dy = 1
 for all x ∈M, t > 0.
 Proof. If M is not stochastically complete, that Brownian motionblows up with positive probability, i.e., it goes to infinity in finite amountof time. Suppose that KM (x) ≥ −K2
 1 . Then we have shown that rt ≤ r2t .
 If rt goes to infinity in finite amount of time, certain r2t will do the same.
 But we have shown that r2t ∼ (n− 1)K1t/2 as t→∞, which means that r2
 t
 does not blow up. Nor will rt.
 We say that Brownian motion on M is transient if for some x ∈ M(hence for all x ∈M),
 Px
 limt↑↑e
 Xt =∞M
 = 1.
 Otherwise, we say Brownian motion is recurrent on M . There is a simpleanalytic criterion for recurrence and transience. Let
 G(x, y) =∫ ∞
 0p(t, x, y) dt
 be Green’s function of M . Then Brownian motion on M is transient if andonly if G(x, y) < ∞ for some pair of points x 6= y (hence for all such pairsof points). It is well known that euclidean Brownian motion of dimension 1and 2 is recurrent, and of dimension 3 or higher is transient.
 Theorem 2.3.3. Suppose that M is a Cartan-Hadamard manifold ofdimension greater than 2. Then Brownian motion on M is transient.
 Proof. M does not have cutlocus and KM (x) ≤ 0. Therefore rt ≥ r2t ,
 where r2t is the radial process of euclidean Brownian motion of dimension
 n. Since r2t → ∞ as t ↑ ∞, we must have rt → ∞ as t ↑↑ e, which means
 Brownian motion on M must be transient.
 More refined results along these lines can be found in [11].
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Lecture 3. Stochastic Calculus on manifolds
 From a theoretical point of view, the most satisfactory construction ofBrownian motion on a manifold is that of Eells-Elworthy-Malliavin.
 3.1. Orthonormal frame bundle
 Let Ox(M) be the set of orthonormal frames of the tangent space TxM .The orthonormal frame bundle
 O(M) =⋃
 x∈M
 Ox(M)
 has a natural structure of a smooth manifold of dimension n(n + 1)/2. Letπ : O(M) → M be the canonical projection. Each element u ∈ O(M) istherefore an isometry
 u : Rn → TπuM.
 Let u ∈ O(M) and πu = x. The fibre π−1x = OxM is naturally a smoothsubmanifold of dimension n(n − 1)/2. Its tangent space VuO(M) is a sub-space of the same dimension of the full tangent space TuO(M). A curve utin O(M) is horizontal if ut is the parallel transport of u0 along the projectioncurve πut. The set of tangent vectors of horizontal curves passing througha fixed point u ∈ O(M) is the horizontal subspace HuO(M) of dimension nof TuO(M) and we have the relation
 TuO(M) = HuO(M)⊕ VuO(M),
 and the projection π : O(M)→M induces an isomorphism π∗ : HuO(M)→TxM . On the orthonormal frame bundle, we have n well defined horizontalvector field Hi. At each u ∈ O(M), Hi(u) is the unique horizontal vectorin HuO(M) whose projection is the ith unit vector uei of the orthonormalframe; i.e.,
 π∗Hi(u) = uei, Hi(u) ∈ HuO(M).
 The operator
 ∆O(M) =n∑
 i=1
 H2i
 is called Bochner’s horizontal Laplacian on O(M). The Eells-Elworthy-Malliavin construction is based on the following relation.
 17
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18 LECTURE 3. STOCHASTIC CALCULUS ON MANIFOLDS
 Proposition 3.1.1. For any smooth function f on M , we have
 ∆Mf(x) = ∆O(M)(f π)(u)
 for any u ∈ O(M) such that πu = x.
 3.2. Eells-Elworthy-Malliavin construction of Brownian motion
 We note that ∆O(M) is in the form of the sum of n squares, where n isthe dimension of the manifold M . Of course the price to pay is that it is anoperator on a much larger space O(M) instead of on the manifold M itself.Consider the following stochastic differential equation on O(M):
 dUt =n∑
 i=1
 Hi(Ut) dW it .
 It is driven by an n-dimensional Brownian motion W . A solution of thisequation is called a horizontal Brownian motion (on O(M)). It is a diffusionprocess generated by ∆O(M). Ito’s formula takes the following form:
 F (Ut) = F (U0) +n∑
 i=1
 ∫ t
 0HiF (Us) dW i
 s +12
 ∫ t
 0∆O(M)F (Us) ds,
 where F is a smooth function on O(M). Now, if we apply this to a functionof the form F = f π, the lift of a smooth function f on M , then byProposition 3.1.1,
 f(Xt) = f(X0) +n∑
 i=1
 ∫ t
 0Hi(f π)(Us) dW i
 s +12
 ∫ t
 0∆Mf(Xs) ds.
 Here Xt = πUt is the projection of the horizontal Brownian motion Ut onthe manifold M . It follows that Xt is a Brownian motion on M startingfrom X0 = πU0.
 Suppose that we want to construct a Brownian motion starting fromx. We fix an orthonormal frame u ∈ O(M) over x, i.e., πu = x. There isa unique horizontal Brownian motion Ut starting from the frame u. Theprojection Xt = πUt is a Brownian motion from x. This Brownian motionis not uniquely determined by the driving Brownian motion W becausethe initial frame u can be chosen arbitrarily. Of course, the law of X iscompletely determined by the initial point x and does not depend on thechoice of either u or W . Once a frame u is fixed, W 7→ X establishes ameasure preserving map
 J : (Po(Rn), µ)→ (Px(M), ν),
 where µ is the Wiener measure on the euclidean path space Po(Rn) =Co(R+, Rn) (the law of euclidean Brownian motion) and ν is the law ofBrownian motion on M starting from x. The map J is usually called the Itomap for the reason that it is obtained through solving an Ito type stochastic
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3.3. STOCHASTIC HORIZONTAL LIFT 19
 differential equations. We will see later that this map is invertible. Theimage X = JW is called a stochastic development of W .
 3.3. Stochastic horizontal lift
 In differential geometry, a smooth curve on M can be lifted to a hori-zontal curve with the help of the Riemannian connection (or equivalently,the concept of parallel transport). If c : I → M is such a curve, we choosea frame u(0) over c(0 and simply let u(t) be the parallel transport of u(0)along c[0, t], which is accomplished by solving an ordinary differential equa-tion in local charts. The lift u(t), t ∈ I in turn defines a smooth curve win Rn by
 w(t) = u(t)−1c(t).
 The curve w is called an anti-development of c. The standard reference forthis part of differential geometry is [14].
 A similar procedure can be carried out if the smooth curve c is replacedby a Brownian motion, or more generally, a semimartingale X on M . Weexpect that the horizontal lift U of X is obtained by solving a stochasticdifferential equation driven by X. Unlike a smooth curve on M , a semi-martingale on M is not a local object. A construction of U using local chartsis possible but technically unwieldy. If we assume that M is embedded insome euclidean space, then a relatively clean construction is possible.
 Before we proceed further, let us give the definition of a semimartingaleon M . Let (Ω,F∗, P) be a probability space with filtration F∗ = Ft, t ≥ 0.A semimartingale X = Xt, t ≥ 0 on M is an M -valued, F∗-adapted pro-cess such that f(Xt), t ≥ 0 is a real-valued semimartingale for all smoothfunctions f on M .
 Let M be a submanifold of Rl and recall that Pα(x) is the projectionof the αth coordinate unit vector ξα to the tangent space TxM at x ∈ M .Suppose that X is a semimartingale on M . Since M is a submanifold of Rl,X can be regarded as a semimartingale on Rl, i.e., X =
 X1, . . . , X l
 . Let
 P ∗α(u) be the horizontal lift of Pα(πu) to u ∈ O(M). Then we obtain l hor-
 izontal vector field. Consider the following stochastic differential equationon O(M) driven by X:
 (3.3.1) dUt =l∑
 α=1
 P ∗α(Ut) dXα
 t .
 It has a unique solution once an initial frame U0 is given.
 Theorem 3.3.1. The solution of (3.3.1) is a horizontal lift of X toO(M).
 Proof. We sketch a proof, see [11] for details.
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20 LECTURE 3. STOCHASTIC CALCULUS ON MANIFOLDS
 The proof is based on the following identity which holds for any semi-martingale X on M :
 (3.3.2) Xt = X0 +l∑
 α=1
 ∫ t
 0Pα(Xs) dXα
 s .
 This can be regarded as a stochastic differential equation for X on M .Laurent Schwartz observed once that every semimartingale on a manifoldM is a solution of a stochastic differential equation on M .
 Let f : O(M)→M ⊆ Rl be the projection π : O(M)→M regarded asan Rl-valued function on O(M). Let Yt = f(Ut) = πUt. We have to showthat Yt = Xt. Apply Ito’s formula to f(Ut), we obtain
 Yt = Y0 +l∑
 α=1
 ∫ t
 0P ∗
 αf(Us) dXαs .
 A not so difficult calculation shows that
 P ∗αf(u) = Pα(πu).
 Hence
 Yt = Y0 +l∑
 α=1
 ∫ t
 0Pα(Ys) dXα
 s .
 Therefore Y satisfies the same stochastic differential equation as X (see(3.3.2)). By the uniqueness of solutions we must have X = Y = πU ; namely,U is a horizontal lift of X.
 Once we have found the horizontal lift U of X, it is not hard to writedown the anti-development of X:
 Wt =∫ t
 0U−1
 s Pα(Us) dXαs .
 It can be verified easily that this Rl-valued semimartingale drives an equa-tion for U , namely,
 dUt =n∑
 i=1
 Hi(Ut) dW it .
 Furthermore, if X is a Brownian motion on M , then W is a Brownian motionon Rn. This can be verified using Levy’s criterion.
 The correspondences
 W ←→ U ←→ X
 are very useful because it converts a manifold-valued process X into a eu-clidean space valued process W , which is much easier to handle. We em-phasize two points: (1) these correspondences are valid for any M -valuedsemimartingale X; (2) they depend on the connection we have used to definehorizontal lift for vectors. Here we used the Riemannian connection, but thewhole construction can be carried out for any affine connection ∇. In this
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3.4. STOCHASTIC INTEGRALS ON A MANIFOLD 21
 case the orthonormal frame bundle O(M) should be replaced by the generallinear frame bundle F (M), otherwise everything remains the same.
 3.4. Stochastic integrals on a manifold
 As applications of the concepts of stochastic horizontal lift and anti-development, we define some stochastic integrals on a manifold.
 Let X be a semimartingale and U and X its horizontal lift and anti-development, respectively. Let θ a 1-form on M . The stochastic line integralof θ along X[0, t] is defined by∫
 X[0,t]θ =
 n∑i=1
 ∫ t
 0θ(Usei) dW i
 s .
 It can be verified that this definition is independent of the choice of theconnection. It is possible to write some other definitions in which the con-nection does not show up. For example, if M is a submanifold of Rl, thenwe have ∫
 X[0,t]θ =
 l∑α=1
 ∫ t
 0θ(Pα)(X) dXα
 t .
 If θ = df is an exact 1-form, then∫X[0,t]
 θ = f(Xt)− f(X0).
 Another interesting fact is that the stochastic anti-development W itself is astochastic line integral. Let Θ be the Rn-valued solder form on O(M), i.e.,
 Θ(Z)(u) = u−1π∗Z, Z ∈ Γ (O(M)).
 We haveWt =
 ∫U [0,t]
 Θ.
 Let h be a (0,2)-tensor on M . The h-quadratic variation of X is definedby ∫ t
 0h(dXs, dXs) =
 ∫ t
 0h(Usei, Usej)d〈W i,W j〉s.
 Again we have∫ t
 0h(dXs, dXs) =
 ∫ t
 0h(Pα, Pβ)(Xs) d〈Xi, Xj〉s,
 so the definition is independent of the choice of the connection.If we take h = df1 ⊗ df2 for some smooth functions f1, f2 on M , then∫ t
 0(df1 ⊗ df2)(dXs, dXs) = 〈f1(X), f2(X)〉t.
 These concepts are useful in the study of manifold-valued martingales.
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Lecture 4. Analysis on Path and Loop Spaces
 Let Po(M) = Co([0, 1],M) be the space of continuous functions from[0, 1 to M starting from a fixed point o ∈ M . The loop space is Lo(M) =γ ∈ Po(M) : γ(1) = o. These are typical examples of infinite-dimensionalspaces. We want to do analysis on these spaces. The measure we use forPo(M) is the Wiener measure ν, the law of Brownian motion on M startingfrom o. For the loop space Lo(M), we use the law νo of Brownian bridgebased at o. To do analysis, we need the concept of a gradient operator. Dueto time limit, we will only discuss the case of the flat path space Po(Rn). Forgeneralization of the results discuss here to a general Riemannian manifoldsee [11].
 4.1. Quasi-invariance of the Wiener measure
 If an h ∈ Po(Rn) is absolutely continuous and h ∈ L2(I; Rn) we define
 |h|H =
 √∫ 1
 0|hs|2ds ;
 otherwise we set |h|H =∞. The (Rn-valued) Cameron-Martin space is
 H = h ∈ Po(Rn) : |h|H <∞ .
 Theorem 4.1.1. (Cameron-Martin-Maruyama) Let h ∈H and
 ξhω = ω + h, ω ∈ Po(Rn)
 a Cameron-Martin shift on the path space. Then the shifted Wiener measureµh = µ (ξh)−1 is absolutely continuous with respect to µ and
 (4.1.1)dµh
 dµ(ω) = exp
 [〈hs, ω〉H −
 12|h|2H
 ].
 Here
 〈h, ω〉H =∫ 1
 0〈hs, dωs〉.
 Cameron-Martin shifts are the only shift which preserves the measureclass of the Wiener measure. More precisely we have the following converseof the above theorem.
 23
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24 LECTURE 4. ANALYSIS ON PATH AND LOOP SPACES
 Theorem 4.1.2. Let h ∈ Po(Rn), and let
 ξhω = ω + h, ω ∈ Po(Rn)
 be the shift on the path space by h. Let µ be the Wiener measure on Po(Rd).If the shifted Wiener measure µh = µ (ξh)−1 is absolutely continuous withrespect to µ, then h ∈H .
 Proof. We show that if h 6∈ H , then the measures µ and µh aremutually singluar, i.e., there is a set A such that µA = 1 and µhA = 0.Let
 〈f, g〉H =∫ 1
 0fsdgs,
 whenever the integral is well defined. If f ∈H such that f is a step functionon [0, 1]:
 f =l−1∑i=0
 fiI[si,si+1),
 where fi ∈ Rn and 0 = s0 < s1 < · · · < sl = 1, then
 〈f, h〉H =l−1∑i=0
 fi
 (hsi+1 − hsi
 )is well defined. It is an easy exercise to show that if there is a constant Csuch that
 〈f, h〉H ≤ C|f |Hfor all step functions f , then h is absolutely continuous and h is square-integrable, namely, h ∈H .
 Suppose that h 6∈H . Then there is a sequence fl such that
 |fl|H = 1 and 〈h, fl〉H ≥ 2l.
 Let W be the coordinate process on Po(Rd). Then it is a Brownian motionunder µ and the stochastic integral
 〈fl,W 〉H =∫ 1
 0
 ⟨fl,s, dWs
 ⟩is well defined. Let
 Al = 〈fl,W 〉H ≤ land A = lim supl→∞ Al. Since |fl|H = 1, the random variable 〈fl,W 〉H isstandard Gaussian under µ; hence
 µAl ≥ 1− e−l2/2.
 This shows that µA = 1. On the other hand,
 µhAl = µ 〈fl,W + h〉H ≤ l ≤ µ 〈fl,W 〉H ≤ −l .
 Hence µhAl ≤ e−l2/2 and µhA = 0. Therefore µ and µh are mutuallysingular.
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4.1. QUASI-INVARIANCE OF THE WIENER MEASURE 25
 The above quasi-invariance result can be carried over to the flat loopspace. Let
 Ho = h ∈H : h(1) = 0 .
 We will show that the Wiener measure µo on Lo(Rn) is quasi-invariant underthe Cameron-Martin shift ξh : Lo(Rn)→ Lo(Rn) for h ∈Ho.
 Let ωs be the coordinate process on the space Po(Rn) and considerthe stochastic differential equation for Brownian bridge
 dγs = dωs −γsds
 1− s, γ0 = o.
 The assignment Jω = γ defines a measurable map J : Po(Rn) → Lo(Rn).The map J can also be viewed as an Lo(Rn)-valued random variable. Sup-pose that h ∈Ho. A simple computation shows that
 d γs + hs = d ωs + ks −γs + hs
 1− sds,
 whereks = hs +
 ∫ s
 0
 hτ
 1− τdτ.
 This shows that through the map J , the shift γ 7→ γ + h in the loop spaceLo(Rn) is equivalent to a shift ω 7→ ω + k in the path space Po(Rn). Thefollowing lemma shows that the latter is a Cameron-Martin shift.
 Lemma 4.1.3. (Hardy’s inequality)∫ 1
 0
 ∣∣∣∣ hs
 1− s
 ∣∣∣∣2 ds ≤ 4∫ 1
 0|hs|2ds.
 Proof. We have for any t ∈ (0, 1),∫ t
 0
 ∣∣∣∣ hs
 1− s
 ∣∣∣∣2 ds =∫ t
 0|hs|2d
 [1
 1− s
 ]=2
 ∫ t
 0
 hs · hs
 1− sds +
 |ht|2
 1− t
 ≤12
 ∫ t
 0
 ∣∣∣∣ hs
 1− s
 ∣∣∣∣2 ds + 2∫ t
 0|hs|2ds +
 |ht|2
 1− t.
 In the last step we have used inequality
 2ab ≤ 12a2 + 2b2.
 Therefore ∫ t
 0
 ∣∣∣∣ hs
 1− s
 ∣∣∣∣2 ds ≤ 4∫ t
 0|hs|2ds +
 2|ht|2
 1− t.
 The desired inequality follows by letting t → 1 in the above inequalitybecause
 |ht|2
 1− t=
 11− t
 ∣∣∣∣∫ 1
 thsds
 ∣∣∣∣2 ≤ ∫ 1
 t|hs|2ds→ 0.
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26 LECTURE 4. ANALYSIS ON PATH AND LOOP SPACES
 The lemma implies that k ∈H . Define the exponential martingale
 es = exp[∫ s
 0〈kτ , dωτ 〉 −
 12
 ∫ s
 0|kτ |2dτ
 ].
 Let µk be the probability measure on Po(Rn) defined by
 (4.1.2)dµk
 dµ= e1.
 By the Cameron-Martin-Maruyama theorem, µk is the law of ω+k. Since itis absolutely continuous with respect to µ, the random variable ω 7→ J(ω+k)is well-defined and
 (4.1.3) J(ω + k) = γ + h.
 Let µho be the law of the shifted Brownian bridge γ + h. Then
 µho (C) =µo(C − h) = µ(J−1C − k)
 =µk(J−1C) = µ(e1;J−1C)
 =µo(e1 J ;C),
 where we have used (4.1.3) and (4.1.2) in the second and the fourth steps,respectively. Now it is clear that µh
 o and µo are mutually equivalent onLo(Rn) and
 (4.1.4)dµh
 o
 dµo= e1 J.
 Finally it is easy to verify that
 (4.1.5)∫ 1
 0〈ks, dωs〉 =
 ∫ 1
 0〈hs, dγs〉,
 ∫ 1
 0|ks|2ds =
 ∫ 1
 0|hs|2ds.
 This means that
 e1(Jγ) = e1(ω) = exp[∫ 1
 0〈hs, dγs〉 −
 12
 ∫ 1
 0|hs|2ds
 ].
 We have proved the following result.
 Theorem 4.1.4. Let h ∈ Ho and ξhγ = γ + h for γ ∈ Lo(Rn). Thenthe shifted Wiener measure µh
 o = µo (ξh)−1 on the loop space Lo(Rn) isequivalent to µo and
 dµho
 dµo= exp
 [∫ 1
 0〈hs, dγs〉 −
 12
 ∫ 1
 0|hs|2ds
 ].
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4.2. GRADIENT OPERATOR 27
 4.2. Gradient operator
 We now define the gradient operator in the path space Po(Rn). Byanalogy with finite dimensional space, each element h ∈ Po(Rn) representsa direction along which one can differentiate a nice functions F on Po(Rn).Naturally the directional derivative of F along h should be defined by theformula
 (4.2.1) DhF (ω) = limt→0
 F (ω + th)− F (ω)t
 if the limit exists in some sense. The preliminary class of functions onPo(M) for which the above definition of DhF makes immediate sense is thatof cylinder functions.
 Definition 4.2.1. Let E be a Banach space. A function F : Po(Rn)→ Eis called an E-valued cylinder function if it has the form
 (4.2.2) F (ω) = f(ωs1 , · · · , ωsl),
 where 0 < s1 < · · · < sl ≤ 1 and f is an E-valued smooth function on(Rn)l such that all its derivatives have at most polynomial growth. The setof E-valued cylinder functions is denoted by C(E). Typically E = R1, Rn, orH . We denote C(R1) simply by C.
 If F ∈ C is given by (4.2.2), then it is clear that the limit (4.2.1) existseverywhere and we have
 (4.2.3) DhF (ω) =l∑
 i=1
 〈∇iF (ω), hsi〉Rn ,
 where
 ∇iF (ω) = ∇if(ωs1 , · · · , ωsl).
 Here ∇if denotes the gradient of f with respect to the ith variable.It is natural to define the gradient DF of a function F ∈ C to be an
 H -valued functions on Po(Rn) such that
 〈DF (ω), h〉H = DhF (ω).
 A simple calculation shows that
 (4.2.4) DF (ω)s =l∑
 i=1
 min(s, si)∇iF (ω)
 and
 (4.2.5) |DF (ω)|2H =l∑
 i=1
 (si − si−1)∣∣∣∣ l∑
 j=i
 ∇jF (ω)∣∣∣∣2.
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 4.3. Integration by parts
 We will use the notation
 (F,G) =∫
 Po(Rn)F (ω)G(ω)µ(dω).
 Theorem 4.3.1. Let F,G ∈ C and h ∈H . Then
 (4.3.1) (DhF,G) = (F,D∗hG),
 where
 D∗h = −Dh +
 ∫ 1
 0〈hs, dωs〉.
 Proof. Let ξthω = ω + th and µth = µ (ξth
 )−1. Then µth and µ aremutually absolutely continuous. We have∫
 (F ξth)Gdµ =∫
 F (G ξ−th)dµth =∫
 F (G ξ−th)dµth
 dµdµ.
 We differentiate with respect to t and set t = 0. Using the formula forthe Radon-Nikodym derivative (4.1.1) in the Cameron-Martin-Maruyamatheorem we have at t = 0
 d
 dt
 dµth
 dµ
 =
 ∫ 1
 0〈hs, dωs〉 = 〈h, ω〉H .
 The formula follows immediately.
 To understand the integration by parts formula better, let’s look atits finite dimensional analog and find out the proper replacement for thestochastic integral in D∗
 h. Let h ∈ RN and consider the differential operator
 Dh =N∑
 i=1
 hi d
 dxi.
 Let µ be the Gaussian measure on RN , i.e.,
 dµ
 dx=
 (12π
 )N/2
 e−|x|2/2.
 [dx is the Lebesgue measure.] For smooth functions F,G on RN with com-pact support we have by the usual integration by parts for the Lebesguemeasure
 (4.3.2) (DhF,G) = (F,D∗hG),
 where D∗h = −Dh + 〈h, x〉 at x ∈ RN .
 Remark 4.3.2. Since Dh is a derivation we have
 D∗hG = −DhG + (D∗
 h1)G.
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 Therefore to find the formal adjoint of Dh it is enough compute D∗h1, which
 is denoted by div(Dh) or δ(h) by various authors. We have
 D∗h1(ω) =
 ∫ 1
 0〈hs, dωs〉.
 An integration by parts formula for the gradient operator D can beobtained as follows. Fix an orthonormal basis
 hj
 for H . Denote by
 C0(H ) the set of H -valued functions G of the form G =∑
 j Gjhj , where
 each Gj ∈ C and almost all of them are equal to zero. It is easy to checkthat C0(H ) is dense in Lp(µ;H ) for all p ∈ [1,∞).
 Since DF =∑
 j(DhjF )hj in L2(µ;H ), we have
 (DF,G) =∑
 j
 (DhjF,Gj) =∑
 j
 (F,D∗hjGj).
 The assumption that G ∈ Co(H ) means that the sums are finite. Let
 D∗G =∞∑
 j=0
 D∗hjGj = −
 ∞∑j=0
 DhjGj +∞∑
 j=0
 Gj
 ∫ 1
 0〈hj
 s, dωs〉.
 We rewrite this formula in a more compact form. If
 J =∑j,k
 Jjkhj ⊗ hk
 is an H ⊗R H -valued function, we write
 TraceJ =∞∑
 j=0
 Jjj .
 For G =∑
 k Gkhj we define its gradient to be
 DG =∑j,k
 (DhjGk)hj ⊗ hk.
 Then it is clear thatTraceDG =
 ∑j
 DhjGj .
 For G =∑
 j Gjhj we define∫ 1
 0〈Gs, dωs〉 =
 ∑j
 Gj
 ∫ 1
 0〈hj
 s, dωs〉.
 [This is a term-by-term integration with respect to a specific basis for H ,not anticipative stochastic integral!] Then we can write
 (4.3.3) D∗G = −Trace DG +∫ 1
 0〈Gs, dωs〉.
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 Theorem 4.3.3. Let F ∈ C and G ∈ C0(H ). Then
 (DF,G) = (F,D∗G),
 where D∗G is given by (4.3.3).
 The Gradient operator can also be defined on the loop space Lo(Rn).Its integration by parts formula takes the same form as in the path space.
 4.4. Ornstein Uhlenbeck operator
 Let Dom(E) = Dom(D) and define the positive symmetric quadraticform E : Dom(E)×Dom(E)→ R by
 E(F, F ) = (DF,DF )L2(µ;H ) = E|DF |2H .
 Then (E , D(E)) is a closed quadratic form, i.e., Dom(E) is complete withrespect to the inner product
 E1(F, F ) = E(F, F ) + (F, F ).
 Furthermore the pair (E ,Dom(E)) is a Dirichlet form; see [9].By general theory of closed symmetric forms (Fukushima[9], 17-19),
 there exists a non-positive self-adjoint operator L such that Dom(E) =Dom(
 √−L) and
 (4.4.1) E(F, F ) = (√−LF,
 √−LF ).
 L is called the Ornstein-Uhlenbeck operator on the path space Po(Rn). Infact we have L = −D∗D, where D is the gradient operator and D∗ itsadjoint.
 The Ornstein-Uhlenbeck operator is an infinite-dimensional generaliza-tion of the usual Ornstein-Uhlenbeck operator on R1:
 L = −D∗D =d2
 dx2− x
 d
 dx,
 whereD =
 d
 dx, D∗ = − d
 dx.
 D∗ is the adjoint of D with respect to the standard Gaussian measure µ onR1:
 dµ
 dx=
 e−x2/2
 √2π
 .
 It is a classical result (see [5]) that the Hermite polynomials
 HN (x) =(−1)N
 √N !
 ex2/2 dN
 dxNe−x2/2, N ∈ Z+
 form a complete set of L2-eigenfunctions for the self-adjoint operator L onL2(R1, µ):
 LHN = −NHN , N ∈ Z+.
 Returning to the path space, for simplicity we will assume in the follow-ing that the base space has dimension n = 1. Let
 hi
 be an orthonormal
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 basis for H . Then the〈hi, ω〉H
 is i.i.d. sequence with standard Gaussian
 distribution. Hence the map T : ω 7→〈hi, ω〉H
 is an isometry (measure-
 preserving map) between the two measure spaces (µ is the Gaussian measureon RZ+). With this isometry in mind, the following construction is in order.
 Let I denote the set of indices I = ni such that ni ∈ Z+ and almostall of them are equal to zero. Denote |I| = n1 + n2 + · · · . For I ∈ I define
 HI(ω) =∏
 i
 Hni(〈hi, ω〉H ).
 Then the fact that the Hermite polynomials HN , N ∈ Z+ form an or-thonormal basis for L2(R, µ) implies immediately that HI , I ∈ I is anorthonormal basis for L2(Po(R), µ). Moreover, the eigenspace of L for theeigenvalue N is
 CN = the linear span of HI : |I| = Nand
 L2(Po(R), µ) = C0 ⊕ C1 ⊕ C2 ⊕ · · · .This is the Wiener chaos decomposition. The following theorem completelydescribes the spectrum Spec(−L) of −L.
 Theorem 4.4.1. Spec(−L) = Z+ and CN is the eigenspace for the eigen-value N . Let PN : L2(Po(R), µ) → CN be the orthogonal projection to CN .Then
 LF = −∞∑
 N=0
 NPNF.
 Note that all eigenspaces are infinite dimensional except for C0 = R.
 Let Pt = etL/2 in the sense of spectral theory. The Ornstein-Uhlenbecksemigroup Pt is the strongly continuous L2-semigroup generated by theOrnstein-Uhlenbeck operator. Clearly,
 PtF = e−Nt/2F, F ∈ CN .
 Each Pt is a conservative, L2-contraction, i.e., Pt1 = 1 and ‖PtF‖2 ≤ ‖F‖2.
 Proposition 4.4.2. The semigroup Pt is positive, namely PtF ≥ 0if F ≥ 0. For each p ∈ [1,∞], the Ornstein-Uhlenbeck semigroup Pt is apositive, conservative, and contractive Lp-semigroup.
 Proof. The positivity follows from the fact that the semigroup comesfrom a Dirichlet form, see [9], 22-24. The Lp-contraction follows from thepositivity and L2-contraction.
 4.5. Logarithmic Sobolev inequality
 Infinite dimensional analysis, Sobolev inequalities in general do not hold.In their stead, under certain conditions, we can prove a weaker inequalitycalled logarithmic Sobolev inequality. In its form presented here the inequal-ity is due to E. Nelson.
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 Theorem 4.5.1. Let µ be the standard Gaussian measure on RN and∇ the usual gradient operator. Suppose that f is a smooth function on RN
 such that both f and ∇f have at most polynomial growth. Then we have
 (4.5.1)∫
 RN
 |f |2 log |f |dµ ≤∫
 RN
 |∇f |2dµ + ‖f‖22 log ‖f‖2.
 Here ‖f‖2 is the norm of f in L2(RN , µ).
 Proof. For a positive s let µs be the Gaussian measure
 µs(dx) =(
 12πs
 )l/2
 e−|x|2/2sdx,
 where dx denotes the Lebesgue measure. Then µ = µ1. Let g = f2 and
 Psg(x) =∫
 Rl
 g(x− y)µs(dy).
 Consider the function Hs = Psφ(P1−sg), where φ(t) = 2−1t log t. Differenti-ating with respect to s and noting that ∆ commutes with Ps we have
 dHs
 ds=
 12Ps∆φ(P1−sg)− 1
 2Ps
 φ′(P1−sg)∆P1−sg
 =
 12Ps
 φ′(P1−sg)∆P1−sg + φ′′(P1−sg) |∇P1−sg|2
 −1
 2Ps
 φ′(P1−sg)∆P1−sg
 =
 12Ps
 φ′′(P1−sg) |∇P1−sg|2
 ≤ 1
 4Ps
 (P1−s|∇g|)2
 P1−sg
 ≤ Ps
 P1−s|∇f |2
 = P1|∇f |2.
 Here we have used the fact that |∇P1−sg| ≤ P1−s|∇g| in the fourth step andthe inequality
 (Ps−r|∇g|)2 ≤ 4Ps−rgPs−r|∇f |2
 in the fifth step, the latter being a consequence of the Cauchy-Schwarzinequality. Now integrating from 0 to 1 we obtain the desired result imme-diately.
 Translating the finite dimensional logarithmic Sobolev inequality in The-orem 4.5.1 to the path space Po(Rn) we obtain the following result.
 Theorem 4.5.2. If F ∈ Dom(D), then we have
 (4.5.2)∫
 Po(Rn)|F |2 log |F |dµ ≤
 ∫Po(Rn)
 |DF |2H dµ + ‖F‖22 log ‖F‖2.
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 Proof. We assume n = 1 for simplicity. The set of functions of theform
 F (ω) = f(〈h1, ω〉H , · · · , 〈h0, ω〉H )
 is dense in Dom(D). For such an F , we have
 DF (ω) =l∑
 i=0
 fxi(ω)hi.
 It is then clear that
 |DF (ω)|H = |∇f(〈h0, ω〉H , · · · , 〈hl, ω〉H )|.
 On the other hand, the distribution of〈h0, ω〉H , · · · , 〈hl, ω〉H
 is the stan-
 dard Gaussian measure on Rl+1. Therefore (4.5.2) reduces to (4.5.1).
 There is a general result due to L. Gross which says that a logarithmicSobolev inequality is equivalent to an hypercontractivity property of thecorresponding semigroup.
 Theorem 4.5.3. Let (E ,Dom(E)) be a Dirichlet form on a probabilityspace (X, B, µ) and Pt be the associated semigroup. The following state-ments are equivalent for a positive constant C .
 (I) Hypercontractivity for Pt: ‖Pt‖q,p = 1 for all (t, p, q) such thatt > 0, 1 < p < q and
 et/C ≥ q − 1p− 1
 .
 (II) The logarithmic Sobolev inequality for E:
 E(F 2 lnF 2
 )≤ 2CE(F, F ) + E F 2 ln E F 2.
 Proof. See [7] or [11].
 Theorem 4.5.4. The Ornstein-Uhlenbeck semigroup Pt is hypercon-tractive. More precisely ‖Pt‖q,p = 1 for all (t, p, q) such that t > 0, 1 < p < qand
 et ≥ q − 1p− 1
 .
 4.6. Concluding remarks
 For a compact Riemannian manifold, a logarithmic Sobolev inequalityfor the gradient operator on the path space is known [11]. In the proof ofthe logarithmic Sobolev inequality presented here, we have taken advantageof the Gaussian structure of the underlying linear Gaussian structure. Fora general manifold a completely different approach is needed. In general alogarithmic inequality implies the existence of a positive spectrum gap. Inthe flat case we simply verify this fact by direct computation. A parallel(or maybe not so parallel) theory for a manifold with boundary is a currentarea of active research.
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 For the flat loop space Lo(Rn) the theory is the same as the flat pathspace because from the Gaussian point of view, the path and loop spacesare isometric. For a general loop space Lo(M), where M is a compactRiemannian manifold, S. Aida proved that the 0-eigenspace of the Ornstein-Uhlenbeck operator L is simple for each homotopy class. Even for simplyconnected M , A. Erbele proved that there is in general no positive spectralgap. It is believed that this anomaly is due to the presence of negativecurvature on M . Therefore the current effort is aiming at proving the exis-tence of a logarithmic Sobolev inequality for a compact, simply connectedmanifold of positive curvature.
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