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            Weakly-Supervised Spatial Context Networks Zuxuan Wu University of Maryland [email protected] Larry S. Davis University of Maryland [email protected] Leonid Sigal University of British Columbia [email protected] Abstract We explore the power of spatial context as a self- supervisory signal for learning visual representations. In particular, we propose spatial context networks that learn to predict a representation of one image patch from another image patch, within the same image, conditioned on their real-valued relative spatial offset. Unlike auto-encoders, that aim to encode and reconstruct original image patches, our network aims to encode and reconstruct intermediate representations of the spatially offset patches. As such, the network learns a spatially conditioned contextual represen- tation. By testing performance with various patch selec- tion mechanisms we show that focusing on object-centric patches is important, and that using object proposal as a patch selection mechanism leads to the highest improve- ment in performance. Further, unlike auto-encoders, con- text encoders [21], or other forms of unsupervised feature learning, we illustrate that contextual supervision (with pre- trained model initialization) can improve on existing pre- trained model performance. We build our spatial context networks on top of standard VGG 19 and CNN M architec- tures and, among other things, show that we can achieve improvements (with no additional explicit supervision) over the original ImageNet pre-trained VGG 19 and CNN M models in object categorization and detection on VOC2007. 1. Introduction Recent successful advances in object categorization, de- tection and segmentation have been fueled by high capac- ity deep learning models (e.g., CNNs) learned from mas- sive labeled corpora of data (e.g., ImageNet [24], COCO [15]). However, the large-scale human supervision that makes these methods effective at the same time, limits their use; especially for ﬁne-grained object-level tasks such as detection or segmentation, where annotation efforts become costly and unwieldily at scale. One popular solution is to use a pre-trained model (e.g., VGG 19 trained on Ima- geNet) for other, potentially unrelated, image tasks. Such pre-trained models produce effective and highly generic feature representations [4, 22]. However, it has also been ? Object Proposals Offset( , ) CNN Spatial Context Network Feature Representation Figure 1: Illustration of the proposed spatial context net- work. A CNN used to compute feature representation of the green patch is ﬁne-tuned to predict feature representation of the red patch using the proposed spatial context module, conditioned on their relative offset. Pairs of patches used to train the network are obtained from object proposal mech- anisms. Once the network is trained, the green CNN can be used as a generic feature extractor for other tasks (dotted green line). shown that ﬁne-tuning with task-speciﬁc labeled samples is often necessary [8]. Unsupervised learning is one way to potentially address some of these challenges. Unfortunately, despite signiﬁcant research efforts unsupervised models such as auto-encoders [12, 29] and, more recently, context encoders [21] have not produced representations that can rival pre-trained models (let alone beat them). Among the biggest challenges is how to encourage a representation that captures semantic-level (e.g., object-level) information without having access to ex- plicit annotations for object extent or class labels. In the text domain, the idea of local spatial context within a sentence, proved to be an effective supervisory signal for learning distributed word vector representations (e.g., con- tinuous bag-of-words (CBOW) [17] and skip-gram models [17]). The idea is conceptually simple; given a word to- kenized corpus of text, learn a representation for a target word that allows it to predict representations of contextual words around it; or vice versa, given contextual words to predict a representation of the target word. Generalizing this idea to images, while appealing, is also challenging as it is not clear how to 1) tokenize the image (i.e., what is an el- ementary entity between which context supervision should arXiv:1704.02998v2 [cs.CV] 30 Jan 2019 
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Weakly-Supervised Spatial Context Networks
 Zuxuan WuUniversity of Maryland
 [email protected]
 Larry S. DavisUniversity of [email protected]
 Leonid SigalUniversity of British Columbia
 [email protected]
 Abstract
 We explore the power of spatial context as a self-supervisory signal for learning visual representations. Inparticular, we propose spatial context networks that learnto predict a representation of one image patch from anotherimage patch, within the same image, conditioned on theirreal-valued relative spatial offset. Unlike auto-encoders,that aim to encode and reconstruct original image patches,our network aims to encode and reconstruct intermediaterepresentations of the spatially offset patches. As such, thenetwork learns a spatially conditioned contextual represen-tation. By testing performance with various patch selec-tion mechanisms we show that focusing on object-centricpatches is important, and that using object proposal as apatch selection mechanism leads to the highest improve-ment in performance. Further, unlike auto-encoders, con-text encoders [21], or other forms of unsupervised featurelearning, we illustrate that contextual supervision (with pre-trained model initialization) can improve on existing pre-trained model performance. We build our spatial contextnetworks on top of standard VGG 19 and CNN M architec-tures and, among other things, show that we can achieveimprovements (with no additional explicit supervision) overthe original ImageNet pre-trained VGG 19 and CNN Mmodels in object categorization and detection on VOC2007.
 1. Introduction
 Recent successful advances in object categorization, de-tection and segmentation have been fueled by high capac-ity deep learning models (e.g., CNNs) learned from mas-sive labeled corpora of data (e.g., ImageNet [24], COCO[15]). However, the large-scale human supervision thatmakes these methods effective at the same time, limits theiruse; especially for fine-grained object-level tasks such asdetection or segmentation, where annotation efforts becomecostly and unwieldily at scale. One popular solution isto use a pre-trained model (e.g., VGG 19 trained on Ima-geNet) for other, potentially unrelated, image tasks. Suchpre-trained models produce effective and highly genericfeature representations [4, 22]. However, it has also been
 ?
 Object Proposals
 Offset( , )
 CNN Spatial Context Network
 Feature Representation
 Figure 1: Illustration of the proposed spatial context net-work. A CNN used to compute feature representation of thegreen patch is fine-tuned to predict feature representationof the red patch using the proposed spatial context module,conditioned on their relative offset. Pairs of patches used totrain the network are obtained from object proposal mech-anisms. Once the network is trained, the green CNN canbe used as a generic feature extractor for other tasks (dottedgreen line).
 shown that fine-tuning with task-specific labeled samples isoften necessary [8].
 Unsupervised learning is one way to potentially addresssome of these challenges. Unfortunately, despite significantresearch efforts unsupervised models such as auto-encoders[12, 29] and, more recently, context encoders [21] have notproduced representations that can rival pre-trained models(let alone beat them). Among the biggest challenges is howto encourage a representation that captures semantic-level(e.g., object-level) information without having access to ex-plicit annotations for object extent or class labels.
 In the text domain, the idea of local spatial context withina sentence, proved to be an effective supervisory signal forlearning distributed word vector representations (e.g., con-tinuous bag-of-words (CBOW) [17] and skip-gram models[17]). The idea is conceptually simple; given a word to-kenized corpus of text, learn a representation for a targetword that allows it to predict representations of contextualwords around it; or vice versa, given contextual words topredict a representation of the target word. Generalizingthis idea to images, while appealing, is also challenging as itis not clear how to 1) tokenize the image (i.e., what is an el-ementary entity between which context supervision should
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be applied) and 2) apply the notion of context effectively ina 2-D real-valued domain.
 Recent attempts to use spatial context as supervision invision, resulted in models that used (regularly sampled) im-age patches as tokens and either learned a representationthat is useful for classifying contextual relationships be-tween them [3] or attempted to learn representations thatfill in an image patch based on the larger surrounding pixels[21]. In both cases, the resulting feature representations failto perform at the level of the pre-trained ImageNet models.This could be attributed to a number of reasons: 1) spatialcontext may indeed not be a good supervisory signal; 2)generic and neighboring image patches may not be an ef-fective tokenization scheme; and/or 3) it may be difficult totrain a model with a contextual loss from scratch.
 Our motivation is similar to [3, 21]; however, we positthat image tokenization is important and should be doneat the level of objects. By working with patches at objectscale, our network can focus on more object-centric featuresand potentially ignore some of the texture and color detailthat are likely less important for semantic tasks. Further, in-stead of looking at immediate regions around the patch forcontext [21] and encoding the relationship between the con-textual and target regions implicitly, we look at potentiallynon-overlapping patches with longer spatial contextual de-pendencies and explicitly condition the predicted represen-tation on the relative spatial offset between the two regions.In addition, when training our network, we make use of apre-trained model to extract intermediate representations.Since lower levels of CNNs have been shown to be taskindependent, this allows us to learn a better representation.
 Specifically, we propose a novel architecture – SpatialContext Network (SCN) – which is built on top of existingCNN networks and is designed to predict a representation ofone (object-like) image patch from another (object-like) im-age patch, conditioned on their relative spatial offset. As aresult, the network learns a spatially conditioned contextualrepresentation of image patches. In other words, given thesame input patch and different spatial offsets it learns to pre-dict different contextual representations (e.g., given a patchdepicting a side-view of a car and a horizontal offset, thenetwork may output a patch representation of another car;however, the same input patch with a vertical offset mayresult in a patch representation of a plane). We also makeuse of ImageNet pre-trained model as both an initializationand to define intermediate representations. Once an SCNmodel is trained (on pairs of patches), we can use one ofits two streams as an image representation that can be usedfor a variety of tasks, including object categorization or lo-calization (e.g., as part of Faster R-CNN [7]). This settingallows us to definitively answer the question of whether spa-tial context can be an effective supervisory signal – it can,improving on the original ImageNet pre-trained models.
 Contributions: Our main contribution is the spatial con-text network (SCN), which differs from other models in thatit uses two offset patches as a form of contextual supervi-sion. Further, we explore a variety of tokenization schemesfor mining training patch pairs, and show that an objectproposal mechanism is the most effective. This observa-tion validates the intuition that for semantic tasks, contextis most useful at the object scale. Finally, we conduct ex-tensive experiments to investigate the capacity of the pro-posed SCN for capturing context information in images, anddemonstrate its ability to improve, in an unsupervised man-ner, on ImageNet pre-trained CNN models for both cate-gorization (on VOC2007 and VOC2012) and detection (onVOC2007), where the bottom stream of the trained SCN isused as a generic feature extractor (see Fig. 2 (bottom)).
 2. Related WorkUnsupervised Learning. Auto-encoders [11] are amongthe earliest models for unsupervised deep learning. Theytypically learn a representation by employing an encoder-decoder architecture, which are inverses of one another; theencoder encodes the image (or patch) into a compact hid-den state representation and the decoder reconstructs it backto a full image. De-noising auto-encoders [29] reconstructimages (or patches) subject to local corruptions. The mostextreme variant of de-noising auto-encoders are the contextencoders [21], which aim to reconstruct a large hole (patch)given its surrounding spatial context.
 A number of papers proposed to learn representationsby converting the generative auto-encoder-like objectivesto discriminative classification counterparts, where CNNshave been shown to learn effectively. For example, [5] pro-posed an idea of surrogate classes that are formed by apply-ing a variety of transformations to randomly sampled imagepatches. Classification into these surrogate classes is usedas a supervisory signal to learn image representations. Al-ternatively, in [3], neighboring patches are used in Siamese-like networks to predict the relative discrete (e.g., to thetop-right, bottom-left, etc.) location of patches. Related, isalso [34] that attempts to learn a similarity function acrosspatches using various deep learning architectures, includingcenter-surround (similar to [21]) and forms of Siamese net-works. Goodfellow et al. [9] proposed Generative Adver-sarial Networks (GAN) that contain a generative model anddiscriminative model. Pathak et al. [21] built upon GANsto model context through inpainting missing patches.
 Our model is related to auto-encoders [11], and partic-ularly context encoders [21], however, it is conceptuallybetween the discriminative and generative forms discussedabove. We have encoder and decoder components, but in-stead of decoding the hidden state all way to an image,our decoder decodes it to an intermediate discriminativelytrained representation. Further, unlike previous methods,
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our decoder takes real-valued patch offsets as input, in ad-dition to the representation of the patch itself.
 Pre-trained Models. Pre-trained CNN models have beenshown to generalize to a large number of different tasks[4, 22]. However, their transferability, as was noted in [33],is affected by specialization of higher layer neurons to theoriginal task (often ImageNet categorization). By taking anetwork pre-trained on the ImageNet task and using its in-termediate representation as target for our decoder, we makeuse of the knowledge distilled in the network [10] while at-tempting to improve it using spatial context. Works like[19] and [13] attempt to similarly re-use lower layers [19]of the pre-trained network and fine-tune, typically, fully-connected layers to specific tasks (e.g., object detection).However, such models assume some labeled data in the tar-get domain, if not for classes of interest [19], then for re-lated ones [13]. In our case, we assume no supervisionof this form. Instead, we just assume that there exists aprocess that can generate category agnostic object-like pro-posal patches. Our work is similar to [37] that also attemptsto improve the performance of pre-trained models. Whilethey augment existing networks with reconstructive decod-ing pathways for image reconstruction, our model focuseson exploiting contextual relationships in images.
 Weakly-supervised and Self-supervised Learning.Weakly-supervised and self-supervised learning attemptto achieve similar performance to fully supervised modelswith limited use of annotated labels. A typical setting isto, for example, use image-level annotations to learn anobject detection model [2, 20, 25, 27, 28, 31]. However,such models typically rely on latent variables and appear-ance regularities present within individual object class.In addition, researchers also utilized motion coherence(tracked patches [32] or ego-motion from sensors [1]) invideos as supervisory signals to train networks. Zhanget al. [36] generated a color version of a grayscale photothrough a CNN model, which could further serve as anauxiliary task for feature learning. Noroozi et al. learnedfeatures by solving jigsaw puzzles [18]. Different fromthese works, we experiment with (category-independent)object proposals as a way to tokenize an image into moresemantically meaningful parts. This can be thought of as(perhaps) a very weak form of supervision, but unlike anythat we are aware has been used before.
 Also related is [30], where the model for predicting fu-ture frame representation in video, given the current framerepresentation, is learned. The premise in [30] is concep-tually similar to ours, but there are important differences.Our predictions are on spatial category-independent objectproposals (not frames offset in time [30]). Further, our neu-ral network architecture is parametrized by the real-valuedoffset between pairs of proposals, where as temporal offsetin [30] is not part of the model and is fixed to 1 second.
 Spatial Context Module
 Loss
 Bottom Stream
 Training SCN
 Using SCN at Test Time
 Classification
 Detection
 Top Stream
 Bottom Stream
 Figure 2: Overview of the proposed spatial context net-work architecture. See texts for complete description anddiscussion.
 3. Spatial Context Networks
 We now introduce the proposed spatial context network(see Figure 2 (top)), which consists of a top stream and abottom stream operating on a pair of patches cropped fromthe same image. The goal is to utilize their spatial lay-out information as contextual clues for feature representa-tion learning. Once the spatial context network is learned,the bottom stream can be used as a feature extractor (seeFigure 2 (bottom)) for a variety of image recognition tasks,specifically, object categorization and detection.
 More formally, given a patch XIi extracted from an im-
 age I ∈ I, where I is the training set, we denote the patchbounding box bI
 i as an eight-tuple consisting of (x, y) po-sitions of top-left, top-right, bottom-left and bottom-rightcorners. We can then denote the training samples for thenetwork as 3-tuples (XI
 i , XIj , oI
 ij), where oIij = bI
 i − bIj
 is the relative offset between two patches computed by sub-tracting locations of their respective four corners.
 Top stream. The goal of the top stream is to provide a fea-ture representation for patch XI
 i that will be used as soft tar-get for contextual prediction by the learned representationof the patch XI
 j . This stream consists of an ImageNet pre-trained state-of-the-art CNN such as VGG 19, GoogleNet
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or ResNet (any pre-trained CNN model can be used). Morespecifically, the output of the top stream is the representa-tion from the fully-connected layer (fc7) obtained by prop-agating patch XI
 i through the original pre-trained ImageNetmodel (here we remove the softmax layer). More formally,let g(XI
 i ;WT ) denote the non-linear function approxi-mated by the CNN model and parameterized by weightsWT . Note that one can also utilize representation of otherlayers; we use fc7 for simplicity and because of its superiorperformance in most high-level visual tasks [22].
 Bottom stream. The bottom stream consists of an identicalCNN model to the top stream which feeds into the spatialcontext module. The spatial context module then accountsfor spatial offset between the input pair of patches. The net-work first maps the input patch to a feature representationh1 = g(XI
 j ;WB) and then the resulting h1 (fc7 represen-tation) is used as input for the spatial context module. Weinitialize the bottom stream with the ImageNet pre-trainedmodel as well, so initially, WB = WT . However, whileWT remains fixed, WB is optimized during training.
 Spatial Context Module. The role of the spatial contextmodule is to take the feature representation of the patchXI
 j produced by the bottom stream and, given the offset topatch XI
 i , predict the representation of patch XIi that would
 be produced by the top stream. The spatial context mod-ule is represented by a non-linear function f([h1,o
 Iij ];V),
 parameterized by weight matrix V = {V1,Vloc,V2}.In particular, the spatial context module first takes the
 feature vector h1 (computed from patch XIj ) together with
 the offset vector oij between XIj and XI
 i to derive an en-coded representation:
 h2 = σ(V1h1 +Vlocoij), (1)
 where V1 denotes the weights for h1; Vloc is the weightmatrix for the input offset, and σ(x) = 1/(1 + e−x). (Notethat we absorb the bias term in the weight matrix for conve-nience). Finally, h2 is mapped to h3 with a linear transfor-mation to reconstruct the fc7 feature vector computed bythe top stream on the patch XI
 i .
 Loss Function. Given the output feature representationsfrom the aforementioned two streams, we train the networkby regressing the features from the bottom stream to thosefrom the top stream. We use a squared loss function:
 minV,WB
 ∑I∈I;i6=j
 ∥∥g(XIi ;WT )− f([g(XI
 j ;WB),oij ];V)∥∥2 .(2)
 The model is essentially an encoder-decoder frameworkwith the bottom stream encoding the input image patch intoa fixed representation and spatial context module decod-ing it to representation of another, spatially offset, patch.The intuition comes from the skip-gram model [16] that at-tempts to predict the context given a word, which has been
 demonstrated to be effective for a number of NLP tasks.Since objects often co-occur in images in particular relativelocations, it makes intuitive sense to explore such relationsas contextual supervision.
 The network can be easily trained using back-propagation with stochastic gradient descent. Note that forthe top stream, rather than predicting raw pixels in images,we utilize the features extracted from off-the-shelf CNN ar-chitecture as ground truth, to which the features constructedby the bottom stream regress. This is because the pre-trained CNN model contains valuable semantic information(e.g., referred to as dark knowledge [10]) to differentiate ob-jects and the extracted off-the-shelf features have achievedgreat success on various tasks [35, 38].
 One alternative to formulating the problem as a regres-sion task would be to turn it into a classification problemby appending a softmax layer on top of the two streams andpredicting whether a pair of features is likely given the spa-tial offset. However, this would require a large number ofnegative samples (e.g., a car is not likely to be in a lake),making training difficult. Further, our regression loss alsobuilds on intuitions explored in [10], where it is shown thatsoft real-valued targets are often better than discrete labels.
 Implementation Details. We adopt two off-the-shelf CNNarchitectures, CNN M and VGG 19 [26], to train the spa-tial context network. CNN M is an AlexNet [14] styleCNN with five convolutional layers topped by three fully-connected layers (the dimension for fc6 and fc7 is 2, 048),but contains more convolutional filters. VGG 19 networkconsists of 16 convolutional layers followed by three fully-connected layers, possessing stronger discriminative power.
 The pipeline was implemented in Torch and we applymini-batch stochastic gradient descent in training with thebatch size of 64. The weights for the spatial context moduleare initialized randomly. We fine-tune the fully-connectedlayers in the bottom stream CNN model with convolutionallayers fixed, unless otherwise specified. The input patchesare resized to 224×224. We set the initial learning rate to1e−3, which is decreased to 1e−4 after 100 epochs; we fixweight decay to 5e−4 and the maximum number of epochsto 200. We will discuss patch selection in Experiements.
 3.1. Using SCN for Classification and Detection
 Once the SCN is trained, we only use h1 from the bottomstream as a feature representation for other tasks (Figure 2(bottom)). As we will show, these feature representationsare better than those obtained from the original ImageNetpre-trained model for object detection and classification.
 4. Experiments
 We first validate the ability of the proposed SCN to learncontext information on a synthetic dataset and with the real
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images from VOC2012. We then evaluate the effectivenessof features extracted from the spatial context framework inclassification and detection tasks, as compared with originalpre-trained ImageNet features, and competing state-of-the-art feature learning methods.
 4.1. Synthetic Dataset Experiments
 0 20 40 60 80 100
 Epoch
 05
 1015202530354045
 Test
 ing E
 rror
 without offsets
 with offsets
 Figure 3: Testing error on the synthetic dataset. Illus-trated is the testing error with and without offset vector.
 We construct a synthetic dataset containing circles,squares and triangles to verify whether the proposed spa-tial context framework is able to learn correlations in spatiallayout patterns of these objects. More specifically, we cre-ate 300 (circle, square) pairs where circles are always hor-izontally offset (see Figure 4 (top)) from the squares (ver-tical difference is within 30 pixels); and 300 (circle, trian-gle) pairs where circles are vertically offset from the trian-gles (horizontal difference is within 30 pixels); as well as200 (circles, black image) pairs where the offset vector israndomly sampled. We randomly split the dataset into 600training and 200 testing pairs. We assume perfect proposalsand crop patches tightly around the objects (circles, squaresand triangles). Here, we adopt the CNN M model only.
 The testing error loss (mean squared error) on thisdataset is visualized in Figure 3. As we can see from the fig-ure, the testing error of the spatial context network steadilydecreases for the first 20 epochs and nearly reaches zero af-ter 25 epochs. To investigate the role offset vectors play inthe learning process, we remove the offset vector from theinput and retrain the network. The loss of this network sta-bilizes to 30 after 10 epochs; this is significantly higher thanthe error of the spatial context network. Figure 3 confirmsthat the proposed spatial context network can make effec-tive use of the spatial context information between objects.
 To gain further insights into the learning process, we re-place the target features of the top stream with raw groundtruth image patches. After each epoch, given an input bot-tom stream object patch (depicting circle) and an offset vec-tor from the testing set, we adopt the output of the last layerh3 in the SCN to reconstruct images for the top stream (SeeSupple. for details). The results are visualized in Figure 4.
 When circles are combined with either horizontal or ver-tical offsets, the network is able to reconstruct square andtriangle patches (respectively) after about five epochs of
 1-epoch 3-epoch2-epoch 4-epoch 5-epoch 6-epoch 21-epoch 27-epoch 35-epoch
 ?
 ?
 ?
 (a)
 (b)
 (c)
 (a)
 (b)
 (c)
 Training Samples
 Figure 4: Experiments with synthetic dataset. Trainingsamples are shown in top row. Bottom rows show predictedpatches for the labeled regions on the left, after 1–35 epochsof training. Predicted patches are obtained by treating thecircle in the middle and an appropriate spatial offset to (a),(b), or (c) as input to an SCN and visualizing the output h3
 layer.
 training. For the first few epochs, both triangles and squaresco-occur in the constructed images, but clear square andtriangle patterns emerge as the training proceeds. It tooklonger for the network to learn that conditioned on an off-axis offset vector and a circle patch it should produce anempty (black) patch image. This experiment validates thatour spatial context network is able to learn correct spatiallyvarying contextual representation based on (identical) in-put patch (circle) and varying offsets. Without providinglocation offset information, the network overfits and sim-ply generates a patch containing overlapping triangles andsquares (which explains the poor convergence in Figure 3).
 Imagining a circle is a car, a square a tree and the trian-gle (which is above circle) to be sky, this synthetic datasetprovides a simplified version of spatial context informationin real-world scenarios. The experiments indicate that thevarying spatial contextual information among multiple ob-jects can be learned by the SCN.
 4.2. Modeling Context in Real Images
 We now discuss context modeling in real images andvalidate the capability of the network to capture such real-world contextual clues. To this end, we use the PASCALVOC 2012 [6] dataset, which consists of a training set with5,717 images and a validation set with 5,823 images, total-ing 20 object categories (denoted by VOC2012-Img). Wefirst crop objects from the original images on both subsetsusing the provided annotations of bounding boxes, whichleads to 15,774 objects for training and 15,787 objects fortesting (denoted by VOC2012-Obj1). Objects from thesame image are further paired and are used as inputs forthe spatial context network (SCN) together with their off-set vector. In total, we obtain 34,378 training and 34,722
 1The difference between VOC2012-Obj and VOC2012-Img is that inthe former the objects are cropped, where as in the latter they are not.

Page 6
                        

features VOC2012-Pairs (%)VGG 19 fc7 78.3
 SCN predicted (h3) features 56.3VGG 19 fc7 + SCN predicted 79.5
 Table 1: Performance comparisons of classification. Dif-ferent feature representations for the top patch classifica-tion are compared. SCN predicted features are obtained byregressing top stream features from the contextual bottomstream patch.
 testing paired samples (VOC2012-Pairs).
 ??
 ? ?
 Figure 5: SCN contextual classification. Features of thetop stream (red boxes) are predicted using patches from bot-tom stream (green boxes) and offset vector as inputs to thetrained SCN. A classifier is then trained to predict the labelof the red patch based on the predicted features from thetraining set. Performance on testing set is 56.3% (Table 1).
 We first train the spatial context network using pairedimages. Given the trained network, we compute the outputsof the last layer from the spatial context module (i.e., h3)as the synthesized feature representations for a single patchin the top stream (on both training and test set). Then wetrain a linear classifier with the extracted features using alltraining patches in the top stream (See Fig. 5 and see Sup-ple. for details). To establish a baseline, for all patches inthe top stream, we compute the raw fc7 features from theoriginal VGG 19 network and similarly train a linear SVMclassifier. The results are summarized in Table 1.
 It is surprising to see that the predicted features achievea 56.3% accuracy in object classification given the fact thatthese features are predicted from nearby objects within thesame image (from the bottom stream) using the trained spa-tial context network (SCN). In other words we are able torecognize objects at 56.3% accuracy without ever seeingthe real image features contained in the corresponding im-age patches; the recognition is done purely based on thecontextual predictions of those features from other patches(note that 92.6% of patches do not or minimally overlap (<0.2 IoU)). This indicates very strong contextual informationthat our network was able to learn.
 To eliminate the possibility that accuracy comes from
 images containing multiple instances of the same object,we analyzed the dataset and found only 45% of training and42% of testing image patch pairs correspond to the sameobjects. Further, using pairs that do not contain same ob-jects produces an accuracy of 52.8%, and 63.2% with pairsonly from the same objects.
 To investigate whether the synthesized features h3 con-tain contextual information that might be complementary tothe original fc7 features, we perform feature fusion by con-catenating the two representations into a 8,192-D vector andtraining a linear SVM for classification. We observe 1.2%performance gain compared with raw VGG fc7 features,confirming context is beneficial.
 4.3. Feature Learning with SCN for Classification
 In the last two sections, to verify the effectiveness of spa-tial contextual learning, we assumed knowledge of objectbounding boxes (but, importantly, not their categorical iden-tity); in other words, we assumed existence of a perfect ob-ject proposal mechanism; this is clearly unrealistic. In thissection, we explore the importance/significance of the qual-ity of the object proposal mechanism on the performanceof features learned using SCN. We do so in the context ofclassification, where once SCN is trained, we use SVM ontop of generic SCN features (see Figure 2 (bottom)).
 features-fc7 VOC2012-Obj VOC2012-Img
 CN
 NM
 Original 75.3 68.5SCN-BBox 78.7 70.8SCN-YOLO 79.2 70.7
 SCN-EdgeBox 79.9 72.8SCN-Random 78.8 70.0
 VG
 G19
 Original 81.4 78.1SCN-BBox 82.6 78.8SCN-YOLO 83.0 79.0
 SCN-EdgeBox 83.6 79.5SCN-Random 83.2 79.2
 Table 2: Performance with various object proposals.Comparison of classification with features obtained usingSCN trained with different patch selection mechanisms isillustrated on VOC2012-Obj and VOC2012-Img, using twoCNN architectures.
 We use ground truth bounding boxes, provided by thedataset, as a baseline (SCN-BBox). In addition, we test thefollowing object proposal methods:
 - Random Patches (SCN-Random): We randomly crop5 patches of size of 64 × 64 in each image (consistentwith [21]) to generate 10 patch pairs per image. Intotal, we collect 28K cropped patches and 57K pairs.2
 2Note that in the pairing process one could simply swap the inputs ofthe top and bottom stream to double the number of pairs for the network,however, empirically, we found it not to be helpful.
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- Edge Box [39] (SCN-EdgeBox): EdgeBox is a genericmethod to generate object bounding box proposalsbased on edge responses. We filter out the boundingboxes with confidence lower than 0.1 and those withirregular aspect ratio, leading to 43K object patchesand 160K pairs for training.
 - YOLO [23] (SCN-YOLO): YOLO is a recently intro-duced end-to-end framework trained on VOC for ob-ject detection. We use YOLO as an object proposalmechanism, by taking patches from detection regionsbut ignoring the detected labels. We collect 13K ob-jects forming 17K image patch pairs.
 We expect the quality of object proposal methods (fromleast object-like to most object-like) on VOC to roughly fol-low the following pattern:
 Random < EdgeBox < YOLO < ground-truth BBox.
 Given a trained SCN model, we utilize the bottom stream(see Fig. 2 (bottom)) to test generalization of the learnedfeature representations, by performing classification withlinear SVMs on VOC2012-Obj and VOC2012-Img (seefootnote 1 for explanation) with the outputs from the firsthidden layer (h1, i.e., fine-tuned version of fc7) in thebottom stream of SCN. The results are measured in mAP.We compare the different patch selection mechanisms dis-cussed above and also to the original ImageNet pre-trainedmodels. The results are summarized in Table 2. We ob-serve that SCN-BBox and SCN-YOLO achieve better re-sults compared with the original fc7 features. It is alsosurprising to see that SCN-EdgeBox obtains the best per-formance, even higher than models trained with ground-truth bounding boxes. It is 4.6 and 4.3 percentage pointsbetter than the original fc7 features on VOC2012-Obj andVOC2012-Img.
 We believe that better performance of the SCN-EdgeBoxstems from EdgeBox’s ability to select object-like regionsthat go beyond the 20 object classes labeled in ground truthand detected by YOLO. We also note that while Randompatch sampling also improves the performance, with respectto the original ImageNet pre-trained network, it is doing soby a much smaller margin than EdgeBox patch sampling.
 The original fc7 features are trained using labels fromImageNet; our spatial context network is appealing in thatit learns a better feature representation by exploiting contex-tual cues without any additional explicit supervision. Fig-ure 6 compares the per-class performance of SCN-EdgeBoxand the original fc7 features on VOC2012-Img, where wecan see that SCN-EdgeBox features outperform the originalfc7 features for all classes. It is also interesting to see that,for small objects, such as “bottle” and “potted plant”, theperformance gain of SCN-EdgeBox is more significant.
 VOC2012-ObjVGG 19 fc7 81.4
 SCN-EdgeBox (fc6, fc7) 83.6SCN-EdgeBox (fc6, fc7, conv5) 84.3
 SCN-EdgeBox (all layers) 82.5
 Table 3: Exploring SCN learning strategies. Classifica-tion performance based on features obtained using differentfine-tuning strategies. See text for more details.
 Fine-tuning Convolutional Layers. In addition to onlyfine-tuning the fully-connected layers of the bottom streamCNN model, we also explore whether joint training withVGG 19 network could further improve the performance ofthe extracted features. More specifically, for the top streamwe fix the weights since computing features dynamicallyposes challenges for network convergence. Further, thisavoids trivial solutions of both streams learning, for exam-ple, to predict zero features for all patches. In addition, thismakes use of transferability of lower levels of pre-trainedCNN models as targets for the bottom stream decoding. Theresults are summarized in Table 3. By back-propagating theerror through deeper layers we observe a significant per-formance gain (2.9 percentage points) over the original fea-tures of VGG 19 network, which confirms the fact that SCNis effective and VGG layers could be fine-tuned jointly forspecific tasks in order to gain better performance using ourformulation. When fine-tuning all layers in the network, theperformance of SCN degrades slightly to 82.5%.
 4.4. Feature Learning with SCN for Detection
 We also explore the applicability of SCN features forobject detection tasks to verify generic feature effective-ness. To make fair comparisons with prior work, we adoptthe experimental setting of [21] and fine-tune the SCN-EdgeBox model (based on CNN M architecture) on Pas-cal VOC2007, which is then applied in the Fast R-CNN [7]framework. More precisely, we replace the ImageNet pre-trained CNN M model with the fine-tuned bottom stream inSCN (See Figure 2 (bottom)). The weights for final classi-fication and bounding box regression layers are initializedfrom scratch. Following the training and testing protocoldefined in [7], we finetune layers conv2 and up and reportdetector performance in mAP.
 The results and comparisons with existing state-of-the-art methods are summarized in Table 4. SCN-EdgeBoxmodel improves on the original ImageNet pre-trained modelby 0.7 percentage points. Further, compared with alterna-tive unsupervised learning methods, our approach achievessignificantly better performance. We also significantly out-perform other feature training methods on classification (in-cluding our fine-tuned ImageNet model) and Doersch et al.
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 Initialization Supervision Pretraining time Classification DetectionRandom Gaussian random N/A < 1 minute 53.3 43.4Wang et al. [32] random motion 1 week 58.4 44.0
 Doersch et al. [3] random context 4 weeks 55.3 46.6Pathak et al. [21] random context inpainting 14 hours 56.5 44.5Zhang et al. [36] random color – 65.6 46.9ImageNet [21] random 1000 class labels 3 days 78.2 56.8
 *ImageNet random 1000 class labels 3 days 76.9 58.7*Doersch et al. [3] 1000 class labels context – 65.4 50.4
 SCN-EdgeBox 1000 class labels context 10 hours 79.0 59.4
 Table 4: Quantitative comparison for classification and detection on the PASCAL VOC 2007 test set. The baselines labeledwith * are based on our experiments, rest taken from original papers.
 [3] model initialized with ImageNet.Figure 7 visualizes some sample images where SCN-
 EdgeBox outperforms the pre-trained ImageNet model. Our
 Ours Pre-trained ImageNet model
 Figure 7: Sample detection results. Illustrated are resultsobtained using SCN-EdgeBox model and the original pre-trained ImageNet model, respectively, on VOC2007.
 model is better at detecting relatively small objects (e.g., air-plane in the first row and chair in the second row).
 5. Conclusion
 In this paper, we presented a novel spatial context net-work built on top of existing CNN architectures. TheSCN network exploits implicit contextual layout cues inimages as a supervisory signal. More specifically, the net-work is trained to predict the intermediate representationof one (object-like) image patch from another (object-like)image patch, within the same image, conditioned on theirrelative spatial offset. Consequently, the network learnsa spatially conditioned contextual representation of imagepatches. Extensive experiments are conducted to validatethe effectiveness of the proposed spatial context network inmodeling context information in images. We show that theproposed spatial context network can achieve improvements(with no additional explicit supervision) over the originalImageNet pre-trained models in object categorization onVOC2007 / VOC2012 and detection on VOC2007.
 Acknowledgment. ZW and LSD are supported by ONRunder Grant N000141612713: Visual Common Sense Rea-soning for Multi-agent Activity Prediction and Recognition.LS is in part supported by NSERC Discovery grant.
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