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Resumo

O Internet Protocol Television (IPTV) est a redefinir o conceito
de transmisso de contedomultimdia, disponibilizando um conjunto de
servios integrados num ambiente nico. A rev-oluo digital ajudou a
criar uma soluo multimdia de alta qualidade utilizando baixas
taxasde transmisso. Um dos servios de maior sobrecarga o de Vdeo a
Pedido. Este implica umaligao dedicada a um s cliente, de modo a
possibilitar comandos de utilizao normais. Tome-secomo exemplo as
funes parar, avanar rpido.

As empresas comerciais oferecem produtos personalizados que por
vezes no viabilizam todasas capacidades aos clientes. E, estas
ofertas esto longe de serem solues acessveis a nvelmonetrio. Apenas
um sistema personalizado e construdo somente com ferramentas
gratuitaspode fornecer todos os requisitos de que necessitamos. O
nosso objectivo baseia-se em criar umaplataforma de Vdeo a Pedido
confivel e escalvel, capaz de lidar com as tecnologias mais
usadasactualmente.

Visto que este projecto era destinado somente a um ambiente web,
uma exposio de ServiosWeb mostrou-se fundamental para maximizar o
seu potencial, fornecendo a outros programadoresas ferramentas
necessrias construo e integrao dos nossos servios noutras aplicaes.
OSimple Object Access Protocol e o REpresentational State Transfer
eram at ao momento os pro-tocolos mais usados neste contexto,
estando disponveis em servios como o Facebook e o Google.Mostrou-se
conveniente a criao de uma interface de administrao e de usurio
para controlartodos os contudos e informao de vdeo, bem como,
visualiz-los num ambiente apelativo, demodo a provar o
conceito.

A concluso da presente tese permitiu aferir que o sistema
desenvolvido, longe de ser umproduto profissional, apresentou-se
capaz de competir facilmente com solues existentes e tornar-se
ainda melhor com algum trabalho futuro.
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Abstract

Internet Protocol Television (IPTV) is redefining the concept of
media broadcast, providing avast amount of services in one single
environment. The digital revolution also helped to create
anddeliver a high quality media solutions, using lower bit rates.
One of the most demanding servicesis the Video-On-Demand (VOD).
This implicates a dedicated streaming channel for each user,
inorder to provide normal media player commands (i.e. pause, fast
forward).

Most multimedia companies offer personalized products that
sometimes do not fulfil all theusers needs, and are far from being
a cheap solution. Only a personalized system, built solely
withopen-source tools, may provide all the requirements we want.
Our goal was to create a reliableand scalable VOD service, fully
capable of dealing with the present state-of-the-art
multimediatechnologies.

As this project was mainly for an Internet environment, a Web
Services (WS) exposure wasneeded to maximize the potential of our
service, providing other developers the right tools to buildand
integrate our services in different applications. The Simple Object
Access Protocol (SOAP)and the REpresentational State Transfer
(REST) were currently the most used Web Services pro-tocols and
each one was widely spread among services like Facebook and Google.
Both a Ad-ministration and Users interface was needed, to fully
manage all the video metadata and contents,and properly view it in
a rich and appealing application, providing the ultimate proof of
concept.

In the end of this thesis we were able to acknowledge that the
developed system, far frombeing an enterprise solution, was in fact
capable of levelling with existing solutions, and couldbecome even
better with further development.
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Chapter 1

Introduction

Nowadays, millions of users have access to digital contents
through many applications that

did not exist a couple of years ago. Both on the internet as
well as in digital television, the viewer

transported himself from a passive usage to a place where he can
access any type of contents and

information. The revolution of IPTV brought thousands of new
possibilities, from choosing the

camera view in a football match, to selecting the favorite
shows, series, or a selection of movies

without the need to wait for the scheduled time.

Video-on-demand (VOD) has become very popular over the years,
for example, Youtube has

more than 3 billion views per day. In one year Youtube had a
growth of 50% in its traffic [5].

One important aspect is that broadband access has seen a
tremendous growth in speed and in-

frastructures. Coaxial cables are being switched to fiber optic
cables, delivering over 1Gbps of

speed to any domestic environment. This exponential growth shows
us that delivering high quality

streaming over IP networks is possible, as we see already in
broadcast media. Nowadays, Content

Delivery Networks (CDN) provide scalability, with many servers
distributed across the Internet

"closer" to costumers (see fig. 1.1). This broadband
requirements, widespread deployment and

popularity proves to be a costly service to provide.

Figure 1.1: Content Delivery Network [1]

1


	
2 Introduction

Within the television market, where Video-on-Demand has faced a
stronger development, the

choices are dictated by the Service Providers and each service
has an associated cost. Normally the

user needs to rent a Set-top Box (STB) to be able to get the
most out of these services, which a basic

set-up doesnt provide. Thus, UK TV networks came up with an
ideia of a free-to-air collection

of services for the Digital Terrestrial Television (DTT). There
is no need for a subscription or

contract, and all that the user needs is a TV or apparatus
capable of receiving DTT services. Their

motivation is "Buy today, watch today, free forever". They
called it the Freeview and already

spread to other countries like New Zealand and
Australia.oducethe y repalce receiveehthis has

been oimno

On the Internet these type of services are also starting to grow
together with the expansion of

broadband access. Still, most of these applications are paid,
because digital contents also means

copyright contents. In most of the cases the specific software
for this type of applications is

proprietary, which means you either buy a license to use an
available software or pay to create

your own software.

The most famous examples on the Internet today are Netflix [6]
and Amazon Prime [7]. In

both these services a user can have an account for a minimum of
$7,99 a month or $79 the annual

fee. TV episodes and movies are available, and some even deliver
unlimited DVDs for just $2 a

month. The movies and series availability is the only thing that
can distinguish any service. People

usually arrive home after a days work, missing their favourite
shows. The only thing they would

want from such a service is for that specific show to be
available after it is broadcast. The same

thing happens with movies. After a few months in the theaters
they are sold as DVDs, and should

be available online as well. Netflix counts over 23 millions
members today, being probably the

best online solution available.

1.1 Motivation

The internet world is always evolving and Video-on-Demand is
gaining more and more users

everyday. However technology hasnt evolved as expected. It is
difficult to find an application

where the user can watch a movie or a series, like he was
playing from its own DVD. Trick mode

operations, such as seeking to the middle of the movie to start
from the last viewed point, fast

forward to skip undesired parts, pause for a quick break are
functionalities that are not easily

found. Video-on-Demand requires even more than what simple
television broadcast requires,

because each streaming session is a private session that the
server needs to handle. At present,

there is no software complete enough and available as open
source to provide us with a sufficiently

good solution.

By taking advantage of the Internets potential it is possible to
make things even more interest-

ing. Companies like Facebook, Ebay, Google, Amazon, Flickr,
Twitter and many others provide

special interfaces (i.e. Web Services) for developers, other
than their own, to make use of their
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services in other applications. This is a way to give the power
to other people to create new ap-

plications using their own services, taking a tremendous load
out of their hands. Probably every

mobile application that accesses any of the mentioned services,
use some of these tools.

1.2 Objectives

The goal of this dissertation is to develop a tool that can
offer the above referred desired func-

tionality, allowing users to access and consume videos and other
contents in an IPTV environment.

Users should be able to visualize the information of all
available contents and access them inside

the same application. Content should be retrieved from a server,
which also exposes metadata

associated to the audiovisual content, collected from the
appropriate websites. Users should be

able to browse metadata, obtaining descriptive information about
the available A/V contents and

only then, select and start receiving a specific movie. The
application should provide the user

major trick mode functionalities, offering the same experience a
user would have with a normal

household media player.

The server should have the capacity to serve several users and
at the same time be able to

be configured through a web-based administration interface. The
supported video formats and

network protocols should be the ones used in todays industry, to
provide full support and interop-

erability. This application should also provide the specific
tools for others to create applications

using our services.

There are several open source software (OSS) tools capable of
streaming and receiving con-

tents on the internet but they are just a mere startup point for
this project, because they dont fulfil

the basic requisites of the application we are looking for. The
solution is to use this existing tools

and start building up our application.

1.3 Methodology

The main question that is posed before start developing the
proposed system is the following:

Is it possible to develop an open source Video-on-Demand
Application fully capable,

reliable, scalable and ready for IPTV?

The main objective of this thesis is to build an application,
meaning that development will be

the first priority. However, a big research should be involved
when looking for the right tools to

help achieve every defined goal. There are a lot of options that
can help leverage some of the

functionalities we want, leaving us with the task of bringing
them all together into one applica-

tion. These tools must be stable and fully tested. The main
concern must be to create a reliable

application, providing enough evidence and references that
everything will work as expected.

We will start by researching the protocols, specifications and
applications used in the current

multimedia environment. A Software Requirements Specification
will also be produced with some

of the basic guidelines, which aims at creating a system that
works the way that was originally
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designed. We will analyse the users perspective to acquire all
their basic needs, and identify the

administrations necessities in order to create a tool able to
provide total access and control.

The major foreseen problem concerns the time needed for each
task. A complete Video-

on-Demand system requests background knowledge in multiple
domains, and sufficient time to

develop each part of the system. During each task, the right
tool needs to be chosen, otherwise

precious time will be spent trying to figure out where things
went wrong.

1.4 Thesis Structure

This thesis is divided into X chapters. Chapter 2 describes the
state of the art in multimedia

technology is described as well as the existing web services
protocols and architectures.

In chapter 3 a requirements specification is presented with a
complete description of the sys-

tems behaviour and requirements. This chapter provides the
guidelines for the software develop-

ment.

The development work will be described in chapter 4, which
contains a description of every

needed step to create our application, and some explanations why
each implemented framework

was chosen for this project.

Chapter 5 will provide some discussions concerning a few
developed modules and the results

of the work developed and the tests performed. Finally chapter 6
concludes this thesis.
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Chapter 2

State of the Art

This chapter presents the state of the art on multimedia
standards, streaming solutions and

web services technologies. It first describes some of the most
important video coding techniques

available and the most relevant file formats for multimedia
data.

Afterwords an overview of the main network streaming protocols
is given and some necessary

tools to implement a web services communication. Some software
solutions, regarding the stream-

ing service are also given, in particular solutions where the
General Public Licenses [8] applies or

other free/open-source software that can provide the best
results for our application.

2.1 Video Technologies

Video is a sequence of pictures, in which each picture is
described by an array of pixels.

The red, green and blue signals (RGB) can be combined and
expressed as luminance (Y) and

chrominance (UV) components. The chrominance signals may be
compressed in relation to the

luminance without affecting the picture quality due to the
characteristics of the Human Visual

System (HVS). The CCIR recommendation 601 [9] defines how the
YUV video signals can be

described as pixels. Each of these pixels can have millions of
colors associated to a number of

bits. In each second, several of this pictures, called frames,
can be reproduced and a minimum of

15 frames is necessary to obtain a moving image with an
acceptable quality.

In the CCIR recommendation 601 a normal video would be 720pixels
x 480 pixels x 30 frames

and if each pixel had 16 bits of resolution, the video data rate
would be around 165Mbit/s. This

transmission rate is too high for the current broadband access
and it would also impose a strong

load on the users CPU, which would take a considerable time to
process the information, possibly

longer than real-time. According to ANACOM [10], in Portugal
during the last quarter of 2010,

almost 2 million users had cable internet, where speeds could go
up to 24Mbit/s. As each day goes

by, fiber optics becomes more real, but the ISPs still have
prohibitive prices, having a 5% share of

the market.
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To solve this problem several ways were created to compress
video and audio, to reduce them

to a size possible of being transmitted at lower speeds, without
loosing too much quality. The Mov-

ing Pictures Experts Group [11], a committee created by the
International Organization for Stan-

dardization [12], was established to create the standard of
codification of digital content. MPEG

has developed so far 3 standards for the compression of
audiovisual information: MPEG-1, 2 and

4. Each standard is divided in several parts including systems
components, which specifies con-

tainer formats, video coding specifications, etc. The most
relevant to multimedia streaming are:

MPEG-1 Audio, MPEG-2 Systems and Video parts, MPEG-4 part 10 and
14. MPEG-4 part 10

is most widely known as H.264 or Advanced Video Coding (AVC) and
resulted of a combination

effort of MPEG and the Video Coding Experts Group (VCEG) of
International Telecommunica-

tion Union (ITU [13]). MPEG standards require a license granting
rights to manufacture and sell

products under this standards or use such products to provide
video content for profit. However ,

H.264 is royalty free for non-profit applications.

Besides MPEG there are also other types of video codecs and
systems and open-source for-

mats, that can be applied in the genre of applications this
thesis aims at.

2.1.1 MPEG-2/H.262

The video part of MPEG-2 is also known as H.262 given that its
final specification was

achieved as a joint work between MPEG and ITU. This standard is
used nowadays in all kinds

of digital applications, for example Digital Video
Broadcast(DVB). It involves four parts and its

primarily goal is coding of CCIR 601 or higher resolution videos
to achieve lower data rates,

without compromising the quality of these videos. The result is
a video with a Variable Bit Rate

(VBR). For now we will only discuss the part 2 of this standard
that specifies the video coding.

It can achieve lower data rates from less than 2 Mbit/s up to
16Mbit/s, but for HDTV content

and movie productions it goes up to 80Mbit/s. The principle is
to remove redundant information

prior to transmission. Two major techniques are employed:
Discrete Cosine Transform (DCT)

coding and motion-compensated inter-frame prediction. A main
feature of this standard is the three

types of compression it uses: an intra-frame (I-frame) encoding,
a predictive frame (P-frames) and

a bidirectional predicted technique (B-frames).

I-frames are the biggest frames in size and encoded using the
DCT and quantization to reduce

the required number of bits to be transmitted in an image block.
The quantized DCT block is

then scanned for low-frequency coefficients and occurrences of
zero-value coefficients. The list of

values produced are entropy coded using a variable-lenght code
(VLC).

In other words, I-frame (see fig. 2.1) uses spatial reduction
and takes advantage of the incapac-

ity of the human eye, called the phsycovisual redundancy, to
notice certain changes in a picture.

P-frames and B-frames are obtained by applying motion prediction
prior to the DCT and quan-

tization processes. P-frames can have a higher compression in
relation to I-frames because they

use motion-compensated inter-frame prediction, which means
theyre based on precedent frames,

I-frames or P-frames. B-frames have the highest compression of
the three frames because it uses

the past and future frames (see fig. 2.2) as reference, but
B-frames cannot be used as a reference.
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(a) Quantization (b) Intra prediction

Figure 2.1: Intra-Frame [2]

Figure 2.2: B-Frame prediction [2]

For each predicted image, Motion Vectors (MV) are calculated on
a 16x16 pixels block basis

(Macro Blocks, MBs), indicating the displacement in x,y
coordinates that each MB has suffered

in relation to a MB in the reference(s) image(s). Normally the
MB being predicted is not exactly

equal to the reference MB with the indicated displacement
applied. There is normally a prediction

error associated to each predicted MB in addition to the MV. To
this information (MVs and pre-

diction error) is then applied the DCT, followed by quantization
and entropy encoding just like it

happens in intra-frame coding.

These different types of frames (I, P and B) are arranged in
Groups Of Pictures (GOP). Each

GOP contains only one I frame and distinct types of GOPs can be
obtained by combining dif-

ferently I, P and B frames. Figure 2.3 presents some possible
GOP structures. Due to the fact

that B pictures can be predicted based on future references,
frames need to be re-ordered prior to

transmission so that the decoder receives the reference before
the image that has been predicted

based on that reference.

Given the complexity of the standard and that most applications
do not need to support its

full implementation, levels and profiles were created to satisfy
distinct requirements of different

applications. This way it is much easier to develop applications
that are compliant to the standard

without having to implement it at full extent. Profiles are
related with the type of coding tools

that are used and thus are normally associated with the
complexity. Levels are related with the

range of values of encoding parameters and are normally
associated with the quality. For example,

some profiles use only I and P frames, whilst others use also B
frames, which is more complex to

implement; some levels constrains the spatial and temporal
resolution of the video or the maximum
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Figure 2.3: Group Of Pictures [3]

allowed bit rate.

Table 2.1: Levels

Max. width(pixels)

Max. height(pixels)

Max. Frame(Rates)

Max bit rate(Mbit/s)

Application

Low 352 288 30 4Set-topboxes

Main 720 576 30 15DVD,

SD-DVBHigh-1440 1440 1152 60 60 HDTV

High 1920 1152 60 80Movie

productions

Table 2.2: Profiles

PictureCoding

ChromaFormat

ScalableModes

Application

Simple Profile I,P 4:2:0 noneVideo-

conference

Main Profile I,P,B 4:2:0 noneSTB, DVD,

HDTV

SNR Profile I,P,B 4:2:0SNR

scalableTDT

Spatially Scalable Profile I,P,B 4:2:0spatial-scalable

HDTV

High Profile I,P,B4:2:0 and

4:2:2SNR andSpatial

-
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2.1.2 H.264/MPEG-4 AVC

This standard was created with the goal of substantially
reducing the data rate transmissions

of other standards, such as MPEG-2, without increasing too much
its complexity and implemen-

tation costs. Studies show that, if well implemented, it can
reduce up to 50% the data rate [14]

when compared to MPEG-2 video. Another goal was to achieve
usability within several types

of applications, e.g. different kinds of networks, because an
increasing number of services, for

example HDTV, needed higher coding efficiency.

The standard specification is divided into two parts: the video
coding layer (VCL) is responsi-

ble for coding the video, and the Network Abstraction Layer
(NAL), the part that formats the coded

video in a way that can be used in several transport layers(e.g.
RTP packets 2.2.5) or storage me-

dia. This standard has similar specifications as other video
codecs, because it uses inter-prediction

with motion compensation, transform, quantization and entropy
encoding processes to achieve a

H264 bitstream.

A macroblock is used to make a prediction of the previous coded
data in two ways, from

the same frame (intra prediction) or from already coded and
transmitted frames (inter-prediction).

These methods are more adjustable than other standards. A
reconstruction filter is applied to every

macroblock in order to reduce blocking distortion. With this
technique the quality of the images

is improved and the prediction error is reduced.

This standard also includes detailed information on how to
represent video data and other

information. The raw H264 stream consists of a series of pieces
called the NAL units. These

can include two things: information to proper decode the stream
called parameters, and the video

frames itself called slices.

When it comes to profiles and levels, we now have 17 profiles
with several improved features

and 16 levels with maximum bit rates from 64 Kbit/s in the
baseline profile to 960Mbit/s in the

highest profile (High 4:4:4 Predictive Profile - Hi444PP). We
can also have levels of resolution

from [email protected] in the first level to [email protected] in the top
level.

The blu-ray discs use this standard because the video has better
quality at the same bit rate as

others, providing more viewing hours. Most of the internet
content providers also use this standard

for video transmission. For example Youtube uses mostly H264,
but with all the infrastructures

costs, its now moving to a new standard called WebM that uses an
open source video codec called

VP8(see section 2.1.3).

2.1.3 VP8

VP8 was originally created by On2 Technologies, now a subsidiary
of Google. This standard,

like many video compression codecs, uses MBs further decomposed
into 4x4 subblocks. It pre-

dicts subblocks using previously constructed blocks, and adjusts
such predictions using a DCT

transform. However, in one special case it uses a
"Walsh-Hadamard" transform instead of a DCT.

Perhaps the most notorious difference between other video codes
is the absence of the B-frame.

Instead, it introduces a notion of alternate prediction frames,
called golden frames and alternative
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reference frames (altref). Blocks in a P-frame can be predicted
using blocks from a previous frame

as well as using the most recent golden or altref frame. This
P-frames may optionally replace the

most recent golden or altref frame. Every I-frame is a golden
and altref frame, and may be used to

partially overcome the intolerance to dropped frames (e.g. a
P-frame is dropped or corrupted and

cannot be correctly decoded until a I-frame is correctly
received).

Independent testers [15, 16] state that H264 has better quality
with the same data rates and that

the VP8 standard may have some patent issues because of its
similarity to the H264 specifications.

Theres also an open source video codec called Theora, supported
by Firefox and Opera but in

compression-wise its worst than VP8 and H264.

2.1.4 Containers

Most of the streaming software available supports all the
standards described in this paper.

Like video codecs, video containers have much importance in a
video streaming application. Con-

tainers describe how the video file is organized as a file in
the computer and later network protocols

are responsible for streaming this data over the internet. So
the most important thing is to find a

container suitable for video files which are going to be
streamed from a server.

2.1.5 Ogg

Ogg [17] is a free video container used for streaming or for
data storage. Its supposed to

be as simple as possible with only three major principles:
framing, ordering and interleave. It

has a simple seek design which leads to stream capture with only
128kB of data. Choosing any

timeline of the Ogg file should then be very quick. Essentially
every packet is packed into an

unframed logical bitstream. This logical bitstream is grouped
and framed into Ogg Pages, each

with a unique serial number, to form a physical bitstream.
Figure 2.4 shows an example of an

elementary stream. Packets may be spread across two pages
boundaries or even multiple pages.

Several logical bitstreams can be multiplexed into a single
stream.

Figure 2.4: Ogg Elementary Stream [4]
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2.1.6 Matroska

The Matroska Container is aimed for multiple applications. Some
of its main goals are: fast

seeking in the file, high error recovery, chapter entries, and
streaming capabilities over HyperText

Transfer Protocol (HTTP) and Real-time Transport Protocol (see
section 2.2.3). The container is

divided into 9 different sections.

2.1.7 WebM

WebM is a media file format, which defines the container
structure, video and audio formats.

WebM files use the VP8 video codec to compress the video frames
and Vorbis audio codec to

compress audio. The WebM file structure is based on the Matroska
container.

2.1.8 Transport Stream - MPEG-2 part1

The Transport Stream (TS) is a format specified in part 1 of the
MPEG-2 standard constituting

one of the syntaxes of the MPEG-2 system level. Its main
characteristics are the multiplexing

of several streams, like Ogg, to have a synchronized output, and
also the fact that it is a packet

oriented structure. It is mostly used in DVB applications (e.g
Set-top boxes) and offers error

correction mechanisms, in channels where reliability is not an
issue. The packets in the transport

layer are 188 bytes in length, constituted by one
synchronization byte (0x47), three one-bit flags a

13-bit packet identifier, followed by other options and payload
data.

Eventually, the communication medium may add error correction
bytes to the packet, depend-

ing on the transmitting signal. The packet identifier is
responsible for identifying the different

programs/channels present in the transport stream. Theres also a
feature called Program Clock

Reference, that enables a decoder to synchronize audio and
video. Figure 2.5 shows an example

of a TS stream.

Figure 2.5: Transport Stream Video Stream
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Broadcast industry nowadays uses this standard because it has
advantages even with the trade-

off of increasing the payload. We can have audio, video and
other information like subtitles

multiplexed into one single file adding the ability to seek the
content more easily.

2.2 Network Protocol Stack

Different protocols are used nowadays to exchange information on
the Internet and divided

into several layers according to their specific function. In
this section we mention the transport

layer and the application layer protocols involved in the
streaming process. In the transport layer

we have the Transport Control Protocol (TCP [18]), the User
Datagram protocol (UDP [19]) and

the Real-time Transport Protocol (RTP [20]). Despite the claim
that RTP is a transport layer, from

the developers perspective RTP belongs to the application layer.
In the application layer we have

three important protocols: (i) a RTP Control Protocol (RTCP)
associated with RTP specifications,

(ii) a Real-time Streaming control Protocol (RTSP [21]), and
(iii) a Session Description Protocol

(SDP [22]).

2.2.1 Transport Control Protocol

The TCP is used on top of a basic Internet Protocol (IP [23]).
It was created to be a reliable

protocol where no exchanged packet should be lost between a host
to host communication. It

is a connection-oriented protocol and intended to recover from
corrupted or lost data by prop-

erly signalling the occurrence. The receiver should send back an
ACK signal to indicate that the

packet was successfully received. By using sequence numbers it
guarantees that the receiver can

eliminate duplicated packets. If it does not signal back, that
means something went wrong during

the transmission. To provide multiplexing of different
communications from different processes

within the same host, the TCP provides a set of ports for each
host. Together with the network

and host address (e.g. IP Address) it forms a socket. This
sockets are responsible to identify the

connection between two hosts.

Despite its reliability, in live streaming applications this
protocol carries to much overhead

and unnecessary information exchange, and that is why most
streaming solutions are based on a

connection-less protocol also known as UDP.

2.2.2 User Datagram Protocol

The UDP protocol also uses the IP as the underlying protocol,
using a socket to perform a con-

nection between two hosts. The idea of connection-less comes
from the fact that the information

exchange can happen without the other hosts prior knowledge. The
packets are also transmitted

without sequence numbers, and may arrive out of order while no
data is retransmitted in case of

error or failure. This protocol is used when waiting for dropped
packets is undesired. This means

that it is perfect in situations like live broadcast, where
missing some packets is not an issue.
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2.2.3 Real-time Transport Protocol

The most important streaming protocol is the Real-time Transport
Protocol. RTP is a standard

that delivers real-time data streams, carrying audio and video
over unicast or multicast network

services. Its typically used on top of UDP, adding a minimum of
12 bytes of overhead, but it runs

in other network or transport protocols. RTP does not ensure
that data is delivered sequentially,

nor does it guarantee the error-free delivery of the packets,
nevertheless it includes mechanisms

and data that can be used at the application level to provide
those guarantees. For example, the

sequence numbers included in the RTP will tell the receiver how
to properly reconstruct the se-

quence. Figure 2.6 shows an example of a RTP packet.

Figure 2.6: RTP Packet

This protocol supports different kinds of media types such as
the ones described in this work:

H.264 [24] and MPEG-2 Video [25]. For each type of media, RTP
has different ways of dealing

with the payload. RTP protocol uses two UDP connection ports,
one for each video and audio

streams and one for the respective RTCP information. The port
numbers information is exchange

between the client and the server during the Servers Setup. In
cases where a TS container is used,

RTP only needs two ports because both audio and video are
multiplexed into a TS packet. For this

reason and because of the unnecessary overhead due to redundant
information (i.e timestamps),

STBs that specifically use TS video containers, request raw-UDP
connections.

2.2.4 RTCP

Real-time Transport Control Protocol is associated with RTP
2.2.5 and its main goal is to

provide a control channel for each media session. It provides
information of reception statistics

and current activities. With this information it is able to
properly configure any problem with the

connection due to its unreliability. RTCP is carried over the
same protocol as RTP. This may be

an important protocol if we are interested in an adaptive
situation where, for example, different

bit-rates may be achieved, or just for monitoring purposes.

It works on a report basis with two functions available: sender
reports (SRs) and receiver

reports (RRs). The sender reports, detail the number of packets
exchanged which provides a

way to calculate the proper mean data rate for the all session
or for every transmission interval.
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The receiver reports includes statistics like: packet loss,
highest sequence number received and a

moving average of the inter-arrival jitter of the media packets,
which gives an indirect view of the

playout buffer used in the receiver.

2.2.5 Real Time Streaming Protocol

Figure 2.7: RTSP Sequence 1

Real-time Streaming Protocol is designed to

control the media streams, sending the directives

from the client to the streaming server. This pro-

tocol works like an HTTP connection, the only

difference is that RTSP is a stateful protocol. In

other words, a session identifier is created to keep

track of sessions; so theres no need for a perma-

nent TCP connection. As described in the RTSPs

RFC, the RTSP behavior is detailed in figure 2.7.

Initially the client asks the server for avail-

able control commands with the command Op-

tion. Then he asks for a description of available

sessions or specific URL and this is where the

Session Description Protocol comes in. The SDP

another protocol used at the application level to

describe the media communication sessions, with

the intent of session announcement, session invi-

tation and also parameter association. It does not

deliver the media itself, it is only used to nego-

tiate between end points all the media properties

involved in the communication.

After receiving the description, the client needs to specify how
the media is going to be trans-

ported, so he uses the Setup command, requesting either a raw
UDP or RTP connection. Then he

starts the streaming issuing the Play control, and begins to
receive. The GetParameter is a control

used to check the servers liveness. More commands could be
performed, like Pause, Record and

SetParameter.

In figure 2.8 we can see all the RTSP commands, exchanged
between client and server.

The most important feature in our VoD application will be the
support for trick play func-

tionally. Meaning that besides normal Playback, the user should
be able to fast-forward and fast-

rewind the video, plus seeking desired time references. For all
these to happen two concepts are

present in the RTSPs RFC, Range, and Scale. Both information
should be used in a Play com-

mand according to the desired output. Normally the range
information is present in the Session

description. The first Play command would look something like
this:

PLAY rtsp://172.30.41.186:8554/Redbull_720.ts/ RTSP/1.0
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Figure 2.8: RTSP Sequence 2

CSeq: 5

User-Agent: LibVLC/1.1.9 (LIVE555 Streaming Media
v2010.11.17)

Session: 2C559161

Range: npt=0.000-

This means we would want to play the video starting from
position 0. Using this range option,

we could also specify a range in the middle of the video
timeline, providing us the seeking ability.

The fast-forward and fast-rewind ability belongs to the scale
option. Normally this value is 1,

which means normal playback. If this value is 2, it means the
video ratio should be twice the

normal playback rate. The same applies to negative numbers.

The play command for fast-forward should look like this:

PLAY rtsp://172.30.41.186:8554/Redbull_720.ts/ RTSP/1.0

CSeq: 7

User-Agent: LibVLC/1.1.9 (LIVE555 Streaming Media
v2010.11.17)

Session: 2C559161

Scale: 1.5

The RTSP protocol provides ways to use this kind of features,
but the RFC only comes with

suggestions on how to implement this type of situations in the a
media server. How this request is

processed in the server side remains a question only developers
can answer.

2.3 Web Services

Web Services can be seen as a set of technologies based on a
message-type design and most

widely used on the web in enterprise solutions. It is maintained
by the World Wide Web Consor-

tium (W3C). Web services are a Service-oriented architecture
directed for the web. SOA defines
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that applications are built based on services. Each service is
nothing but a business functional-

ity (e.g retrieving a picture, movie information). This has
enormous potentials. Companies can

provide these services allowing others to reuse their existing
assets in different applications, lever-

aging investments.

Web services technology basically allows to implement a
machine-to-machine interaction on

the web. Traditionally this has been implemented using HTTP and
eXtensible markup language

(XML). Web services offer more powerful tools such as the Simple
Object Access Protocol (SOAP

2.3.2) and Web Services Description Language (WSDL 2.3.1). In
the Web 2.0 movement the big

web enterprises started to develop open Application Programming
Interfaces using this technolo-

gies, so developers could create new services. The most used
protocols nowadays are: SOAP and

Representational State Transfer (REST).

2.3.1 WSDL

As web services and communications protocols were being
standardized, with so many new

services being created everyday, it became important to describe
this communications in a struc-

tured way. WSDL [26] accomplishes this goal using XML to
describe network services as a

collection of network endpoints, called ports, capable of
exchanging messages. Ports can be de-

scribed as operations supported by the service. It is mostly
used together with the SOAP protocol.

Each client needs to access this WSDL file in order to know
which operations are available in

the service, and which variables each each one works with (see
figure 2.9). Technically, WSDL

defines a binding mechanism to relate a specific protocol, data
format or structure to an operation.

Figure 2.9: Web Services Environment

An example of a WSDL document follows:

< d e f i n i t i o n s >< t y p e s >

d e f i n i t i o n o f t y p e s . . . . . . . .< / t y p e
s >

d e f i n i t i o n o f a message . . . .
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< / message>< p o r t T y p e >

d e f i n i t i o n o f a p o r t . . . . . . .< / p o r t T
y p e >< b i n d i n g >

d e f i n i t i o n o f a b i n d i n g . . . .< / b i n d i
n g >

< / d e f i n i t i o n s >

Types defines each type of object that the service will use.
Normally each exchanged message

uses a specific type. The portType section is where the all the
service operations are defined. Each

operation may have an input and/or output message with the
specific type of object. In the end all

the services need to have a description of how they will be
implemented on the Internet.

2.3.2 SOAP

Simple Object Access Protocol [27] is a simple way to exchange
structured and typed infor-

mation between agents in a spread environment using XML grammar.
It does not specify a pro-

gramming model or implementation semantics but rather defines a
way to encode data in packed

modules. With this, SOAP can be used in a large variety of
services.

The SOAP message consists of a mandatory Envelope with a SOAP
Body and an optional

SOAP Header. This envelope is the element that identifies the
XML document as a SOAP message.

The SOAP Body contains the call and response information. A
specific element was defined in

the SOAP Body to handle error and status information, the Fault
element. The SOAP Header

provides a way to add extensions without the prior knowledge of
both agents, examples include

authentication, payment etc.

< s o a p : E n v e l o p e

x m l n s : s o a p =" h t t p : / /www. w3 . org / 2 0 0 1 / 1
2 / soape n v e l o p e "s o a p : e n c o d i n g S t y l e =" h t
t p : / /www. w3 . org / 2 0 0 1 / 1 2 / soape n c o d i n g
">

< s o a p : H e a d e r >. . .

< / s o a p : H e a d e r >

. . .< s o a p : F a u l t >

. . .< / s o a p : F a u l t >

< / soap:Body >< / s o a p : E n v e l o p e >

The SOAP messages are exchanged through HTTP requests like HTTP
POST or HTTP GET.

POST / I n S t o c k HTTP / 1 . 1H o s t : www. example . o
rgConten tType: a p p l i c a t i o n / soap +xml ; c h a r s e t =
u t f 8Conten tL e n g t h : nnn
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< s o a p : E n v e l o p ex m l n s : s o a p =" h t t p : /
/www. w3 . org / 2 0 0 1 / 1 2 / soape n v e l o p e "s o a p : e n
c o d i n g S t y l e =" h t t p : / /www. w3 . org / 2 0 0 1 / 1 2
/ soape n c o d i n g ">

< m : G e t S t o c k P r i c e >IBM< /
m:StockName>

< / m : G e t S t o c k P r i c e >< / soap:Body
>

< / s o a p : E n v e l o p e >

The server then processes the request and answers with an HTTP
response.

HTTP / 1 . 1 200 OKConten tType: a p p l i c a t i o n / soap
+xml ; c h a r s e t = u t f 8Conten tL e n g t h : nnn

< s o a p : E n v e l o p e

x m l n s : s o a p =" h t t p : / /www. w3 . org / 2 0 0 1 / 1
2 / soape n v e l o p e "s o a p : e n c o d i n g S t y l e =" h t
t p : / /www. w3 . org / 2 0 0 1 / 1 2 / soape n c o d i n g
">

< m : G e t S t o c k P r i c e R e s p o n s e >

< m : P r i c e > 3 4 . 5 < / m : P r i c e >< /
m : G e t S t o c k P r i c e R e s p o n s e >

< / soap:Body >

< / s o a p : E n v e l o p e >

2.3.2.1 WS-Stack

Initially SOAP was designed by two big companies, IBM and
Microsoft. This companies

used SOAP protocol to provide other Enterprises the benefits of
Web Services, with a limited

set of requirements. Among other things developers were
concerned with reliability and security

aspects, also responding to the costumers and the companies
needs. This meant that for each new

aspect the protocol didnt provide support for, a new set of
rules had to be created. Today SOAP

has a long list of tools, and many open source products do not
fully support every single aspect of

the SOAP protocol capabilities.

The result was a complete set of documents containing
specifications to achieve different types

of needs. The documentation is currently managed by the OASIS, a
group responsible for ad-

vancing open standards for the information society. Some of this
specifications are: SOAP Mes-

sage Security 1.1 [28] (WS-Security 2004), WS-SecurityPolicy 1.2
[29], WS-SecureConversation

1.4 [30], WS-Trust 1.3 [31], SAML Token Profile 1.1 [32] and
finally WS-Addressing [33]. All

these specifications appear in the Header of the SOAP
envelope.

The SOAP Message Security objective is to provide three
mechanisms: send security tokens

as part of a message, message integrity with the use of
signatures and timestamps, and message

confidentiality. For example one can send a simple username
token, or a username token with a

signature for veracity purposes. The last part specifies that
both cases can be encrypted with cer-

tain keys to provide message confidentiality. This mechanisms
can be used with others to provide
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application-level security. WS-Security among with a
UsernameToken profile and a KerberosTo-

ken Profile create the Basic Security Profile (WS-I BSP) 1.0
[34].

WS-SecureConversation is an extension of WS-Security.
WS-Security is subject to several

forms of attack as stated in the Security Considerations section
of the WS-Security specification.

According to those disadvantages WS-SecureConversation
introduces a security context establish-

ment and sharing, and session key derivation and respective
passage.

WS-Trust is also an extension to WS-Security. WS-Security
defines basic methods for secure

messaging. WS-Trust defines additional rules to permit
dissemination of credentials within trusted

domains. It defines methods for issuing, renewing and validation
security tokens, and to realize

the presence of trusted or rogue relationships.

WS-SecurityPolicy is a set of specifications that provide web
services the ability of stating

what type of security policy they want within a SOAP message.
They can state both constraints

and requirements, and these policy assertions are specific to
security features provided by SOAP

Message Security, WS-SecureConversation and WS-Trust. Usually
policy requirements can be

included in the WSDL file regarding the policy for an individual
port or for all the existing ports.

Security Assertion Markup Language is an open standard
assertions for authentication and

authorization exchange. The SAML Token Profile uses this with or
without WS-Security proce-

dures assertions as security tokens from the SOAP Message
Security header blocked. The last one,

WS-Addressing, specifies a convention to identify endpoints,
giving information that is typically

provided by the transport protocols.

Two other specifications are also important to mention. Normally
they come in extra frame-

works while the others are bundled all together in one single
tool. These are WS-ReliableMessaging

[35] and WS-Eventing [36]. WS-ReliableMessaging allows messages
to be reliably delivered

when any system, network or software failure occurs. Sometimes
when people are interested in

other events and occurrences in other services, they want to be
notified. WS-Eventing provides a

mechanism for registering interest, like a subscription, next to
the desired service.

All these Profiles result in an extensive and sometimes
confusing set of rules for the SOAP

utilization. And these are all just Application-level Security
Profiles. Besides these profiles we

can also introduce a Transport Security Layer. In other words
SOAP services can be used over

HTTPS. In this case WS-Security is not needed at all, reducing
complexity while gaining per-

formance. However the presented WS-Stack covers issues of
integrity and confidentiality that

HTTPS doesnt.

2.3.3 REST

The Representational State Transfer [37] was introduced by Roy
Fielding. This architecture

has nothing to do with the other webservices described above,
but it shares some similarities like

the use of XML as a document format and the use of HTTP forms.
The motivation for REST

was to capture the characteristics of the Web which has highly
desirable architectural properties:

scalability, performance, security, reliability, and
extensibility.
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There are four basic commands that REST uses: HTTP GET, POST,
PUT and DELETE.

This brings interesting properties, for example, HTTP GET has no
side effects as it is only an

information retrieval and a very simple one. However the goal of
this architecture is not only to

gather information but to process, update and delete resources.
Any information that can be named

can be a resource: a document, an image, a stock information.
This resources are identified by a

Uniform Resource Identifier (URI).

Example of an information retrieval:

http://stockquoteserver.example/query?symbol=MSFT

WSDL can also be used in REST services using an HTTP binding and
all methods are sup-

ported:

< b i n d i n g name=" H t t p B i n d i n g "i n t e r f a c
e =" m:GetTempera tu re "t y p e =" h t t p : / /www. w3 . org / 2
0 0 5 / 0 8 / wsdl / h t t p ">

< o p e r a t i o n r e f =" m : l o c a t i o n " w h t t p
: m e t h o d ="GET"w h t t p : l o c a t i o n =" { c o u n t r y
} / { c i t y } " / >

< / b i n d i n g >

This allows for an HTTP GET on
http://weather.example/Sweden/V%C3%A4xj%C3%B6 with

the respective response:

HTTP / 1 . 1 200 Here s t h e t e m p e r a t u r e f o r
youConten tType: a p p l i c a t i o n / xml. . .< w e a t h e r
xmlns = " . . . " >

< t e m p e r a t u r e >23

2.4 Web Standards

2.4.1 HTML5

HyperText Markup Language (HTML) has been in use in the world
wide web since 1990.

Twenty one years have passed and a lot has changed. This
standard was first introduced by Tim

Berners-Lee and published in 1995 as HTML 2.0 by the Internet
Engineer Task Force (IETF) in

the RFC 1966 and has had several improvements over the years.
The later HTML 4.0 has some

features that now are obsolete and the need to improve some
characteristics was increasing.

In 2009 the group that was developing the HTML joined with W3C
to create the next gener-

ation of HTML the HTML5 [38]. This standard is not yet official
because its considered a work

in progress, however, most modern browsers have some HTML5
support. The goal of this new

standard was to handle todays internet use and so it needed to
follow a few rules to prevent some

mistakes of the past. For example, it was established that there
was a need to reduce external
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plugins (like Flash), that the standard should be device
independent to be able to adapt to any

application and it should have better error handling.

New interesting features are now included in HTML5: the video
and audio elements are incor-

porated for media playback, new input type attributes were
created, new content specific elements

were introduced like the article, footer, video, audio, progress
and many others. New local data

objects were created to handle large amounts of data because the
previous feature, cookies, was

not suitable. In the event section several new events were
created to deal with window events,

media events, keyboard and mouse events.

2.4.2 CSS3

Cascading Style Sheets [39] defines a way to display HTML
elements. HTML was intended to

contain the content of a document and never to contain tags for
formatting. Adding color tags and

other formatting tags brought a lot of difficulties to web
developers. These styles were added by

W3C to HTML 4.0 to overcome those problems and to save lot of
work in design implementation.

The external style sheets are stored in CSS files.

CSS3 is an improvement of past releases and is divided in
several modules: Selectors, Box

Model, Backgrounds and Borders, its able to deal with Text
Effects, Animations and much, much

more.

2.4.3 PHP

The Hypertext Preprocessor [40] is an open-source scripting
language that can be embedded

into HTML to provide a dynamic web page creation. Instead of
writing lots of commands to

output HTML we include instructions that do something. Using
this language is very easy and

brings a lot of new features to HTML design.

One advantage in using PHP is that many webservices can be
easily developed because it

supports several protocols. It can be used in all major
operating systems, including Linux, and it

has support for most of the web servers today.

2.5 Software Streaming Solutions

2.5.1 Darwin Streaming Server

Darwin Streaming Server [41] is the open source version of
Apples Quicktime Streaming

Server. It uses RTP and RTSP protocol to deliver media streams
to clients across the Internet and

with its webadmin interface it provides a highly configurable
environment. Various platforms are

supported and it is intended to stream Quicktime and MPEG-4
media. Features like Authorization,

Spam Defense and RTSP redirection are included.
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2.5.2 VLC

Almost everything that VLC plays it can be also streamed. VLC
[42] is the most famous open

source media player and was created in 2001. It can play almost
any media file available, stream

most of what it plays and can be used in every platform Windows,
Mac, Linux, Unix, etc.

For encoding and decoding most of it video files it uses a
library called libavcodec from the

FFmpeg project, but it also includes its own muxer and demuxers.
For its serving capabilities

VLC uses the LiveMedia library from LIVE555 to support RTSP, RTP
and SDP. The current

stable version of VLC - libVLC 1.1.9 - supports most of the
trick play functionalities. However

some tests demonstrates a few bugs when streaming the desired
content like incorrect timeline.

The current version of VLC doesnt support Fast-Rewind.

2.5.3 LIVE555 Media Server

LIVE555 Media Server is a complete RTSP server based on the
LIVE555 Streaming Me-

dia [43] library. This includes source-code set of C++ libraries
for multimedia standards RT-

P/RTCP/RTSP suitable for embedded streaming applications. It can
stream TS and H264 ele-

mentary files, among others. Theres also the possibility to
stream to set-top boxes that require

raw UDP streaming, rather than standard RTP streaming. It can
also stream its RTP(and RTCP)

packets over TCP for firewall purposes.

The server supports RTSP trick play functionality for some media
types. Seeking , Fast for-

ward and Reverse play is possible for TS files for example. The
trick play functionality in the

Live555 Streaming Media library follows the RTSP specification.
For the Live555 trick play func-

tionality to be available, an index file is required in order to
map a video file position with a playing

time. Each index represents a chunk of video data that appears
within one TS packet. The tool

provided to create this index file, analyses the TS packet to
find I-frames and indexes it to be able

to start always with a clean picture, whenever a trick play is
requested (e.g Seeking a position

in the middle of the video timeline). When we want to fast
forward, the server constructs a new

Transport Stream that its made up from I-frames taken from the
original stream.

The latest release included a tool to wrap H264 elementary
streams to TS containers to take

advantage of the trick play functionality. Other encoding and
decoding tools are also available as

test programs, which is very useful.

2.6 Programming Tools

2.6.1 Qt

Qt [44] is a programming framework that brings several libraries
to support multiple features

and facilitate their integration in our applications. It has
been in the market for 15 years and

since then it has seen a major development. Its indicated for
advanced and highly innovative

applications and devices. For example VLC 2.5.2, one of the most
used video players, uses Qt for

its visual engine both in Windows and Linux.
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The success behind this framework is that it brings all the
tools needed to develop advanced

GUI applications with embedded multimedia characteristics. The
use of native APIs of each sup-

ported platform provides full advantage of the system resources
with a native look and appeal. The

Phonon Multimedia framework library makes it easy to include
audio and video in Qt applications

and besides that Qt also brings a native XML support
library.

In terms of licensing Qt as three strands:

Commercial license where we can create proprietary applications
without the obligation toshare the source code and
modifications;

LGPL license where proprietary applications are possible but
under the LGPL license andall the source code must be provided;

GPL license does not give the possibility of proprietary
applications and all source codemust be provided.

2.6.2 JavaFX

JavaFX [45] is a way to create expressive, multi-rich content
which brings capability and

performance to our applications. It uses a set of essential
technologies, tools and other resources

required to develop and create powerful content. It has also
lots of flexibility because of its intuitive

Java platform. The main goal of this new tool was to compete
face to face with Flash technology.

Flash technology also aims to deliver the best web experience
across different platforms.

Figure 2.10 shows an example of how the JavaFX architecture is
structured. A new concept of

scene graph is introduced, meaning the components are organized
in a hierarchical tree of nodes.

We can see the similarities it shares with Flash. First we have
our window called Stage, in our

Stage, theres a Scene. This Scene can have whatever contents we
desired, much like the Swing

API existent in Java. In JavaFX is also possible to have
KeyFrames and Timelines to apply any

desired effect.

But the JavaFX current stable version - 1.3.1 - can only be used
within the JavaFX script.

JavaFX script was a new language created to support the JavaFX
API. It is possible to reuse Java

code but this only possible with the use of a JavaFX transport
APIs. Since its creation users have

tried and achieve different ways to interconnect JavaFX language
and Java, to have the best out

of two worlds. However the JavaFX script will be discontinued,
because the idea of having this

technology in multiple screens wasnt possible to achieve. This
means that from now on the new

JavaFX API 2.0 will be integrated with the current Java
Development Kit. Another improvement

in the future release is the hability of javaFX to use the new
Prism hardware pipeline if the system

supports it. This will provide even better graphics
acceleration.

The Java language derives much from C and C++ but it has simpler
object model and fewer

low-level facilities. This language was created by Sun in 1995
and its known for its capability to

run in any platform.

Version 1.3 (June 27, 2011)


	
24 State of the Art

Figure 2.10: JavaFX Scene Graph
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Chapter 3

Software Requirements Specification

This chapter describes how the system has been implemented. It
includes an overview of the

system architecture in section 3.1, describing its components
and their roles. The system is to be

composed of three modules: the Server, the WebAdmin Application,
to control the Server and the

User Application. All these applications must run in a Linux
environment and use open-source

software for development.

All the system requirements are defined in section 3.2 and then
the captured use cases in sec-

tion 3.3. The database present in the servers main interface is
described in section 3.4. One

important topic of this service is the Web Services Application
Programming Interface (API) de-

fined in section 3.5, created to provide a set of rules to use
the services and resources that this

system offers. This API has three relevant groups, the
Administration and the Client interface and

the generic User. A WSDL file has been created to describe this
set of rules of our web service.

3.1 System Architecture

3.1.1 Server

The Server is responsible to address all the user agents and to
manage the streaming server. To

make all this possible, a Main Interface is responsible to
interconnect all the parts of the system

as shown in figure 3.1. Among this parts we can include: a web
services interface to communi-

cate with both actors, administrator and user; a database to
store all the users information and

video metadata; a streaming server responsible to stream the
video content to the clients inter-

face through the appropriate channels. Every actor will first
connect with the main interface to

retrieve/manage the information.

Today, the most used approach in this kind of environment is the
content delivery network

(CDN). CDNs have several servers spread around the network close
to the costumers to provide a

better streaming solution. If the usage of one server starts to
increase, another server and network

connection can be setup to provide sufficient bandwidth for a
reliable service.
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Figure 3.1: Servers Diagram

3.1.2 WebAdmin

To customize and configure the servers behaviour and working
requisites, a web interface

shall be created. This environment consists of a web page
designed with HTML5, CSS3 and

a PHP framework to implement all the needed tools. The interface
will communicate with the

server via a web services API and its important to highlight
that this type of dimensioning will

give us a decentralized solution. With the admin interface,
video files and metadata which can be

retrieved from the appropriate websites, will be uploaded to the
media servers local storage and

main interfaces database respectively. The videos information
must be retrieved from official

websites like IMDB, this information is required to be
serialized by the admins interface and

then uploaded to the servers DataBase. An overview of the
WebAdmin interface can be seen in

figure 3.2.

Figure 3.2: WebAdmins Diagram
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3.1.3 User

The Users major concern is to properly play the video stream.
However this application

should use the state-of-the-art tools to create the best
multimedia experience and usability. This

is called Rich Internet Application (RIA). One of the
programming tools ideal for this part of the

project is the JavaFX platform because of its capability to
bring a feature-rich application. Every

communication will start in the client. After a successful login
to the services, he will be able to

search for the content available in the server. When it chooses
a movie/series, all the respective

information will be shown, and if its eligible he can play the
content. A users diagram can be

seen in figure 3.3.

Figure 3.3: User Application Diagram
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3.2 System Requirements

The functional requirements define the basic functions of the
system and how it behaves under

specific circumstances. This section lists the requirements
identified for the system thus enabling

to identify the functionality that the system will need to
implement in order to support them. These

requirements are then captured in a set of use cases assigned to
the identified actors of the system

or to modules of the system.

3.2.1 Server

1. The main interface will communicate with both actors through
a web services interface.

2. The main interface shall have a database to store all the
clients and the video contents infor-

mation.

3. Every communication starts in the client or the admin.

4. The main interface is responsible to control and monitor the
streaming server.

5. The streaming server must be a stand-alone application and
provide feedback to the main

interface; this information shall only be accessible to the
administrator.

6. The streaming server must support RTSP along with trick play
functionality.

7. Every multimedia stream must use Transport Stream
container.

8. Every multimedia file must be codified with H264 codec.

9. All the videos must be uploaded and stored in the media
servers computer; the appropriate

format should be created by the main interface in case the video
file is not in according to

the video file specification.

10. Every video file must have a unique identifier.

11. A TCP/IP connection will be used to the main interface and
the streaming servers commu-

nication.

12. To describe the web services a WSDL file must be used.

13. To provide the web services a SOAP web server must be
implemented.

3.2.2 WebAdmin

1. This application shall use a web based interface.

2. All video files must be uploaded through this interface.

3. An authentication process must be implemented.
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4. The interface shall provide appropriate accessibility to all
the content information and stream-

ing servers feedback .

5. The administrator must be able to collect and serialize all
video information properly, and

upload it to the servers interface.

6. The video information must be collected from IMDB.

7. To connect to the server the web services API will be
used.

3.2.3 User

1. An authentication process must be implemented.

2. All video content available must be displayed in the client
interface.

3. When requested by the user the video information must be
visualized, including the a
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