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 Master of Arts thesis abstract
 Author Esa Onttonen Title of thesis The Arranger: Creating a Tool for Real-time Orchestration and Notation on Mobile Devices Department Department of Media
 Degree programme Master's Degree Programme in Sound in New Media Year 2017 Number of pages 50 Language English
 Abstract This thesis describes the design and implementation of a software tool for real-time orchestration and notation. The Arranger system orchestrates chords and pitch sets for various kinds of ensem-bles, and subsequently displays the notation in real-time on mobile devices such as smartphones and tablets. The system can be used in situations where the musical material is to be created, or-chestrated and played during the performance. Although interest in real-time notation has grown in the 21st century, the combination with automatic orchestration is still rare. This thesis aims to facilitate the use of real-time notation in improvisatory situations, thereby clearing the path for new ways of making music.
 The goal was to design and implement a tool that would allow the making and performing of music to be central, instead of technology. Therefore, the focus was on creating a tool that is automated but also easy to use, cost-effective and reliable. An additional consideration was the straightforward use of mobile devices.
 The system was coded and tested in the Max programming environment. The design of the orches-tration algorithm was the most essential part of the system implementation because there are no existing algorithms or ready-made tools available for this purpose. However, available notation-rendering tools were compared and utilized to implement the real-time notation. In addition, an optional interface was implemented to allow controlling the system on the Apple iPad.
 The results indicate that it is possible to create a tool that orchestrates and notates input in real-time on mobile devices. With automation, a simple input can be transformed into a rich ensemble sound played by a number of musicians. The system is not genre-specific but it can be applied to many musical genres. The orchestration algorithm can be developed separately from the notation to expand its usage towards contemporary music production.
 Keywords orchestration, real-time notation, improvisation, live performance
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 Tiivistelmä Tässä opinnäytetyössä kuvataan, kuinka reaaliaikaiseen orkestrointiin ja nuotinnukseen tarkoitettu työkalu on suunniteltu ja toteutettu. The Arranger -niminen järjestelmä orkestroi sointuja ja sävel-joukkoja erityyppisille kokoonpanoille ja tämän jälkeen näyttää nuotit reaaliaikaisesti mobiililait-teilla kuten älypuhelimilla tai tableteilla. Järjestelmää voidaan käyttää sellaisissa tilanteissa, joissa musiikillista materiaalia halutaan luoda, orkestroida ja soittaa esityksen aikana. Vaikka kiinnostus reaaliaikaista nuotinnusta kohtaan onkin kasvanut 2000-luvulla, sen yhdistäminen automaattiseen orkestrointiin on kuitenkin edelleen harvinaista. Tämän työn tarkoituksena on helpottaa reaaliai-kaisen notaation käyttöä improvisatorisissa tilanteissa ja sitä kautta avata väyliä uusille musiikin tekemisen tavoille.
 Työkalun suunnittelun ja toteutuksen tavoitteena oli luoda apuväline, jonka keskiössä on musiikin tekeminen ja esittäminen eikä teknologia. Siksi työkalun suunnittelussa keskityttiin automaatioon ja otettiin lisäksi huomioon helppokäyttöisyys, kustannustehokkuus ja luotettavuus. Suunnittelussa pyrittiin myös mobiililaitteiden suoraviivaiseen käyttöön.
 Järjestelmä ohjelmoitiin ja testattiin Max-ohjelmointiympäristössä. Keskeisintä järjestelmän to-teutuksessa oli automaattisen orkestrointialgoritmin suunnittelu, sillä käyttötarkoituksen mukaisia algoritmeja tai valmiita työkaluja ei ole olemassa. Sen sijaan reaaliaikaisessa nuotinnuksessa hyö-dynnettiin ja vertailtiin saatavilla olevia monipuolisia nuotinnustyökaluja. Näiden lisäksi toteutet-tiin valinnainen käyttöliittymä, jonka avulla järjestelmää voidaan tarvittaessa ohjata Apple iPadillä.
 Tulokset osoittavat, että on mahdollista luoda työkalu, jonka avulla syöte orkestroidaan ja näyte-tään reaaliaikaisesti nuotinnuksena mobiililaitteilla. Automaation avulla yksinkertainen syöte voi-daan muuntaa useiden muusikoiden soittamaksi rikkaaksi yhteissoinniksi. Järjestelmä ei ole tyyli-sidonnainen, vaan sitä voidaan soveltaa monissa eri musiikkityyleissä. Orkestrointialgoritmia voi-daan kehittää edelleen irrallaan nuotinnuksesta, jolloin sen käyttömahdollisuuksia voidaan suun-nata myös nykyaikaiseen musiikkituotantoon.
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 1. Introduction On March 27, 2004, I was standing on the stage of Auditorium Henri Dutilleux in Amiens,
 France. Occupying the stage with me and my electric guitar were two of my colleagues from the
 group Gnomus, Kari Ikonen on keyboards and Mika Kallio on drums, and the string orchestra of
 the local conservatoire. Commissioned by Festival d’Amiens, we were playing a concert of our
 experimental improvised music while trying to direct the strings with various physical gestures
 and pieces of paper containing note names and other instructions. We were then unaware of
 Walter Thompson’s live composing sign language, soundpainting (see for example, Duby,
 2006), which is probably the closest equivalent of the practice that we were carrying out at the
 concert. We had not considered using a digital system to deliver the note names and instructions
 to the musicians of the string orchestra.
 Now, 13 years after the Amiens concert, mobile technology is ubiquitous in the form of
 smartphones and tablets.1 Software developers have developed various solutions to display
 musical notation on these devices. Musicians are using real-time technologies and mobile
 devices2 in their music. However, despite the technological advances, no off-the-shelf solutions
 exist that could be used if the Gnomus concert was performed today using digital tools instead of
 gestures and bits of paper. This raises the question: how could this kind of performance be
 implemented using mobile devices? The aim of this thesis is to determine an answer to this and a
 few related questions.
 1.1 Starting point
 Real-time notation on mobile devices is by and large a phenomenon of the 21st century, with the
 development of smaller and more powerful mobile devices providing the necessary means for
 this kind of practice to start taking place (Freeman, 2008; Hope and Vickery, 2011; Canning,
 2012; Carey and Hajdu, 2016). Combined with real-time orchestration, new possibilities emerge
 for live performances where the music is composed or improvised, orchestrated and notated in
 real-time for an ensemble of any size.
 This thesis investigates the currently available solutions for real-time notation and real-time
 orchestration. More importantly, a prototype system—The Arranger3—for live performance
 1 For example, Apple’s iPhone was released in 2007 with iPad following in 2010 (Apple 2016; 2017). 2 Although a laptop can be considered a mobile device, in this thesis I am using the term for handheld devices such as smartphones and tablets. 3 Throughout this thesis, I will refer to The Arranger mostly as a system, a prototype, or a tool.
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 using some of these tools is designed, programmed and described in detail. This thesis lies at the
 intersection of art (orchestration) and technology (notation) and places a minor emphasis on the
 latter while leaving more elaborate implementations of the orchestration for future projects.
 In summary, real-time notation and orchestration means transforming live input feed into
 musical notation for a specified ensemble of musicians. The live input feed can be anything that
 can be converted into numbers and then subsequently mapped into musical notation, playable by
 any musician with sight-reading skills. Possibilities for the live input include, for example,
 musical input from other musicians, improvisers, composers, audience or other participants, or
 sensors providing real-time data. Similarly, the ensemble can range from a one-man band to a
 symphony orchestra of the Late Romantic period.
 This thesis does not cover applications where the notation is generated in advance or from
 non-real-time input. For this kind of semi-real-time use, software such as LilyPond4 could be
 used to convert the musical input into Portable Document Format (PDF), which would be then
 distributed onto mobile devices and displayed on suitable applications5. In this thesis, the
 emphasis is exclusively on notating real-time input in real-time, simultaneously narrowing its
 use to a certain kind of input but also opening possibilities for more improvisatory and
 experimental forms of music. Additionally, only traditional symbolic staff notation is covered,
 excluding various graphical notations unless the concepts developed for graphical notation can
 be applied for symbolic notation.
 Algorithmic and generative composition are also beyond the scope of this thesis. Although I
 plan to include these kinds of features in post-thesis versions of the system, the functionality of
 the prototype will be limited to non-compositional features. This will allow me to focus on the
 usefulness and usability of the basic system instead of trying to create a broad and rich feature
 set that may fail due to poor groundwork.
 1.2 Research question
 The central question of the thesis is: how to design and realize an automated, easy-to-use, cost-
 effective and reliable solution for distributed digital real-time musical notation? Before
 describing my research process, I explain the concepts of automated, easy-to-use, cost-effective
 and reliable in the context of the thesis.
 4 LilyPond is a free engraving software that processes text input unlike traditional music notation software such as Finale or Sibelius, where the input is usually done with traditional human interface devices. 5 For example, forScore is an iPad PDF reader app designed for music performance use.
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 Automation is the most essential part of the system. With automation, it is possible to
 generate real-time notation for a varying number of instruments without needing to make large-
 scale changes to the underlying system. In practice, this means that the system is aware of the
 number and characteristics of individual instruments and can automatically provide them with
 real-time notation that is playable on the instruments. The automation is implemented as a basic
 orchestration mapping algorithm that assigns the input for any combination of musicians. The
 parameters affecting the algorithm can be modified during performance in order to achieve
 different results from the same input. Apart from being the primary motivating factor for this
 thesis, automatic orchestration is also one of the least explored areas in computer-assisted
 composition (for argumentation, see Chapter 2.2).
 Easy-to-use can have different meanings, depending on the user of the system. Most
 importantly, the musician playing from the notation on a mobile device must feel both
 comfortable with and confident of the system. In other words, the design should be human-
 centered as opposed to being technology-driven (Krippendorff, 2005). Ideally, minimal training
 should be required to use the system (Carey and Hajdu, 2016), especially when rehearsal time is
 limited. At the other end of the system, the musician, composer or improviser should also have
 an interface that is easy to use. However, unlike the musician interface, this is not a significant
 issue because the operator will probably be trained to use the system.6
 Cost-effectiveness becomes an important factor especially when the number of musicians
 grows. In the case of too exclusive designing, the costs can easily accumulate into hundreds or
 thousands of euros, possibly making the system too expensive to be used. An example of
 expensive design would be a dedicated app requiring multiple Apple iPad devices for notation
 display.
 A system that is not reliable is not worth using, especially in the context of larger ensembles.
 While smaller groups can afford the luxury of rehearsing new pieces over an extended period,
 most professional orchestras usually have between one and three days of rehearsals before the
 concert (Church, 2015, p. 185) and only an hour or less can be devoted to the rehearsal of a piece
 (Freeman, 2008, p. 34). Under these circumstances, it is essential that the system is as trouble-
 free and intuitive as possible if there is any intention to use it with such orchestras.
 6 In possible commercial applications, the usability of the whole system should be considered, not only the musician interfaces.
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 1.3 Research process
 The research process of this thesis is organized in three main stages that are reflected in the main
 chapters. The first stage consists of researching the topic and designing the features of the
 system. In the second stage, a prototype of the system is coded and tested. The third stage
 presents the results of the previous stages as conclusions. However, the boundaries between the
 different stages are somewhat vague, especially in the case of the first two stages. For example,
 problems discovered during coding and testing will lead to further research and design, which
 will then lead to more coding and testing etc. The three main stages are illustrated in Figure 1.
 Stage 3: Conclusions
 Figure 1. The research process.
 In the first stage, I first examine existing research on the subject and describe how it relates
 to my thesis (Chapters 2.1 and 2.2). Then I apply an existing model of interactive composition
 (Chapter 2.3) and discuss the affordances and constraints of the system (Chapter 2.4). The
 strategies of mapping the input to the output are discussed (Chapter 2.5) before an examination
 of the visual aesthetics in real-time notation (Chapter 2.6). The currently available software is
 covered and discussed in Chapter 3, with dedicated sections for notation renderers (Chapter 3.1)
 and programming environments (Chapter 3.2).
 In the second stage, I code and test the system. First, three scenarios are presented in which
 this kind of system could be used, with one of them selected for further development (Chapter
 4.1). I describe how the instrumentation is defined (Chapter 4.2) and how the chord and scale
 recognition of the system operates (Chapter 4.3). The choices of software, file formats, devices
 and interfaces are described (Chapters 4.4–4.6). I also present results from various tests
 conducted using the prototype software in Chapter 4.7. Finally, in the third stage, I draw
 conclusions about the project and discuss the topic further (Chapter 5).
 Stage 2:Coding &
 Testing
 Stage 1:Research & Design

Page 9
                        

5
 2. Theoretical background Between the realms of improvisation and the execution of a paperwritten, fixed score the concept of Realtime-Score opens a kind of ‘Third Way’ of interpretation. It is based on the idea, that the score for one or more musicians playing on stage is generated in realtime during a performance and projected directly on a computerscreen which is placed before the musicians like a traditional note-stand. (Winkler G. E., 2004, ‘Abstract’, para. 1)
 In this chapter, I examine previous research that forms the theoretical background for this thesis.7
 The research on real-time and networked notation (Chapter 2.1) and automatic orchestration
 (Chapter 2.2) is discussed first, followed by the application of an existing model (Chapter 2.3)
 and discussion about affordances and constraints of a real-time notation and orchestration system
 (Chapter 2.4). A possible solution to the mapping is introduced (Chapter 2.5). Finally, the visual
 aesthetics of real-time notation are discussed (Chapter 2.6).
 2.1 Real-time notation
 Before continuing, it is practical to define real-time notation. Why not live notation or interactive
 notation or dynamic notation instead? Most importantly, real-time notation and real-time scores
 have become the default terms to describe musical notation occurring in real-time as opposed to
 being time-deferred. For example, the Bach8 library (see Chapter 3.1) is described by its authors
 Agostini and Ghisi (2015, p. 11) as "a library of external objects for real-time computer-aided
 composition and musical notation in Max." Furthermore, composers such as Gerhard E. Winkler
 and Georg Hajdu have also adopted the term for their uses (see Winkler G. E., 2004; Hajdu,
 2016). Although real-time notation encompasses various forms of notation such as graphical
 notation, the notation described in this thesis refers to symbolic notation unless otherwise
 indicated.
 How does real-time notation differ from other notation forms? The following three categories
 of notation have been suggested by Maestri (2016): notation of the past, notation of the present,
 and notation of the future. The last category is probably the most common, in other words, the
 notation for music to be played in the future, with the notation of the past following closely
 behind, for example, in forms of transcriptions. This leaves real-time notation in the category of
 notation of the present. In real-time notation, the notation is drawn or rendered in real-time but 7 Although real-time notation and orchestration is closely linked to software development, I will save the more detailed examination of selected software tools to Chapter 3. 8 The name of the library is written using only lowercase letters. The same applies to the other bach family of libraries, cage and dada. However, in this thesis, I write the name of the library as Bach.
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 most often the contents of the notation are also generated in real-time. For example, real-time
 rendering of an existing piece of music can be considered a variation of notation of the future,
 not notation of the present. With real-time notation, the temporal distance between the act of
 composing and the act of performing is the shortest.9
 Although experiments were carried out with real-time scores in the 1990s (Hajdu, 2016, p.
 28), the definition of Realtime-Score by composer Gerhard E. Winkler is one of the earliest, if
 not the first one to successfully describe the idea and potential of real-time notation (see Winkler
 G. E., 2004). Winkler’s entire article (2004) is a classic starting point for anyone interested in
 real-time notation as it not only provides a theoretical basis for the concept as seen in the citation
 at the beginning of Chapter 2, but also suggests useful directions for the rehearsal and
 performance practices of real-time notation. This important topic has been largely ignored by
 others (see, however, Shafer, 2016).
 Since Winkler’s 2004 article, the subject of real-time notation has drawn growing academic
 interest, as indicated by the number of academic articles and software released since 2010. For
 example, in February 2010, Contemporary Music Review dedicated an entire issue to virtual
 scores and real-time playing (Freeman and Clay, 2010). The journal features another article by
 Winkler, in which he continues to place real-time scores "as a third, new way" between
 traditionally notated music and improvisational music (Winkler G. E., 2010, p. 90). Likewise,
 Organised Sound further discussed the subject in December 2014 issue, which features multiple
 articles dealing with the visual design of real-time scores, the limitations of screen notation and
 other relevant topics (Wyse and Whalley, 2014).
 Two international conferences were held on Technologies for Music Notation and
 Representation (TENOR): in 2015 at Université Paris-Sorbonne and Institut de Recherche et
 Coordination Acoustique/Musique (IRCAM), and in 2016 at Anglia Ruskin University,
 Cambridge. The TENOR 2016 conference website states that "[u]ntil very recently, the support
 provided by computer music developers and practitioners to the field of symbolic notation has
 remained fairly conventional. However, recent developments indicate that the field of tools for
 musical notation is now moving towards new forms of representation" (TENOR, 2016). The
 TENOR conferences and the published proceedings have contributed significantly to the
 academic discourse of real-time notation.10
 9 It is worth pointing out that in improvisation without any notation the act of composing and the act of performing take place simultaneously. 10 I participated at the TENOR 2016 conference in Cambridge as a spectator.
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 One of the central contributors to the research of real-time notation is Grame Computer
 Music Research Lab in Lyon, France. Grame has developed INScore and GUIDOLib which are
 used for graphical rendering of musical scores (Grame, 2014). INScore, which allows the use of
 iOS and Android mobile devices, is one of the most advanced real-time notation renderers
 currently available and is described further in Chapter 3.1.
 Previous experiments were conducted in networked performance with real-time notation,
 such as dfscore, Princeton Laptop Orchestra, Stanford Mobile Phone Orchestra, Rensselaer
 Orchestra and The Heart Chamber Orchestra (see for example, Canning, 2012; Votava and
 Berger, 2012; Constanzo, 2015; Fox, 2015). Canning (2012) describes some of the most
 common ways in which these kinds of networked score systems have been implemented, often
 using software and protocols such as Open Sound Control (OSC), MaxScore notation and visual
 programming languages such as Pure Data or Max11. In fact, the real-time notation package
 MaxScore originated from Georg Hajdu’s Quintet.net network performance environment, which
 he began developing in 1999. In Quintet.net, up to five musicians can view the real-time notation
 on their laptops, which are connected to a network, with the option to play in different
 geographical locations (Hajdu, Niggemann, Siska and Szigetvári, 2010). Whereas the previous
 examples were more of an artistic nature, a pedagogical approach to networked notation has
 been applied by a research group at the Department of Music at the University of Sussex. The
 group designed a networked score presentation system for ensemble music making that helps the
 players follow the music on their screens (Eldridge, Hughes and Kiefer, 2016).
 Although the musical aesthetics of real-time notation are more closely linked to the
 application of the notation systems than to any particular musical style, real-time notation seems
 to currently centre on contemporary and electroacoustic music (see for example, Eigenfeldt,
 2014, p. 284). This is natural considering the non-notational nature of most popular music.
 Experiments within the jazz context have also been conducted, such as the Winter Jazz Fest 2013
 performance of saxophonist Lee Konitz and pianist Dan Tepfer, during which Tepfer’s playing
 on a MIDI keyboard was transmitted to the iPhones of the Harlem String Quartet using
 OSCNotation system (Poitras, 2013). Nikola Kołodziejczyk’s Instant Ensemble project also falls
 under the jazz category (see Bach, 2016). Dfscore is another real-time networked system that has
 been used with jazz musicians (see Constanzo, 2015).
 11 Max is sometimes referred to as Max/MSP or MaxMSP, which was the name of the software until version 6 when it was retitled simply as Max. In this thesis, the title Max is used with the exception of citations.
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 2.2 Automatic orchestration
 Before further examining the problems of real-time orchestration, it is necessary to define briefly
 what is meant by orchestration, both generally and in the context of this thesis. In general,
 orchestration can be defined as the art of combining pitches for the instruments of an ensemble
 (Antoine and Miranda, 2015) or scoring music for orchestra (Kennan and Grantham, 2002, p. 1).
 Another term, instrumentation, is often found in conjunction with or sometimes even as a
 synonym for orchestration. As a result, little consensus exists in the use of these terms. Kennan
 and Grantham (2002, p. 1) state that instrumentation refers to the study of individual
 instruments, while Sevsay (2013, p. xv) refers to this as organology. By contrast, Sevsay (2013,
 p. xv) defines instrumentation as the study of how to combine instruments inside a certain
 number of measures, and where "the colors (instrumentation) are brought together within a
 certain aesthetic (orchestration) to enhance and support the form"12. Kennan and Grantham
 (2002, p. 1) also note that the word instrumentation is used in the list of instruments for a piece
 of music, which is the definition of instrumentation used in this thesis. To avoid further
 confusion, I use the term orchestration when a number of pitches are combined for the
 instruments of an ensemble, regardless of the length or form of the composition.
 It is apparent from recent articles and the number of software tools that computer-aided
 orchestration has not yet reached the same level of interest as computer-aided composition or
 real-time notation (see for example, Carpentier, Daubresse, Vitoria, Sakai and Carratero, 2012,
 p. 25; Handelman, Sigler and Donna, 2012, p. 43; Maresz, 2013, p. 99; Antoine and Miranda,
 2015, p. 4). With their comprehensive overview of automatic orchestration, Antoine and
 Miranda (2015) argue that the complexity, the empirical teaching and practice, the limits of the
 available technology and the lack of mathematical foundation and long theoretical traditions are
 some of the reasons for the lack of research and exploration of computer-aided orchestration.
 Most of the automatic orchestration research—originating especially from IRCAM—
 addresses the concept of orchestrating pre-recorded sounds with tools such as Orchidée, Ato-ms
 and Orchids (see for example, Handelman, Sigler and Donna, 2012, p. 43). Similar spectral
 orchestration has also been favoured by others (see for example, Barrett, Winter and Wulfson,
 2007). Various methods such as spectral analysis, spectral matching, phase vocoders, singular
 value decomposition, genetic algorithms and artificial immune systems are used in these types of
 orchestration systems (Carpentier, Tardieu, Assayag, Rodet and Saint-James, 2007; Abreu,
 Caetano and Penha, 2016). While orchestrating target sounds may be of interest to the 12 Original emphasis.
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 practitioners of contemporary music, many musical genres such as jazz or popular music, which
 operate mainly in traditional tonal contexts, do not necessarily benefit from spectral
 orchestrations. Furthermore, in this thesis the input is not a sound to be imitated by acoustic
 instruments but is rather a set of pitches that can be expressed as MIDI note numbers between 0
 and 127. It is therefore important to note that automatic orchestration is usually implemented
 with symbolic or sample-based methods (Carpentier et al., 2012, p. 25). While sample-based
 methods are used with tools such as Orchidée, this thesis and the related project are only
 concerned with the symbolic knowledge of musical instruments, such as playability or pitch
 ranges in different dynamics (see for example, Collins N., 2000; Carpentier et al., 2012, p. 25).
 The afore-mentioned automatic orchestration methods do not work in real-time fashion, but
 are either time-deferred or time-delayed (see Hagan, 2016). In other words, they take existing
 sample-based or symbolic material and generate scores based on analysis and algorithms. For
 example, the range of notes in a musical phrase can be analysed and given—i.e. orchestrated—
 for one or more suitable instruments. Orchestration of real-time input poses a different kind of
 problem: there is uncertainty about what will happen next, so analysis can only be based on
 limited information. As a result, real-time orchestration in conjunction with a performance is not
 ideally suited for musical material of any significant length but is more suited to chords, sets of
 pitches and short repeatable patterns. Whether this is seen as an affordance or a constraint is
 discussed in Chapter 2.4.
 There are commercial sample libraries that implement automatic distribution of voices.
 Audiobro’s LA Scoring Strings (LASS) is an orchestral string library with Auto Arranger script,
 which can be used for automatic divisi or inversions (Audiobro, 2010). Native Instruments offers
 Session Horns Pro with intelligent auto-arranging (Native Instruments, 2016). Both LASS and
 Session Horns Pro require Native Instrument’s Kontakt sampler software, which provides a
 Kontakt Script Processor (KSP) scripting language for the implementation of automatic
 orchestration.
 In conclusion, it can be argued that the trajectories of real-time notation and automatic
 orchestration have not intersected as much as algorithmic composition and real-time notation.
 This appears to be especially true outside the practices of contemporary and electroacoustic
 music.
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 2.3 The model
 The basic components of an interactive composition can be presented in five stages (Winkler T.,
 1998, p. 7): human input, computer listening, interpretation, computer composition and sound
 (see Figure 2). For human input, Winkler defines MIDI (Musical Instrument Digital Interface)
 keyboard, computer keyboard and mouse, and for the sound generation, MIDI keyboard, MIDI
 module and hard disk sample are provided as examples. The stages of computer listening,
 interpretation and computer composition are further classified under interactive software.
 (Winkler T., 1998, p. 7.)
 Figure 2. The basic components of an interactive composition (Winkler T., 1998, p. 7).
 Winkler’s five-stage model provides a suitable starting point for the model used in this
 project. However, a few changes and re-definitions have been made to suit the project better.
 First, the human input has been simplified to just input because it is possible to generate the
 input without any direct interaction from humans. Such sources might include open data,
 weather sensors etc. Second, the interpretation stage has been redefined as orchestration stage to
 correlate more closely to the focus of this project. This is the stage in which the incoming data
 from input and computer listening is mapped into musical content (see Chapter 2.5). Third, the
 computer composition stage has been changed to notation stage because no composition occurs
 within the system.13 Fourth, the performance stage is added before the sound. Figure 3 displays
 the model with the aforementioned modifications to the original model.
 Figure 3. Winkler’s model re-defined.
 2.4 Affordances and constraints
 A real-time notation and orchestration system can have affordances or constraints. Whether
 something is an affordance or a constraint can be also considered subjective (Magnusson, 2010).
 For example, a one-string guitar might constrain one player by limiting the number of available
 pitches onto a single string, but afford another player focus by removing the other strings.
 13 The system could be expanded in the future to also include compositional features.
 1.HumanInput
 2.ComputerListening
 3.Interpretation
 4.ComputerComposition 5.Sound
 1.Input 2.ComputerListening
 3.Orchestration 4.Notation 5.Performance 6.Sound
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 Therefore, I will not attempt to make a strict division into these two categories but rather
 describe some of the features that are nevertheless present in real-time notation systems.
 At least one affordance of real-time notation has been recognized by multiple authors.
 Gerhard E. Winkler has written about the third way that lies between improvisation and fixed
 scores (Winkler G. E., 2004) and which can be used "to create a unique and challenging creative
 experience" (Winkler G. E., 2010, p. 100). Similarly, Rodrigo Constanzo, author of the dfscore
 system, argues to be motivated by the middle ground between composition and improvisation
 (Constanzo, 2015). This third way or middle ground is clearly a unique affordance of real-time
 notation, which can be only approximated by other methods such as soundpainting (see for
 example, Duby, 2006). However, the momentary nature means that real-time scores, such as
 improvisation, exist only during the performance.14 Hajdu (2016) refers to this as disposable
 music, where the author recedes and leaves the score to be generated in real-time. This
 momentary nature is also evident in the fact that these artifacts—stored as computer programs on
 electronic storage media—may have a shorter lifespan than musical works stored on paper or in
 analog media (see for example, Hajdu, 2016).
 Another important affordance of real-time notation is the human musical expression, which
 is often missing from computer-generated synthesized or sample-based works. A professional
 musician playing a high-quality instrument can bring a new level of expression to otherwise
 computer-assisted composition (see for example, Eigenfeldt 2014, p. 276). In addition, having
 musicians play from real-time notation may afford to discard amplification and speakers, which
 are otherwise ubiquitous in sound installations and performances of electroacoustic works.
 When real-time notation is combined with real-time orchestration, it is possible to
 automatically play the musicians of an ensemble. For example, a simple triad chord played on a
 MIDI keyboard could be automatically orchestrated and notated for dozens of musicians playing
 different instruments. Similarly, a scale such as A Lydian could be distributed for the musicians
 to form a basis for improvisation. These are some of the essential affordances that real-time
 orchestration can add to real-time notation.
 While human musical expression, automatic orchestration and exploring the space between
 composition and improvisation can be considered as affordances of real-time notation, it is
 necessary to also examine the constraints, or the limitations. According to Magnusson (2010, p.
 62), constraints may be even more important than affordances in the context of musical
 14 Excluding possible audio, video or other forms of recordings done to preserve the real-time events.
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 interfaces. I now present certain features of real-time notation systems that could be considered
 as constraints or limitations.
 When compared to computer-generated sound, there is always a noticeable delay between the
 input and the audible sound because the musicians have to read the computer-generated notation
 before they are able to play it on their instruments. In addition, shorter delays are introduced
 during the processing and mapping of the input and sending the notation to the mobile devices.
 The duration of this latency depends on various factors such as the sight-reading skills of the
 musicians, their familiarity with real-time notation and the technical implementation of the
 system. According to a study conducted by Waters, Townsend and Underwood (1998), mean
 reaction times between seeing a note and identifying it can range from 691 to 798 milliseconds
 on a treble clef, and from 721 to 936 milliseconds on a bass clef.15 The accuracy of the
 performance is a further factor that should be taken into account as sight-reading the notation for
 a longer period will probably lead to more accurate performance at the cost of a longer latency.
 If the time gap between the input and the output are kept to a minimum, real-time notation is
 best reserved for short material such as chords and scales. A single note can be played almost
 immediately even by lesser-experienced players. A scale or a pitch set without any rhythmic
 information can also be played relatively quickly. Any longer material such as musical phrases
 or loops must be recorded and transcribed before turning them into notation, which increases the
 gap between input and output.
 With traditionally notated works, it is possible to rehearse the details of the music repeatedly,
 pushing the work towards the intended vision of the composer and enabling performers to be
 more familiar with their parts. In the case of real-time notation, only the concept can be
 rehearsed in advance. It is not possibly to repeat a passage in order to play it better as it probably
 will not appear again. Therefore, standard rehearsal practices cannot be directly used (Eigenfeldt,
 2014, p. 284). Constantly renewing notation requires alertness from the musician, which can
 make rehearsals and performances more tiresome than in traditional contexts. Other problems
 such as ensemble synchronization can also arise during rehearsals and performances (see Shafer,
 2016).
 In addition to the latency and rehearsal problems, real-time notation poses another new
 challenge for the notation. In traditional printed notation, the page is the frame in which the
 staves and musical symbols are placed. Human or computer-based engraving systems are able to
 15 The study by Waters, Townsend and Underwood (1998) did not measure the reaction times between seeing a note and playing it on an instrument.
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 fill the staves and the page so that the result is both functional and pleasing to read. In real-time
 notation, the number or density of the notes usually cannot be predicted, so many of the
 traditional engraving rules must be abandoned.
 With mobile devices, the screen sizes can vary considerably from small smartphone screens
 to almost page-sized tablets, which presents a major difference to traditional printed music
 notation (see, for example, Fober, Gouilloux, Orlarey and Letz, 2015). If a printed part of B4 JIS
 size (257 x 364 millimetres) is taken as a point of reference, the screen size of iPad Air (149 x
 198 mm) is roughly one third of B4 JIS and Samsung Galaxy S6 (64 x 113 mm), only seven
 percent of B4 JIS. The suggested staff height of 8 mm (see, for example, Metropole Orkest,
 2016) allows 10–11 staves to be placed on a B4 JIS page but only two staves of the same height
 will fit conveniently on a Samsung Galaxy S6 screen in landscape orientation. This places
 restrictions on the duration of music that can be notated on a single screen, unless other
 strategies are used. In paper-based notation, the musician reads the music like reading a book:
 from left to right, from top to bottom. Screen-based real-time notation could implement a similar
 behaviour but the small screen size of most mobile devices would make this kind of
 implementation somewhat unnatural to these devices. Scrolling score, playhead-cursor and
 bouncing balls are some of the solutions for following real-time notation (see, for example,
 Shafer, 2015; 2016).
 2.5 Mapping
 After the input has been captured it needs to be processed and converted into musical notation.
 While the input and output stages are more of technical nature in capturing the input from
 musical or sensor devices and displaying the output on mobile devices, the artistry—if any—
 occurs in the mapping stage. It is the core of the system "where constraints are defined and the
 instrument’s functionality constructed" (Magnusson, 2010, p. 65). Essentially, four different
 kinds of mappings can occur: one-to-one, one-to-many, many-to-one and many-to-many
 (Drummond, 2009, pp. 131–132). These mappings can be described using an improviser
 scenario as an example. In that scenario, an improviser plays a MIDI keyboard to provide one or
 more notes for one or more musicians (see Chapter 4.1).
 In one-to-one and one-to-many mappings, the input is a single note that results in a note
 mapped to a single instrument (one-to-one) or multiple instruments (one-to-many). In one-to-one
 mapping, the improviser plays a single note that is mapped exactly to the same note on an
 instrument. For example, a MIDI note 60 is mapped to a middle C and played by an instrument,
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 e.g. violin, at the same pitch. In one-to-many mapping, the improviser plays a single note that is
 mapped for two or more different instruments. For example, a MIDI note 60 is mapped to a
 middle C that is played by a violin and a clarinet, or a violin and a flute at an octave higher,
 depending on both the orchestration algorithm and the preferences of the user.
 In many-to-one and many-to-many mappings, the input is a chord or a set of notes that are
 mapped to a single instrument (many-to-one) or multiple instruments (many-to-many). In many-
 to-one mapping, the improviser plays many notes that are mapped for a single instrument. For
 example, MIDI notes 60 and 63 are played and the system maps either the note 60 or 63 to the
 instrument, depending on both the orchestration algorithm and the preferences of the user. In
 many-to-many mapping, the improviser plays many notes that are mapped for multiple
 instruments. For example, MIDI notes 60 and 63 are mapped to violin (60) and clarinet (63), or
 clarinet (60) and violin (63), depending on both the orchestration algorithm and the preferences
 of the user.
 It is apparent from the previous examples that two different factors in the mapping stage
 dominate the result regardless of the type of mapping: the orchestration algorithm and the
 preferences of the user. Orchestration, as defined in Chapter 2.2, is a subject that has been
 covered in many classic textbooks that deal with the art of orchestration for symphonic and jazz
 ensembles (see for example, Piston, 1955; Read, 1979; Mancini, 1986; Adler, 1989; Sebesky,
 1994; Kennan and Grantham, 2002), in addition to the published scores that are available for
 study. Furthermore, books examine instrumental properties outside the orchestrational context
 (see for example, Fletcher and Rossing, 1991; Campbell, Greated and Myers, 2004). Distilling
 and compressing all this information into a one-size-fits-all orchestration algorithm is a task of
 such proportions that it not attempted in this project. The orchestration algorithm in this project
 aims for general playability with few functions, leaving more elaborate designs for future
 research and development.
 The main challenge in developing a general-purpose orchestration algorithm is the
 unpredictability of input and output: the input can be almost anything, as can the ensemble. For
 example, an orchestration algorithm that might succeed in orchestrating a major triad chord for
 an instrumentation of classical era orchestra might not work if the input is a dense chromatic
 cluster for a group of ukuleles. However, it is possible to approach the development of a suitable
 algorithm through some predictable situations.
 In the simplest situation, the input is a single pitch that must be mapped onto one or more
 instruments, creating a unison of one or more voices. As a result, the pitch can be mapped in
 several ways. First, the original pitch can be retained, creating the most direct correlation
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 between input and output. Second, the lowest or highest possible octave transpositions can be
 used to emphasize either bass or lead. Third, the middle pitches of the instruments can be used
 for less extreme results. In Figure 4, these unison mappings are displayed using the oboe as a
 sample target instrument. The lowest pitch is the same as the input pitch, while the middle pitch
 is found between the extremes of the oboe’s range.
 Figure 4. Target note options for oboe (measures 2–4).
 The system should be able to handle two situations. First, if the number of input pitches
 exceeds the number of pitches that can be played by the musicians, the system must be able to
 choose the pitches that should be kept and those that should be removed. Second, if the number
 of input pitches is lower than the number of the musicians, the system must be able to allocate
 the pitches at least for the same number of instruments. Although automation of these choices is
 one of the key features of mapping, sufficient options should be provided to alter the
 orchestration results during performance.
 The musical example in Figure 5 demonstrates how the algorithm could work when there are
 four incoming notes but only three available voices. The first measure displays the input, which
 is an F major triad with four notes. In the second measure, the system will prefer the top notes
 and orchestrate from the top (lead) downwards and exclude the bottom note. In the third
 measure, the system prefers the bottom notes and will orchestrate from bottom (bass) upwards
 and exclude the top note. In the fourth measure, the system will first orchestrate the highest note,
 then the lowest note, then the second highest note and exclude the second lowest note. The
 removed notes are shown in parentheses.
 Figure 5. Too many notes.
 Additional possibilities of input reduction include the removal of octave duplicates. For example,
 the F on the treble clef could be removed without major impact to the chord. Similarly, the
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 harmonic series of the lowest notes could be analysed to filter higher notes that have equivalent
 pitches present in the harmonics of the lower notes.
 The number of available options increases dramatically when there are more instruments
 than input pitches. For example, with three input pitches and 20 instruments, should only three
 instruments be playing? Which instruments? Or should all instruments be playing, in tutti? Is it
 possible to make octave displacements? Should the chord voicings be juxtaposed, interlocked,
 enclosed or overlapped (Adler, 1989, p. 240–241)? These questions indicate that this particular
 segment of orchestration has a substantial diversity of options that can all provide sonically and
 aesthetically valid results. Due to the unpredictability of both the input and the instrumentation,
 possibly the most straightforward way to approach orchestration is with two strategies. First, the
 whole ensemble can be treated as a single group and the pitches can be orchestrated for a
 selection of these instruments. This is a useful method when the ensemble is small, e.g. a string
 quartet, and there are no multiple instrument groups such as woodwinds, brass or strings. On the
 other hand, the same method can be applied for large chord voicings for a large ensemble with
 multiple instrument groups. Alternatively, and especially with larger ensembles, the input can be
 orchestrated separately for all instrument groups, creating doublings of the input pitches. This
 will result in an orchestrational style favoured in the 18th and 19th centuries (Adler, 1989, p.
 249).
 The system should also include options to manipulate the input before it is sent to the
 orchestration stage. This would allow individual expression by offering different orchestrations
 and styles from the same input (see for example, Berndt and Theisel, 2008, p. 141). For example,
 adding one or more suboctaves to the lowest note could be used to create strong bass lines.
 Figure 6 demonstrates the effect of the suboctave functionality on A♭ major triad.
 Figure 6. Adding suboctaves to A♭ major triad.
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 Open voicings should be available as some MIDI input devices may not allow open voicings
 such as drop-2 and drop-4 to be played.16,17 The effects of some drop functions are presented in
 Figure 7. The first measure displays the input chord, an Fm7 in a stack of thirds. In the second
 measure, a drop-2 voicing is used, where the second highest note is transposed or dropped down
 an octave. In the drop-4 voicing of the third measure, the bottom note is transposed down an
 octave. The fourth measure demonstrates the combination of both drop-2 and drop-4, creating
 the widest voicing of the original chord.
 Figure 7. Drop voicings on Fm7 chord.
 2.6 The visual aesthetics
 Using real-time notation brings aesthetic considerations into question, at least from the visual
 and musical point of view. I focus on the visual aesthetics as the musical aesthetics are primarily
 dependent on the application of the system and the skills of the participating musicians. On the
 contrary, the visual presence of technological devices on stage and possible visualizations for the
 audience should be considered when designing a performance with real-time notation.
 In a typical orchestral concert in the Western world, the musicians face the audience and the
 conductor—if there is one—faces the musicians. Both have music stands in front of them,
 musicians are reading the parts and the conductor is reading the score. This is what the musicians
 and the audience are accustomed to; everything else is a deviation from the norm. My first
 thought about real-time notation involved the idea of using large screens or video monitors. This
 thought was followed by the aesthetic consideration: how would this look to the musicians and
 to the audience?
 There are several approaches to the visual aesthetics in real-time notation. One approach uses
 a projector and a large screen that is followed both by the musicians and the audience. For
 example, Untitled #1 by Tom Hall (2016) uses graphical notations of spiral helixes that are
 interpreted by the musicians while the audience watches and listens to the performance. A
 16 For example, it is impossible to play an open voicing such as B major triad in root position on a small 24-key MIDI keyboard which starts from C. 17 Drop-2, drop-2 & 4 etc. are common terms in jazz vocabulary (see for example, Levine, 1989, pp. 186–206, or Pease and Pullig, 2001, pp. 24–27).
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 similar arrangement is used in Nicolas Collins’s Roomtone Variations, albeit with more
 traditional notation (Collins N., 2013).
 Another approach employs the use of laptops for the musicians. In All the Chords, another
 work by Hall, the musician plays from a laptop that is mirrored to a larger screen that is visible
 to the audience (Hall, 2016). Nikola Kołodziejczyk uses a similar approach, with multiple
 laptops and a large tilted monitor for the musicians, for the Instant Ensemble (Bach, 2016). In a
 variation of this laptop approach, a special visualization is projected for the audience, as in The
 Heart Chamber Orchestra (Votava and Berger, 2012). A further example of a special
 visualization is Flock by Jason Freeman (2008) in which a multi-screen video animation is
 presented to the audience.
 There is also the approach where no visual feedback is presented to the audience but the
 technology is still visible. For example, in the piece Accretion by Michael K. Fox (2015), four
 32-inch video monitors are placed on the stage among the musicians. The audience does not see
 the screens, but the monitors are clearly visible to the audience.
 Whether intended or not, these kinds of approaches tend to emphasize the use of technology.
 Placing large video monitors or laptops on the stage for musicians may have the effect of making
 the design technology-centered rather than human-centered (see Krippendorff, 2005, p. 40).
 While laptops are smaller than video monitors are, they might still be experienced as somewhat
 unnatural both for the musicians and the audience, at least in the traditional orchestral setting.
 Smaller mobile devices such as a tablets or smartphones could be placed on standard music
 stands with the glowing light being the only hint for the audience.
 While the visual presence of technological devices may not be always circumvented, the use
 of visual feedback for the audience needs to be considered. In traditional concerts the audience
 usually does not follow the printed scores during the performance (Freeman, 2008), yet many
 real-time notation works include a visual projection for the audience (see for example, Hope and
 Vickery, 2011; Kim-Boyle, 2014, p. 292; Bach, 2016; Hall, 2016). In support of the use of visual
 feedback, Freeman (2008) argues that audience members are interested in seeing the notation to
 understand the processes. On the contrary, Kim-Boyle (2014, p. 292) argues that the projection
 of these musical processes may be distracting. This is probably true at least until audiences have
 become familiar with these practices. Although Hope and Vickery (2011) do use projections in
 the performance of their works, they state that video projection may be a potential distraction if
 the audience is not familiar with the notation system. However, they do raise the possibility that
 the screening of the scores can create a new kind of performance (Hope and Vickery, 2011, p.
 10).
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 3. Existing software This chapter examines the currently available open source and commercial software that can be
 used for processing real-time input and displaying real-time notation. The notation rendering
 options are covered first because they can affect the selection of the programming environment.
 The research on automatic orchestration is discussed in Chapter 2.2 and is therefore not included
 here. In the end of this chapter, I return to the research question stated in Chapter 1.2 and
 evaluate the software from the perspective of usability, cost-effectiveness and reliability. Later in
 Chapter 4.4, I explicate my decisions for choosing the software for the project from the options
 presented in this chapter.
 Although there are several potential candidates for the software to be used, at least the
 following three factors must be taken into account. First, in the case of real-time notation, the
 software components must be able to process data and display notation in real-time. Second,
 input, processing and output sections of the software should be modular, even though they would
 all use the same environment. Modularisation ensures that parts of the system can be changed if
 necessary (Canning, 2012). For example, the notation-rendering module can be switched to
 something else in the event better or more suitable tools become available, or if the original
 rendering module does not work in future operating system versions. Third, the software should
 have a history of active development and it should be relatively well documented. At least one
 update should have been released during the preceding 12 months for the development to qualify
 as active for the purposes of this project. Various tools that do not comply with these criteria—
 i.e. real-time processing capabilities, modularity and active development status—are excluded
 from further examination but will be briefly presented at the end of Chapter 3.1.
 3.1 Notation renderers
 I use the term notation renderer for software components that transform input into musical
 notation. In this case, input means the syntax that the renderers can understand. A few score
 rendering options can perform real-time notation. The three most suitable options for this
 project, Bach, INScore and MaxScore, are compared and discussed next. I first describe
 MaxScore and Bach because they have many similarities in comparison to INScore. This chapter
 focuses on comparing notation rendering objects, input syntax and documentation.
 MaxScore was the first notation solution for Max (see Chapter 3.2) and it was first presented
 at the 2008 International Computer Music Conference (Didkovsky and Hajdu, 2008; Hajdu and
 Didkovsky, 2012; Hajdu, 2016). The related LiveScore Viewer and Editor can be used to add
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 notation capabilities to Ableton Live through the Max for Live extension. MaxScore is written in
 Java and Java Music Specification Language (JMSL) but does not require the knowledge of Java
 programming language (Didkovksy and Burk, 2001). The documentation exists mainly as Max
 help and reference files and a dictionary of messages for the MaxScore object. The discussion
 forum18 does not appear to be especially active.
 The communication with MaxScore is accomplished by sending messages to the MaxScore
 object. The output from that object is routed to canvas or bcanvas objects to render the notation.
 A bcanvas object can be embedded inside the patcher window, whereas the canvas object
 renders the notation in a separate window. Figure 8 demonstrates a Max patch where a
 MaxScore bcanvas object is used to display three pitches in a quartertonal system. The addNote
 messages send the durations (first argument) and pitches (second argument) to the MaxScore
 object that is connected to the bcanvas object displaying the rendered notation. In the example
 patch, the first note is a middle C (60) followed by a quartertone sharp middle C (60.5) and a C
 sharp (61). The message ‘newScore 1 320 120’ creates a one-staff score of 320x120 pixels.
 Figure 8. An example of MaxScore syntax.
 NetScore extension for the MaxScore was introduced at the TENOR 2016 conference in
 Cambridge. With NetScore the musical notation rendered by MaxScore can be displayed on
 browsers that support WebSocket protocol (Carey and Hajdu, 2016). Therefore, NetScore allows
 users to display real-time notation on remote devices such as laptops, smartphones and tablets
 without any additional applications. The notation is sent to the browsers as PNG (Portable
 Network Graphics) files using Jetty web server19. Many of the messages that NetScore
 recognizes are used to create an HTML (Hypertext Markup Language) file that can be sent to the
 18 See http://www.computermusicnotation.com/forum/ 19 See https://www.eclipse.org/jetty/
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 users. Because only the first beta version of NetScore has been released at the time of this
 writing, it is highly probable that upcoming versions will include additions and changes to the
 functionality.
 Bach is a library for Max that, like MaxScore, can be used for the graphical representation of
 musical notation in real-time (Agostini and Ghisi, 2015). Unlike MaxScore with its NetScore
 extension, Bach currently does not provide tools for the distribution of notation onto remote
 devices. Bach and its sister library cage (sic), however, have a multitude of functions to process
 musical material that can be then fed into other tools for network distribution. Bach also adds
 rational numbers and Lisp-like linked lists to the Max data types. The extensive Bach
 documentation is included in the package in the form of twenty tutorials and Notation Help
 Center, all to be opened inside Max. There is a relatively active forum20 in which authors Andrea
 Agostini and Daniele Ghisi participate in the discussion.
 The main objects for displaying and editing real-time notation in Bach are bach.score and
 bach.roll. Bach.score is used for classical notation and bach.roll for proportional notation. Both
 objects have interactive interfaces allowing direct editing of the scores that can be also imported
 and exported in MusicXML format. Bach uses three types of syntax, two for input (separate and
 gathered syntax) and one for output (playout syntax). The pitches are specified as MIDI cents,
 which allow the use of microtones. For example, a middle C (MIDI note 60) would be specified
 as 6000 and a quartertone sharp middle C would be 6050. In MaxScore, the same pitches would
 be expressed as floating-point numbers, e.g. 60.0 and 60.5.
 Figure 9. An example of Bach syntax.
 In Figure 9, a Max patch using bach.score object creates a similar notation to the MaxScore
 example presented earlier in Figure 8. Demonstrated is the separate syntax where the pitches and
 durations are fed into different inlets as opposed to the gathered syntax where everything is sent
 20 See http://forum.bachproject.net.
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 to the leftmost inlet. The message ‘((6000 6050 6100))’ connected to the third inlet from the left
 represents the pitches as MIDI cents. The fourth inlet receives the message ‘((1/4 1/2 1/4))’
 which represent the durations of the notes: a quarter note (1/4), a half note (1/2) and a quarter
 note (1/4). The message ‘tonedivision 4’ activates the quartertonal system that is used on the
 second note, the quartertone sharp middle C. The button on the left is a Max bang object that is
 used to render the input messages into musical notation.
 INScore, which originates from the Augmented Music Score of the Interlude project21, can
 be used to design and implement interactive live music scores (Fober, Orlarey and Letz, 2012).
 INScore supports symbolic and graphical notation and user interaction. The viewer application
 INScoreViewer is available for Mac OS X, Linux, Windows, Android and iOS platforms. Unlike
 Bach and MaxScore, INScore does not require Max but can be used with any programming
 environment that can send OSC messages using UDP (User Datagram Protocol) networking
 protocol. The documentation is thorough and there are multiple example patches for Max and
 Pure Data. The number of monthly messages on the SourceForge inscore-devel mailing list
 ranges from zero to more than twenty.22
 Although INScore uses OSC for the transmission of messages between the programming
 environment and the INScoreViewer, the symbolic notation can be expressed either in GUIDO
 Music Notation (GMN) or MusicXML format. GUIDO Music Notation presents music in
 human-readable plain-text format (Hoos, Hamel, Flade and Kilian, 1998) and is a precursor to
 MusicXML, which currently has the most widespread support in notation software (e.g. Finale,
 MuseScore, Sibelius) or audio software that supports notation (e.g. Cubase, Logic Pro, Reaper).
 Figure 10 demonstrates how to send the same three-note microtonal passage as in the previous
 examples of MaxScore (see Figure 8) and Bach (see Figure 9). The OSC formatted message is
 sent to IP (Internet Protocol) address 127.0.0.1 and port 7000 using UDP.
 Figure 10. An example of communicating with INScore using GMN (Guido Music Notation) syntax.
 As may be noted from the previous descriptions and examples, MaxScore and Bach share
 many similarities. They can display real-time notation in Max environment. Neither of them 21 For more information about the Interlude project, see http://interlude.ircam.fr. 22 The mailing list: https://sourceforge.net/p/inscore/mailman/inscore-devel/
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 provides direct support for notation on remote devices, although MaxScore can be augmented
 with the NetScore extension. A key difference in the underlying technology between NetScore
 and INScore is that NetScore uses WebSockets protocol to send PNG graphic files to remote
 devices, whereas INScore uses UDP networking protocol to receive OSC messages that it
 renders into graphics using a dedicated application. Therefore, INScore is capable of faster
 rendering, although NetScore’s current refresh rate of 500 milliseconds can be considered ample,
 even for extreme sight-reading purposes (see Freeman, 2008). Further comparisons between
 INScore and NetScore are premature because INScore has several years of active development
 history while the publicly available version of NetScore still carries the beta 0.1 version number.
 It is nevertheless worthwhile to point out that INScore requires an additional viewer application
 to be installed on the remote devices, which can possibly lead to increased maintenance when a
 large number of mobile devices are used.
 All of notation packages described are being actively developed and have had multiple
 updates within the past 12 months, with the exception of NetScore extension that was first
 released as a beta version 0.1 in May 2016 and the next beta appearing around May 2017 (B.
 Carey, personal communication, January 7, 2017).
 I also evaluated other software but omitted them from the more detailed comparison because
 they are neither maintained actively, are not adequately documented, do not work for real-time
 purposes or are otherwise not suitable for this project. For example, commercial notation
 solutions such as Noteflight (see Noteflight, 2017) and DoReMIR Music Research AB’s
 ScoreCloud (see ScoreCloud, 2016) support mobile devices but neither offer support for real-
 time notation. Likewise, more academic solutions, such as Abjad, share similar real-time
 restrictions (Baca, Oberholtzer, Treviño and Adán, 2015) although they have better processing
 features. Yet again, a dynamic score system like dfscore offers networking possibilities with
 mobile devices in real-time context (Constanzo, 2015) but works more on pre-set compositions
 or rules than on real-time input.
 For Pure Data, there are external objects [notes] and Gemnotes. Notes, developed by
 Waverly Labs at New York University Music Department, generates scores in Lilypond format
 and requires Lilypond to create output in PDF format (Waverly Labs, 2014). It is therefore not
 suitable for real-time notation. Gemnotes, on the other hand, is a real-time notation music system
 for Pure Data (Kelly, 2011) but no updates have been released since September 15, 2012 and can
 be considered an abandoned project.
 GUIDO Engine, Scribe JS and VexFlow are three notation renderers implemented in
 JavaScript language. GUIDO Engine uses the same GUIDO syntax that is used by INScore
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 (Fober et al., 2015). Scribe JS is intended for rendering music notation in web pages (Band,
 2014) but there have not been any updates since February 12, 2014. VexFlow is an Application
 Programming Interface (API) for rendering music notation in HTML5 Canvas and Scalable
 Vector Graphics (SVG) (Cheppudira 2010). VexFlow rendering has been used in OSCNotation,
 which shares a partly similar idea to this thesis project (Poitras, 2013) but OSCNotation is
 currently too limited and unextendable and has not been updated since February 7, 2014.
 3.2 Programming environments
 The main function of the programming environment is to listen and process the input before
 sending it to the notation renderer (see Chapter 3.1). Although it would be entirely possible to
 code everything in a traditional programming language such as C++ with tools such as
 openFrameworks or JUCE23, audio and music programming environments Max, Pure Data and
 SuperCollider are more suited for prototyping purposes. They are able to manage the tasks of
 listening and processing real-time input. Max and Pure Data are closely related visual
 programming environments where different objects are connected using virtual cables or patch
 cords. SuperCollider, on the other hand, employs a text-based language. Table 1 demonstrates
 the way in which a 440 Hz sawtooth wave is generated in these environments.
 Software Max 7 Pure Data SuperCollider
 Playing instruction click the toggle button to
 hear sound
 click the toggle button to
 hear sound
 press Cmd-Enter
 The code
 { Saw.ar(440, 1) }.play;
 Table 1. Generating a 440 Hz sawtooth wave in Max, Pure Data and SuperCollider.
 Max, which dates back to the 1980’s,24 is probably the most common programming
 environment used in the computer music community (Didkovsky and Hajdu, 2008). It was
 originally developed in IRCAM but the currently available commercial version is developed by
 Cycling ’74, a Californian company formed in 1997 by David Zicarelli. Max is available as
 23 See openframeworks.cc and www.juce.com for further information on openFrameworks and JUCE. 24 For a historical view of Max and Pure Data, see Puckette (2002).
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 monthly or annual subscription or as a permanent license. The documentation of Max exists
 within the software as tutorials and help and reference files. The popularity of Max is
 demonstrated by an active discussion forum and a number of books by third parties (see for
 example, Manzo 2011, and Cipriani and Giri, 2016).
 Pure Data, or Pd, is an open source software developed by Miller Puckette, the author of the
 original Max. As depicted in Table 1, the syntax of the sawtooth patch is identical in Max and
 Pure Data. Therefore, migrating from Max to Pure Data or vice versa can be simple, although
 there are also many differences. Similar to Max, the Pure Data discussion forums and mailing
 lists have an active user base.
 SuperCollider is an open source software originally developed by James McCartney. Unlike
 Max and Pure Data, it does not employ a visual programming environment but works as a text-
 based integrated development environment (IDE). SuperCollider has extensive documentation
 within the IDE, but there are also many third-party tutorials and active mailing lists and forums.
 Of the notation renderers described in Chapter 3.1, INScore can be used with Max, Pure Data
 and SuperCollider, while Bach and MaxScore/NetScore only work with Max. All of the
 aforementioned software is being developed actively as at this writing. Table 2 compares the
 programming environments.
 Software Max Pure Data (Pd) SuperCollider
 Website cycling74.com puredata.info supercollider.github.io
 Initial release 1999 (by Cycling ’74) 1996 1996
 Current release 7.3.3 (March 2017) 0.47-1 (July 2016) 3.8.0 (November 2016)
 Platforms Mac OS X, Windows Mac OS X, Windows, Linux Mac OS X, Windows, Linux
 License Commercial Standard Improved BSD
 License
 GNU GPL
 Developer Cycling ’74 Miller Puckette James McCartney and others
 Table 2. A comparison of programming environments.
 Chapter 1.2 presents the research question of how to design and realize an automated, easy-
 to-use, cost-effective and reliable solution for distributed digital real-time musical notation. The
 tools presented in detail in this chapter can be used to implement a system that has these
 attributes. INScore makes it possible to use any of the presented programming environments, i.e.
 Max, Pure Data or SuperCollider and, similarly, Max offers the choice of Bach, INScore and/or
 INScore as notation renderer. However, only INScore and MaxScore with the NetScore
 extension are currently viable options for the networked notation on mobile devices.
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 Ease of use should manifest itself mainly in the design of the user interfaces. However, it is
 important that the programming should not be too difficult. With its long history, Max is
 probably the most user-friendly and it furthermore offers a wide range of options for interface
 design. On the other hand, programmers accustomed to text-based languages will find
 SuperCollider more familiar than the visual paradigms of Max and Pure Data. The input
 syntaxes of the notation renderers differ considerably, but the learning curves are similar.
 A combination of INScore with SuperCollider or Pure Data running on an inexpensive
 computer such as Raspberry Pi with Linux operating system would constitute the most cost-
 effective and modular solution. On the other hand, NetScore and MaxScore require a license for
 Max, which is a commercial software. Additionally, MaxScore requires the purchase of a license
 for the JMSL library,25 subsequently making NetScore+MaxScore the most expensive solution.
 However, the costs cannot be necessarily narrowed down to just the costs of the software. First,
 NetScore runs in standard browsers that do not require as much client-side maintenance as
 INScore does, possibly reducing the personnel costs required to install and keep the software
 current. Second, with INScore, the IP addresses of the mobile devices must be known in the
 processing software so that the OSC protocol can deliver the notation to the correct devices.
 With a small number of devices, these differences are not essential but increase in importance
 with the addition of more devices.
 Reliability of the software can only be proven through rigorous testing. Most of the tools
 presented have had years of development and can be considered stable and reliable enough for
 demanding real-time applications. However, as Carey and Hajdu (2016) acknowledge, NetScore
 is still in its earliest phases of development and performance benchmarking has not yet been
 conducted.
 As a concluding observation, it may be stated that all the notation renderers and
 programming environments presented in this chapter are valid choices for the listening and
 processing of real-time input and rendering it into musical notation. In addition to the attributes
 presented, the choice will further depend on personal preferences, such as visual or text-based
 language, open source or commercial.
 25 From the JMSL website (http://www.algomusic.com/jmsl/purchase.html): "Purchasing a JMSL License will grant you rights to install JMSL on one computer at a museum, or similar site, for non-commercial, educational or artistic purpose. -- Registered JMSL License does not include the right to redistribute JMSL components for commercial, or non-commercial, purposes." [Original emphasis].
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 4. In practice This chapter describes the design, implementation and testing of The Arranger system, which is
 based on the findings presented in Chapters 2 and 3. I first describe three different scenarios
 where a real-time notation and orchestration system could be used (Chapter 4.1). I then describe
 a simple solution to store the instrumentation of the ensemble (Chapter 4.2), followed by a
 description of the chord and scale recognition process (Chapter 4.3). In the next three chapters, I
 explain the reasons behind the choices for the programming and designing (Chapter 4.4), the
 roles of the various devices (Chapter 4.5) and the manner in which the system correlates to the
 model (Chapter 4.6). Finally, I describe two occasions during which the system was
 demonstrated or used in practice (Chapter 4.7).
 4.1 Three scenarios
 For the project, I have envisioned three different scenarios using scenario-based design
 principles (Carroll, 2000): improviser scenario, sensor scenario and pedagogical scenario. These
 are all top-down hierarchical scenarios where the input originating from one source is distributed
 to one or multiple targets. I present these three scenarios while applying them to the six stages of
 the model presented in Chapter 2.3: input, computer listening, orchestration, notation,
 performance and sound.
 The improviser scenario consists of an improvising musician, the improviser, whose playing
 will be transformed into notation for other musicians. In the first stage, the improviser plays
 notes on a MIDI instrument. For practical reasons, a silent instrument such as a MIDI keyboard
 works the best. In the second stage, the software listens to the input and delivers it to the third
 stage, where the input is arranged for the available instrumentation using an algorithm and the
 preferences of the improvising musician (see Chapter 2.5). In the fourth stage, the notes are
 distributed to the mobile devices of the individual musicians, who will see and play the notes
 (the fifth stage) and thereby generate the sound (the sixth stage). This scenario could have been
 used in the Gnomus concert that was described in the introduction (see Chapter 1). Instead of
 paper signs and gestures, the same information could have been digitally delivered to the
 musicians of the string orchestra.
 In the sensor scenario, the data to be mapped into musical notation is generated by sensors.
 The data picked up by a sensor is delivered to the software directly or with additional hardware
 such as Arduino. It is then mapped into a musically meaningful structure, notated and distributed
 to the mobile devices of the musicians who will generate the sound by performing the notation.
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 An example of this kind of work is Jason Freeman’s Flock where position data of musicians and
 audience members received from a camera is mapped to notation (Freeman, 2008).
 Although real-time notation has been primarily used for artistic purposes, the potential for
 pedagogical use has also been recognized (see for example, Fober et al., 2015; Eldridge, Hughes
 and Kiefer, 2016). In the pedagogical scenario, the teacher distributes exercise material to the
 students. Before distributing the material to the students’ devices, the teacher presents
 instructions on what to do with the material. For example, pitch sets can be used for sight-
 singing, sight-reading and improvisation, or for the recognition of chords, scales and intervals.
 Depending on the type of the exercise, there may be sound (e.g. improvisation or sight singing)
 or it can be silent (e.g. recognition exercises).
 Although the three scenarios offer possibilities for real-time notation and orchestration, I
 decided to not implement the sensor scenario for two reasons. First, I wanted a clear and
 measurable causal relationship between the input and the notation output to develop the system,
 and especially its orchestration algorithm. The more unpredictable sensor scenario is easier to
 implement when the system works in the improviser and pedagogical scenarios. Second, I had
 more immediate personal use for the improviser and pedagogical scenarios. It can be also argued
 that these scenarios contribute more to the liveness of the music than the sensor scenario does
 (see Hagan, 2016). A comparison of the three scenarios is presented in Table 3.
 Stage Improviser scenario Sensor scenario Pedagogical scenario
 1. Input The improviser plays notes
 on a MIDI instrument or
 computer.
 One or more sensors pick up
 data.
 The teacher plays notes on a
 MIDI instrument or
 computer.
 2. Listening The software listens to the input.
 3. Orchestration The software arranges the
 input for the available
 instrumentation using an
 algorithm and the
 preferences of the
 improviser.
 The software maps the sensor
 data into a musically
 meaningful structure.
 The software arranges the
 input for the available
 instrumentation using an
 algorithm and the
 preferences of the
 improviser.
 4. Notation The notes are distributed to the mobile devices.
 5. Performance The musicians see and play the notes. Depends on the type of the
 given exercise. 6. Sound Sound is heard.
 Table 3. Three scenarios in the six-stage model.
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 4.2 Defining the instrumentation
 Regardless of the notation renderers or programming environments, the instrumentation of the
 ensemble and the properties of the individual instruments have to be specified in a database that
 is both accessible to the system and easy to edit. After contemplating the advantages and
 disadvantages of SQL (Structured Query Language) databases and file formats such as XML
 (Extensible Markup Language), I decided to use JSON (JavaScript Object Notation) file format
 because it is human readable and writable as well as programming-language independent. The
 programming environment could be easily switched without necessitating a change to the
 instrumentation file, adding to the modularisation of the system (see Chapter 3). Additionally, it
 is relatively easy to edit and customize the JSON file with a standard text editor. Therefore, the
 available instrumentation is specified in the JSON file format, which can be used to present
 structured data in a text-based, language-independent data interchange format (ECMA
 International, 2013, p. 1). The JSON file format stores the data in key-value pairs, for example,
 age is the key and 41 is the value.26
 A number of keys are recognized by the system. Three keys, pianorange, mezzorange and
 forterange define the dynamic properties of the instruments with pianorange reserved for piano
 (p), pianissimo (pp) and piano-pianissimo (ppp) dynamics, mezzorange for mezzopiano (mp) and
 mezzoforte (mf) dynamics and forterange for forte (f), fortissimo (ff) and forte-fortissimo (fff)
 dynamics. The value is an array that contains all applicable pitches as MIDI note numbers. Finer
 dynamic definitions could have been made but I concluded that the three-part division into
 piano, mezzo and forte dynamics would be sufficient for the first version.
 If the dynamics settings have not been defined, the system will use the values of the keys
 lowestnote and highestnote keys instead. The values represent the lowest and highest notes of the
 instrument as MIDI note numbers. These keys are convenient if an instrument has to be added
 quickly into the JSON file. However, without the definition of the dynamics, the system will not
 identify the dynamic limitations of the instruments and might assign a pitch that is not possible
 to play at the desired dynamic level.27
 Two keys influence how the notation is displayed. The transposition key is used when the
 notes are sent to the notation renderers. For example, transposition setting 9 will display the note
 nine semitones (major sixth interval) higher, which is the transposition used by alto saxophone.
 The clef key defines the clef for the notation with the allowed values being G (treble clef), F
 26 In JSON syntax the key-value pair would be formatted as "age": 41. 27 For a one possible definition for instrumental dynamics in different ranges, see Lowell and Pullig, 2003, pp. 3–6.
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 (bass clef) and C (alto clef). The system does not currently support other clefs or multi-staff
 instruments.
 The instrument is always a part of a group, even when it is the only instrument in that group.
 With the group key, it is possible to combine various instruments into the same group. For
 example, violins and violas could form a "High Strings" group, and cellos and double basses a
 "Low Strings" group. With small ensembles, all instruments could have their own groups, like
 "John", "Paul", "George" and "Ringo". The maximum number of groups is eight, primarily due
 to the user interface limitations as the system itself can hold any number of groups.
 Two keys, midichannel and ipaddr, can be defined to connect to the devices or software
 outside the Max programming environment. The midichannel defines the MIDI output channel
 that can be used for MIDI playback purposes. The value can be between 1 and 64. With INScore,
 it is necessary to know the IP addresses of the mobile devices. The ipaddr accepts one or more
 IP addresses in the format where the IP address is followed by the port, for example
 127.0.0.1:7000.
 Table 4 demonstrates a definition of alto saxophone in the JSON file. It is assigned into
 group of "Horns", a transposition of nine semitones, a range from 49 to 81, three different
 dynamic ranges, treble clef, IP address 127.0.0.1 and port 7000 and MIDI output channel 5.
 "Alto Sax (Eb)" : {
 "group" : "Horns",
 "transposition" : 9,
 "lowestnote" : 49,
 "highestnote" : 81,
 "pianorange" : [53,54,55,56,57,58,59,60,61,62,63,64,65,66,67,68,69,70,71,72,73,74,75,76,77],
 "mezzorange" : [53,54,55,56,57,58,59,60,61,62,63,64,65,66,67,68,69,70,71,72,73,74,75,76,77,78,79,80,81],
 "forterange" : [49,50,51,52,53,54,55,56,57,58,59,60,61,62,63,64,
 65,66,67,68,69,70,71,72,73,74,75,76,77,78,79,80,81],
 "clef": "G",
 "ipaddr": "127.0.0.1:7000",
 "midichannel": 5
 }
 Table 4. The definition of alto saxophone in the instrumentation file.
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 4.3 Chord and scale recognition
 The system offers recognition of most common tertian chords and diatonic scales. This feature
 speeds up the playing for musicians who are used to reading chord symbols. For example, for
 some musicians like myself, a Cmaj7(♯5) chord symbol can be easier and faster to read than the
 chord notes C, E, G♯ and B written on the staff. Chord symbols are automatically transposed for
 transposing instruments such as trumpet and saxophones. The display of the chord symbols and
 scales can be enabled or disabled from the user interface.
 The known pitch sets are stored in a JSON file that can be edited with a standard text editor
 (for the description of JSON, see Chapter 4.2). All pitch sets have unique keys based on the
 prime forms of the pitch-class sets.28 For example, both C and D major triads have the same
 prime form 047. Likewise, the 024579A prime form applies to all transpositions of the
 Mixolydian scale. Chord inversions can be defined by using the root key to indicate pitch sets
 where the root note is not 0. For example, prime form 038 is the first inversion of major triad,
 with 8 being the root note. In some cases, pitch sets can be identified as both chords and scales.
 For example, Cmaj13(♯11) includes the same seven pitches as C Lydian scale. In these cases,
 both the chord symbol and the scale name can be stored in the JSON file, separated by the ‘|’
 character. The JSON file currently has over 160 recognized chords and scales. New pitch sets
 can be easily added by directly editing the JSON file.
 When the notation stage receives a pitch set from the orchestration stage, a prime form key
 such as 047 or 024579A is generated from the pitch set. If the key is found in the JSON file, the
 system attempts to determine the tonality—major or major—of the pitch set. The tonality
 combined with the root note defines the pitch spelling used for the pitch set. For example, D
 major triad has one sharp (F♯) whereas E♭ major triad has two flats (E♭ and B♭). Alternatively,
 the user can force either flat or sharp spelling instead of the automatic spelling. Pitch spelling of MIDI data or pitch-class sets is a complex task because MIDI notes, which
 are integers between 0 and 127, do not make any difference between enharmonic equivalents.
 For example, the MIDI note 61 presents both C♯ and D♭, although C♯ would the correct spelling
 for an A major chord (A-C♯-E) and D♭ for a B♭ minor chord (B♭-D♭-F). To further complicate
 matters, C♯ would be the correct spelling for a B♭7(♯9) chord. The complexities of pitch spelling
 have been addressed by David Meredith in his dissertation (Meredith, 2007) and by Robert
 28 This thesis uses a variation of prime forms to retain more information about pitch sets. For further information about pitch-class sets, prime forms and musical set theory, see Straus (2005).
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 Rowe (2001, pp. 42–47). The implementation in the current system can be considered a
 temporary solution.
 4.4 Programming and designing The Arranger
 It was clear from the beginning that the notation rendering part would be one of the most crucial
 aspects of the project. Without a suitable solution for real-time notation, the project would have
 become inordinately large because of the complexities of symbolic music notation (see for
 example, Hajdu, 2007). Therefore, careful research (see Chapter 3) was conducted to select the
 most appropriate tool for the notation before spending time and effort on other parts of the
 project. After identifying the advantages and disadvantages of NetScore and INScore, I decided
 to develop for both of them synchronously, which would ensure a backup plan in case either
 NetScore or INScore did not work. This would add to the reliability of the system, which is one
 of the points addressed in the research question. As a result, Max automatically became the
 choice for the processing software because NetScore could not be used with Pure Data or
 SuperCollider.
 The Arranger system is programmed with Max 7.3.3, which was the most up-to-date Max
 version at the time of the project. Max supports version 1.8.5 of the JavaScript language that has
 been used for more complex iteration processes where Max code would have been difficult or
 even impossible to implement. In fact, most of the important orchestration and notation code is
 written in JavaScript, whereas Max is primarily used to process the MIDI input for further
 JavaScript operations. Max has been also used for the interface prototyping with the standard
 Max interface elements.
 Most of the performance and setup parameters available in Max can be modified with Mira,
 which is a Cycling ‘74 app for iPad.29 Mira mirrors selected frames on iPad and supports most,
 but not all, Max interface elements. The features that are not available in the Mira interface
 include loading the ensemble JSON file and using the random chord generator. These features
 are not intended to be used during a performance and are therefore excluded from the interface.
 The Mira interface is accessed on two tabs, Performance and Setup. The Performance tab is the
 main interface to be used during a performance, whereas setup includes parameters that are
 usually set in advance. The colour scheme of the Performance tab is dark to keep the
 illuminating blue light at a minimum (see Chapter 2.6 for argument on visual aesthetics).
 29 On December 19, 2016 Cycling '74 released the Miraweb package, which allows mirroring Max patches on modern web browsers such as Mozilla Firefox or Google Chrome.
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 The Performance tab is based on a mixer interface with eight different instrument groups and
 a master group working as mixer buses. The number of instrument groups or buses is currently
 limited to eight, partly because it was cumbersome to fit more buses on an iPad screen without
 making the interface too small for eyes and fingers but, more significantly, because even eight
 buses might present too many options in a live situation. The order of the eight buses from left to
 right after the master bus is the same as the order of the groups in the JSON instrumentation
 database. To change the order of the groups, the JSON file should be modified.
 Figure 11. The Performance tab on iPad.
 All eight instrument groups and the master group provide control for the dynamic level, one
 articulation (tremolo) and a toggle to enable or disable the group. The dynamic levels for
 instrument groups are represented by an eight-step dynamic ladder of ppp (piano-pianissimo), pp
 (pianissimo), p (piano), mp (mezzopiano), mf (mezzoforte), f (forte), ff (fortissimo), and fff
 (forte-fortissimo). The tremolo articulation adds a three-stroke tremolo mark to the notation. The
 names of groups come from the JSON file. The master group can be used to quickly change
 parameters in different groups simultaneously. For example, pressing ff on the master bus will
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 change the dynamic level in all groups to ff. Similarly, pressing ALL on master bus will enable or
 disable all groups. Figure 11, which is a screenshot from the Mira interface on an iPad, displays
 a Performance tab with three instrument groups (Woodwinds, Brass and Strings). All groups are
 enabled, have mf (mezzoforte) dynamics and do not use the tremolo articulation.
 In the lower area of the screen under the groups are the settings that affect all enabled
 instrument groups. The main operation mode of the system is selected with the large Chord/Set
 switch. Selecting Set mode will dim the controls that are used only in Chord mode (Lead/Bass,
 Suboctaves, Drop, Groups). The Groups on/off toggle is turned on to use instrument groups
 when orchestrating chords. In off state, the entire ensemble is treated as a single group. Lead and
 Bass toggles control the preferences of the orchestration algorithm (see Chapter 2.5). The
 functionality of the Lead and Bass toggles depends on the number of input pitches. In general,
 the Lead mode will give greater importance to higher notes whereas in Bass mode the opposite is
 true. Table 5 compares the effect of Lead and Bass toggles with different types of input in Chord
 mode. Input type (Chord) Lead on, Bass off Lead off, Bass on Lead and Bass on Lead and Bass off Single pitch maps the highest
 possible pitches for all enabled instruments (high unison)
 maps the lowest possible pitches for all enabled instruments (low unison)
 maps the middle pitches for all enabled instruments (middle register unison)
 maps the pitch only for the instruments that can play the original pitch (unison "at pitch")
 More pitches than available instruments
 removes excessive pitches starting from the bottom (lead preference)
 removes excessive pitches starting from the top (bass preference)
 removes excessive pitches from the middle (first lead, then bass preference)
 Fewer pitches than available instruments (Groups off)
 maps the pitches for the highest available instruments
 maps the pitches for the lowest available instruments
 maps the pitches for the highest and lowest available instruments
 Fewer pitches than available instruments (Groups on)
 maps the pitches for the highest available instruments in all enabled groups, removing excessive pitches inside a group starting from the bottom (lead preference)
 maps the pitches for the lowest available instruments in all enabled groups, removing excessive pitches inside a group starting from the bottom (bass preference)
 maps the pitches for the highest and lowest available instruments in all enabled groups, removing excessive pitches inside a group from the middle
 Table 5. The functionality of Lead and Bass toggles in Chord mode.
 In Chapter 2.5, the optional functions of drop voicings and suboctaves were introduced.
 Drop-2 modifies the incoming MIDI input by dropping the second highest note down an octave.
 Drop-4 works similarly by dropping the fourth highest note down an octave. These can be
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 combined to create a drop-2 and -4 voicings. Suboctaves selects the number of octaves (0-3) that
 should be added below the lowest note.
 Another tab, Setup, is used to set up the performance. The screen is organized into two main
 sections: MIDI Input & Output and Notation. The MIDI input device can be selected from a
 drop-down menu that indicates the currently available MIDI input devices. The list is refreshed
 by pressing the Refresh button, for example, when a new MIDI input device has been connected
 and it does not appear in the menu. MIDI output can be enabled or disabled. If enabled, the
 output will be automatically sent to the MIDI devices that have been allocated the abbreviations
 a, b, c and d in the Max MIDI Setup. MIDI channels 1–16 will be sent to device a, channels 17–
 32 to device b, channels 33–48 to device c and channels 49–64 to device d. The MIDI output
 channels are defined in the instrumentation JSON file (see Chapter 4.2). Figure 12 illustrates the
 appearance of the Setup tab on an iPad.
 Figure 12. The Setup tab on iPad.
 The options that control the appearance of the notation are found under the Notation header.
 The notation renderers Bach, MaxScore and INScore can be disabled or enabled. Disabling
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 renderers that are not used can save some processing time and increase the efficiency of the
 system. However, it is recommended to keep Bach enabled to show the input and orchestrated
 output on the central computer display. The supported renderers for various notation options are
 displayed above the controls. For example, the Transposed score option is not available for
 INScore since INScore is only used to display parts, not scores. Some options, such as Show 3
 previous pitches, are experimental and are therefore only available for a limited number of
 renderers. These will be implemented on other renderers after the functionality and usefulness is
 tested on a single renderer.
 Transposition of the score can be enabled (default) or disabled with the Transposed score
 toggle. It is mainly offered as a non-performance tool for analysing the orchestrated chords in
 concert pitch. For performance uses, transposition should be generally enabled. The option Show
 scales & chord symbols identifies the scales and chords in Set mode (see Chapter 4.3). The
 related option Show unknown chords can be used to display a message that the input was not
 recognized by the system. The Show repeat barlines option enables or disables the repeat
 barlines in Set mode. Finally, the Show 3 previous pitches can be used to display previous three
 pitches in Chord mode.
 4.5 The roles of the devices
 The only device that is indispensable for the operation of the system is the central computer
 running Max. The rendered notation can be shown inside Max with Bach or MaxScore, or
 outside Max with INScore and NetScore notation renderers. Because the system is coded in
 Max, the system requirements are shared with Max.
 While the system does not operate without the central computer, an iPad is not required
 although it is supported. The iPad interface does not provide anything—convenience aside—that
 cannot be used from the Max interface of the central computer. However, the touch screen
 operation of iPad makes it easier and faster to use during a performance. It also makes it possible
 to hide the computer in a performance since all performance and most of the setup commands
 are available from the iPad interface.
 It is the mobile devices, however, that make the difference. The mobile devices are
 connected to the central computer through a wireless network. The central computer sends the
 devices either rendered graphics files (NetScore) or OSC messages for rendering on the device
 (INScore).
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 4.6 The implementation of the model
 This chapter describes how the first four stages of the model (see Figure 3, Chapter 2.3) are
 implemented in the system. To revisit the model, the various programming languages and
 protocols are added to Figure 13.
 Figure 13. The model with programming languages and protocols.
 The first two stages, input and computer listening, are closely linked as the system is
 listening to only the selected MIDI input device. Usually this device is a MIDI keyboard but it
 can be anything that Max recognizes as a MIDI input device. When a user plays a note or a
 chord on the selected MIDI device, it is then sent to the orchestration stage. The system also
 recognizes MIDI controller 64, which is the sustain or damper pedal. When the pedal is down
 (on), the input is not sent to the orchestration stage until the pedal has been released. This allows
 to build large chords that would be difficult or impossible to play otherwise.
 The input can be also generated by a random chord generator that was implemented so I
 could test the system with random input and avoid needing to constantly generate the input by
 myself. The random chord generator produces sets of pitches either manually or automatically at
 a given speed and sends them to the orchestration stage. The generator is useful when setting up
 the mobile devices on the network. However, the MIDI input is the primary form of input that is
 designed for the system and the random chord generator is included only for testing purposes.
 At the centre of the entire system, two Max patches correlate to the orchestration and
 notation stages of the model. To keep the different stages as modular as possible, the
 orchestration stage that follows the input and computer listening stages is unaware of these or
 succeeding stages. The orchestration stage, implemented as a Max object keef.orchestrate30, only
 accepts a set of numbers within the range of 0–127 and orchestrates them for the ensemble that
 has been loaded to the system. The behaviour of the orchestration stage can be manipulated
 during the performance by changing the voicings, enabling or disabling instrument groups,
 changing their dynamics or selecting from one of the two operation modes. The orchestration
 30 Named after Keith "Keef" Richards.
 1.Input 2.ComputerListening
 Max
 3.Orchestration
 JavaScript
 4.Notation
 JavaScriptsentto
 INScore&NetScorevia
 Max
 5.Performance 6.Sound
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 object also sends the unmodified and modified input into two user interfaces. The unmodified
 window displays the raw MIDI input data and the modified input displays the data before it is
 sent to the orchestration.
 In the orchestration stage, there are two main modes of operation, Chord and Set. In Chord
 mode, the MIDI input pitch set is exploded for the ensemble. The Chord mode is useful for
 creating static chord pads and should work especially on bowed string instruments that can hold
 notes for extended periods. On other instruments, factors such as breathing rests (wind
 instruments) or sharp attack and decay of tone (piano, guitar, harp) must be considered. The Set
 mode, on the other hand, turns the incoming MIDI chord into a horizontally organized pitch set.
 Compared to the Chord mode, the Set mode requires a more active role from the musicians
 because they are responsible for improvising on the given material, instead of merely sight-
 reading the notes as in the Chord mode. For jazz musicians who are accustomed to playing from
 chord symbols (e.g. Fmaj9) or scale names (e.g. F Mixolydian), the system will provide an
 automatic recognition of most common chords and scales to facilitate the playing.
 The orchestrated output from the Chord mode can be sent to MIDI playback with the Max
 object keef.playback. Similar to the random chord generator, the playback functionality was
 implemented for simulating the audible sound of the chord voicings and was not intended as a
 replacement for the musicians, which is the primary reason for developing this system.
 The fourth and the final stage in the programmed system is the notation stage, which is
 implemented as a separate Max object keef.notate. The object converts the data received from
 the orchestration stage into the syntaxes understood by the notation renderers Bach, INScore and
 MaxScore. The system allows disabling the notation for renderers that are not used, which may
 result in a more efficient performance of the system.
 4.7 Trying it out
 This chapter describes two of the most important stages in the development of The Arranger. In
 Chapter 4.7.1, I describe the first draft that I demonstrated as a final work for a Max/MSP
 course. In Chapter 4.7.2, I describe how the system was first tested in a real situation.
 4.7.1 The draft
 On May 16, 2016, I presented the first draft of The Arranger, version 0.1, at the end of the
 Max/MSP course at University of the Arts Helsinki. That draft, coded in Max 7.2, was able to
 orchestrate incoming random MIDI data for given instrumentation, notate and display the
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 incoming MIDI data and orchestration using Bach library 0.7.8.1 beta, and send the orchestrated
 output via MIDI for playback approximation. For the course demonstration, I used sample
 sounds from Vienna Symphonic Library Special Edition Vol. 1, which were hosted inside
 Vienna Ensemble Pro software. The most significant limitations of the draft version were an
 extremely limited and most unsatisfactory orchestration algorithm, along with the inability to
 change preferences to obtain different results. However, because of peer student feedback, I later
 decided to incorporate dynamic levels to my orchestration algorithm.
 For the draft, I did not implement the networked notation on mobile devices for two reasons.
 First, I was focusing on formulating a framework for displaying the generated orchestration to
 test how my orchestration algorithm would work. Second, using INScore—at the time my
 original choice for the networked notation—would have required administrative rights to install
 it on the computers of the institution’s computer lab, which I considered too much effort
 considering the nature of the project and brevity of the presentation. I was also somewhat
 undecided about what direction to take with the networked notation because I had just become
 aware of NetScore, an upcoming extension to MaxScore that would enable using browsers on
 mobile devices for the notation (G. Hajdu, personal communication, May 11–15, 2016).
 4.7.2 The test
 In January 2017, I had the opportunity to test The Arranger with a student group at the
 Metropolia University of Applied Sciences in Helsinki where I was giving a series of lectures as
 part of the Fundamentals of Improvisation course. After the Max/MSP course and TENOR 2016
 conference, I had been improving the orchestration algorithm and implementing the notation on
 mobile devices, so the system was very nearly prepared to be tested in a real situation. Due to the
 subject of the course and the somewhat unbalanced and unpredictable set of instruments
 available, I decided to focus solely on the Set mode of the system. In the Chord mode, only the
 person playing the MIDI input device is improvising, while in the Set mode it is possible to have
 everyone involved in the improvisation.
 One week in advance of the playing session, I ran a test on my own devices to determine how
 the system would work in the wireless school network. It is essential that the system performs
 well. Valuable and expensive rehearsal time can be wasted if the system does not work (Carey
 and Hajdu, 2016). As I had expected, the traffic on the wireless school network was filtered and I
 could not reach the server running on my MacBook Pro from the two mobile devices I had
 brought. It was therefore necessary to create a new independent network with a wireless router
 for the actual playing session.
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 For the first playing session on January 27, 2017, I set up the system, which consisted of a
 laptop, a router and a MIDI keyboard. I brought a MacBook Pro laptop to run the Max patch and
 Apache web server. To overcome the network filtering challenge, I used my own Asus RT-
 N56U router to create a wireless network for the laptop and mobile devices. For the MIDI input,
 I used an Edirol PCR-500 keyboard connected to the laptop through USB (Universal Serial Bus).
 As I was aware that the instrumentation would consist mainly of guitars, basses and keyboards, I
 defined an instrumentation of guitar, double bass, electric bass, piano and alto saxophone. A
 screenshot of the browser interface created for this instrumentation is displayed in Figure 14.
 Figure 14. The musician interface on Samsung Galaxy S III, as used on the January 27, 2017 playing session.
 I had planned a session during which one student would be guiding the improvisation of the
 other students by playing the MIDI keyboard that was connected to my laptop running the Max
 patch. The remaining students would be divided into two groups. The first group, the rhythm
 section, would follow their mobile devices to play from the chord symbols, while the second
 group of singers would improvise on top of the background by ear. In this kind of setting,
 everyone would be required to do some improvisation but from different perspectives.
 After the students arrived, I projected connection instructions on a screen. The instructions
 indicated the name and password of the wireless network and the IP address of the web server.
 The projected instructions also demonstrated how to turn off the automatic screen off feature on
 iOS and Android devices. After I tweaked some problematic router firewall settings, the students
 were able to login to the network and load the notation page on their browsers. The mobile
 devices of the ten students were a combination of Apple iPhones, Android devices of various
 brands, and a couple of MacBook laptops.
 When the system was up and running, it was time to play. I explained the concept I had
 developed and asked the rhythm section of four students—an electric guitar, an electric bass, a
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 grand piano and drums—to select and play a groove of their own choice for the improvisation. I
 had envisioned the system to be style-independent and flexible to many musical genres. The
 function of the rhythm section was to provide accompaniment based on the chord symbols and
 staff notation that were sent to their mobile phones. After the playing commenced, I noticed that
 the improviser was playing the chords in time with the groove, which meant that the notation
 was reaching the rhythm section too late due to the latency of the system. Based on this
 observation, I instructed the improviser to play the chords slightly in advance so the musicians
 would have adequate time to react. The same exercise was repeated a further two times with
 different grooves played by the same rhythm section. Another student took the role of the
 guiding improviser and the improvising singers were substituted.
 The majority of the problems that occurred were of a technical nature. First, the firewall
 settings on the router were too strict and the students were not able to secure a connection. This
 was remedied by removing the MAC address filtering that I had forgotten to leave enabled to
 allow only my own devices to connect to the router. Second, another unprecedented problem
 occurred when the screensaver mode of the MacBook Pro laptop stopped the Wi-Fi traffic. This
 could have been avoided either by turning off the screensaver or by connecting the laptop to the
 router with a cable.
 At one point, the sudden lack or disappearance of chord symbols seemed to cause some
 confusion so, instead of displaying nothing, I decided to incorporate an option to display an
 unknown chord text along with the key for the pitch set. This would even facilitate adding new
 chord symbols to the JSON pitch set file (see Chapter 4.3). I further identified a visual bug
 where the repeat ending barline had been cut off from the MaxScore rendering, displaying only
 the two dots on the staff (see Figure 14).
 Most importantly, however, the concept of The Arranger worked essentially as I had
 intended: it allowed guiding of the playing of other musicians in real-time with the use of mobile
 devices.
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 5. Conclusions and Discussion In Chapter 1.2, I set out the following research question: how to design and realize an automated,
 easy-to-use, cost-effective and reliable solution for distributed digital real-time musical notation?
 The idea originated from the Gnomus 2004 concert where the improvisation of the string players
 was guided with non-digital means. To answer the question, I studied the previous research and
 experiments regarding real-time notation, networked notation and automatic orchestration (see
 Chapter 2). I examined available notation renderers and programming environments (see Chapter
 3). During and subsequent to this background research, I programmed and tested a prototype
 system, The Arranger, which listens to MIDI input, orchestrates it for a chosen instrumentation
 and sends it mobile devices (see Chapter 4).
 The automated real-time mapping of MIDI input for any instrumentation is the main result of
 this project. The algorithm works in two different modes, allowing one to provide musicians
 with the notation of pitch sets (Set mode) or single notes inside chord voicings (Chord mode). In
 Chord mode, the chord voicings played by the musicians can be used as is or as background for
 improvisation. For example, a keyboard player can "play the ensemble" with chords on the left
 hand while improvising melodies on the right one with a keyboard that is not connected to the
 system.31 In Set mode, the musicians can be engaged in improvisation by providing them with
 pitch sets or chord symbols as starting points. The Set mode was tested with a group of players
 (see Chapter 4.7.2) and appeared to work without any observable genre restrictions.
 While the chord orchestration algorithm could be refined endlessly with more options, the
 prototype system already provides a working framework for further enhancements. These
 enhancements could include various orchestrational styles that can be selected during the
 performance. The output pitch range could be limited to allow more control over the performed
 sound. Further articulations could be added in addition to the example tremolo articulation of the
 current system. The functionality of the entire system could be widened to include additional
 modes of operation such as recording and transcription of short phrases and automatic generation
 of musical material based on the input. Multiple MIDI input feeds could be forwarded to
 different groups of instruments. Interaction through the mobile devices could be implemented to
 create a more interactive performance environment. An ensemble instrument selector would be a
 welcome addition to rapidly assemble an instrumentation for a rehearsal or performance.
 31 Alternatively, the Max code can be tweaked to filter selected input range from being processed by the system.
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 However, the chord orchestration algorithm has limitations that should be addressed before
 considering additional functionality. Most of these limitations were intended to keep the project
 manageable. The algorithm is currently designed for single note instruments such as woodwinds
 and brass. This underutilizes the potential of chordal instruments such as piano and guitar, which
 are currently treated as monophonic instruments. A better utilisation of polyphonic instruments
 would require additional parameters to the JSON instrumentation file. Some polyphonic
 instruments, such as a chromatic harp, would require a dedicated piece of code to deal with the
 complexities of a tuning system that can be changed during the performance.
 I tuned the usability mainly from the musician’s point of view to make the user interface on
 mobile devices feel as familiar as possible. I was able to utilize my experience as a professional
 musician to design an interface that I would like to use. On mobile devices, the notation can be
 displayed either with a dedicated app (e.g. INScore) or inside a web browser (e.g. NetScore).
 With the limited time available to test the system in a real situation (see Chapter 4.7.2), I decided
 to go with the NetScore browser solution, which proved to work quickly without any extra
 training. All modern smartphones have a web browser that is usually familiar to the device
 owners. The instrument selection menu (see Figure 14, p. 40) was designed for the test session
 and would require modifications to work better with larger ensembles. It would also be
 interesting to see if a JavaScript-based renderer such as GUIDO Engine or VexFlow could be
 used, eliminating the need for an extra app or rendering on the server side.
 The usability of iPad interface, which is also accessible directly from Max, came
 immediately after the musician interface. I felt that the iPad interface should be as intuitive as
 possible, but since I am unaware of any predecessor to this kind of system, at least some form of
 introduction is required to understand the concept behind the system. The design of the iPad
 interface is constrained by Mira’s limited interface elements. However, the direct connection to
 Max made it relatively easy to implement.
 Unlike the musician and iPad interfaces, I opted to leave the usability of the Max interface
 for future development. First, the system is a work-in-progress with many planned features still
 waiting to be implemented. Second, I do not have any short-term plans to release it for public
 use. As a result, the installation of the current system may require some patience. For example,
 some of the settings have to be hard-coded into the Max patches. After the installation and
 configuration of the instrumentation file, there is usually no need to touch the Max interface
 since almost everything can be operated from the iPad interface.
 The cost-effectiveness manifests itself mainly with the increased number of devices used by
 the musicians. Therefore, it is practical that the most common mobile devices can be used to
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 display the notation. With browser-based solutions, the cost can be minimal as the browsers ship
 with the devices. With dedicated apps, the software developer must provide releases for the most
 popular mobile platforms, which are Google’s Android and Apple’s iOS as at the time of writing
 this. Unlike the musicians’ devices, only one central computer is required to run the main system
 that serves the notation to the mobile devices. While the system could be coded to work on an
 inexpensive setup (e.g. Raspberry Pi), the cost of the central computer remains constant
 regardless of the number of mobile devices and, therefore, does not contribute significantly to
 the cost of the system.
 Because of the limited real-life testing, I was unable to produce any definitive results
 regarding the reliability of the system. The system functioned correctly and as intended most of
 the time, but occasionally the input was not rendered on the mobile devices. This could be a
 result of faulty code, router or networks settings, network traffic or a combination of these.
 Nevertheless, the system should be tested in small-scale situations before applying it to larger
 ensembles. These tests should focus on improving the musician interfaces because the technical
 reliability can be tested without musicians by using a diverse range of mobile devices.
 Placed in the context of real-time notation and orchestration, I see my project as a bridge
 between the two. While I used ready-made tools to render the notation on mobile devices, I
 concentrated most of my effort to the automatic mapping of real-time MIDI input. Unlike the
 automatic orchestration of audio sources (see Chapter 2.2), I consider this to be an area for
 further research and development, even without the use of real-time notation. Much music is still
 composed and performed using the vocabulary based on the common practice period and I feel
 that this aspect has been overlooked in the automatic orchestration tools more targeted for
 contemporary music.
 For possible applications of the system, the three scenarios presented in Chapter 4.1 are
 already practical, although the sensor scenario would require an additional piece of code to
 translate the sensor data to musically interesting content. Although I described a pedagogical
 scenario (see Chapter 4.1) and used the system in a pedagogical situation, the test was aligned to
 the improviser scenario with a single student improvising material for others to play. Even with
 the limited functionality of the current system, it is already perfectly usable for situations such as
 this. The Gnomus concert (see Chapter 1) could be now be performed—partly, at least—without
 the use of gestures and written signs.
 Although the system was designed with real-time notation in mind, the automatic
 orchestration module can be used without the notation. While the use of real-time notation with
 musicians may have limited appeal, automatic orchestration will almost certainly be in the
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 interests of orchestral sample-library developers and users. For example, in the fast-paced world
 of media music, automatic orchestration tools can be used to expedite some of the more
 mechanical processes of distributing voices for different instruments. Furthermore, the algorithm
 could be developed to allow a one-man band to play a huge range of sampled or synthesized
 sounds with a single MIDI input device. It is nevertheless important to restate that the
 orchestration algorithm was designed to be used in real-time situations and in its current state it
 is only suitable for orchestrating chord voicings and pitch sets.
 While I consider my research process to have been suitable for the purposes of this thesis and
 its future applications, in hindsight it could have benefited from more user tests. On the other
 hand, the process went primarily as planned. Especially the visit to the TENOR 2016 conference
 in May 2016 proved to be valuable. During the conference, I was able to place my project in a
 larger context by following the presentations and the musical performances of real-time notated
 works. It was after the conference, which coincided with the end of the Max/MSP course, that I
 carried out the majority of the coding and empirical work.
 When I began to consider the subject for my thesis in the fall of 2015, I wanted to bring
 together my previous experience as professional musician, composer, teacher and amateur
 programmer to create a tool that could be used in artistic and pedagogical situations. My
 background as guitarist helped me to design the system from a musician’s perspective. For
 example, to avoid the project becoming too overstretched, I initially considered leaving the
 implementation of properly spelled chord symbols for future revisions, but I changed my mind
 after seeing the enharmonic ugliness of the chord symbol A♯maj7/A. As composer and arranger,
 I was able to develop the orchestration algorithm by following the common practices of the
 profession. My teaching experience helped to organize a system test that was pedagogically
 designed to learn improvisation instead of using technology for technology’s sake.While I was able to bring my previous experience to the thesis, I would not have even started
 if there had not been anything new to learn. Using Max and JavaScript were both new
 programming experiences for me, although I was previously somewhat familiar with Pure Data
 and programming languages such as Java and PHP (Hypertext Preprocessor). Learning Max and
 JavaScript along with the syntaxes of Bach, INScore and MaxScore took a lot of time,
 debugging and reading manuals. Turning the orchestration knowledge inside my head into a
 programmed algorithm took many rewrites of the code before resembling something I could
 accept.
 Naturally, many questions arose while working on the project, not least the aesthetic value of
 music created with real-time notation (see for example, Eigenfeldt, 2014, pp. 283–284; Hajdu,
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 2016, p. 33). Is real-time notation capable of adapting to existing musical aesthetics? Or does
 real-time notation produce or even require new aesthetics, generating a new genre such as
 realtime32? Is the music generated with the assistance of real-time notation any better or more
 interesting than music without real-time notation? Or is it just a gimmick, an unfortunate
 consequence of technological advancements? Can the music generated by means of real-time
 notation stand on its own without an explanation of the underlying technology? Finding the
 answers to these questions will be the next step, which I will take by bringing in the musicians to
 turn the concepts into reality.
 32 As in ragtime.
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