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Preface
 1 Research Motivation
 My research motivation came from a project supported by Naval Research Laboratory (NRL) where I was
 working on an algorithm to provide better stealthiness for hiding data inside JPEG images. As a result, with
 the guidance of my advisor, Dr. Newman, and Ira S. Moskowitz from Center for High Assurance Computer
 Systems, NRL, we developed J2 steganography algorithm which was based on hiding data in the spatial
 domain by making changes in the frequency domain. J2 had problems such as lower capacity along with no
 first order histogram restoration. This led to the development of J3 where the global histogram is preserved
 along with higher capacity. But, the first order preservation is not enough since it can be detected using
 higher order statistics. I plan to develop an algorithm where I could maintain the first and second order
 statistics in stego images with respect to cover image. In order to develop a good steganography algorithm,
 one should have knowledge about the different steganalysis techniques. Keeping this in mind, I also plan to
 propose a steganalysis scheme where I would estimate the cover image using the second order statistics.
 1.1 Research goals
 My research goals focus on the following topics:
 1. Designing a frequency based embedding approach with spatial based extraction using hash of the data
 from spatial domain, J2. (Done)
 2. Designing a novel approach to high capacity JPEG steganography using histogram compensation
 technique, J3. (Done)
 3. Designing a JPEG steganography algorithm using first and second order statistical restoration tech-
 niques with high performance in terms of steganalysis, J4. (Work in progress)
 1
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4. Designing a steganalysis scheme based on estimation of cover using the second order statistics. (Work
 in progress)
 5. Improvement over features of J2 and J3 and analyzing more experimental results for steganalysis
 using Support Vector Machines. (Work in Progress)
 2 Contribution
 We developed two techniques to embed data in the JPEG medium. The first one, called J2, embeds data
 by making changing to the DCT coefficients which in turn makes changes in the spatial domain values.
 The extraction is done by converting JPEG to spatial domain and hashing the values of the bits from the
 color pixels. Second algorithm, which was a great improvement over J2, called J3, has a high capacity and
 it embeds data with great efficiency and better stealthiness. It also has the ability to restore the histogram
 completely to its original values. The third algorithm, as proposed in the future work section 5, would be
 focussed on development of steganography algorithm which would be capable of restoring first as well as
 second order statistics. Work on completing restoring second order statistics has not be done before which
 if done would be an important tool for steganography and would provide high stealthiness as compared to
 other existing algorithms. I also plan to develop a steganalysis schemes based on estimation of cover image
 using second order statistics. This type of estimation has not been done before and if successful would be
 an important tool in the field of steganalysis.
 2
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Chapter 1
 JPEG Steganography
 1 Introduction
 Steganography is a technique to hide data inside a cover medium in such a way that the existence of any
 communication itself is undetectable as opposed to cryptography where the existence of secret communi-
 cation is known but is indecipherable. The word steganography originally came from a Greek word which
 means “concealed writing.” Steganography has an edge over cryptography because it does not attract any
 public attention, and the data may be encrypted before being embedded in the cover medium. Hence, it
 incorporates cryptography with an added benefit of undetectable communication.
 In digital media, steganography is similar to watermarking but with a different purpose. While steganog-
 raphy aims at concealing the existence of a message with high data capacity, digital watermarking mainly
 focusses on the robustness of embedded message rather than capacity or concealment. Since increasing
 capacity and robustness at the same time is not possible, steganography and watermarking have a different
 purpose and application in the real world. Steganography can be used to exchange secret information in a
 undetectable way over a public communication channel, whereas watermarking can be used for copyright
 protection and tracking legitimate use of a particular software or media file.
 Image files are the most common cover medium used for steganography. With resolution in most
 cases higher than human perception, data can be hidden in the “noisy” bits or pixels of the image file.
 Because of the noise, a slight change in the those bits is imperceptible to the human eye, although it might
 be detected using statistical methods (i.e., steganalysis). One of the most common and naive methods of
 embedding message bits is LSB replacement in spatial domain where the bits are encoded in the cover image
 11
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by replacing the least significant bits of pixels [51]. Other techniques might include spread spectrum and
 frequency domain manipulation, which have better concealment properties than spatial domain methods.
 Since JPEG is the most popular image format used over the Internet and by image acquisition devices, we
 use JPEG as our default choice for steganography.
 2 JPEG Compression
 Joint Photographic Expert Group, also know as JPEG, is the most popular and widely used image format
 for sharing and storing digital images over the Internet or any PC. The popularity of JPEG is due to its
 high compression ratio with good visual image quality. The file format defined by JPEG stores data in
 JFIF (JPEG File Interchange Format), which uses lossy compression along with Huffman entropy coding
 to encode blocks of pixels. Figure 1(a) shows the block diagram to compress a bitmap (BMP) image into
 JPEG format. First, the algorithm breaks the BMP image into blocks of 8 by 8 pixels. Then, discrete cosine
 transformation (DCT) is performed on these blocks to convert these pixel values from spatial domain to
 frequency domain. These coefficients are then quantized using a quantization table which is stored as a part
 of the JPEG image. This quantization step is lossy since it rounds the coefficient values. In the next step,
 Huffman entropy coding is performed to compress these quantized 8 x 8 blocks. The histogram in figure
 1(b) shows a typical, idealized distribution of JPEG coefficients. From the histogram, we can conclude that
 the frequency of occurrence of coefficients decreases with increase in their absolute value. This decrease is
 dependent on the quantizing table and the image, but is often around a factor of 2. We also observe that the
 number of zeros is much larger than any other coefficient value. More details about JPEG compression can
 be found in references [23, 24, 47].
 3 JPEG Steganography
 There are two broad categories of image-based steganography that exist today: frequency domain and spatial
 domain steganography. The first digital image steganography was done in the spatial domain using LSB
 coding (replacing the least significant bit or bits with embedded data bits). Since JPEG transforms spatial
 data into the frequency domain where it then employs lossy compression, embedding data in the spatial
 domain before JPEG compression is likely to introduce too much noise and result in too many errors during
 decoding of the embedded data when it is returned to the spatial domain. These would be hard to correct
 12
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(a) Block diagram of JPEG compression [33].
 (b) Histogram of JPEG coefficients, Fq(u,v).
 Figure 1. JPEG encoding and histogram properties.
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using error correction coding. Hence, it was thought that steganography would not be possible with JPEG
 images because of its lossy characteristics. However, JPEG encoding is divided into lossy and lossless
 stages. DCT transformation to the frequency domain and quantization stages are lossy, whereas entropy
 encoding of the quantized DCT coefficients (which we will call the JPEG coefficients to distinguish them
 from the raw frequency domain coefficients) is lossless compression. Taking advantage of this, researchers
 have embedded data bits inside the JPEG coefficients before the entropy coding stage.
 The most commonly used method to embed a bit is LSB embedding, where the least significant bit
 of a JPEG coefficient is modified in order to embed one bit of message. Once the required message bits
 have been embedded, the modified coefficients are compressed using entropy encoding to finally produce
 the JPEG stego image. By embedding information in JPEG coefficients, it is difficult to detect the presence
 of any hidden data since the changes are usually not visible to the human eye in the spatial domain. During
 the extraction process, the JPEG file is entropy decoded to obtain the JPEG coefficients, from which the
 message bits are extracted from the LSB of each coefficient.
 3.1 LSB-Based Embedding Technique
 LSB embedding (see sources [51, 5, 26]) is the most common technique to embed message bits DCT coef-
 ficients. This method has also been used in the spatial domain where the least significant bit value of a pixel
 is changed to insert a zero or a one. A simple example would be to associate an even coefficient with a zero
 bit and an odd one with a one bit value. In order to embed a message bit in a pixel or a DCT coefficient,
 the sender increases or decreases the value of the coefficient/pixel to embed a zero or a one. The receiver
 then extracts the hidden message bits by reading the coefficients in the same sequence and decoding them
 in accordance with the encoding technique performed on it. The advantage of LSB embedding is that it
 has good embedding capacity and the change is usually visually undetectable to the human eye. If all the
 coefficients are used, it can provide a capacity of almost one bit per coefficients using the frequency domain
 technique. On the other hand, it can provide a greater capacity for the spatial domain embedding with almost
 1 bit per pixel for each color component. However, sending a raw image such as a Bitmap (BMP) to the
 receiver would create suspicion in and of itself, unless the image file is very small. Fridrich et al. proposed
 a steganalysis method which provides a high detection rate for shorter hidden messages [18]. Westfeld and
 Pfitzmann proposed another steganalysis algorithm for BMP images where the message length is compara-
 14
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ble to the pixel count [48]. Most of the popular formats today are compressed in the frequency domain and
 therefore it is not a common practice to embed bits directly in the spatial domain. Hence, frequency domain
 embeddings are the preferred choice for image steganography.
 4 Popular Steganography Algorithms
 4.1 JSteg
 Jsteg [45] was one of the first JPEG steganography algorithms. Developed by Derek Upham, JSteg embeds
 message bits in LSB of the JPEG coefficients. JSteg does not randomize the index of JPEG coefficients to
 embed message bits. Hence, the changes are concentrated to one portion of the image if all the coefficients
 are not used. Using all the coefficients might remove this anomaly but will perturb too many bits to be
 easily detected. JSteg does not embed any message in DCT coefficients with value 0 and 1. This is to
 avoid changing too many zeros to 1’s since number of zeros is extremely high as compared to number of
 1’s. Hence, more number of zeros will be changed to 1’s as compared to 1’s being changed to zeros. To
 embed a message bit, it simply replaces the LSB of the DCT coefficient with the message bit to embed. The
 algorithm to embed is given below in brief.
 Algorithm 1: Algorithm to Embed data using JSteg algorithmInput: Given JPEG Image, Message bitsOutput: Stego Image in JPEG formatbegin
 while Data left to embed doGet next DCT coefficient from the cover image;if DCT=1 OR DCT=0 then
 continue/* Goto the next DCT since its a 0 or a 1 */else
 Get next LSB from message ;Replace DCT LSB with message bit;
 endendStore the changed DCT as stego image.
 end
 This strategy to embed data can be easily detected by the chi-square attack [49] since they equalize
 pairs of coefficients in a typical histogram of the image, giving a “staircase” appearance to the histogram as
 shown in Figure 2.
 15
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(a) Histogram before JSteg. (b) Histogram after JSteg.
 Figure 2. Figure comparing the change in histogram after application of JSteg algorithm.
 JP Hide&Seek [1] is another JPEG steganography program, improving stealth by using the Blowfish
 encryption algorithm to randomize the index for storing the message bits. This ensures that the changes are
 not concentrated in any particular portion of the image, a deficiency that made Jsteg more easily detectable.
 Similar to the JSteg algorithm, it also hides data by replacing the LSB of the DCT coefficients. The only
 difference is that it also uses all coeffcients including the ones with value 0 and 1. The maximum capacity
 of JP Hide&Seek is around 10% to minimize visual and statistical changes. Hiding more capacity can lead
 to visual changes to the image which can be detected by the human eye.
 4.2 F5
 F5 [50] is one of the most popular algorithms, and is undetectable using the chi-square technique. F5 uses
 matrix encoding along with permutated straddling to encode message bits. permutated straddling helps
 distribute the changes evenly throughout the stego image. Matrix encoding can embed K bits by changing
 only one of n = 2K−1 places. This ensures less coefficient changes to encode the same amount of message
 bits. F5 also avoids making changes to any DC coefficients and coefficients with zero value. If the value of
 the message bit does not match the LSB of the coefficient, the coefficient’s value is always decremented, so
 that the overall shape of the histogram is retained. However, a one can change to a zero and hence the same
 message bit must be embedded in the subsequent coefficients until its value becomes non-zero, since zero
 coefficients are ignored on decoding. However, this technique modifies the histogram of JPEG coefficients
 in a predictable manner. This is because of the shrinkage of ones converted to zeros increases the number
 of zeros while decreasing the histogram of other coefficients and hence can be detected once an estimate of
 16
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the original histogram is obtained [16].
 4.3 Outguess
 OutGuess, proposed by Niels Provos, was one of the first algorithms to use first order statistical restoration
 methods to counter chi-square attacks [37]. The algorithm works in two phases, the embed phase and the
 restoration phase. After the embedding phase, using a random walk, the algorithm makes corrections to the
 unvisited coefficients to match it to the cover histogram. OutGuess does not make any change to coefficients
 with 1 or 0 value. It uses a error threshold for each coefficient to determine the amount change which
 can be tolerated in the stego histogram. If a coefficient modification (2i→ 2i + 1) results in exceeding of
 threshold, it will try to compensate the change with one of the adjacent coefficients (2i + 1→ 2i) in the
 same iteration. But, it may not be able to do so since the probability of finding a coefficient to compensate
 for the changes is not 1. At the end of the embedding process, it tries to fix all the remaining errors. But,
 not all the corrections might be possible if the error threshold is too large. This means that that algorithm
 may not be able to restore the histogram completely to the cover image. If the threshold is too small, the
 data capacity can reduce drastically since there will be too many unused coefficients. Also, the fraction of
 coefficients used to hold the message, α, is inversely proportional to the total number of coefficients in the
 image. This means Outguess will perform poorly when the number of available coefficients is too large.
 Since, Outguess preserves only the first order histogram, it is detectable using second order statistics [41]
 and image cropping techniques to guess the cover image [15, 41].
 4.4 Steghide
 Another popular algorithm is Steghide [21], where the authors claim to use exchanging coefficients rather
 than overwriting them. The use the graph theory techniques where two inter-changeable coefficients are
 connected by an edge in the graph with coefficients as vertices of the graph. The embedding is done by
 solving the combinatorial problem of maximum cardinality matching. If a coefficient needs to be changed
 in order to embed the message bit, it is swapped by one of the other coefficients connected through the graph.
 This ensures that the global histogram is preserved and hence is difficult to detect any distortion using first
 order statistical analysis. However, exchanging two coefficients is essentially modifying two coefficients
 which will distort the intra/inter block dependencies. The capacity of Steghide is only 5.86% with respect
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to the cover file size as compared to J3 has with a capacity of 9%.
 4.5 Spread Spectrum Steganography
 Another technique of steganography proposed by Marvel et al. [30, 3] uses spread spectrum techniques to
 embed data in the cover file. The idea is to embed secret data inside a noise signal which is then combined
 with the cover signal using a modulation scheme. Every image has some noise in it because of the image
 acquisition device and hence this property can be exploited to embed data inside the cover image. If the
 noise being added is kept at a low level, it will be difficult to detect the existence of message inside the cover
 signal. To make the detection hard, the noise signal is spread across a wider spectrum. At the decoder side,
 image restoration techniques are applied to guess the original image which is then compared with the stego
 image to estimate the embedded signal. Several other data hiding schemes using spread spectrum have been
 presented by Smith and Comiskey in [42]. Steganalysis techniques to detect spread spectrum steganography
 have been shown in [6, 44], where the authors claim to detect 70% of the embedded message bits and 95%
 of the images respectively.
 4.6 Model Based Steganography
 Model based steganography (MB1), proposed by Phil Sallee [38], claims to achieve high embedding ef-
 ficiency with resistant to first order statistical attacks. While Outguess preserves the first order statistics
 by reserving around 50% of the coefficients to restore the histogram, MB1 tries to preserve the model of
 some of the statistical properties of the image during the embedding process. The marginal statistics of the
 quantized AC DCT coefficients are modeled with a parametric density function. He defines the offset values
 (LSBs) of the DCT coefficients as symbols within a histogram bin and computes the corresponding symbol
 probabilities from the relative frequencies of the symbols, i.e., the offset value of coefficients in all bins.
 The message to be embedded is first encrypted and entropy decoded with respect to the measures
 symbol probabilities. The entropy decoded message is then embedded by specifying new bin offsets for
 each coefficients. The coefficients in each bin are modified according to the embedding rule but the global
 histogram and symbol probabilities are preserved. During the extraction process, the model parameters are
 determined to measure the symbol probabilities and to obtain the decoded message (symbol sequence). The
 model parameters and symbol probabilities are same at both the embedding and extracting end.
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4.7 Statistical Restoration Techniques
 Statistical Restoration refers to the a class of embedding data such that the first and higher order statistics
 are preserved after the embedding process. As mentioned earlier, embedding data in a JPEG image can
 lead to change in the typical statistics of the image which in turn can be detected by steganalysis. Most of
 the steganalysis methods existing today employ first and second order statistical properties of the image to
 detect any anomaly in the stego image. Statistical restoration is done to restore the statistics of the image as
 close as possible to the given cover image.
 Our algorithm, J3, discussed in Chapter 4, falls under the category of statistical restoration or preser-
 vation schemes [37, 21, 43, 11, 19]. OutGuess, proposed by Niels Provos, was one of the first algorithms
 to use statistical restoration methods to counter chi-square attacks [37] which was discussed in the previous
 section.
 Another statistical restoration technique is presented by Solanki et. al [43] where authors claim to
 achieve zero K-L divergence between the cover and the stego images using their method while hiding at
 high rates. The probability density function (pdf) of the stego signal exactly matches the cover signal. They
 divide the file into two separate parts, one used to hiding and the other for compensation. The goal is to
 match the continuous pdf of the cover signal to the stego signal. They used a magnitude based threshold
 where they avoid hiding any data in symbols whose magnitude is greater than T. For JPEG images, they
 use 25% of the coefficients for hiding while preserving the rest for compensation. This approach is not
 very efficient because it does not use all the potential coefficients for hiding data. The coefficients in the
 compensation stream are modified using minimum mean-squared error criteria [43]. However, they do not
 consider the intra and inter block dependency amongst JPEG blocks which is an important tools used by
 steganalyst to detect for presence of data in stego images.
 Another higher order statistical restoration technique has been presented by the same authors [39]
 where they use the earth-mover’s distance (EMD) technique to restore the second order statistics. EMD
 is a popular distance metric used in computer vision application. The cover and the stego images have
 different PMF’s. The EMD is defined as the minimum work done to convert the host signal to the stego
 signal. The authors have considered the concept of bins where each bin stored a horizontal transition from
 one coefficient to another. Each block is stored in 1-D vector in zigzag scanning order. Hence, we have 64
 columns and Nr rows where Nr is equal to the total number of blocks in the image. This 2-D matrix can
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help capture both inter as well as intra block dependencies. The transitions are stored in bins. If any of the
 coefficients is modified, one of more bins maybe modified depending on change. Depending on the change,
 they try to find an optimal location to compensate that change in the bins so that the bin counts remain as
 in the cover image. However, the authors have only considered the horizontal transitions probability in both
 inter/intra block dependency. They have not considered the diagonal and the vertical transitions which are
 also an important factor to restore the second order statistics.
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Chapter 2
 JPEG Steganalysis
 1 Introduction
 Steganography is a game of hide and seek. While Steganography aims at hiding data as stealthy as possible
 in a cover medium, steganalysis aims to detect the presence of any hidden information in the stego media
 ( in our research, it refers to the JPEG images). Steganography in its current forms aims to focus not to
 leave any visual distortions in the stego images. Hence, majority of the stego images do not reveal any
 visual clues as to whether a certain image contains any hidden message or not. Current Steganalysis aims to
 focus more on detecting statistical anomalies in the stego images which are based on the features extracted
 from typical cover images without any modifications. Cover images without any modification or distortion
 contains a predictable statistical correlation which when modified in any form will result in distortions to
 that correlation. These include global histograms, blockiness, inter and intra block dependencies, first and
 second order statistics of the image. Most steganalysis algorithms are based on exploiting the strong inter-
 pixel dependencies which are typical of natural images.
 Steganalysis can be classified into two broad categories:
 • Specific/Targeted Steganalysis: Specific steganalysis also sometimes knows as targeted steganaly-
 sis is designed to attack one particular type of steganography algorithm. The steganalyst is aware
 of the embedding methods and statistical trends of the stego image if embedded with that targeted
 algorithm. This attack method is very effective when tested on images with the known embedding
 techniques whereas it might fail considerably if the algorithm is unknown to the steganalyst. For ex-
 ample, Fridrich et al. broke the F5 algorithm by estimating an approximation of cover image using
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the stego image [16]. Bohme and Westfeld broke the model-based steganography [38] using analysis
 of the Cauchy probability distribution [2]. Jsteg [45], which simply changes the LSB of a coefficient
 to the value desired for the next embedded data bit, can be detected by the effect it has of equalizing
 adjacent pairs of coefficient values [49].
 • Blind/Generic/Universal Steganalysis: Blind steganalysis also known as universal staganlysis is the
 modern and powerful approach to attack a stego media since this method does not depend on knowing
 any particular embedding technique. This method can detect different types of steganography content
 even if the algorithm is not known. However, this method cannot detect the exact algorithm used to
 embed data if the training set is not trained with that particular stego algorithm. The method is based
 on designing a classifier which depends on the features or correlations existing in the natural cover
 images. The most current and popular methods include extracting statistical characterstics (also know
 as features) from the images to differentiate between cover and stego images. A pattern recognition
 classifier is then used to differentiate between a cover images and a stego image. This is discussed in
 detail in the following section.
 2 Pattern Recognition Classifier
 Classifier is a mechanism or algorithm which takes an unknown variable and gives a prediction of the class
 of that variable as an output. Before a classifier can be used, it has to be trained with a given data set which
 includes variable from different classes. Support Vector Machines (SVM), invented by V. Vapnik, [46], is
 the most common pattern classifier used for for binary and multi classification of different types of data.
 SVMs have been used in medical, engineering and other fields to classify data. The standard SVM is a
 standard binary non-probabilistic classifier which predicts, for each input, which of two possible classes is
 the input member of. To use SVM, it has to be trained on a set of training examples from both types of
 data on which the algorithm builds a prediction model which predicts whether a new example falls in to one
 category or the other. In a simpler form, SVM model represents training examples as points in space and
 tries to separate examples of different category with as much distance as possible between them. when a
 new testing example is give to it, it tries to map the given example into the same space so that it falls into one
 of the two side. Formally, SVM tried to find a hyperplane that best separates the two classes by maximizing
 the distance between the two class vectors while minimizing some measure of loss on training data, i.e.,
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Figure 1. SVM construction of hyperplane based on two different classes of data using a liner classifier.
 minimizing error. The liner and non-linear classifiers are shown in figures 1 and 2 respectively.
 2.1 JPEG Steganalysis using SVMs
 SVMs have become recently popular to classify if a given image is stego or a cover [27]. The training data
 set consists of a number of features extracted from a set of cover and stego images. Based on this training
 model, SVM can build a prediction model which can classify the images. Steganalysis of JPEG images is
 based on statistical properties of the JPEG coefficients, since these statistical correlations are violated when
 these coefficients are modified to hide data. These statistical properties includes the DCT features [12] and
 the Markov features [40]. A more effective approach to steganalysis was achieved by combining, calibrating
 and extending the DCT and Markov features together to produced 274 merged feature set [36]. The results
 show that this method produces a better detection rate than using the DCT features or the Markov features
 by itself.
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Figure 2. SVM construction using a non-liner classifier.
 3 Steganalysis using Second order statistics
 Farid was one of the first to propose the use of higher order statistics to detect hidden messages in a stego
 medium [10]. He uses a wavelet like decomposition to build a higher order statistical model for natural
 images. The decomposition uses quadrature mirror filters which splits the frequency space into multiple
 scale and orientation. He then applies lowpass and highpass filters along the image axis to generate vertical,
 horizontal, diagonal and lowpass sub-bands. Given this data, the mean, variance, skewness and kurtosis
 for each of the subbands on different scale is calculated which is higher order statistics. Fisher linear
 discriminant (FLD) pattern classifier is used to train and predict if a given image is cover or stego. The
 results show an average of 90% detection rate for Outguess and JSteg. The same technique has been used
 by the Lyu and Farid in [28], but in this paper they use a SVM classifier instead of FLD. The training set
 consisted of 1800 cover images with random subset of the images embedded using Outguess, JSteg for
 JPEG images. The results show improvement on detection rate when using a non liner SVM classifier as
 compared to FLD. Their other paper also uses the same statistical features but with extension to include
 phase statistics [29].
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3.1 Markov Model Based Features
 Shi was the first to use Markov model to detect the presence of hidden data in a medium [40]. His technique
 is based on modeling the JPEG coefficients as Markov process and extracting useful features from them
 using intra-block dependencies between the coefficients. Since, the surrounding pixels in a JPEG images
 are closely related to each other, this correlation can be used to detect if any changes have been made to the
 coefficients are not. The difference between absolute values of neighboring DCT coefficients is modeled as
 a Markov process. The quantized DCT coefficients in F(u,v) are arranged in the same way as the pixels
 in the image. The feature set is formed by calculating four difference matrix from the quantized JPEG 2D
 array along horizontal, vertical, major and minor diagonal.
 Fh(u,v) = F(u,v)−F(u+1,v) (2.1)
 Fv(u,v) = F(u,v)−F(u,v+1) (2.2)
 Fd(u,v) = F(u,v)−F(u+1,v+1) (2.3)
 Fm(u,v) = F(u+1,v)−F(u,v+1) (2.4)
 where u ∈ [1,Su−1],v ∈ [1,Sv−1],Su is the size of the JPEG 2-D array in horizontal direction, Sv is the size
 of array in vertical direction, Fh,Fv,Fd ,Fm are the difference arrays in horizontal, vertical, major and minor
 diagonals, respectively.
 From these four array, four transition probability matrices are constructed, namely, Mh,Mv,Md ,Mm. In
 order to reduce the computational complexity, they used a threshold of [-4, +4], any coefficient outside the
 range were converted to -4 or +4 depending on the value. This range leads to a probability transition matrix
 of 9 x 9, which in turn will produce a total of 81 x 4 = 324 features including all the four difference matrices.
 Mh(i, j) =∑
 Su−2u=1 ∑
 Svv=1 δ(Fh(u,v) = i,Fh(u+1,v) = j)
 ∑Su−1u=1 ∑
 Svv=1 δ(Fh(u,v) = i)
 (2.5)
 Mv(i, j) =∑
 Suu=1 ∑
 Sv−2v=1 δ(Fv(u,v) = i,Fv(u,v+1) = j)
 ∑Suu=1 ∑
 Sv−1v=1 δ(Fv(u,v) = i)
 (2.6)
 Md(i, j) =∑
 Su−2u=1 ∑
 Sv−2v=1 δ(Fd(u,v) = i,Fh(u+1,v+1) = j)
 ∑Su−1u=1 ∑
 Sv−1v=1 δ(Fd(u,v) = i)
 (2.7)
 Mm(i, j) =∑
 Su−2u=1 ∑
 Sv−2v=1 δ(Fm(u+1,v) = i,Fm(u,v+1) = j)
 ∑Su−1u=1 ∑
 Sv−1v=1 δ(Fm(u,v) = i)
 (2.8)
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In their experiment, the authors used 7500 JPEG images with a quality factor ranging from 70 to 90. All
 the images were then embedded with 3 different algorithms, namely, Outguess, F5 and and MB1. Next,
 they extract 324 features (as discussed above) from the original cover image and the images embedded
 with these 3 algorithms. Half of the stego and non stego images were randomly selected to train the SVM
 classifier. The input to the classifier is the feature vector from each of these images. Rest half of the
 images were then used for predicting if those can be classified into one of those four categories (cover,
 F5, Outguess, MB1) by the SVM. The results in table 1 show a remarkable detection rate as compared to
 any other steganalysis technique proposed before. The kernel used for SVM classification and prediction
 was polynomial. The table shows that Shi’s method of extracting features and modeling them as a Markov
 bpc TN TP AROutguess 0.05 87.6 90.1 88.9Outguess 0.1 94.6 96.5 95.5Outguess 0.2 97.2 98.3 97.8
 F5 0.05 58.6 57.0 57.8F5 0.1 68.1 70.2 69.1F5 0.2 85.8 88.3 87.0F5 0.4 95.9 97.6 96.8
 MB1 0.05 79.4 82.0 80.7MB1 0.1 91.2 93.3 92.3MB1 0.2 96.7 97.8 97.3MB1 0.4 98.8 99.4 99.1
 Table 1. Detection rate using Markov based features.
 process greatly improves the detection rate of the three algorithms. The advantage with this kind of technique
 is that it can be used with any existing algorithm without any modification and hence can be categorized as
 a universal steganalyzer.
 3.2 Merging Markov and DCT features
 In 2005, Fridrich et al. introduced a method to detect stego images using first and second order features
 computed directly from the DCT domain since this is where most of the changes are made [13]. These
 included a total of 23 functionals to get the DCT feature set. The first order statistics include the “global
 histogram”, “individual histograms” of individual lower frequency DCT coefficients and, “dual histograms”,
 which are 8 x 8 matrices of each individual DCT coefficient values. The second order statistics include the
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Figure 3. Extended DCT feature set with 193 features.
 inter-block dependencies, blockiness, and co-occurrence matrix. There features were then used as a classifier
 mechanism to detect stego images using SVM. In classifier based on DCT features as in [13], the authors
 used a liner classifier. A more detailed analysis of the DCT features was discussed in [34, 35] where the
 authors used a Gaussian kernel for SVM instead of a liner classifier as in [13]. The classifier was also
 able to distinguish different stego algorithms used to embed data and could also classify stego images if
 the algorithm was unknown. Based on the previous work, the authors later extended their work on blind
 steganalyzer to include 193 DCT features as compared to 23 features and merged them with the Markov
 features to design a more sensitive detector [36]. These 193 DCT features are shown in figure 3.
 Since, the original Markov features capture the intra-block dependencies and DCT features capture the
 inter-block dependencies, it was a good idea to merge there two feature sets and calibrate them to use for
 steganalysis. Hence, both feature sets compliment each other when it comes to improvement in detection.
 For example, the Markov feature set is better in detecting F5 while the DCT feature set is better in detecting
 JP Hide and Seek. Combining both the feature set would produce 193+324 = 517-dimensional feature
 vector. The reduce the dimensionality, the authors average the four probability transition matrices to get
 81 features, i.e., M = (M(c)h + M(c)
 v + M(c)d + M(c)
 m )/4. Here M(c) = M(J1)−M(J2), where J1 is the stego
 image and J2 is the calibrated image which is obtained from estimation of the cover image by cropping 4
 columns and 4 rows and re-compressing it to JPEG image. 81 features from Markov and 193 from DCT
 combined together produced 174-dimension feature set which is then used to train and predict images using
 a SVM classifier. The training set for every classifier consisted of 3400 cover and 3400 of stego images
 embedded with random bit-stream. The testing images were prepared in the same way which consisted of
 2500 images from a disjoint set. The training and testing sets for multi-classifier were prepared in a similar
 way. To classify images into 7 classes, they use the “max-win” method which consists of(n
 2
 )binary SVM
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Figure 4. Comparison of detection accuracy using binary classifier.
 classifiers [22] for every pair of classes. The results for the binary and multi-classifier are shown in figure 4
 and 5 respectively.
 3.3 Other second order statistical methods
 Markov based steganalysis only considers intra-block dependencies which is not sufficient. A JPEG image
 may exhibit correlation in DCT domain across neighboring blocks. Hence, it might be useful to analyze and
 extract features based on inter-block dependencies. The inter-block dependencies refers to the correlation
 between different coefficients located at the same position across neighboring 8 x 8 DCT blocks. JPEG
 steganography embedding will disrupt these inter-block dependencies. Similar to the intra-block technique
 used by [40], four difference matrices are calculated which results in four probability transition matrices
 across horizontal, vertical, major and minor diagonals [8]. The inter-block and intra-block dependencies
 are combined together to form a 486-D feature vector. The threshold used for transition probability ma-
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Figure 5. Comparison of detection accuracy using multi classifier.
 trices(TPM) was [-4, +4] which leads to 81 features from each of the difference 2-D arrays. The authors
 consider 4 difference matrices for intra-block and only two for inter-block, i.e., horizontal and vertical. They
 ignore the diagonal matrices since they do not influence the results by too much. Hence, 81 x 4 features
 for intra-block and 81 x 2 for inter-block leads to 324 + 162 = 486-D feature vector. The authors compared
 their results to other steganalysis techniques as discussed in [40, 36, 13]. The results show an improvement
 over these existing techniques as demonstrated in figure 6. Other similar technique has been used by Zhou
 et. al [52] where the authors used inter as well as intra block depenedencies to calculate the feature vector.
 However, to calculate the TPM, they use the zig-zag scanning order instead of the usual row-column order
 to calculate the matrices. Their results show that the detection rate for each steganography (including F5)
 with 0.05 bpc can exceeds 95%. Other inter/intra block technique has been proposed in [52] where the
 authors Fisher Linear Discriminant to calculate the difference matrices for TPMs from inter and intra block
 dependencies. They claim to achieve 97% detection rate with F5. Shi et al. proposed another algorithm
 where they use Markov empirical transition matrix in block DCT domain to extract features from inter and
 intra block dependencies [20]. The re-arrange each 8 x 8 2-D DCT array into 1-D row using zigzag scanning
 order. All the block are arranged in row wise to form a B row 64 column matrix where B is the number
 of block. Hence, the row wise scanning represent the inter block dependency while the columns represent
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Figure 6. Comparison of detection accuracy using inter and intra block features with other second-orderstatistical methods.
 the intra-block dependency. However, using this technique, they can only calculate the horizontal difference
 matrices for both inter and intra block features.
 30

Page 32
                        

Chapter 3
 J2: Refinement Of A Topological Image
 Steganographic Method
 1 Introduction
 J2 is an extension of an earlier work, J1, which is based on a novel spatial embedding technique for JPEG
 images. “J1” was based on topological concepts which uses a pseudo-metric operating in the frequency
 domain to embed data[32]. Since the changes are made in the frequency domain and the data is extracted in
 the spatial domain, the stego images produced by J1 can be stored either in JPEG format itself or any spatial
 format such as bitmap. Furthermore, even the extremely sensitive JPEG compatibility steganalysis method
 [14] cannot detect J1 manipulation of the spatial image. However, J1 may be detected easily by other means.
 One of the major flaws with J1 was the lack of randomization of the changes made in the DCT domain and
 the block walk order. Most of the changes inside each block were concentrated in the upper left corner and
 hence it can be easily detected by a knowledgeable attacker.
 Another important item remaining was estimation of the payload size [31] of a given cover image,
 since it is possible that some of the blocks may not be usable to store the embedded data. For example,
 if a block contains a lot of zeros, it might not be able to produce the desired embedded bits in the spatial
 domain. The data extraction function had no way of determining which blocks contain data and which do
 not. J2 contains a threshold technique which determines whether or not a block would be usable. Based on
 the number of usable block, J2 can accurately determine how much payload it can carry with a given image.
 The key idea behind the extension of J1 to J2 is to make the datum embedded strongly and “randomly”
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dependent on all spatial bits in the block. This is done by applying a cryptographic hash to the 64 bytes
 of each 8×8 block1 in spatial domain to produce a hash value, from which a given number of bits may be
 extracted (limited by the ability to produce the desired bit pattern). The number of bits being extracted per
 block is predefined by a constant K in the header structure of the file. Since the data embedded is dependent
 on the hash of all the bytes in a block, any change to the spatial block produces apparently random changes to
 the datum the block encodes. By randomizing the output of the extraction function, we may then legitimately
 analyze the embedding methods probabilistically.
 2 Review of J1
 This section reviews the baseline J1 algorithm version of a topological approach that encodes data in the
 spatial realization of a JPEG, but manipulates the JPEG quantized DCT coefficients themselves to do this
 [32]. By manipulating the image in the frequency domain, the embedding will never be detected by JPEG
 compatibility steganalysis [14]. The J1 system stores only one bit of embedded data per JPEG block (in 8-
 bit, grayscale images). Its data extraction function, Φ, takes the LSB of the upper left pixel in the block to be
 the embedded data. A small, fixed size length field is used to delimit the embedded data. Encoding is done
 by going back to the DCT coefficients for that JPEG block and changing them slightly in a systematic way to
 search for a minimally perturbed JPEG compatible block that embeds the desired bit, hence the topological
 concept of “nearby.” The changes have to be to other points in dequantized coefficient space (that is, to sets
 of coefficients D j for which each coefficient D j(i), i = 1, · · · ,64 is a multiple of the corresponding element
 of the quantization table, QT (i)). This is depicted in Figure 1, where B′ is the raw DCT coefficient set for
 some block F0 of a cover image, and D1 is the set of dequantized coefficients nearest to B′.2
 The preliminary version changes only one JPEG coefficient at a time by only one quantization step.
 In other words, it uses the L1 metric on the points in the 64-dimensional quantized coefficient space corre-
 sponding to the spatial blocks, and a maximum distance of unity. (Note that this is different from changing
 the LSB of the JPEG coefficients by unity, which only gives one neighbor per coefficient.) For most blocks,
 a change of one quantum for only one coefficient produces acceptable distortion for the HVS. This results
 in between 65 and 129 JPEG compatible neighbors3 for each block in the original image.
 1We restrict ourselves to grayscale image in this paper, but out method is applicable to color images also.2For quantized DCT coefficients or for DCT coefficient sets, dequantized or raw, we will use the L1 metric to define distances.3Changes are actually done in quantized coefficient space. Each of the 64 JPEG coefficients may be changed by +1 or -1, except
 those that are already extremal. Extremal coefficients will only produce one neighbor, so including the original block itself, the
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Figure 1. Neighbors of DCT (F0) in Dequantized Coefficient Space.
 If there is no neighboring set of JPEG coefficients whose spatial domain image carries the desired
 datum, then the block cannot be used. The system could deal with this in a number of ways. In the baseline
 system, the sender alters unusable blocks in such a way that the receiver can tell which blocks the sender
 could not use without the sender explicitly marking them. The receiver determines if the next block to be
 decoded could have encoded any datum (i.e., was “rich”) or not (i.e., was “poor”). Rich blocks are decoded
 and poor blocks are skipped, so the sender must simply encode valid data in rich blocks (after embedding)
 or if this is not possible, signal the receiver to skip the block by making sure it is poor.
 In the first definition of usable for that system, we only considered blocks that had a rich neighbor
 for every possible datum to be “usable.” Later, we relaxed this condition by considering what datum we
 desired to encode with the block, so that usability depended on the embedded data. In this case, a block was
 considered usable if it had some rich neighbor that encoded the desired datum.
 2.1 Algorithm in brief
 The key to our method is that the sender guarantees that all blocks are used.
 • transmitter has usable block (F is usable):
 total number of neighbors is at most 129, and is reduced from 129 by the number of extremal coefficients.
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– If F encodes the information that the transmitter wishes to send, the transmitter leaves F alone
 and F is sent. The receiver gets (rich) F , decodes it and gets the correct information.
 – If F does not encode the correct information, the transmitter replaces it with a rich neighbor F ′
 that does encode the correct information. The replacement ability follows from the definition
 of usable. Since F ′ is a neighbor of F the deviation is small and the HVS does not detect the
 switch.
 • transmitter has unusable block (F is unusable):
 – If F is poor, the transmitter leaves F alone, F is sent, and the receiver ignores F . No information
 is transferred.
 – If F is rich, the transmitter changes it to a neighbor F ′ that is poor. The ability to do this follows
 from Claim 0. Block F ′ is substituted for block F , the receiver ignores F ′ since it is poor, and
 no information is passed. Since F ′ is a neighbor of F the deviation is small and the HVS does
 not detect the switch.
 Note that when dealing with an unusable block that the algorithm may waste payload. For example,
 if F is unusable and poor, F may still have a rich neighbor that encodes the desired information. The
 advantage of the algorithm as given above is that it is non-adaptive. By this we mean that the payload size
 is independent of the data that we wish to send. If we modify the algorithm as suggested, the payload can
 vary depending on the data that we are sending.
 3 Motivation for Probabilistic Spatial Domain Stego-embedding
 The baseline version of the embedding algorithm hid only one bit per block, and so the payload size was
 very small. Further, although it is likely that the payload rate (in bits per block) could have been increased,
 there remained two difficulties. First, use of a simple extraction functions renders the encoded data values
 unevenly distributed over the neighbors of a block, and so there could be considerable non-uniformity in the
 data encoded by the blocks of a neighborhood. This made it difficult to predict whether or not a block would
 be usable, and hence made analysis complicated. This effect was most problematic when small quanta were
 used in the quantizing table, when small changes to the spatial data might not produce any change in the
 extracted data.
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Second, both the sender and the receiver had to perform a considerable amount of computation per
 block in order to embed and to extract the data, respectively. The sender had to test each block for usability,
 which in turn meant that each block’s neighbors had to be produced, decoded, and the datum extracted,
 and if a rich neighbor encoding this datum had not yet been found, then the neighbor’s neighbors had to be
 produced, decoded, and their data extracted to determine if this particular neighbor were rich. This process
 continued until a rich neighbor for each datum were found, or all the neighbors had been tested. Likewise,
 the receiver had to test each block to determine if it were rich or not, by producing, decoding, and extracting
 the datum from each neighbor until it was either determined that the block was rich or all the neighbors had
 been tested. For a small data set (e.g., binary), this could be fairly fast, but for larger data sets it could be
 quite costly.
 Both of these limitations created significant problems when the data set became larger. The first caused
 the likelihood of finding a usable block to decrease and for this to become unpredictable. The second meant
 that the computational burden would become too great as the neighborhood size increased (by increasing
 Θ) to accommodate larger payloads. To overcome these problems, we modified the baseline approach as
 described in the following section.
 4 J2 Stego Embedding Technique
 In order to provide a block datum extraction mechanism that is guaranteed to depend strongly and randomly
 on each bit of the spatial block, we apply a secure hash function H(.) to each spatial block to produce a large
 number of bits, from which we may extract as many bits as the payload rate requires. This causes the set
 of data values encoded by a neighborhood to be, in effect, a random variable with uniform distribution. Not
 only does this make it more likely that a neighbor block encoding the desired datum will be found, but it
 makes probabilistic analysis possible, so that this likelihood can be quantified. In addition, it makes it easy
 to hide the embedded data without encrypting it first.
 The problem to distinguish usable blocks from unusable on the receiver side remained a major problem.
 To overcome this problem, we set a global threshold which determines if a block can be used to embed data
 or not. This threshold depends on the number of zeros in each quantized DCT block. If the number exceeds
 the threshold, this block is ignored. Another problem for the receiver was to determine the length of the data
 during the extraction process. Similar to J1, J2 embeds data in bits per block, i.e., a fixed number of bits are
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embedded in every usable block. J1 embeds only one bit per block whereas J2 is capable of embedding more
 bits per block. This value is a constant throughout the whole embedding and extraction process. Header
 information prefixing a message is used to let the receiver know about all these pre-defined constants. This
 header data includes, a) size of actual message excluding the header bits, b) threshold value to determine the
 usability of blocks and, c)K, number of bits encoded per block. The structure of header is shown in table 1.
 3 Bits 20 Bits 6 BitsK, bits encoded perblock
 Data Length in Bytes,ME
 Threshold to determine ablock usability, T hr
 Table 1. Header structure for J2 algorithm
 In contrast to J1, the visitation order of blocks depends on the shared key between the sender and the
 receiver. The hashed value of shared key is used to compute a unique seed which can be used to produce a
 set of pseudorandom numbers to determine the order in which the block should be visited. Since the actual
 random number sequence produced by the given seed cannot be unique, the algorithm is modified slightly
 to ignore the duplicates. During the visitation, if number of zeros in the block exceeds the threshold, the
 block is skipped and the sender tries to embed the data in the next permuted block. This permutation of
 the visitation order also helps in scrambling the data throughout the JPEG image to minimize visual and
 statistical artifacts. Computationally, both the sender’s and the receiver’s jobs are made much simpler.
 To receiver would not have any knowledge of the header constants until the header data is retrieved
 from a fixed number of blocks. To ensure consistency, we embed 1 bit per block and use every block in the
 visitation order until the header information is embedded on the sender side. Once the header information
 is embedded, we use the constants in the header to embed the message bits, i.e., we skip the unusable block
 and embed k number of bits in each usable block. The sender’s job is made simpler: the sender just has to
 find a neighbor of each block in the permuted order that encodes the desired datum, or start over again if
 this can’t be done. In particular, the sender just has to make sure that the zeros in the block is below the
 threshold set in the header. If the desired datum cannot be encoded using all the neighboring blocks, we
 modify more than one coefficient in the given block to encode the desired datum.
 The receiver’s job is simplified. The receiver first extracts the header information in the permuted
 order, i.e., 1 bit per block without skipping any blocks. Once the header information is extracted, the header
 constants are used to extract the message bits in the permuted order. If a block exceeds the number of zeros
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as defined in the header, it is skipped.
 We now formalize our modified method. The embedded data must be self-delimiting in order for the
 receiver to know where it ends, so at least this amount of preprocessing must be done prior to the embedding
 described. In addition, the embedded data may first be encrypted (although this seems unnecessary if a
 secure hash function is used for extraction), and it may have a frame check sequence (FCS) added to detect
 transmission errors.
 Let the embedded data string (after encryption, end delimitation, frame check sequence if desired, etc.)
 be s = s1,s2, ...,sK . The data are all from a finite domain Σ = {σ1,σ2, ...,σN}, and si ∈ Σ for i = 1,2, ...,K.
 Let τ : Σ∗ → {0,1} be a termination detector for the embedded string, so that τ(s1,s2, ...,s j) = 0 for all
 j = 1,2, ...,K−1, and τ(s1,s2, ...,sK) = 1. Let S = [0..2m−1]64 be the set of 8 × 8 spatial domain blocks
 with m bits per pixel (whether they are JPEG compatible or not), and let SQT ⊆ S be the JPEG compatible
 spatial blocks for a given quantization table QT .4 Let Φ extract the embedded data from a spatial block F ,
 Φ : S → Σ. In J1, the extraction function is Φn,bas(F) = LSBn(F [0,0]), that is, the n LSBs of the upper,
 leftmost pixel, F [0,0]. (In our proof-of-concept program, n = 1 [32].) For the probabilistic algorithms, the
 extraction function is Φn,prob(F) = LSBn(H(F |X)), the n LSBs of the hash H of the block F concatenated
 with a secret key, X .
 Let µ be a pseudometric on SQT , µ : SQT × SQT → R+∪{0}. In particular, we will use a pseudometric
 that counts the number of places in which the quantized JPEG coefficients differ between two JPEG blocks,
 if that difference is at most unity; if differences greater than unity are scaled so that two blocks whose JPEG
 coefficients differ by at most unity are always closer than two blocks with even one coefficient that differs
 by more than unity.
 Let NΘ(F) be the set of JPEG compatible neighbors of JPEG compatible block F according to the
 pseudometric µ and threshold Θ based on some acceptable distortion level (µ and Θ are known to both
 sender and receiver),
 NΘ(F) def= {F ′ ∈ SQT | µ(F,F ′) < Θ},
 where QT is the quantizing table for the image of which F is one block. Θ is chosen small enough so that
 4Here, the notation [a..b] denotes the set of integers from a to b, inclusive,
 [a..b]de f= {x ∈ Z | a≤ x≤ b},
 and as usual, for a set S, Sn denotes the set of all n-tuples taken over S.
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the HVS cannot detect our stego embedding technique. Neighborhoods can likewise be defined for JPEG
 coefficients and for dequantized coefficients for a particular quantizing table (by pushing the pseudometric
 forward).
 If F ′ ∈NΘ(F), we say that F ′ is a (µ,Θ)-neighbor or just neighbor of F (the Θ is usually understood and
 is not explicitly mentioned for notational convenience). Being a neighbor is both reflexive and symmetric.
 The first modification that we make to the baseline encoding is to change the data extraction function,
 Φ. If it has been decided to use n bits per datum, then Φ takes the n least significant bits of the hash of
 the spatial block, taken as a string of bytes in row-major order5, concatenated with a secret X (X is just
 a passphrase of arbitrary length - it will always be hashed to a consistent size for later use). This has the
 effect of randomizing the encoded values, so that probabilistic analysis is possible. It also has the effect of
 hiding and randomizing the embedded data, so that they do not need to be encrypted first. Lacking the secret
 X , the attacker will not be able to apply the data extraction function and so will not be able to discern the
 embedded data for any block, so it will be impossible for the attacker to search for patterns in the extracted
 data. Further, even if the embedded data are known, the attacker will have to try to guess a passphrase that
 causes these data to appear in the outputs of the secure hash function H(.), which is very hard. In all other
 respects, the algorithm is the same as the baseline algorithm.
 A second modification we make is to randomize the order in which the blocks are visited, further
 confounding the attacker. To do this, the hash of the secret passphrase is used with a block from the stego
 image to generate a pseudorandom number sequence that is then converted into a permutation of indices of
 the remaining blocks. This permutation defines the walk order in which the blocks are visited for encoding
 and decoding. Without the the walk order, the attacker does not even know which blocks may hold the
 embedded data, and so statistics must be taken on the image as a whole, making it easier to hide the small
 changes we make.
 The third modification is to randomize the order in which the coefficients in the given block themselves
 are visited. This modification helps in scrambling the changes inside a block so that the changes are not
 concentrated in only the upper left part of the block. The receiver need not be aware of the visitation order
 inside the block since the extraction is independent of the changes made in the frequency domain. Also, the
 changes can be made to more than one coefficient if a single coefficient change is not able to produce the
 5That is, the bytes of a row are concatenated to form an 8-byte string, then the 8 strings corresponding to the 8 rows areconcatenated to form a 64-byte string.
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desired datum in the spatial domain. Note, that we never try to change any coefficient by more than unity to
 minimize the distortion and artifacts in the image.
 Figures 2 and 3 show the abstract flowchart of embedding and extraction process. The flowchart takes
 only positive coefficients in consideration for simplicity; J2 however can modify both positive as well as
 negative coefficients depending on the traversal order in the block.
 4.1 J2 Algorithm in Detail
 This section describes the algorithm in detail. The algorithm shows only one coefficient change per block
 for simplicity. The actual J2 can change more than one coefficient if the current block is not able to produce
 the desired datum on the spatial domain.
 - Enc(AES,M,P) = ME = Encryption of message M using P as key with AES standard.
 - T Hr = Upper bound on the maximum number of a zeros in a DCT block. If the total number of
 zeros, say x, is less than T Hr, we ignore that block during embedding and extracting. T Hr is a preset
 constant.
 - PRNG(seed,x) = Pseudo-random number generating a number between 0 and x. seed = H(P), where
 H(P) is the hash of shared private key P.
 - αi = ith bit in message ME .
 - MtotalE = Total number of bits in encrypted message, ME .
 - βi = ith DCT block of the given JPEG image.
 - βtotal = total number of DCT block in the given JPEG image.
 - φi = value of JPEG AC coefficient at index i.
 5 Results
 We have implemented the described stego algorithm, and have tested it on a number of images with the
 number of bits per block ranging from one to eight. A value of T hr = 2 sufficed. MD5 was used as the
 hash function, and the images and histograms shown here are for eight bits of data embedded per block. A
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Figure 2. Block diagram of our J2 embedding module.
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Figure 3. Block diagram of our J2 extraction module.
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Algorithm 2: Algorithm to Embed data using J2 algorithmInput: (1)Given JPEG Image, (2) P – Shared private key between sender and receiver, (3) M –
 Message M to be embedded.Output: Stego Image in JPEG formatbegin
 for i = 0 to βtotal doLet y = PRNG(seed,βtotal);/* βy is the next block to embed data */let x = total number of zero coefficients in block βy ;Let MnE = next n bits of the data to be embedded.;if x < T hr then
 continue /* Goto the next block since this block is poor */else
 /* This block is rich and can embed data */while i=0 to 63 do ; /* Randomize the visitation order of thecoefficients */
 Let y1 = PRNG1(seed,63) /* get the index of next DCT coeff in blockβy */
 if y1 == 0 thencontinue/* ignore the DC coeff, fetch the next random coeff */
 elselet δ = random number to add to φy1 where, δ ∈ (+1,−1);φy1+ = δ;Change the block to spatial domain, call it βS
 y ;Let Ψ = H(βS
 y |P), be the hash of 64 bytes of block along with private key;Let Ψn be the last n bits of Ψ;if Ψn == MnE then
 /* Data bits match the hashed bits in spatial domain *//* continue to the next block to embed next n bits of data
 */break /* break out of while loop to continue to next block
 */else
 /* hashed bits do not match the data bits *//* undo the change in φy1 */φy1−= δ;continue /* goto the next random coefficient in current block
 */end
 endend
 endend
 end
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log file was used for embedded data, although it really does not matter what the nature of the embedded
 data are (they could be all zeros) due to the way extraction works. The images were perceptually unaltered,
 and the histograms of the stego image were nearly identical to those of the cover image. Typical results
 for all quantized JPEG coefficients are shown in Figures 4 (omitting zero coefficients since these dominate
 the other coefficient values to the point of obscuring the differences) and 5 (which highlights the interesting
 changes). Not unexpectedly, the number of zero coefficients is decreased slightly (less than 3%) and the
 Figure 4. Histograms of cover and stego file: zero, 1,2 coefficients with J2
 numbers of coefficients with value -1 or 1 is accordingly increased (by 20-30%in this case) as shown in
 Figure 4. This is because the vast majority of quantized JPEG coefficients have zero value, so randomly
 changing a coefficient by +/ - 1 can be expected to remove many more zeros than it adds. Of course, the
 values of +1 and -1 are increased accordingly, with a relatively small number of +1 and -1 coefficients
 changed to zero or +/-2. All other coefficient values with reasonable occurrence were changed by less than
 +/-10%, most by less than +/-5% (see Figure 5).
 An example image is also included here as a demonstration. The image in Figure 6(a) is an unaltered
 cover file, while the image in Figure 6(b) is the same file with embedded data encoded at a rate of eight bits
 per block, using almost all the blocks.
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Figure 5. Histograms of cover and stego file ignoring zero coefficients with J2
 (a) J2 cover image (b) J2 stego image
 Figure 6. JPEG images showing cover image and stego version embedded with J2.
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6 Conclusions
 This paper has briefly discussed the baseline stego embedding method introduced in prior work to circum-
 vent detection by the JPEG compatible steganalysis method. It then discussed some shortcomings of the
 baseline approach, and described a modified version that overcomes these problems (to some extent). Our
 new method still cannot be detected by JPEG-compatibility steganalysis, and the changes to the spatial do-
 main and to the JPEG coefficient histograms are so small that without the original, it would be very difficult
 to detect any abnormalities.
 The method is quite fragile, and any change to a spatial domain block (or to a JPEG block) will certainly
 randomize the corresponding extracted bits. Hence, we expect that the method will be very difficult to detect,
 but relatively easy to “scrub” using active measures.
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Chapter 4
 J3: High Payload Histogram Neutral JPEG
 Steganography
 1 Introduction
 In this part of my proposal, I propose a JPEG steganography algorithm, J3, which conceals data inside a
 JPEG image in such a way that it completely preserves its first order statistical properties [11] and hence
 is resistant to chi-square attacks [49]. Our algorithm [25]can restore the histogram of any JPEG image
 to its original values after embedding data along with the added benefit of having a high data capacity of
 0.4 to 0.7 bits per non-zero coefficient (bpnz). It does this by manipulating JPEG coefficients in pairs and
 reserving enough coefficient pairs to restore the original histogram. Matrix encoding technique, proposed
 by Crandall [9], has been used in J3 when the message length is less than the maximum capacity. This
 encoding method can embed n bits of message in 2n−1 cover bits by changing at most 1 bit. In the generic
 embedding case, we would have to replace at most n bits. Hence, this encoding method is very useful when
 the message length is shorter than the maximum embedding capacity. F5, proposed by Westfeld was the
 first steganography algorithm to use matrix encoding.
 Stop points are a key feature of this algorithm; they are used by the embedding module to determine
 the index at which the algorithm should stop encoding a particular coefficient pair. Coefficient values are
 only swapped in pairs to minimize detection. For example, (2x,2x + 1) form a pair. This means that a
 coefficient with value (2x+1) will only decrease to 2x to embed a bit while 2x will only increase to (2x+1).
 Each pair of coefficients is considered independently. Before embedding data in an unused coefficient, the
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algorithm determines if it can restore the histogram to its original position or not. This is based on the
 number of unused coefficients in that pair. If during embedding, the algorithm determines that there are
 only a sufficient number of coefficients remaining to restore histogram, it will stop encoding that pair and
 store its index location in the stop point section of the header. The header gives important details about
 the embedded data such as stop points, data length in bytes, dynamic header length, etc. At the end of the
 embedding process, coefficient restoration takes place which equalizes the individual coefficient count as in
 the original file. Since all the stop points can only be known after the embedding process, the header bytes
 are always encoded last on the embedder side whereas they are decoded first on the extractor side.
 We compared our results with three popular algorithms namely, F5, Steghide and OutGuess. The ex-
 perimental results show that J3 has a better embedding capacity than OutGuess and Steghide with the added
 advantage of complete histogram restoration. We have also estimated the theoretical embedding capacity
 using J3 and estimation of stop points in section 4 and the results follow closely with the experimental out-
 come. Based on 1000 sample JPEG images, our SVM-based steganalysis experiments show that J3 has a
 lower detection rate than the other three algorithms in most of the cases. Steghide performs better when its
 embedding capacity is 25% of the original, but it has a much lower capacity than J3. In fair steganalysis,
 where we embedded equal amount of data in all the images, results show that J3 would be the preferred
 method for embedding data as compared to the other three algorithms.
 The rest of this chapter is organized as follows. In Section 2 and 3, we discuss our proposed J3
 embedding and extraction module in detail while Section 4 deals with the theoretical estimation of maximum
 embedding capacity of J3 and its stop point calculation. Section 5 shows experimental results obtained using
 our algorithm along with F5, Outguess and Steghide. Section 6 compares the steganalysis results for the
 three algorithms along with J3. Finally, section 7 concludes the chapter with reference to future work in this
 area.
 2 J3 Embedding Module
 Figure 1 shows the block diagram of our embedding module. The cover image is first entropy decoded
 to obtain the JPEG coefficients. The message to be embedded is encrypted using AES. A pseudo-random
 number generator is used to visit the coefficients in random order to embed the encrypted message. The
 algorithm always makes changes to the coefficients in a pairwise fashion. For example, a JPEG coefficient
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Figure 1. Block diagram of our proposed embedding module.
 with a value of 2 will only change to a 3 to encode message bit 1, and a coefficient with a value 3 will only
 change to 2 to encode message bit 0. It is similar to a state machine where an even number will either remain
 in its own state or increase by 1 depending on the message bit. Similarly, an odd number will either remain
 in its own state or decrease by 1. We apply the same technique for negative coefficients except that we take
 its absolute value to change the coefficient. Coefficients with value 1 and -1 have a different embedding
 strategy since their frequency is very high as compared to other coefficients. A -1 coefficient is equivalent to
 message bit 0 and +1 is equivalent to message bit 1. To encode message bit 0 in a coefficient with value 1, we
 change its value to -1. Similarly, to encode bit 1 in -1 coefficient, we change it to 1. To avoid any detection,
 we skip coefficients with value 0. The embedding coefficient pairs are (−2n,−2n−1) · · ·(−2,−3), (−1,1),
 (2,3) · · ·(2n,2n+1), where 2n+1 and−2n−1 are the threshold limits for positive and negative coefficients,
 respectively.
 Before embedding a data bit in a coefficient, the algorithm determines whether a sufficient number of
 coefficients of the other member of the pair are left to balance the histogram or not. If not, it stores the
 coefficient index in the header array, also known as stop point for that pair. Once the stop point for a pair
 is found, the algorithm will no longer embed any data bits in that coefficient pair. The unused coefficients
 for that pair will be used later to compensate for the imbalance. The header bits are embedded after the data
 bits are embedded since all the stop points are only known at the end of embedding.
 The header stores useful information such a data length, location of stop points for each coefficient
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value pair, and the number of bits required to store each stop point. The structure of the header is given in
 table 1. The formal definition of a stop point is given below.
 Definition 1 [Stop Points] A stop point, SP(x,y) in J3 stores the index of DCT coefficient matrix and
 directs the algorithm to ignore any coefficients with value x or y that have an index value ≥ SP(x,y) during
 embedding or extraction process.
 4 Bits 20 Bits 5 Bits 5 Bits (NSPNbSP) BitsValue of n forMatrix encod-ing, Hn
 Data Length inBytes, ML
 No. of bits re-quired to store asingle stop point,NbSP
 No. of stoppoints, NSP
 Stop point array, SP(−2n,−2n− 1) · · ·SP(−2,−3), SP(−1,1), SP(2,3) · · ·SP(2n,2n+1)
 Table 1. Header structure for J3 algorithm
 Explanation of Header fields:
 - Hn = Value of n in matrix encoding (1,2n− 1,n). The notation (1,2n− 1,n) denotes embedding n
 messages bits in 2n−1 cover bits by changing at most one bit.
 - ML = Represents the total message length in bytes. It does not include the length of header.
 - NbSP = Represents the total number of bits required to store a stop point. Let NB be the total number of
 blocks in the cover file. The total number of coefficients is then 64 NB. NbSP represents the minimum
 number of bits needed to represent any number between 0 to 64 NB, which is log2(64 NB). Receiver
 can compute this from the file itself but has been included to provide more robustness during decoding.
 - NSP = represents the total number of stop points present in the header.
 - SP(x,y) = represents a stop point. Each stop point occupies NbSP bits in the header.
 Terminology:
 - Hist(x): Total number of coefficient x initially present in the cover image.
 - T R(x): Remaining number of coefficients x which remain unused and untouched during embedding.
 - TC(x→ y): Total number of coefficient x changed to y during embedding.
 - TC(x→ x): Total number of coefficient x unchanged but used for data.
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- T T (x): Total number of coefficient x used at any point to store data. T T (x) = TC(x→ y)+TC(x→
 x) = Hist(x)−T R(x).
 - ∆(x): Represents the unbalance in coefficient x as compare to Hist(x).
 - NB: Total number of blocks in the cover image.
 - Cx: Value of coefficient at index location x in the cover image where 0≤ x≤ 64 NB.
 - Coe f ftotal: total number of coefficients in the image = 64 NB.
 Example 1 At the start of embedding process Hist(x) = T R(x), since none of the coefficient x have been
 used for data. Assume the following scenario during embedding:
 Hist(2) = 500,TC(2→ 3) = 100,TC(2→ 2) = 100
 Hist(3) = 200,TC(3→ 2) = 50,TC(3→ 3) = 100
 ⇒ T R(2) = 300,T R(3) = 50
 Since 100 2’s have been changed to a 3 and 50 3’s have been changed back to 2, we have an imbalance in
 the histogram.
 ∆(2) = TC(3→ 2)−TC(2→ 3) =−50.
 ∆(3) = TC(2→ 3)−TC(3→ 2) =−∆(2) = 50.
 This means we have 50 more 3’s than required and 50 fewer 2’s than needed to balance the histogram pair
 (2,3) to its original values. Hence, we need at least 50 3’s to balance the pair (2,3).
 Let’s assume that the next coefficient index encountered during embedding is 2013 and C2013 = 3.
 If T R(3) = ∆(3), then we know that we cannot encode any more data in pair (2,3) since we have just
 the minimum number of 3’s remaining to balance it. Hence, we store the index location in SP(2,3), i.e.,
 SP(2,3) = 2013. This directs the algorithm to stop embedding any more data in this pair after index 2013.
 This stop point is also used during the extraction process to stop decoding coefficients 2 and 3 when it
 reaches index 2013.
 2.1 Embedding Algorithm
 Embedding is divided into various smaller subtasks. Algorithm 4 calculates the coefficient’s upper limit to
 consider for embedding. If a coefficient value is larger than the coefficient limit, it ignores it and selects the
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next one in traversal sequence. It also skips the coefficients for embedding header bits since these will be
 embedded only after all the stop points are known. The number of bits required to store header information
 can be calculated before the embedding process. After skipping all the coefficients which will be used for
 header data, algorithm 5 embeds the actual message bits. It calls function 3 to update the TC tables and
 function 7 to evaluate if sufficient number of coefficients are still remaining to balance the histogram. Once
 the message bits have been embedded and all the stop are points known, algorithm 6 embeds the header bits
 using the same random sequence traversed in algorithm 4. Since algorithm 5 and 4 modify the coefficients,
 algorithm 8 calculates the net change in individual coefficients and restores the histogram to its original
 values using the unused coefficients. Negative coefficients and the (-1,1) pairs have not been shown in the
 algorithms below for simplicity but can be included with a slight modification. Also, matrix encoding has
 not been shown in the algorithm since we are considering the maximum capacity of J3.
 Let P be the password shared between the sender and the receiver. This password is used to generate
 the seed for pseudo-random numbers between 0 and 64NB. The same password is also used for encrypting
 and decrypting the data. Let,
 - Enc(AES,M,k) = Encryption of message M using k as key with AES standard.
 - T Hr = Lower bound on the total number of a coefficient, say x, to be used for embedding data. If
 the total number of coefficient x is less than T Hr, we ignore that coefficient during embedding and
 extracting. This T Hr is a preset constant.
 - PRNG(seed,x) = Pseudo-random number generating a number between 0 and x.
 - Bit(M, i) = ith bit in message M.
 - MEtotal = Total number of bits in encrypted message, ME.
 - φ = JPEG AC coefficient in frequency domain.
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Algorithm 3: Function EmbedBit().
 beginFunction EmbedBit (DataBit bit, index x)if Cx ∈ odd∧bit ≡ 0 then
 TC(Cx→Cx−1)← TC(Cx→Cx−1)+1 ;Cx←Cx−1 ;
 else if Cx ∈ even∧bit ≡ 1 thenTC(Cx→Cx +1)← TC(Cx→Cx +1)+1 ;Cx←Cx +1 ;
 endend
 Algorithm 4: Calculate the threshold coefficient value to consider for embedding.Input: (i) C – Input DCT coefficient array, (ii) M – the message to be embedded, and (iii) P.Output: C– Modified DCT coefficient array.begin
 seed = MD5(P) ; /* Generate seed using MD5 hashing for PRNG */ME = Enc(AES,M,P) ; /* Encrypt message M with P as the key with AESstandard */for i = 2 to 255 do
 if Hist(i) < T Hr then /* if total number of ith coeff < threshold */coe f f limit← i ; /* coefficient limit to consider for encoding */break ;
 endendif coe f f limit ∈ even then /* since a pair has to end with an odd number, addthe next coefficient */
 coe f f limit← coe f f limit +1;end/* Calculate SPtotal, number of stop points */SPtotal ← (coe f f limit−1)/2; /* number of pairs to store stop points. */HDRtotal = 4+20+5+5+SPtotal ∗Dec(NbSP); /* total header length in bits *//* Skipping coefficients for header bits initially for later embedding.
 */DataIndex = 0;while DataIndex≤ HDRtotal do
 x = PRNG(seed,Coe f ftotal);if Cx ≤ coe f f limit ∧Cx , 0∧Cx ∈ φ then
 T R(Cx)← T R(Cx)−1 ; /* decrease remaining number of coeff forembedding */
 endend
 end
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Algorithm 5: Embed message bits.
 beginDataIndex = 0;while DataIndex < MEtotal do
 x = PRNG(seed,Coe f ftotal);if Cx ≡ 0∨Cx > coe f f limit ∨Cx < φ then
 continue ; /* ineligible coefficient value, so fetch next random number*/
 else if EvaluateStopPoint(x)≡ f alse thenEmbedBit
 (Bit(ME,DataIndex),x
 );
 T R(Cx)← T R(Cx)−1 ;dataIndex← dataIndex+1 ;
 endend
 end
 Algorithm 6: Embed header bits in the coefficients.
 begin/* Assume that the header data is stored in HDR array */DataIndex = 0 ;while DataIndex≤ HDRtotal do
 x = PRNG1(seed,Coe f ftotal); /* generate same sequence for header coeff. */if Cx ≡ 0∨Cx > coe f f limit ∨Cx < φ then
 continue ; /* ineligible coefficient value, so fetch next random number*/
 elseEmbedBit
 (Bit(HDR,DataIndex),x
 );
 dataIndex← dataIndex+1 ;end
 endend
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Algorithm 7: Function EvaluateStopPoint().Function EvaluateStopPoint (index x)begin
 if Cx ∈ odd then∆ = TC(Cx−1→Cx)−TC(Cx→Cx−1);if ∆ >= T R(Cx) then /* stop encoding the pair */
 SP(Cx−1,Cx)← x ; /* store the stop point */return true;
 endelse if Cx ∈ even then
 ∆ = TC(Cx +1→Cx)−TC(Cx→Cx +1);if ∆ >= T R(Cx) then /* stop encoding the pair */
 SP(Cx,Cx +1)← x ; /* store the stop point */return true;
 endendreturn f alse;
 end
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Algorithm 8: Compensate histogram for changes made in algorithm 5 and 6.
 begin/* Calculate net change in coefficient pairs */for i = 2 to coe f f limit do
 if TC(i→ i+1) > TC(i+1→ i) thenTC(i→ i+1)← TC(i→ i+1)−TC(i+1→ i) ;TC(i+1→ i)← 0;
 elseTC(i+1→ i)← TC(i+1→ i)−TC(i→ i+1) ;TC(i→ i+1)← 0 ;
 endi← i+2;
 end/* Calculate the total change in histogram */
 netChange =SPtotal
 ∑k=1
 (TC(2k→ 2k +1)+TC(2k +1→ 2k)
 )/* Make changes to the unused coefficients to balance */while netChange > 0 do
 x = PRNG(seed,Coe f ftotal) ;if Cx = 0∨Cx > coe f f limit ∨Cx < φ then
 continue;else if Cx ∈ even∧TC(Cx +1→Cx) > 0 then
 T (Cx +1→Cx)← TC(Cx +1→Cx)−1;Cx←Cx +1;netChange← netChange−1 ;
 else if Cx ∈ odd∧TC(Cx−1→Cx) > 0 thenT (Cx−1→Cx)← TC(Cx−1→Cx)−1;Cx←Cx−1;netChange← netChange−1 ;
 endend
 end
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3 J3 Extraction Module
 Figure 2. Block diagram of our proposed extraction module.
 This section deals with the extraction of a message M from a given stego image. The extraction
 algorithm is simple, as the receiver has to deal only with the exact index locations to stop decoding each
 coefficient pair. Password P is used to generate the random number sequence used to permute the coefficient
 indices for visitation order. The constant part of the header is decoded first, which in turn reveals the length
 of the dynamic portion of the header. The dynamic portion of the header contains the stop points which
 are necessary to stop decoding a given coefficient pair when its stop point matches the coefficient index
 encountered.
 Once all the header bits have been extracted, the extraction process starts decoding the message bits,
 taking care to stop extraction from a coefficient pair when its stop point has been reached. The decoding
 algorithm is given below. As explained earlier, we will only show the algorithm for positive coefficients.
 Similar rules apply to the negative coefficients and the (-1,1) pair, with slight modification. A block diagram
 of our extraction module is given in figure 2.
 3.1 Extraction Algorithm
 The extraction algorithm is divided into two modules. Algorithm 9 first decodes the static part of the header
 to recover the message length, the number of stop points, and the number of bits needed to store each stop
 point. Using the static header part, the algorithm determines the length and interpretation of the dynamic
 portion of header to finally decode all the stop points. Finally, algorithm 10 extracts the encrypted message
 bits, which are then decrypted to recover the actual message.
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Algorithm 9: Extraction of header bits.
 beginDec(AES,M,k) = Decryption of Message M using k as key with AES standard.;
 Input: (i) C – Modified DCT coefficient array and (ii) P – shared password between the
 sender and receiver.
 Output: Mout– Output Message
 seed = k = MD5(P);
 /* Assume HDR array to be empty initially. Extract static header part
 first */
 HDRstatic = 20+5+5 ; /* static header length in bits */
 Let HDRi = ith bit of HDR array;
 i = 0 ;
 while i≤ HDRstatic do
 x = PRNG(seed,Coe f ftotal) ; /* PRNG to generate random indices for coeff.
 */
 /* coe f f limit is calculated the same way as in the embedding algorithm
 */
 if Cx ≡ 0∨Cx > coe f f limit ∨Cx < φ thencontinue;
 else if Cx ∈ odd thenHDRi← 1;
 i++ ;
 else if Cx ∈ even thenHDRi← 0 ;
 i++ ;
 end
 end
 /* Decode data Length in Bytes, ML and No. of bits required to represent
 a coeff location, NbSP from HDR array. */
 /* Decode No. of stop points and SPtotal from HDR array */
 /* Now calculate the dynamic header length using the number of stop
 points, SPtotal and NbSP */
 /* Traverse the coefficients and decode the stop points from dynamic
 header array. */
 /* Store the values in SP(x,y) array from decoded bits. */
 end
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Algorithm 10: Extraction of message bits.
 begin
 Mtotal = ML ∗8 ; /* total message length in bits */
 i = 0;
 while i≤Mtotal do
 x = PRNG(seed,Coe f ftotal) ; /* PRNG to generate random indices for coeff.
 */
 if Cx ≡ 0∨Cx > coe f f limit ∨Cx < φ then
 continue; /* ineligible coeff for data extraction */
 else if Cx ∈ even∧SP(Cx,Cx +1) , x then /* current index doesn’t match stop
 point */
 Mi← 0 ; /* ith bit of Message array, M */
 i← i+1 ;
 else if Cx ∈ odd∧SP(Cx−1,Cx) , x then /* current index doesn’t match stop
 point */
 Mi← 1 ; /* ith bit of Message array, M */
 i← i+1 ;
 end
 end
 Mout = Dec(AES,M,k) ; /* Decrypt message M using key k and AES standard */
 end
 4 Estimation of Embedding Capacity and Stop Point
 This section shows how to estimate the expected embedding capacity of a cover file using J3 and the stop
 point indices for each coefficient pair. We show the calculation for positive coefficients only. The calculation
 for the negative coefficients and the (-1,1) pair are similar with slight modifications.
 1. coe f f limit = Coefficient limit to consider for embedding.
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2. pm,0 =Probability of bit 0 in the message.
 3. pm,1 = (1− pm,0) = Probability of bit 1 in message.
 4. pc,2x+1 = Probability of encountering an odd number with value (2x+1) in traversing the coefficients.
 5. pc,2x = Probability of encountering an even number with value 2x in traversing the coefficients.
 6. ktotal = Total number of coefficients in the input image.
 7. Pr(x→ y) = Probability of coefficient x being changed to coefficient y.
 pm,0 = ∑M0
 ∑M0 +∑M1(4.1)
 pm,1 = ∑M1
 ∑M0 +∑M1(4.2)
 ktotal =coe f f limit
 ∑x=2
 Hist(x) (4.3)
 pc,2x+1 =Hist(2x+1)
 ktotal(4.4)
 pc,2x =Hist(2x)
 ktotal(4.5)
 An odd coefficient can only decrease or retain its value to embed a data bit. Similarly, an even number can
 only increase or retain its value to embed a data bit, as explained in embedding module. Hence,
 Pr(2x+1→ 2x) = pm,0 � pc,2x+1 (4.6)
 Pr(2x→ 2x+1) = pm,1 � pc,2x (4.7)
 Pr(2x+1→ 2x+1) = pm,1 � pc,2x+1 (4.8)
 Pr(2x→ 2x) = pm,0 � pc,2x (4.9)
 Let γ2x,2x+1 = Total number of eligible coefficients visited so far at any instant.
 Let TCEx(x→ y) be the expected number of coefficients with value x changed to y to embed a data bit.
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Let T REx(x) be the expected number of coefficients with value x remaining unchanged and unused.
 TCEx(2x+1→ 2x) = γ2x,2x+1 �Pr(2x+1→ 2x) (4.10)
 TCEx(2x+1→ 2x+1) = γ2x,2x+1 �Pr(2x+1→ 2x+1) (4.11)
 TCEx(2x→ 2x+1) = γ2x,2x+1 �Pr(2x→ 2x+1) (4.12)
 TCEx(2x→ 2x) = γ2x,2x+1 �Pr(2x→ 2x) (4.13)
 T REx(2x+1) = Hist(2x+1)−[TCEx(2x+1→ 2x)+TCEx(2x+1→ 2x+1)
 ](4.14)
 T REx(2x) = Hist(2x)−[TCEx(2x→ 2x+1)+TCEx(2x→ 2x)
 ](4.15)
 4.1 Stop Point Estimation
 Let ∆Ex(x) be the expected net unbalance of coefficients with value x.
 Since we have estimated T REx(i) for all the coefficients, we can now calculate the condition when the coef-
 ficient pair will no longer be used to embed data, since we will be left with the exact amount of coefficient
 to balance the histogram after the embedding process. The condition is:
 ∆Ex(2x+1) = TCEx(2x→ 2x+1)−TCEx(2x+1→ 2x),
 TCEx(2x→ 2x+1)≥ TCEx(2x+1→ 2x) (4.16)
 ∆Ex(2x) = TCEx(2x+1→ 2x)−TCEx(2x→ 2x+1),
 TCEx(2x+1→ 2x)≥ TCEx(2x→ 2x+1) (4.17)
 The stop condition is:
 T REx(x) = ∆Ex(x)
 Replacing LHS of equation 4.16 with RHS of equation 4.14, we get
 Hist(2x+1)−[TCEx(2x+1→ 2x)+TCEx(2x+1→ 2x+1)
 ]= TCEx(2x→ 2x+1)−TCEx(2x+1→ 2x) (4.18)
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Using equation 4.10, 4.11 and 4.12, we get:
 Hist(2x+1)− γ2x,2x+1 �Pr(2x+1→ 2x+1) = γ2x,2x+1 �Pr(2x→ 2x+1) (4.19)
 Solving for γ2x,2x+1 using equation 4.7 and 4.8, we get:
 γ2x,2x+1 =Hist(2x+1)
 pm,1 � (pc,2x + pc,2x+1)(4.20)
 Simplifying using equation 4.2, 4.3, 4.4 and 4.5, we get:
 γ2x,2x+1 =Hist(2x+1) �
 coe f f limit
 ∑i=2
 Hist(i) �(∑M0 +∑M1
 )∑M1 �
 (Hist(2x)+Hist(2x+1)
 ) (4.21)
 If we solve equation 4.15 in a similar way, we get another value of γ2x,2x+1 as:
 γ2x,2x+1 =Hist(2x) �
 coe f f limit
 ∑i=2
 Hist(i) �(∑M0 +∑M1
 )∑M0 �
 (Hist(2x)+Hist(2x+1)
 ) (4.22)
 Let equation 4.21 be represented as γα2x,2x+1 and equation 4.22 as γ
 β
 2x,2x+1 for convenience.
 Theorem 1 The estimated stop point for pair(2x,2x+1), γest2x,2x+1, is the minimum of γα
 2x,2x+1 and γβ
 2x,2x+1.
 γest2x,2x+1 = min
 {γα
 2x,2x+1,γβ
 2x,2x+1
 }Proof 1 Let the maximum coefficient index be represented by Indexmax. The maximum index value is equal
 to the maximum number of eligible coefficients in the image. Hence,
 Indexmax =coe f f limit
 ∑i=2
 Hist(i)
 Any stop point, γ2x,2x+1 cannot exceed the value of maximum coefficient index. Lets assume
 γα2x,2x+1 ≤ Indexmax⇒ γα
 2x,2x+1 ≤coe f f limit
 ∑i=2
 Hist(i)
 Using equation 4.20 and 4.21 and substituting for γα2x,2x+1, we get
 Hist(2x+1) �coe f f limit
 ∑i=2
 Hist(i)
 pm,1 �(
 Hist(2x)+Hist(2x+1)) ≤ coe f f limit
 ∑i=2
 Hist(i) (4.23)
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Simplifying equation 4.23, we get
 Hist(2x+1)
 (1− pm,0 �(
 Hist(2x)+Hist(2x+1)) ≤ 1 (4.24)
 Further simplifying,
 pm,0 �(
 Hist(2x+1)+Hist(2x))≤ Hist(2x) (4.25)
 ⇒ Hist(2x)
 pm,0 �(
 Hist(2x)+Hist(2x+1)) ≥ 1 (4.26)
 Multiplying both sides by ∑coe f f limiti=2 Hist(i), we get
 Hist(2x) �coe f f limit
 ∑i=2
 Hist(i)
 pm,0 �(
 Hist(2x)+Hist(2x+1)) ≥ coe f f limit
 ∑i=2
 Hist(i) (4.27)
 From equation 4.22, L.H.S. of the above equation is γβ
 2x,2x+1 and R.H.S. is Indexmax.
 ⇒ γβ
 2x,2x+1 ≥ Indexmax, which is not vaild.
 Similarly, using γβ
 2x,2x+1 as the starting point for proof, we get
 γα2x,2x+1 ≥ Indexmax
 Hence, γest2x,2x+1 can be written as
 γest2x,2x+1 = min
 {γ
 α2x,2x+1,γ
 β
 2x,2x+1
 }(4.28)
 Hence proved.
 Since number of zeros is almost equal to number of ones in the message, we can assume pm,0 ≈ pm,1 Let R
 and K be defined as follows:
 R =Hist(2x)
 Hist(2x+1),K =
 coe f f limit
 ∑i=2
 Hist(i)
 pm,0
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Now equation 4.28 can be rewritten as:
 γest2x,2x+1 ≈
 K �
 11+R
 if R > 1
 K �12
 if R = 1
 K �R
 1+Rif R < 1
 (4.29)
 Since Hist(2x) is usually greater than Hist(2x+1), R is mostly greater than 1. From the above equation, we
 can deduce that an increase in R would result in decrease of γest2x,2x+1.
 From the calculations, we conclude that the stop point for the pair (2x,2x + 1) would likely be the
 coefficient index at which the current value of γ2x,2x+1 satisfies either equation 4.21 or 4.22.
 4.2 Capacity Estimation
 The estimated embedding capacity, Cest , for coefficient pair (2x,2x+1) is:
 Cest(2x,2x+1) = TCEx(2x→ 2x+1)+TCEx(2x→ 2x)
 +TCEx(2x+1→ 2x)+TCEx(2x+1→ 2x+1) Bits (4.30)
 Simplifying equation 4.30 using equation 4.1 to 4.13, we get
 Cest(2x,2x+1) = γ2x,2x+1 �(
 pc,2x + pc,2x+1
 )Bits (4.31)
 Total expected capacity including negative coefficients and (-1,1) pair is:
 Ctotalest = Negative Coefficient Capacity + (−1,1) Capacity + Positive coefficient capacity.
 Ctotalest =
 (−coe f f limit
 ∑x=−1
 γ2x,2x−1 � (pc,2x + pc,2x−1))
 +(
 γ−1,1 � (pc,−1 + pc,1))
 +( coe f f limit
 ∑x=1
 γ2x,2x+1 � (pc,2x + pc,2x+1))
 Bits (4.32)
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Using 4.32 and replacing the value of γ2x,2x+1 from equation 4.21 and 4.22, we get
 Ctotalest,1 =
 coe f f limit
 ∑x=1
 (Hist(2x)+Hist(−2x)
 )+Hist(−1)
 pm,0Bits (4.33)
 Ctotalest,2 =
 coe f f limit
 ∑x=1
 (Hist(2x+1)+Hist(−2x−1)
 )+Hist(1)
 pm,1Bits (4.34)
 Let Cmaxest = maximum capacity possible.
 Now Cmaxest will be equal to the total number of coefficients within coe f f limit range.
 Cmaxest =
 coe f f limit
 ∑x=1
 (Hist(2x)+Hist(2x+1)+Hist(−2x)+Hist(−2x−1)
 )+Hist(1)+Hist(−1)
 Simplifying using equation 4.34 and 4.34, we get
 Cmaxest = Ctotal
 est,1 � pm,0 +Ctotalest,2 � pm,1 (4.35)
 Theorem 2 The estimated capacity Cest is the minimum of Ctotalest,1 and Ctotal
 est,2 , i.e., Cest = min{
 Ctotalest,1 ,Ctotal
 est,2
 }
 Proof 2
 Let Ctotalest,1 ≤Cmax
 est (4.36)
 Substituting value of Ctotalest,1 from 4.35, we get
 (Cmax
 est −Ctotalest,2 � pm,1
 )pm,0
 ≤Cmaxest(
 Cmaxest −Ctotal
 est,2 � pm,1
 )≤(
 Cmaxest � pm,0
 )Cmax
 est � (1− pm,0)≤Ctotalest,2 � pm,1
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since (1− pm,0) = pm,1
 Cmaxest � pm,1 ≤Ctotal
 est,2 � pm,1
 Ctotalest,2 ≥Cmax
 est (4.37)
 From equation 4.36 and 4.37, Cest can be written as:
 Cest = Ctotalest,1 = min
 {Ctotal
 est,1 ,Ctotalest,2
 }Ctotal
 est,2 is not valid since Ctotalest,2 ≥Cmax
 est . Similarly, assuming that Ctotalest,2 ≤Cmax
 est , we get the result:
 Cest = Ctotalest,2 = min
 {Ctotal
 est,1 ,Ctotalest,2
 }Hence proved.
 5 Results
 The algorithm was implemented in Java which includes code to, 1) decode a JPEG image to get the JPEG
 coefficients, 2) embed data in eligible coefficients, 3) balance the histogram to its original values, and finally,
 4) re-encode the image in JPEG format with modified coefficients while preserving the original quantization
 tables and other properties of the image. Tests were performed on 1000 different JPEG color images of
 varying size and texture with a quality factor of 75. We use a quality factor of 75 since this is the default
 quality in OutGuess. Each of the image was embedded with random data bits using a randomly generated
 password. The password is used to generated the pseudo random number sequence for determining the
 traversal sequence for coefficients.
 The cover and stego image of a popularly used Lena image is shown in figure 3(a) and 3(b).
 The histogram of the Lena image (figure 3) is shown in figure 4. The graph shows the histogram of the
 image before embedding, before compensation and after compensation∗. The “before compensation” bars
 shows that the odd coefficients have increased in number as opposed to the even coefficients, which have
 reduced in number. This is because of the embedding scheme. Since we make changes in pairs(2x, 2x+1),
 and Hist(2x)≈ 2Hist(2x+1), the number of changes from 2x to 2x+1 will be more than number of changes
 from 2x+1 to 2x. Hence, even coefficients decrease and odd coefficients increase in their overall number. As
 mentioned in our algorithm in section 2, we consider (-1,1) pair separately for encoding. The number of -1’s
 ∗Although the histogram looks symmetrical, values were obtained using an experimental setup.
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(a) Lena Cover Image, File Size = 44KB, 512 x 512 pixels (b) Lena Stego Image, File Size = 44KB, 512 x 512 pixels, Em-bedded Data Size= 5019 Bytes
 Figure 3. Comparison of Lena Cover image with Stego image
 have decreased in the “before compensation” phase even though the total -1’s is approximately equal to +1’s
 before embedding. This can be because of the traversal scheme as more -1’s might have been encountered
 than +1’s. After the embedding process, there is an imbalance in the histogram as a result of changes in
 the JPEG coefficients. The “after compensation” bars show the status of the histogram after compensation
 is done. We thus verify experimentally that there is zero deviation in the histogram after the compensation
 process is completed.
 5.1 Estimated Capacity vs Actual Capacity
 In section 4, we estimated the theoretical capacity of the embedded data in an image using J3. The graph
 in figure 5 compares this estimated capacity with the actual capacity for samples taken from the set of 1000
 images. In conclusion, the estimated capacity is almost equal to the actual capacity, which supports the
 correctness of the theoretical analysis of capacity estimation. The slight variation between the actual and
 theoretical capacity is because pm,0 and pm,1 are calculated based on the total message bits to be embedded,
 which is much larger than the maximum capacity of the image. The algorithm only embeds data in the
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Figure 4. Comparison of Lena histogram at different stages of embedding process.
 image up to its maximum capacity until which it can balance the histogram. Also, the header data is not
 accounted in the calculations which makes another contribution in the slight difference between the two
 graphs. Moreover, the random number generator is a pseudo-random number generator and not a true
 random number generator, which also makes difference between actual and theoretical embedding capacity.
 5.2 Estimated Stop-Point vs Actual Stop-Point
 It is that no matter what the visitation order is, it is likely that there will be some deviation from the expected
 in visitation order for each pair, so we will have to stop sooner than expected. Graph in figure 7 proves this
 corollary and shows that the actual stop point occurs before the theoretical stop point which has been derived
 in Section 4. Images in figure 6 along with the Lena image in figure 3(a) have been used to demonstrate
 this result for a few coefficient pairs. The negative coefficient pairs have not been shown in the graph but
 the trend is similar to the positive coefficient pairs. The higher value coefficient pairs beyond (10,11) have
 not been shown in the graph for simplicity and also because the frequency of occurrence of these higher
 values is usually below the threshold required for embedding. J3 ignores these higher coefficients while
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Figure 5. Comparison of estimated capacity with actual capacity using J3
 embedding data. The ups and downs in the curve is due to the variation in R as shown in equation 4.29. For
 example, the stop point for (-1,1) pair is high as compared to other stop points because the number of -1’s is
 approximately equal to number of 1’s. Hence, value of R is minimum for (-1,1) pair, which maximizes the
 stop point.
 5.3 Embedding Efficiency of J3
 Graph in figure 8 shows the embedding efficiency with respect to the number of bits embedded per pixel(bpp).
 The general trend in the graph shows that the average bpp is around 0.16. Since a sudden increase in the
 number of pixels will not lead to the same amount of increase in embedded bits, a peak in the number of
 pixels will usually result in a valley in the bpp curve and vice-versa. The moving average lines prove this
 property in the graph.
 The other graph in Figure 9 shows that bpnz varies from 0.45 to 0.75. This demonstrates that our
 algorithm has a good payload capacity, since we are able to use almost 40%-70% of non-zero coefficients to
 embed data. The peaks and valleys in the curve are due to the variation in the number of non-zeros in JPEG
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(a) lotus.jpg (b) plane.jpg (c) peppers.jpg
 Figure 6. JPEG images used for comparison of stop point indices
 files which is also shown in the graph. Since, an increase in the number of non-zeros will not lead to the
 same amount of increase in number of embedded bits, it will result in a decrease in bpnz. Hence, the peaks
 in the non-zero will result in valley in the bpnz curve. The moving average curves for bpnz and number of
 non-zeros show this property.
 Graph in Figure 10 shows the embedding efficiency with respect to the number of bits embedded per
 coefficient change. As mentioned in the introduction, matrix encoding reduces the number of bit changes
 required to embed certain number of data bits. The graph shows that embedding efficiency increases as the
 message length decreases with respect to the maximum capacity. When 100% of the capacity is used, J3
 uses (1,1,1) code with an efficiency of 1.9 bits per change. It uses (1,3,2) code with 50% capacity and 2.3
 bits per change. With 25% capacity, it uses (1,15,4) code with 4.2 bits per change.
 5.4 Comparison of J3 with other algorithms
 In this experiment, we took the same 1000 JPEG images of various size and texture for embedding data to
 it maximum capacity using J3, F5, Steghide and OutGuess algorithms. The comparison graph is shown in
 figure 11. From the graph, we can conclude that our algorithm performs better when the image size is large.
 Peaks and valleys in the graph are due to the varying texture of images. Valleys occur when images don’t
 contain much variation in them and are usually plain textured. This leads to good compression ratio and
 hence a large number of zero coefficients, which doesn’t leave many coefficients in which to embed data. J3
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Figure 7. Comparison of estimated stop point index vs actual stop point index
 has a better data capacity than Outguess and Steghide when the image size is small, and it performs better
 than F5 in some cases when the image size is large. J3 uses stop points to minimize the wastage of any
 unused coefficients and leaves just the right amount to balance the histogram. OutGuess performs the worst
 in embedding capacity since it stops embedding data when a certain threshold is reached.
 6 Steganalysis
 Our steganalysis experiments are based on Support Vector Machines (SVM) for classification of images
 embedded with the following stego algorithms: OutGuess, F5, Steghide and J3 along with the cover images.
 We use soft margin SVM (C-SVM) with RBF (Radial Basis Function) kernel, which is one of the most
 popular choices of kernel type for support vector machines. We use LIBSVM [7] tool which is a library for
 SVM classification. The experiments use a feature extractor which extracts 274 merged Markov and DCT
 features for multi-class steganalysis as mentioned in [36]. We used this feature extractor since it outperforms
 DCT and Markov based steganalysis as shown in their results. The following steps are then carried out for
 all our classification experiments:
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Figure 8. Embedding efficiency of J3 in terms of bits per pixel.
 Figure 9. Embedding efficiency of J3 in terms of bits per non-zero coefficient
 71

Page 73
                        

Figure 10. Embedding efficiency of J3 in terms of bits embedded per coefficient change
 1. Transform the extracted features to the LIBSVM format.
 2. Perform simple scaling on the transformed data.
 3. Use cross validation to find the best (C,γ). We use a cross validation tool provided in the LIBSVM
 library for this purpose.
 4. Use the best (C,γ) to train the whole training set.
 5. Perform prediction on the testing data using the trained model.
 6. Randomize the training and testing set and repeat steps 4 and 5. (C,γ) remain constant throughout all
 the iterations.
 7. Calculate the average result from all the iterations.
 1000 JPEG images with different texture and size ranging from 12KB to 100KB were used for the steganal-
 ysis experiment. All the images were single-compressed JPEG images with quality factor of 75 since this
 is the default quality in OutGuess. Every image was embedded with random data using one of the above
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Figure 11. Comparison of embedding capacity of J3 with other algorithms
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mentioned algorithms. At the end of embedding process, we have 4 sets of images containing 1000 stego
 images in each set. Each set consists of all the stego images embedded with only one of the 4 algorithms. We
 also have one set of cover images without any embedding. In all, we have 5000 images for our experiments.
 70% of the images, i.e. 700 from each set were used for training and the rest 300 were used for testing.
 The training and testing sets are mutually exclusive. We performed 100 iterations of each experiment by
 randomizing the training and testing data to get a more accurate result.
 6.1 Binary classification
 We first performed a binary classification where only one of the stego sets and the cover set were used for
 training and testing. We performed this binary classification for all the 4 algorithms. The classification ex-
 periment was performed with 100%, 50% and 25% of the maximum embedding capacity of each algorithm.
 The results are shown in tables 2, 3 and 4. All the results shown are in terms of their average values based
 on 1000 iterations.
 From the results in table 2 and 3, we can see that the detection rate of J3 is lower than the other
 algorithms with 100% and 50% capacity. The detection rate is 1% lower with 100% capacity and 3% lower
 with 50% capacity, which is a good improvement in terms of steganalysis. However, Steghide outperforms
 J3 by 3% when the embedding capacity is 25%. This can be explained by the number of bytes embedded.
 The embedding capacity of J3 is approximately 1.3 times that of Steghide. If we embed the same amount of
 data, J3 outperforms Steghide which is shown in table 8. Outguess performs the worst in binary classification
 because it has the lowest capacity and the highest detection rate in all the cases.
 6.2 Multi-classification
 In this experiment, we took all the stego sets and the cover set for multi-classifying the images. 700 images
 were taken from every stego set and the cover set for training data. Remaining 300 images from every set
 were used for testing. Hence, 3500 images were used for training and 1500 for testing. Table 5 shows the re-
 sults of the experiment. Cell (rowi,column j), where i > 0 and j > 0, in the table represents the percentage of
 images which were (rowi,column0) type but were classified as (row0,column j) type by the SVM predictor.
 i = j represents how many images of a particular algorithm were predicted correctly. The lower the number
 is, the better is the stealthiness of the algorithm. Table 5 shows that the correct classification J3 is more than
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Classified as (%)Embedding Al-gorithm (100%capacity)
 Cover J3
 Cover 98.50 1.50J3 1.71 98.29
 Classified as (%)Embedding Al-gorithm (100%capacity)
 Cover F5
 Cover 99.86 0.14F5 0.11 99.89
 Classified as (%)Embedding Al-gorithm (100%capacity)
 Cover Outguess
 Cover 99.61 0.39Outguess 0.11 99.89
 Classified as (%)Embedding Al-gorithm (100%capacity)
 Cover Steghide
 Cover 99.79 0.21Steghide 0.32 99.68
 Table 2. Performance of J3 as compared to other algorithms using SVM binary classifier with 100% messagelength
 Classified as (%)Embedding Algo-rithm (50% capacity)
 Cover J3
 Cover 97.23 2.77J3 3.71 96.29
 Classified as (%)Embedding Algo-rithm (50% capacity)
 Cover F5
 Cover 99.35 0.65F5 0.54 99.46
 Classified as (%)Embedding Algo-rithm (50% capacity)
 Cover Outguess
 Cover 99.39 0.61Outguess 0.36 99.64
 Classified as (%)Embedding Algo-rithm (50% capacity)
 Cover Steghide
 Cover 99.82 0.18Steghide 0.11 99.89
 Table 3. Performance of J3 as compared to other algorithms using SVM binary classifier with 50% messagelength
 Classified as (%)Embedding Algo-rithm (25% capacity)
 Cover J3
 Cover 84.75 15.25J3 15.36 84.64
 Classified as (%)Embedding Algo-rithm (25% capacity)
 Cover F5
 Cover 95.54 4.46F5 4.24 95.76
 Classified as (%)Embedding Algo-rithm (25% capacity)
 Cover Outguess
 Cover 98.24 1.76Outguess 1.40 98.60
 Classified as (%)Embedding Algo-rithm (25% capacity)
 Cover Steghide
 Cover 97.41 2.59Steghide 18.27 81.73
 Table 4. Performance of J3 as compared to other algorithms using SVM binary classifier with 25% messagelength
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1% lower than other algorithms for their maximum payload. The term payload and embedding capacity have
 been used interchangeably throughout this paper. Table 7 shows results for the images embedded with 50%
 of their maximum capacity. In this case too, J3’s prediction is more than 2% lower than other algorithms.
 However, Steghide outperforms J3 by 5% when the embedding capacity is 25%. The reason is similar to the
 one explained for the binary classification with 25% capacity. For a fair comparison, we have embedded
 Classified as (%)Embedding Al-gorithm (100%capacity)
 Cover J3 F5 OutGuess Steghide
 Cover 97.93 1.79 0.04 0.14 0.11J3 2.02 97.55 0.18 0.14 0.11F5 0 0.05 99.64 0 0.3OutGuess 0.02 0.18 0.09 98.96 0.75Steghide 0.16 0.25 0.16 0.48 98.95
 Table 5. Detection rate of J3 as compared to other algorithms using SVM multi-classifier with 100% mes-sage length
 Classified as (%)Embedding Algo-rithm (50% capacity)
 Cover J3 F5 OutGuess Steghide
 Cover 97.01 2.23 0.45 0.20 0.11J3 3.09 96.01 0.63 0.22 0.05F5 0.43 0.21 99.32 0.03 0.01OutGuess 0.27 0.20 0.36 98.31 0.86Steghide 0.13 0.16 0.26 0.64 98.80
 Table 6. Detection rate of J3 as compared to other algorithms using SVM multi-classifier with 50% messagelength
 Classified as (%)Embedding Algo-rithm (25% capacity)
 Cover J3 F5 OutGuess Steghide
 Cover 81.16 14.22 2.42 0.83 1.46J3 15.37 80.48 2.55 0.69 0.91F5 4.14 1.85 93.11 0.25 0.65OutGuess 1.13 0.63 0.92 93.59 3.73Steghide 15.39 3.42 2.23 3.75 75.21
 Table 7. Detection rate of J3 as compared to other algorithms using SVM multi-classifier with 25% messagelength
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equal amount of data using each of the algorithms to perform steganalysis. The amount of embedded data
 was based on the minimum capacity from each of the algorithms for every image. The steganalysis results
 in table 8 show that J3 outperforms other algorithms by almost 4%. This experiment shows that J3 would
 be a suitable candidate for embedding data out of the four algorithms.
 Classified as (%)Embedding Al-gorithm (Equalcapacity)
 Cover J3 F5 OutGuess Steghide
 Cover 96.43 1.58 0.99 0.04 0.96J3 3.56 94.71 1.27 0.03 0.44F5 1.28 0.30 98.25 0.00 0.17OutGuess 0.00 0.00 0.06 99.83 0.12Steghide 1.54 0.05 0.66 0.26 97.49
 Table 8. Detection rate of J3 as compared to other algorithms using SVM multi-classifier with equal messagelength
 7 Conclusion
 J3 is a new JPEG steganography algorithm that uses LSB encoding to embed data and histogram compen-
 sation to balance all the coefficients changed during the embedding process. J3 only makes changes to the
 non-zero coefficients in pairs, which ensures that that the coefficients are only changed by a +1 or -1, except
 for the (-1,1) pair. “Stop points”, which tell the algorithm when to stop encoding or decoding a particular
 coefficient, are the key elements to this algorithm. J3 also uses matrix encoding to reduce the amount of
 coefficient changes when the message length is smaller than its maximum capacity.
 We compared our scheme to the popular F5, Steghide, and OutGuess algorithms, and the results show
 that the capacity of J3 is higher than OutGuess and Steghide with the added benefit of an unchanged his-
 togram. F5 has a higher capacity than J3 when the file size is small but it has a higher detection rate. The
 embedding rate of J3 ranges between 0.16 bpp and 0.65 bpnz, which is significant for a good steganography
 algorithm. Extensive steganalysis results performed on these algorithms prove that the stealthiness of J3 is
 better than the other three algorithm. F5 performs worst when the messages length is 100% or 50% while
 Outguess performs worst when message length is 25% or equal. J3 has a 1% lower detection rate than other
 algorithms when 100% embedding capacity is used while it has 3% lower detection rate with 50% capacity.
 Steghide performs better than J3 when the message length is 25% but J3 has a 3%-4% lower detection rate
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than the other three algorithms when the message length is equal for all the algorithms. The experimental
 results show that J3 would be a appropriate candidate for a steganography algorithm in terms of stealthiness
 and embedding capacity.
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Chapter 5
 Future Work in this Direction
 1 Improvement in previous work
 As discussed before, we defined two new algorithms namely, J2 and J3. J2 was based on making changed
 in the frequency domain while extracting the data from the spatial domain and defeating the JPEG compat-
 ibility test. J3 was based on the complete restoration of first order statistics where we use the stop points to
 maximize the capacity while achieving better stealthiness then F5, Outguess, Steghide and MB1. Here is a
 list of some more things to do on J2 and J3.
 1. In J2, we do not account for compensation which is detectible using first order steganalysis. In future,
 we plan to use a percentage of image for embedding and the rest for compensation of the histogram
 distortion.
 2. We have not performed steganalysis using second order statistics for J2. We plan to compare the
 detection rate of J2 with other popular algorithms using first and second order steganalysis and SVM.
 3. In J3, there seems to be some kind of residual effect if we encode the JPEG image without embedding
 any data. Without embedding any data, the SVM classifier is able to distinguish the cover images
 from the images encoded by our compression algorithm without any data in it. We plan to resolve this
 issue and then perform the detection performance of J3 as compared to other algorithm.
 4. Comparing to other algorithms with respect to bpnc(bits per nonzero coefficient). We plan to used a
 bpnc value of 0.05, 0.1, 0.2, 0.4 and 0.6 for comparison.
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5. Comparing J3 with nsF5 which employs wet paper codes to embed data [17].
 6. Binary comparison of J3 with other algorithms with equal message length.
 7. Calculating and comparing the PMF (Probability Mass Function) and K-L distance of the cover image
 with J3 stego images.
 8. We plan to use more images from training and testing. Currently we use 1000 images, we plan to use
 around 3000 images for training and testing.
 9. Modifying J3 to preserve individual DCT modes [38]as well as the global histogram.
 2 Steganography restoring second order statistics
 In the related work described in section 4.7, we have discussed about the second order statistical restoration.
 The authors in their work use the Earth Mover’s distance (EMD) to restore second order statistics [39].
 However, the second order statistics are not completely restored and authors have not provided any detailed
 results about the detection of their algorithm. We propose to restore the second order statistics by restor-
 ing the intra-block difference matrices and also consider to restore intra-block difference matrices. Since
 intra-block dependencies are more correlated than the inter block dependencies, we will use three different
 methods to restore them. First, we will only restore the intra-block dependencies and perform steganalysis
 on it. Second, we will restore the inter-block statistics. Finally, in the third method, we will try to restore
 both intra and inter block statistics to see its performance. Note that in all the three methods, we also have to
 restore the first order statistics since restoring second order does not ensure first order statistical restoration.
 The complete restoration of second order statistics would not be possible since one restoration will disturb
 the other dependencies. Hence, we propose to achieve restoration in such a way that it can lead to minimum
 zero K-L divergence between the cover and stego image. By Cachin’s definition of a secure stego system, a
 stego system is ε secure if the probability distribution between the cover and the stego file is ≤ ε [4]. Thus,
 the statistical constraint can be given as:
 D(Pc||Ps)≤ ε (5.1)
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where Pc and Ps are the probability distribution of cover and stego file respectively.
 The distance between the cover and the stego can be interpreted as the K-L distance. For perfectly secure
 steganography system, we aim at obtaining Pc = Ps which ensure the K-L distance is 0. We aim at achieving
 not only the first order K-L distance as zero but also the second order.
 2.1 Restoration of intra-block statistics
 As shown in [40], the horizontal and vertical transition probability matrices play a major role in detection of
 stego images as compared to diagonal matrices. Hence, we only aim to ensure that the transition matrices
 for horizontal and vertical direction are as close as possible to the cover image. To do this, we maintain
 separate bins for each transition matrix. If we can keep the transition matrices similar to the cover file, we
 can defeat second order steganalysis based on Markov process. Following are the key points to achieve this:
 1. We use a threshold technique to limit on what coefficients to change. Hence, we would only make
 changes to coefficients in the range [−T,T ] where T can be adjusted according to the performance
 of stego system. For now, we can assume T = 4 since this is the threshold used in Markov based
 steganalysis.
 2. To reduce the complexity and keep the global histogram same, we make changes only in pairs. Thus,
 (−3,−4),(−1,−2),(1,2),(3,4) correspond to four pairs. We do not touch the zero coefficients.
 3. Since we aim to restore the global as well as the second order statistics, we reserve 25% of the image
 to embed data and the rest to restore the statistics.
 4. similar to J3, the embedding and restoration coefficients will be scrambled by visiting the coefficients
 in random order.
 5. Separate bins will be used to keep track of the first and second order changes made.
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2.1.1 Detailed approach
 Let a group of coefficients before change be represented by
 ∣∣∣∣∣∣∣∣∣∣C(p,q) C(p,q+1) C(p,q+2)
 C(p+1,q) C(p+1,q+1) C(p+1,q+2)
 C(p+2,q) C(p+2,q+1) C(p+2,q+2)
 ∣∣∣∣∣∣∣∣∣∣Let H(x→ y) represent a bin with transition from x to y in horizontal direction in cover file.
 Let V (x→ y) represent a bin with transition from x to y in vertical direction in cover file.
 Let H(x→ y) represent a bin with transition from x to y in horizontal direction during the embed process.
 Let V (x→ y) represent a bin with transition from x to y in vertical direction during the embed process.
 Let F(x) represent a bin for global histogram of x for cover file.
 Let F(x) represent a bin for global histogram of x during the embed process.
 Assuming we need to change coefficient C(p+1,q+1) to C(p+1,q+1), where C(p+1,q+1) ,C(p+1,q+1), the
 new matrix will be
 ∣∣∣∣∣∣∣∣∣∣C(p,q) C(p,q+1) C(p,q+2)
 C(p+1,q) C(p+1,q+1) C(p+1,q+2)
 C(p+2,q) C(p+2,q+1) C(p+2,q+2)
 ∣∣∣∣∣∣∣∣∣∣
 Theorem 2.1 Used Coefficient Index Set:A JPEG DCT coefficient, C(i, j), is said to be a used coefficient
 if C(i, j) has been used to store one or more bits of message or has been used to restore first and second
 order statistics. Let the set of ”used coefficient indices” be represented by � where members of the set are
 represented by a pair (i,j), where (i,j) represent the row and column of the coefficient respectively. If C(i, j)
 has been used for embedding or restoration, then (i, j) ∈�.
 Theorem 2.2 Locked Coefficient Index Set: A JPEG DCT coefficient , C(i, j), is said to be locked if at least
 one of its neighbor in horizontal or vertical direction is a used coefficient. Let the ”locked coefficient index
 set” be represented by � where members of the set are represented by a pair (i,j), i and j representing row
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and column respectively of the locked coefficient. Then, by definition,
 (i, j) ∈ �, ∃ (x,y) ∈ � : [(i, j) ⊂ {(x+1,y),(x−1,y),(x,y+1),(x,y−1)}]
 Notice, that once we change coefficient C(p+1,q+1) to C(p+1,q+1), we need to lock the neighboring horizontal
 and vertical coefficients (C(p+1,q),C(p+1,q+2),C(p,q+1),C(p+2,q+1)), i.e. we will not use any of these 4 coeffi-
 cients for embedding data. If we make any change to one of these coefficients, it will change the statistics
 of C(p+1,q+1) and C(p+1,q+1) which will increase the complexity. The new count after changing C(p+1,q+1)
 to C(p+1,q+1) will be
 F(C(p+1,q+1)) = F(C(p+1,q+1))−1
 F(C(p+1,q+1)) = F(C(p+1,q+1))+1
 H(C(p+1,q)→ C(p+1,q+1)) = H(C(p+1,q)→ C(p+1,q+1))−1
 H(C(p+1,q+1)→C(p+1,q+2)) = H(C(p+1,q+1)→C(p+1,q+2))−1
 H(C(p+1,q)→C(p+1,q+1)) = H(C(p+1,q)→C(p+1,q+1))+1
 H(C(p+1,q+1)→C(p+1,q+2)) = H(C(p+1,q+1)→C(p+1,q+2))+1
 V (C(p,q+1)→ C(p+1,q+1)) = V (C(p,q+1)→ C(p+1,q+1))−1
 V (C(p+1,q+1)→C(p+2,q+1)) = V (C(p+1,q+1)→C(p+2,q+1))−1
 V (C(p,q+1)→C(p+1,q+1)) = V (C(p,q+1)→C(p+1,q+1))+1
 V (C(p+1,q+1)→C(p+2,q+1)) = V (C(p+1,q+1)→C(p+2,q+1))+1
 After the embedding process is complete, we need to restore the first and second order statistics in such
 a way that the following constraints hold:
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F(C(p+1,q+1)) = F(C(p+1,q+1)),F(C(p+1,q+1)) = F(C(p+1,q+1))
 H(C(p+1,q)→ C(p+1,q+1)) = H(C(p+1,q)→ C(p+1,q+1)),H(C(p+1,q+1)→C(p+1,q+2)) = H(C(p+1,q+1)→C(p+1,q+2))
 H(C(p+1,q)→C(p+1,q+1)) = H(C(p+1,q)→C(p+1,q+1)),H(C(p+1,q+1)→C(p+1,q+2)) = H(C(p+1,q+1)→C(p+1,q+2))
 V (C(p,q+1)→ C(p+1,q+1)) = V (C(p,q+1)→ C(p+1,q+1)),V (C(p+1,q+1)→C(p+2,q+1)) = V (C(p+1,q+1)→C(p+2,q+1))
 V (C(p,q+1)→C(p+1,q+1)) = V (C(p,q+1)→C(p+1,q+1)),V (C(p+1,q+1)→C(p+2,q+1)) = V (C(p+1,q+1)→C(p+2,q+1))
 To maintain the first and second order statistics, we need to find a group of coefficients which have the
 following property:
 ∣∣∣∣∣∣∣∣∣∣C(r,s) C(r,s+1) C(r,s+2)
 C(r+1,s) C(r+1,s+1) C(r+1,s+2)
 C(r+2,s) C(r+2,s+1) C(r+2,s+2)
 ∣∣∣∣∣∣∣∣∣∣where the following constraints hold:
 C(r+1,s+1) = C(p+1,q+1) (5.2)
 C(r+1,s) = C(p+1,q) (5.3)
 C(r+1,s+2) = C(p+1,q+2) (5.4)
 C(r,s+1) = C(p,q+1) (5.5)
 C(r+2,s+1) = C(p+2,q+1) (5.6)
 (rSu + s) , (pSu +q) (5.7)
 Where Su denotes the height of the image in pixels. Notice that we need not put constraints on the diagonal
 neighbors of C(r+1,s+1) since we do not account for the diagonal transitions. Changing C(r+1,s+1) back to
 Cp+1,q+1 will restore the first and second order statistics. After changing C(r+1,s+1) to Cp+1,q+1, we need
 to lock the top, bottom, left and right coefficients of C(r+1,s+1), i.e., no changes will be made to these
 coefficients.
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An example of the coefficients before embedding, after embedding and after compensation is shown
 in figure 1. Note that we choose a group of coefficients which can compensate for first order as well as intra
 block dependencies. The histograms in figure 2 show that typical histograms for the matrices above. Notice,
 (a) Matrix before the change. (b) Matrix after the change. (c) Matrix after the compensation.
 Figure 1. Matrix showing the change before and after compensation to maintain intra-block correlation.
 that the horizontal and vertical bin counts are restored after we make the compensation.
 2.2 Restoration of inter-block statistics
 In intra-block statistics, the transition is calculated between the coefficients at the same position is neigh-
 boring blocks. A inter block horizontal transition takes places between the C(i, j) coefficient in Block, B(x,y)
 to C(i, j) coefficient in Block B(x,y+1), where B(x,y) represents a DCT block at xth row and yth column in the
 image. Similarly, A inter block vertical transition is said to takes places between the C(i, j) coefficient in
 Block, B(x,y) to C(i, j) coefficient in Block, B(x+1,y).
 Consider a part of image where DCT block are arranged as in the natural image. To illustrate the
 method and for simplicity, we consider 9 neighboring blocks arranged in the image where C(x,y)(i, j) represents
 a coefficient at ith row and jth column in block at row x and column y in the image, where 0 < (i, j) ≤ 8 .
 We use the same notation to represent the bins as in the previous section. Let C(x+1,y+1)(i,j) be the coefficient
 to be changed to C(x+1,y+1)(i,j) . ∣∣∣∣∣∣∣∣∣∣
 C(x,y)(i, j) C(x,y+1)
 (i, j) C(x,y+2)(i, j)
 C(x+1,y)(i, j) C(x+1,y+1)
 (i,j) C(x+1,y+2)(i, j)
 C(x+2,y)(i, j) C(x+2,y+1)
 (i, j) C(x+2,y+2)(i, j)
 ∣∣∣∣∣∣∣∣∣∣85
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(a) Horizontal histogram bin before and after compensation.
 (b) Vertical histogram bin before and after compensation.
 Figure 2. Histogram showing the bin count of different pairs before and after compensation.
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After modification, the new matrix will look as follows:
 ∣∣∣∣∣∣∣∣∣∣C(x,y)
 (i, j) C(x,y+1)(i, j) C(x,y+2)
 (i, j)
 C(x+1,y)(i, j) C(x+1,y+1)
 (i,j) C(x+1,y+2)(i, j)
 C(x+2,y)(i, j) C(x+2,y+1)
 (i, j) C(x+2,y+2)(i, j)
 ∣∣∣∣∣∣∣∣∣∣When the coefficient is changes, the inter-block statistics in both horizontal and vertical direction will
 change. The global histogram of coefficients C(x+1,y+1)(i, j) ,C(x+1,y+1)
 (i, j) will also change. In order to reduce the
 complexity, once the coefficient has been modified, we avoid making any changes to the coefficients at the
 same position in the neighboring blocks in vertical and horizontal directions. The new statistical bin count
 will be as follows:
 F(C(x+1,y+1)(i,j) ) = F(C(i,j)(x+1,y+1))−1
 F(C(x+1,y+1)(i, j) ) = F(C(x+1,y+1)
 (i, j) )+1
 H(C(x+1,y)(i, j) → C(x+1,y+1)
 (i,j) ) = H(C(x+1,y)(i, j) → C(x+1,y+1)
 (i,j) )−1
 H(C(x+1,y+1)(i,j) →C(x+1,y+2)
 (i, j) ) = H(C(x+1,y+1)(i,j) →C(x+1,y+2)
 (i, j) )−1
 H(C(x+1,y)(i, j) →C(x+1,y+1)
 (i, j) ) = H(C(x+1,y)(i, j) →C(x+1,y+1)
 (i, j) )+1
 H(C(x+1,y+1)(i, j) →C(x+1,y+2)
 (i, j) ) = H(C(x+1,y+1)(i, j) →C(x+1,y+2)
 (i, j) )+1
 V (C(x,y+1)(i, j) → C(x+1,y+1)
 (i,j) ) = V (C(x,y+1)(i, j) → C(x+1,y+1)
 (i,j) )−1
 V (C(x+1,y+1)(i,j) →C(x+2,y+1)
 (i, j) ) = V (C(x+1,y+1)(i,j) →C(x+2,y+1)
 (i, j) )−1
 V (C(x,y+1)(i, j) →C(x+1,y+1)
 (i, j) ) = V (C(x,y+1)(i, j) →C(x+1,y+1)
 (i, j) )+1
 V (C(x+1,y+1)(i, j) →C(x+2,y+1)
 (i, j) ) = V (C(x+1,y+1)(i, j) →C(x+2,y+1)
 (i, j) )+1
 To maintain the inter-block statistics similar to cover image, we need to find a group of neighboring blocks
 which have the following property.
 ∣∣∣∣∣∣∣∣∣∣C(m,n)
 (a,b) C(m,n+1)(a,b) C(m,n+2)
 (a,b)
 C(m+1,n)(a,b) C(m+1,n+1)
 (a,b) C(m+1,n+2)(a,b)
 C(m+2,n)(a,b) C(m+2,n+1)
 (a,b) C(m+2,n+2)(a,b)
 ∣∣∣∣∣∣∣∣∣∣87
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where the following constraints hold:
 C(m+1,n+1)(a,b) = C(x+1,y+1)
 (i, j) (5.8)
 C(m+1,n)(a,b) = C(x+1,y)
 (i, j) (5.9)
 C(m+1,n+2)(a,b) = C(x+1,y+2)
 (i, j) (5.10)
 C(m,n+1)(a,b) = C(x,y+1)
 (i, j) (5.11)
 C(m+2,n+1)(a,b) = C(x+2,y+1)
 (i, j) (5.12)
 (mBu +n) , (xBu + y) (5.13)
 where Bu denoted the total number of rows of blocks in the image. The last constraint means that we do
 not use the same block to restore the inter block statistics. If we change C(m+1,n+1)(a,b) back to C(x+1,y+1)
 (i, j) , the
 inter block and first order statistics would be restored. We assume that C(m+1,n+1)(a,b) has not been used in the
 embedding or restoration process before.
 3 Blind Steganalysis using second order statistics
 Fridrich et al. estimated the cover images from an stego image by converting the image in to spatial domain,
 clipping it by 4 rows and 4 columns and then re-encoding the image in to JPEG format. By comparing the
 estimated cover images to the stego image, she was able to predict if a particular image contained any data
 or not. This method can be classified as estimation using first order statistics. We propose to estimate the
 cover image from a given stego image by using the second order statistics.
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