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 Copyright
 This work is copyrighted by Richard Grandy and Daniel Osherson. Useof the text is authorized, in part or its entirety, for non-commercial non-profitpurposes. Electronic or paper copies may not be sold except at the cost of copy-ing. Appropriate citation to the original should be included in all copies of anyportion.
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iii
 Preface
 Students often study logic on the assumption that it provides a normativeguide to reasoning in English. In particular, they are taught to associate con-nectives like “and” with counterparts in Sentential Logic. English conditionalsgo over to formulas with → as principal connective. The well-known difficul-ties that arise from such translation are not emphasized. The result is theconviction that ordinary reasoning is faulty when discordant with the usualrepresentation in standard logic. Psychologists are particularly susceptible tothis attitude.
 The present book is an introduction to Sentential Logic that attempts tosituate the formalism within the larger theory of rational inference carried outin natural language. After presentation of Sentential Logic, we consider itsmapping onto English, notably, constructions involving “if . . . then . . . .” Ourgoal is to deepen appreciation of the issues surrounding such constructions.
 We make the book available, for free, on line (at least for now). Please berespectful of the integrity of the text. Large portions should not be incorporatedinto other works without permission.
 Feedback will be greatly appreciated. Errors, obscurity, or other defects canbe brought to our attention via [email protected] or [email protected] provenance of revisions will be acknowledged as new versions are pro-duced.
 Richard GrandyDaniel Osherson
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iv
 Note to students
 So . . . We’re going to do some logic together, is that it?
 OK. We’re on board. We’ll do our best to be clear. Please forgive us if weoccasionally let you down (wandering into impenetrable prose). In that case,don’t hesitate to send us (polite) email. We’ll try to fix the offending passage,and send you back a fresh (electronic) copy of the book.
 Now what about you? What can we expect in return? All we ask (but it’s alot) is that you be an active learner. Yes, we know. Years of enforced passivityin school has made education seem like the movies (or worse, television). Yousettle back in your chair and let the show wash over you. But that won’t workthis time. Logic isn’t so easy. The only hope for understanding it is to readslowly and grapple with every idea. If you don’t understand something, youmust make an additional effort before moving on. That means re-reading thepart that’s troubling you, studying an example, or working one of the exercises.If you’re reading this book with someone else (e.g., an instructor), you shouldraise difficulties with her as they arise rather than all-at-once at the end. Mostimportant, when the discussion refers to a fact or definition that appears ear-lier in the book, go back and look at it to make sure that things are clear. Don’tjust plod on with only a vague idea about the earlier material. To facilitate thisprocess, read the book with a note pad to hand. When you go back to earliermaterial, jot down your current page so you can return easily.
 Now’s the time to tell you (while we’re still friends) that a normal personcan actually come to enjoy logic. It looks like logic is about formulas in someesoteric language, but really it’s about people. But you won’t believe us untilwe’ve made significant progress in our journey. So let’s get going, if you havethe courage. Perhaps we’ll meet again in Chapter 1.
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v
 Note to instructors
 The present text differs from most other logic books we know in the follow-ing ways.
 (a) Only the sentential calculus is treated.
 (b) Sentential semantics are built around the concept of meaning (sets oftruth-assignments).
 (c) The derivation system is particularly simple in two respects. Assump-tions are cancelled by filling in open circles that flag live hypotheses; also,there is only one rule that cancels assumptions.
 (d) It is shown how probabilities can be attached to formulas.
 (e) Sentential Logic is evaluated as a theory of “secure inference” in English.
 (f) Having noted deficiencies in Logic’s treatment of English conditionals,several alternatives to standard logic are explored in detail.
 There are some exercises, but not enough. We will gratefully acknowledgeany assistance in this matter (contact us about format).
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Chapter 1
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2 CHAPTER 1. INTRODUCTION
 1.1 Reasoning
 Suppose you had to choose one feature of mental life that sets our species apartfrom all others. It should be a capacity exercised virtually every day that affectsthe human condition in countless ways. Although present in attenuated formin other mammals, it should reach its most perfected state in people. Whatfeature of mental life would you choose?
 It seems obvious that the only contender for such a special human capacityis love. What could be more remarkable about our species than the tendencyof its members to form stable and deeply felt attachments to each other, tran-scending generations and gender, often extending to entire communities of het-erogeneous individuals? Love is surely what separates us from the grim worldof beasts, and renders us worthy of notice and affection. (For discussion, see[49].)
 Alas, this book is about something else. It concerns reason, which is alsopretty interesting (although not as interesting as love). The capacity for rea-soning may be considered the second most distinguishing characteristic of ourspecies. We’re not bad at it (better, at any rate, than the brutes), and like loveit seems necessary to keep the human species in business.
 To make it clearer what our subject matter is about, let us consider an ex-ample of reasoning. Suppose that c1 and c2 are cannonballs dropped simulta-neously from the top story of the Tower of Pisa. They have identical volumes,but c1 weighs one pound whereas c2 weighs two. Could c2 hit the ground be-fore c1? If it does, this is almost surely due to the fact that 2-pound objectsfall faster than 1-pound objects. Now, c2 can be conceived as the attachment oftwo, 1-pound cannonballs, so if it fell faster than c1 this would show that two,1-pound objects fall faster attached than separately. This seems so unlikelythat we are led to conclude that c2 and c1 will land at the same time. Just thisline of thought went through the mind of Galileo Galilei (1564 - 1642), and heprobably never got around to dropping cannonballs for verification (see Cooper[21]).
 Galileo’s thinking, as we have presented it, has some gaps. For one thing,there is unclarity about the shapes of the two 1-pound cannonballs that com-
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1.1. REASONING 3
 pose c2. Still, the reasoning has evident virtue, and we are led to wonder aboutthe biological conditions necessary for an organism to dream up such cleverarguments, or even to follow them when presented by someone else.
 Related questions arise when thought goes awry. In an often cited passagefrom a prestigious medical journal, the author infers the probability of breastcancer given a negative mammogram from nothing more than the probabilityof a negative mammogram given breast cancer, taking them to be equal. Thatno such equivalence holds in general is seen by comparing the high probabil-ity of having swum in the ocean given you live in the Bahamas with the lowprobability of living in the Bahamas given you’ve swum in the ocean (or com-paring the probability of an animal speaking English given it’s a mammal withthe probability of it being a mammal given it speaks English, etc.). What is itabout our brains that allow such errors to arise so easily?
 The causes and consequences of good and bad thinking have been on theminds of reflective people for quite a while. The Old Testament devotes spaceto King Solomon’s son and successor Rehoboam. Faced with popular unreststemming from his father’s reliance on forced labor, Rehoboam had the stun-ning idea that he could restore order with the declaration: “Whereas my fatherlaid upon you a heavy yoke, I will add to your yoke. Whereas my father chas-tised you with whips, I shall chastise you with scorpions.” (Kings I.12.11) Socialdisaster ensued.1 Much Greek philosophical training focussed on distinguish-ing reliable forms of inference from such gems as:
 This mutt is your dog, and he is the father of those puppies. So, heis yours and a father, hence your father (and the puppies are yoursiblings).2
 The authors of the 17th century textbook Logic or the Art of Thinking lament:“Everywhere we encounter nothing but faulty minds, who have practically noability to discern the truth. . . . This is why there are no absurdities so unac-ceptable that they do not find approval. Anyone who sets out to trick the world
 1Other memorable moments in the history of political miscalculation are described in Tuch-man [104].
 2See Russell [86, I.X].
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4 CHAPTER 1. INTRODUCTION
 is sure to find people who will be happy to be tricked, and the most ridiculousidiocies always encounter minds suited to them.”3 [8, pp. 5-6]
 That reasoning sometimes goes astray is one motive for trying to revealits psychological and neurological origins. With knowledge of mechanism, wewould be in a better position to improve our thinking, train it for special pur-poses, and fix it when it’s broken by disease or accident. The scientific study ofhuman reasoning has in fact produced a voluminous literature. (See [9, 34, 46]for introductions.)
 1.2 Orientation and focus
 The goal of the present work is to present aspects of the formal theory of logicthat are pertinent to the empirical study of reasoning by humans. Logic helpsto define the maximum competence that an ideal reasoning agent can hope toachieve, just as the nature of electromagnetic radiation defines the maximuminformation that the eye can derive from light. In both cases, knowledge ofsuch limits seems essential to understanding the strengths and weaknesses ofthe human system, and ultimately to uncovering the mechanisms that animateit.
 The concern for optimality makes logic into a normative discipline inasmuchas it attempts to characterize how people ought to reason. In contrast, psycho-logical theories are descriptive inasmuch as they attempt to characterize howpeople (or a given class of persons) actually reason. We’ll see, however, thatthe boundary between normative and descriptive is not always easy to trace.Suppose we tell you:
 (1) If you negate the negation of a claim then you are committed to the claimwithout negation.
 We have in mind inferences from a claim like (2)a, below, to (2)b.
 (2) (a) It’s not true that John does not have anchovies in his ice cream.3An introduction to the history of reflection on reasoning is provided in Glymour [35].
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1.2. ORIENTATION AND FOCUS 5
 (b) John has anchovies in his ice cream.
 This example makes (1) look good. But suppose your dialect includes what looklike double negations, such as:
 John ain’t got no anchovies in his ice cream.
 Then there seems to be no commitment to (2)b, and (1) appears ill-founded. Thestatus of (1) seems therefore to depend on how negation functions in your lan-guage, which is ultimately a descriptive fact about your psychology. Normativeand descriptive considerations become especially entangled when conditionalsentences are at issue like “If John has anchovies in his ice cream then his girlfriend will call it quits.” (Conditionals take center stage in later chapters.)
 We shall therefore present a basic formalism used in normative theories ofinference, but we will also discuss issues that arise in attempting to interpretthe formalism as advice about good thinking. You’ll see that when ordinaryreasoning conflicts with the dictates of standard logic, it’s sometimes not clearwhich is to blame. Does the reasoning fail to meet some legitimate criterionof rationality? Or does the logic fail to be relevant to the kind of reasoning atissue? Answering this (or at least being sensitive to its nuances) is essential tounderstanding the character of human thought.
 The authors might be wrong, of course, in suggesting that normative anal-ysis is a precondition to descriptive insights about reasoning. It is possiblethat descriptive theorists would make more progress by just getting on withthings, that is, by turning their backs to the philosophers’ formalisms, andstaying focussed on the empirical issues of actual reasoning. You’ll have to de-cide whether you trust us enough to plod through the forbidding chapters thatfollow this one, and to face up to the exercises. If not, you are free to returnto topics more purely psychological — for example, to Carl Jung’s theory ofarchetypes in the collective unconscious [56]. Enjoy!
 Some more remarks on our topic may be worthwhile (if you’re still there).A broader view of reason would place optimal decision-making and planningwithin its purview, not just the optimal use of information for reaching newbeliefs. Questions about decision-making often take the form: given that you
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6 CHAPTER 1. INTRODUCTION
 believe such-and-such, and you desire so-and-so, what is it rational to do? Wewill not address this kind of question, since our narrower perspective will keepus plenty busy. We will be concerned only with the information that can begleaned from sentences, not with the choices or actions that might be justifiedthereby. Indeed, we must be content in this book with presenting only a smallfraction of contemporary logic in this restricted sense, limiting ourselves to themost elementary topics. Even in this circumscribed realm, various technicalmatters will be skirted, in favor of discussing the bearing of logical theory onhuman thought.4
 It will likewise be expedient to neglect foundational issues about logic, e.g.,concerning the metaphysical status of validity, probability, and truth itself.Thus, our starting point is that truth and falsity can be meaningfully attributedto certain linguistic objects, called “sentences.” Most of the beguiling questionsraised by such an innocent beginning will be left to other works.5
 1.3 Reason fractionated
 Contemporary logic embraces a tremendous variety of perspectives on reason-ing and language. To organize the small subset of topics to be examined in whatfollows, we distinguish three kinds of logic. They may be labeled deductive, in-ductive, and abductive. These are traditional terms, each having already beenemployed in diverse ways. So let us indicate what we have in mind by the threerubrics.
 Deductive logic is the study of secure inference. From the sentences
 For every bacterium there is an antibiotic that kills it.
 No antibiotic kills Voxis.
 the further sentence
 Voxis is not a bacterium.4For an introduction to decision and choice, see Resnik [83] and the more advanced Jeffrey
 [53].5The issues are masterfully surveyed in Kirkham [60] and in Soames [92].
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1.3. REASON FRACTIONATED 7
 may be securely inferred. The security consists in the fact that the formersentences can be true only if the latter one is too; that is, it is impossible forthe premises to be true yet the conclusion be false. Deductive logic attemptsto give precise meaning to this idea. We will present sentential logic, which isdesigned to elucidate secure inferences that depend on some simple features ofsentences.
 Inductive logic concerns degrees of belief. In the formalism we will be study-ing, degrees of belief are quantified as probabilities, hence numbers from theinterval 0 to 1. These are attached to sentences, subject to various restrictions.For example, the probabilities that belong to
 Voxis is a bacterium and it is deadly.
 Voxis is a bacterium and it is not deadly.
 must sum to the probability that goes with: Voxis is a bacterium.
 Abductive logic (as we use this term) bears on the conditions under whichsentences should be accepted. In contrast to degrees of belief as representedby probabilities, acceptance has a “yes-no” or categorical character. Acceptancemay nonetheless be provisional, reexamined each time new information ar-rives. Abductive logic is thus relevant to the strategies a scientist can use toreach stable acceptance of a true and interesting theory.
 In the present volume, we consider primarily deductive logic. Only onechapter is reserved for inductive logic, in the form of probability theory.6 In-deed, our discussion of deductive logic will be narrowly focussed on its mostelementary incarnation, namely, Sentential Logic. The latter subject analyzesthe secure inferences that can be represented in an artificial language that weshall presently study in detail. Such use of an artificial language might appearstrange to you inasmuch as logic is supposed to be an aid to ordinary reasoning.Since the latter typically transpires within natural language (during conversa-tion, public debate, mental “dialogues,” etc.), wouldn’t it be better to tailor logic
 6For more on inductive logic, see [91, 39]. For abductive logic see the internet resource:
 http://www.princeton.edu/∼osherson/IL/ILpage.htm,
 and references cited there.
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8 CHAPTER 1. INTRODUCTION
 to English from the outset? Although such a strategy seems straightforward,it has proven awkward to implement. Before entering into the details of Sen-tential Logic, it will be well to discuss this preliminary point.
 1.4 Artificial languages
 To explain why logic has recourse to artificial rather than natural languages,let us focus on deduction (although induction or abduction would serve as well).One goal of deductive logic is to distinguish secure from insecure inferencesin a systematic way. By “systematic way” is meant a method that relies ona relatively small number of principles to accurately categorize a broad classof inferences (as either secure or not). It is difficult, however, to formulatecomprehensive principles of secure inference between sentences written in En-glish (and similarly for other languages). The superficial structure of sentencesseems not to reveal enough about their meanings. Here are some illustrationsof the problem. In each case we exhibit a secure inference, followed by a gen-eral principle that it suggests. Then comes the counterexample to the principle.The first illustration is from Sains [88, p. 40].
 Secure argument: Human beings are sensitive to pain. Harry is ahuman being. So, Harry is sensitive to pain.
 Generalization: X ’s are Y . A is an X. So A is Y .
 Counterexample: Human beings are evenly distributed over theearth’s surface. Harry is a human being. So Harry is evenlydistributed over the earth’s surface.
 Do you get the point? The first argument represents a secure inference. Butthe explanation for this fact seems not to reside in the superficial form of thesentences in the argument. (The form is shown by the schematic sentences inthe middle of the display.) That the form doesn’t explain the security of theoriginal inference is revealed by the bottom argument. It has the same form,but the inference is not secure. Indeed, if “Harry” denotes a person then bothpremises are true yet the conclusion is false! So the inference can’t be secure.
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1.4. ARTIFICIAL LANGUAGES 9
 The next two examples are drawn from Katz [58, pp. xvi-xvii].
 Secure argument: There is a fire in my kitchen. My kitchen is inmy house. Hence, there is a fire in my house.
 Generalization: X is in Y . Y is in Z. Hence, X is in Z.
 Counterexample: There is a pain in my foot. My foot is in my shoe.Hence, there is a pain in my shoe.
 Secure argument: Every part of the toy is silver. Hence, the toyitself is silver.
 Generalization: Every part of X is Y . Hence X itself is Y .
 Counterexample: Every part of the toy is little. Hence the toy itselfis little.
 A final example is due to Nickerson [76].
 Secure argument: Professional teams are better than college teams.College teams are better than high school teams. Therefore,professional teams are better than high school teams.
 Generalization: X is better than Y . Y is better than Z. Therefore,X is better than Z.
 Counterexample: Nothing is better than eternal happiness. A hamsandwich is better than nothing. Therefore, a ham sandwich isbetter than eternal happiness.
 The shifting relation between the form of a sentence and its role in inferencehas been appreciated by philosophers for a long time. For example, Wittgen-stein (1922, p. 37) put the matter this way.
 “Language disguises thought. So much so, that from the outwardform of the clothing it is impossible to infer the form of thought be-neath it, because the outward form of the clothing is not designed toreveal the form of the body, but for entirely different purposes.”
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10 CHAPTER 1. INTRODUCTION
 Similar remarks appear in Tarski [102, p. 27] and in other treatises on logic.
 Yet other features of natural language make them difficult to work with.For one thing, sentences often express more than a single meaning; they areambiguous. Consider the sentence “Punching kangaroos can be dangerous.”Does it imply that it’s unwise to punch kangaroos, or that one should standback when a kangaroo starts punching? In this case the ambiguity is resolvedby considering the lexical category of the word “punching.”7 If it is a gerund(like “writing to”) then we get the first interpretation. We get the second if it isan adjective (like “colossal”). But other cases of ambiguity cannot be resolvedon this basis. Consider: “Every basketball fan loves a certain player.” Does itjustify the conclusion that there is a single, superstar (say, M.J.) that every fanloves? Or does it just mean that for every fan there is a player the fan loves(perhaps the one that most resembles him or her). Both interpretations arein fact possible. This example is interesting because the competing interpre-tations don’t depend on alternative lexical categorizations of any word in thesentence. Rather, something like the relative priority of the words “every” and“a” seems to determine which interpretation comes to mind. The same is truefor “The professor was amazed by the profound remarks.” Does this allow us toconclude that all the remarks were profound, or that it was just the profoundones that amazed the professor (the other remarks being scoffed at)?
 Indeterminacy of meaning in natural language takes several forms, not justthe kind of ambiguity discussed above. Consider the sentence:
 If Houston and Minneapolis were in the same state, then Houstonwould be a lot cooler.
 Is this true, or is it rather the case that Minneapolis would be a lot warmer? Orwould there be a much larger state? There are no facts about geography thatsettle the matter.8 Our puzzlement seems instead to derive from some defect inthe meaning expressed. Yet another kind of indeterminacy is seen in sentences
 7The Merriam-Webster Dictionary offers the following definition of the word lexical: of orrelating to words or the vocabulary of a language as distinguished from its grammar and con-struction.
 8Adapted from Goodman [37, §1.1].
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1.4. ARTIFICIAL LANGUAGES 11
 involving vague predicates, such as “Kevin Costner (the actor) is tall.” It seemsdifficult to resolve the matter of Kevin’s tallness on the basis of measurementswe might make of him. No matter what we find, we may well be uncomfortablewhether we declare the sentence true, or declare it false.
 One reaction to the complexity of natural language is to study it harder. In-deed, much work is currently devoted to discovering linguistic principles thatpredict which inferences are secure, which sentences are ambiguous, which aregrammatically well-formed, and so forth. Many languages have come in for ex-tensive analysis of this sort. (See [16, 63], and references cited there.) Anotherreaction to the unruly character of English is to substitute a more ruly, artifi-cial language in its place. The secure inferences are then characterized withinthis simpler context. Such was the path chosen by the creators of mathematicallogic, starting from the middle of the nineteenth century. (For the early historyof this movement, see [97].)
 The most fundamental of the artificial languages studied in logic will be pre-sented in Chapter 3 below. It will occupy us throughout the entire book. Youwill find the language to be neat and odorless, free of ambiguity and vagueness,and agreeable to the task of distinguishing secure from insecure inferenceswithin it. The only perplexity that remains concerns its relation to ordinarylanguage and the reasoning that goes on within it. For, the use of an arti-ficial language does not resolve the complexities of inference within naturallanguage, but merely postpones them. To get back to English, we must ascer-tain the correspondences that exist between inference in the two languages.This will prove a knotty affair, as you will see.
 Having finished these introductory remarks, our first mission is nearly tohand. It is to present the language of Sentential Logic, central to our study ofdeduction and induction. But we must ask you to tolerate a brief delay. Ourwork will be easier if we first review some conventions and principles concern-ing sets. The next chapter is devoted to this topic. Then we’ll be on our way.
 (3) EXERCISE: Explain in unambiguous language the different meaningsyou discern in the following sentence.
 “An athlete is loved by every basketball fan.”

Page 18
                        

12 CHAPTER 1. INTRODUCTION
 (4) EXERCISE: How many meanings do you detect in the following sentence,appearing in Elton John’s Kiss The Bride?
 “Everything will never be the same again.”
 Do you think that the ambiguity was an attempt by Mr. John to be intel-lectually provocative, or was he just out to lunch?
 (5) EXERCISE: Which of the following sentences do you find ambiguous (andwhat meanings are present)?
 Many arrows didn’t hit the target.
 The target wasn’t hit by many arrows.
 These kinds of sentences are much discussed by linguists. (See [63, 16].)
 (6) EXERCISE: Here is another example from Katz [58]. Consider the infer-ence:
 Today I ate what I bought in the store last week. I bought asmall fish at the store last week. Hence, today I ate a smallfish.
 What general principle does it suggest? Is there a counterexample?
 (7) EXERCISE: Consider again the principle
 Every part of X is Y . Hence X itself is Y ,
 to which we presented a counterexample above. What further conditionscan be imposed on Y to ensure the validity of the schema? Here are somepossibilities. Which do the trick?9
 (a) Y is expansive, that is, Y is satisfied by every whole thing any ofwhose parts satisfies Y (for example, “is large” or “has water insideof it”).
 9The conditions come from Goodman [36, §II,4]. By an object satisfying Y we mean that Yis true of the object. For example, most fire engines satisfy the predicate “red.”
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1.4. ARTIFICIAL LANGUAGES 13
 (b) Y is dissective, that is, Y is satisfied by every part of a thing thatsatisfies Y (e.g., weighs less than the Statue of Liberty).
 (c) Y is collective, that is, Y is satisfied by any object that can be de-composed into objects that satisfy Y (for example, “is silver,” and“belongs to Bill Gates”).
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Chapter 2
 Bits of set theory
 14
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2.1. SETS AND ELEMENTS 15
 Although it won’t be to everyone’s taste, we need some elementary conceptsfrom set theory in order discuss Sentential Logic. If you find that you can’tkeep your eyes focussed on what follows then skip it; go directly to Chapter 3.When we invoke an idea about sets for the first time, we’ll give you a citationto the relevant section in this chapter.
 We hope that you’ve already seen the material about to be reviewed. Thepresent text is not the best place to study it for the first time.1 What follows isself-contained, but nonetheless in the spirit of memory-revival.
 2.1 Sets and elements
 At the risk of getting off on the wrong foot, we admit to being unable to define“set.” The concept is just too basic. Instead of a definition, mathematicianstypically say that sets are “definite collections” of objects. The objects thatcomprise a set are known as its members or elements. Thus, the set S of UnitedStates Senators in 2004 is the collection of people consisting of Diane Feinstein,John Kerry, Hillary Clinton, and so forth. As you know, S has 100 members.We write “Joseph Bieden ∈ S” to indicate that Joseph Biden is an element ofS, and “Jacques Chirac 6∈ S” to deny that Jacques Chirac is a member. Bracesare used to indicate the members of a set. Thus, {a, e, i, o, u} denotes the set ofvowels in the alphabet. A set with just one member is called a singleton set.For example, {TonyBlair} is a singleton set, containing just the famous BritishPrime Minister.2
 It is crucial to note that sets are not ordered. Thus, {a, e, i, o, u} is identicalto the set denoted by {u, o, i, e, a}. All that matters to the specification of a setis its members, not the order in which they happen to be mentioned. Sets withthe same members are the same set.
 In the chapters to follow, our use of sets will always be accompanied by aclear choice of domain or universal set. By a “domain” is meant the set of all
 1Introductions include [68, 84].2In this example we denoted Tony Blair with two words, “Tony” and “Blair.” But the set has
 just one member (the doughty Mr. Blair). We use commas to separate members in a set that islisted between braces. Thus, {Tony Blair,Jacques Chirac,Geronimo} has three members.
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16 CHAPTER 2. BITS OF SET THEORY
 elements that are liable to show up in any set mentioned in the surroundingdiscussion. For example, in discussing electoral politics in the United States,our domain might be the set of U. S. citizens. In discussing spelling, our domainmight be the set of all English words (or perhaps the set of all finite strings ofletters, whether they are words or not). In this chapter, we’ll sometimes leavethe domain implicit. When we need to remind ourselves that all elements aredrawn from a fixed universal set, we’ll denote the universal set by U .
 To carve a set out of U we sometimes use “set-builder notation.” It relies onthe bar | to represent a phrase like “such that” or “with the property that.” Toillustrate, suppose that our domain is the set of natural numbers {0, 1, 2, . . .},denoted by N .3 Then the expression {x ∈ N |x ≥ 10} denotes the set of naturalnumbers that are greater than or equal to 10. You can read the thing thisway: “the set of elements (say x) of N with the additional property that theelement (namely, x) is greater than or equal to 10” — or as “the set of x in N
 such that x ≥ 10.” For another example, if E is the set of even members ofN then {x ∈ E |x is divisible by 5} denotes the set {10, 20, 30, . . .}. Because set-builder notation is so important, we’ll illustrate it one more time. If U is the setof NBA players, then {x |x earned more than a million dollars in 2004} wouldbe the set that includes Allen Iverson and Jason Kidd, among others. If wewant to cut down the number of players under discussion, we could write {x ∈New Jersey Nets |x earned more than a million dollars in 2004} to denote justthe members of the Nets who earned more than a million dollars in 2004 (JasonKidd and some others, but not Allen Iverson). The latter set could also bewritten:
 {x |x plays for the Nets and earned more than a million dollars in 2004}.
 Style and convenience determine how a given set is described.
 2.2 Subsets
 If sets A and B have the same members, we write A = B; in this case, A and Bare the same set. For example, let A be the set of former U.S. presidents alive
 3The symbol “. . . ” means: “and so forth, in the obvious way.”
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 in 2003, and let B be {Ford,Carter,Reagan,G. H. Bush,Clinton}. Then A = B.
 Given two sets A,B and a domain U , we write A ⊆ B, and say that “A is asubset of B,” just in case U has no elements that belong to A but not B. Let’srepeat this officially.
 (1) DEFINITION: Let domain U and sets A,B be given. Then A ⊆ B just incase there is no x ∈ U such that x ∈ A but x 6∈ B. In this case, A is saidto be a subset of B.
 For example, {3, 4, 6} ⊆ {3, 4, 5, 6}. Also, if A is the set of vowels and B is theentire alphabet then A ⊆ B. It should be clear that:
 (2) FACT: For any sets A,B, A = B if and only if A ⊆ B and B ⊆ A.
 Definition (1) implies that every set is a subset of itself. That is, B ⊆ B.This is because there is no member of B that fails to be in B. B is called theimproper subset of B. A proper subset of B is any of its subsets that is notimproper, that is, any of B’s subsets save for B itself. Officially:
 (3) DEFINITION: Let sets A,B be given. Then A ⊂ B just in case A ⊆ B andA 6= B. In this case, A is said to be a proper subset of B.
 For example, {2, 4} ⊂ {2, 3, 4}. Notice that we use A 6= B to deny that A = B; ingeneral, a stroke through a symbol is used to assert its denial. An equivalentformulation of Definition (3) is that A ⊂ B just in case A ⊆ B and B 6⊆ A. Thefollowing fact should also be evident.
 (4) FACT: For any sets A,B, A ⊂ B if and only if A ⊆ B and there is x ∈ B
 such that x 6∈ A.
 In the example {2, 4} ⊂ {2, 3, 4}, the number 3 is the x in Fact (4).
 Notice the difference between the symbols ⊆ and ⊂. The bottom stroke in ⊆suggests that equality is left open as a possibility; that is, A ⊆ B is compatiblewith A = B whereas A ⊂ B excludes A = B. Of course, A = B implies A ⊆ B.
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 For sets A,B, A ⊇ B means B ⊆ A. The symbol ⊆ is turned around to make⊇. If A ⊇ B then we say that A is a superset of B. Likewise, we may writeA ⊃ B in place of B ⊂ A, and say that A is a proper superset of B.
 (5) EXERCISE: Suppose that A = {a, b, c, d}. List every proper subset of A.
 2.3 Complementation
 The next few sections provide ways of defining new sets from given sets.
 (6) DEFINITION: Given sets A,B, we let A− B denote the set of x ∈ A suchthat x 6∈ B.
 For example, if A = {3, 5, 8} and B = {5, 9, 10, 15} then A − B = {3, 8} andB − A = {9, 10, 15}. Note that typically, A − B 6= B − A. In Definition (6), Amight be the whole domain U . This case merits special treatment.
 (7) DEFINITION: Given set B, we let B denote U − B, namely, the set ofx ∈ U such that x 6∈ B. The set B is called the complement of B.
 For example, if U is the set of letters, then the complement of the vowels is theset of consonants. If U is the set of natural numbers 0, 1, 2, 3 . . . then {0, 1, 3, 4, 5}is the set of natural numbers greater than 5.
 2.4 Intersection
 A ∩B denotes the set of elements common to A and B. Officially:
 (8) DEFINITION: Let domain U and sets A,B be given. We let A ∩ B denotethe set of x ∈ U such that x ∈ A and x ∈ B. The set A ∩ B is called theintersection of A and B.
 For example, {5, 8, 9} ∩ {2, 8, 9, 11} = {8, 9}. Also, {2, 8, 9, 11} ∩ {5, 8, 9} = {8, 9},and more generally A ∩B = B ∩ A is always the case.
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 2.5 Union
 A ∪ B denotes the set that results from pooling the members of A and B. Thatis, A∪B is the set whose members appear in at least one of A and B. Officially:
 (9) DEFINITION: Let domain U and sets A,B be given. We let A ∪ B denotethe set of x ∈ U such that x ∈ A or x ∈ B (or both). The set A∪B is calledthe union of A and B.
 For example, {4, 2, 1}∪{3, 4, 6} = {4, 2, 1, 3, 6}. Don’t be tempted to write {4, 2, 1}∪{3, 4, 6} = {4, 4, 2, 1, 3, 6} thereby signaling the occurrence of 4 in both sets ofthe union. Sets are determined by their members, so {4, 4, 2, 1, 3, 6} is justthe set {4, 2, 1, 3, 6} since they have the same members. It’s confusing to use{4, 4, 2, 1, 3, 6} in place of {4, 2, 1, 3, 6} since it invites the mistaken idea (notintended in the present example) that the two sets {4, 2, 1}, {3, 4, 6} containdifferent copies of the number 4. Of course, we always have A ∪B = B ∪ A.
 (10) EXERCISE: In the domain of numbers from 1 to 10, let A = {2, 4, 6, 9},B = {3, 4, 5, 6, 1}, C = {8, 10, 1}. What are the sets A ∪ B, A ∩ B, A ∩ C,B − A, A−B, A ∪ C, and B?
 2.6 The empty set
 Here is an important postulate about sets that we adopt without further dis-cussion.
 (11) POSTULATE: There is a set without any members.
 The postulate immediately implies that there is exactly one set without anymembers. For suppose that A and B are both sets without any members. ThenA and B have the same members, namely, none. Consequently, A = B sincesets with the same members are identical. In other words, A and B are iden-tical; they are the same set. So, there can’t be more than one set without anymembers. We give this unique set a name and a symbol.
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20 CHAPTER 2. BITS OF SET THEORY
 (12) DEFINITION: The set without any members is called the empty set anddenoted ∅.
 We have a notable consequence of Definition (1).
 (13) FACT: For every set A, ∅ ⊆ A.
 The fact follows from the absence of members of ∅, which implies that no mem-bers of ∅ fail to be members of A. This is all we need to infer that ∅ ⊆ A [seeDefinition (1)].
 Of course, for every nonempty set B, ∅ ⊂ B. That is, the empty set is aproper subset of every other set. And ∅ ⊆ ∅.
 When the intersection of sets is empty, we call them “disjoint.” That is:
 (14) DEFINITION: Suppose that sets A and B are such that A ∩ B = ∅. Thenwe say that A and B are disjoint.
 For example, the set of even integers and the set of odd integers are disjoint.
 (15) EXERCISE: Mark the following statements as true or false.
 (a) For all sets A, A ∩ ∅ = A.
 (b) For all sets A, A ∪ ∅ = A.
 (c) For all sets A, A ∩ ∅ = ∅.
 (d) For all sets A, A ∪ ∅ = ∅.
 (e) U = ∅.
 (f) ∅ = U
 (g) For all sets A, A ∪ U = U .
 (h) For all sets A, A ∩ U = U .
 (i) For all sets A, A ∪ U = A.
 (j) For all sets A, A ∩ U = A.
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2.7. POWER SETS 21
 (16) EXERCISE: Which of the following statements are true, and which arefalse? (The expression “if and only if” can be read “just in case” or “ex-actly when.”) Each statement is a claim about all sets A,B,C.
 (a) A ⊆ B iff A ∩B = ∅.
 (b) A ⊆ B iff A ∪B = U .
 (c) A ⊆ B iff B ⊆ A.
 (d) A ⊆ B iff B ⊆ A.
 (e) A ⊆ B iff A−B = ∅.
 (f) A ⊆ B iff B − A = ∅.
 (g) A ∪B = A ∪B
 (h) A ∩ (B ∪ C) = (A ∩B) ∪ (A ∩ C)
 (i) (A ∪B) ∩ (A ∪B) = A
 (j) A ∪ (A ∩B) = A
 (k) A ∩ (A ∪B) = A
 (l) A ∪ (B − C) = (A ∪B)− (A ∪ C)
 (m) A ∩ (B − C) = (A ∩B)− (A ∩ C)
 2.7 Power sets
 Let S = {a, b, c, }. Keeping in mind both ∅ and S itself, we may list all thesubsets of S as follows.
 (17)∅ {a} {b} {c}
 {a, b} {a, c} {b, c} {a, b, c}
 We call the set consisting of the sets in (17) the “power set” of S. The power setof a set is thus composed of sets; its members are themselves sets. Officially:
 (18) DEFINITION: Given a set S, the power set of S is the set of all subsets ofS. It is denoted by pow(S).

Page 28
                        

22 CHAPTER 2. BITS OF SET THEORY
 Thus pow(S) equals the set of sets listed in (17), in other words:
 { ∅, {a}, {b}, {c}, {a, b}, {a, c}, {b, c}, {a, b, c} }.
 Why are there eight members of pow(S)? Well, each member of S can be ei-ther in or out of a given subset. There are three such binary decisions, and theyare made independently of each other. That yields 2 × 2 × 2 or 23 possibilities(and 23 = 8). For example, deciding “out” in all three cases yields ∅; deciding“in” all three times yields S itself. More generally:
 (19) FACT: There are 2n subsets of a set with n members. In other words, ifS has n members then pow(S) has 2n members.
 By the way, the terms “collection” and “family” are sometimes used in placeof “set,” especially to denote sets whose members are also sets or other compli-cated things. So, we could have formulated Definition (18) more elegantly, asfollows.
 Given a set S, the power set of S is the collection of all subsets of S.
 (20) EXERCISE:
 (a) What is pow(2, {2, 3}) ?
 (b) What is pow(∅) ?
 2.8 Partitions
 A “partition” of a set A is breakdown of A into pieces that don’t overlap andinclude every member of A; moreover, none of the pieces is allowed to be empty.For example, one partition of the 10 digits is { {0, 2, 4, 6, 8}, {1, 3, 5, 7, 9} }. Thelatter object is a set with two members, each of which happens to be a set; infact, a partition of A is a set of subsets of A. Another partition of the digits is{ {0, 2, 6, 8}, {1, 3, 5, 7}, {4, 9} }; still another is
 { {1}, {2}, {3}, {4}, {5}, {6}, {7}, {8}, {9} },
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2.8. PARTITIONS 23
 made up of singletons (this is the “finest” partition of the digits). Yet anotheris { {0, 1, 2, 3, 4, 5, 6, 7, 8, 9} } (the “grossest” partition). With these examples inmind, you should be able to understand the official definition of “partition.”
 (21) DEFINITION: Let X be a nonempty set, and let P be a collection of sets.Then P is called a partition of X just in case the following conditions aremet.
 (a) Each set in P is a nonempty subset of X. That is, for all Y ∈ P,∅ 6= Y and Y ⊆ X.
 (b) Every pair of sets in P is disjoint. That is, for all distinct Y, Z ∈ P,Y ∩ Z = ∅.
 (c) Every member of X falls into some member of P. That is, for allx ∈ X there is Y ∈ P with x ∈ Y . (Hence, the union of the sets in Pequals X).
 We also say that P partitions X. The members of P are called the equiv-alence classes of the partition. (Thus, equivalence classes are subsets ofX.)
 For another example, letX be the set of U. S. citizens with permanent residencein a state of the United States. Let TEXAS be the set of all U. S. citizens withpermanent residence in Texas, and likewise for the other states. Let P be thecollection of all these fifty sets of people, one for each state of the union. Thenyou can verify that P is a partition of X. The equivalence classes are the setsTEXAS, IDAHO, etc.
 Again, the set of living United States citizens (no matter where they live) ispartitioned into age-cohorts according to year of birth. One equivalence classcontains just the people born in 1980, another contains just the (few) peopleborn in 1900, etc. There is no equivalence class corresponding to the peopleborn in 1800 since equivalence classes cannot be empty [by (21)a].
 (22) EXERCISE: Let A = {a, e, i, o, u}. Which of the following collections ofsets are partitions of A?
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 (a) { {a, e, i}, {i, o, u} }(b) { {a, e, i}, {o, u}, ∅ }(c) { {a, e}, {i}, {u} }(d) { {a, e}, {i}, {u, o} }
 2.9 Ordered pairs and Cartesian products
 We said in Section 2.1 that sets are not ordered, for example, {2, 9} = {9, 2}.Because order is often critical, we introduce the idea of an ordered pair, 〈y, z〉.Two ordered pairs 〈y, z〉 and 〈w, x〉 are identical just in case y = w and z = x.
 We could get fancy here, and define the idea of “ordered pair” from our basicidea of a set. But ordered pairs seem clear enough to let them stand on theirown. The sequence consisting of the Yankees and the Dodgers, in that order,is the ordered pair 〈Yankees,Dodgers〉. No other pair 〈x, y〉 is the same as thisone unless x is the Yankees and y is the Dodgers. Notice the use of paren-theses instead of braces when we denote ordered pairs (instead of mere sets).Also, notice that we sometimes drop the qualifier “ordered” from the expression“ordered pair.”
 Given a pair 〈x, y〉, we say that x occupies the first coordinate, and y thesecond coordinate. For example, Hillary and Bill are in the first and secondcoordinates of 〈Hillary,Bill〉.
 Suppose A = {a, b} and B = {1, 2, 3}. How many ordered pairs can be madefrom these two sets, supposing that a member of A occupies the first coordinateand a member of B occupies the second? The answer is 6. Here are all suchpairs, drawn up into a set of 6 elements: { 〈a, 1〉, 〈a, 2〉, 〈a, 3〉, 〈b, 1〉, 〈b, 2〉, 〈b, 3〉 }.More generally:
 (23) DEFINITION: Let sets A and B be given. The set of all ordered pairs〈x, y〉 where x ∈ A and y ∈ B is denoted A × B and called the Cartesianproduct of A and B.
 If M is the set of men on Earth and W is the set of women then M × W isthe set of all pairs consisting of a man followed by a woman. W × M is the
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2.10. MAPPINGS AND FUNCTIONS 25
 set of all pairs consisting of a woman followed by a man. You can see thatM ×W 6= W ×M . Indeed, these two sets are disjoint (assuming M and W aredisjoint).
 (24) EXERCISE:
 (a) Let A = {a, b, c} and B = {a, b, d}, how many members are there inA×B ?
 (b) What is A× ∅ ?
 2.10 Mappings and functions
 Intuitively, a “mapping” from a set A to a set B is a way of associating witheach member of A a single member of B. For example, we might map the set ofNBA basketball players to the salaries each is currently scheduled to receive.This mapping consists of pairs 〈x, y〉 consisting of a player x and a number ysuch that x earned y dollars last year. The pair 〈Allen Iverson, $10, 000, 000〉 isone such pair (we’re just guessing). More precisely:
 (25) DEFINITION: By a mapping M from a set A to a set B is meant a subsetof A× B with the property that for all x ∈ A there is exactly one pair inM that has x in the first coordinate. We write M : A→ B to express thefact that M is a mapping from A to B. Given a ∈ A, we write M(a) todenote the member of B that M pairs with a.
 Pursuing our illustration, let A be the set of NBA players and let B be the setof potential salaries (positive numbers). Then the map M : A → B includesthe pairs 〈Allen Iverson, $10 million〉, 〈Shaq O’Neal, $50 million〉, etc. We maythus write:
 M(Allen Iverson) = $10 million, M(Shaq O’Neal) = $50 million, etc.
 Iverson, of course, only gets one salary (he doesn’t get paid both 10 millionand also 9 million dollars as his NBA salary). So we don’t expect to see any
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 other pair in M that starts with Iverson, different from the pair 〈Allen Iverson,$10 million〉. That is what’s meant in Definition (25) by saying that for eachx ∈ A there is exactly one pair in M that has x in first coordinate. In otherwords, $10 million is Iverson’s unique NBA salary. It is for this reason that weare allowed to write M(Iverson) = $10 million.
 Imagine now that Karl Malone is in negotiation mode and doesn’t yet havea salary. Then we can associate no second coordinate to a pair that startswith Malone. In this case, we drop one pair from our mapping and say thatit is “undefined” on Malone. But to do this, we must give up the “mapping”terminology, and talk instead of a “function” from the NBA players to theirsalaries. Functions (unlike mappings) are allowed to be missing some pairs.Officially:
 (26) DEFINITION: By a function F from a set A to a set B is meant a subsetof a mapping from A to B. If 〈x, y〉 ∈ F then we say that F is defined onx and write F (x) = y. If there is no pair with x in first coordinate thenwe say that F is undefined on x.
 In our story, F (Iverson) is defined, and the value of F on Iverson is $10 million.But F (Malone) is undefined.
 Notice that mappings are special kinds of functions since F may be theimproper subset of M in Definition (26); see Section 2.2.
 (27) EXERCISE: Suppose that A has n members and that B has m members.
 (a) How many mappings are there from A to B ?(b) How many functions are there from A to B ?
 Of course, your answer must be stated in terms of n and m (since noactual numbers are supplied).
 2.11 Mathematical induction
 By natural numbers, we mean the set {0, 1, 2, . . .}. As a final topic in this chap-ter, we consider a method for proving that every natural number has some
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2.11. MATHEMATICAL INDUCTION 27
 property. For example, let P be the property of a number n that holds just incase all the numbers less than or equal to n sum up to n(n + 1)/2. To affirmthat P is true of a number n, we write P (n). Thus in our example:
 (28) P (n) if and only if 0 + 1 + 2 + . . .+ n =n(n+ 1)
 2.
 In Chapter 7 we rely on a principle that can be formulated this way:
 (29) MATHEMATICAL INDUCTION: For any property P , to prove that P (n) forall n ∈ N , it suffices to demonstrate the following things.
 (a) BASIS STEP: P (0)
 (b) INDUCTION STEP: for all k ∈ N , if P (k) then P (k + 1).
 The idea is that proving both parts of (29) allows us to “walk up” the naturalnumbers. The first step is guaranteed by (29)a. Then every further step isguaranteed by an application of (29)b. It goes like this:
 P (0) is true by the Basis Step.Since P (0), P (1) is true by the Induction Step.Since P (1), P (2) is ensured by another use of the Induction Step.Since P (2), P (3) is ensured by another use of the Induction Step.. . . and so forth.
 Let us illustrate how to use mathematical induction by letting P be definedas in (28). We want to show that P (n) for all n ∈ N . The Basis Step requiresverifying that P (0), in other words: 0 = 0(1)/2, which is evident. For the In-duction Step, we assume that P (k) is true for some arbitrary k ∈ N . Thisassumption is called the induction hypothesis. Then we exploit the inductionhypothesis to demonstrate P (k + 1). In our case, we assume:
 Induction Hypothesis: 0 + 1 + 2 + . . .+ k =k(k + 1)
 2,
 and we must demonstrate:
 0 + 1 + 2 + . . .+ k + (k + 1) =(k + 1)(k + 2)
 2.
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 To prove P (k + 1), we calculate:
 0 + 1 + 2 + . . .+ k + (k + 1) =k(k + 1)
 2+ (k + 1)
 =k(k + 1) + 2(k + 1)
 2=
 (k + 1)(k + 2)
 2.
 The first equality is obtained from the Induction Hypothesis. The next two arejust algebra.
 (30) EXERCISE: Use mathematical induction to prove the following claims.
 (a) For all n ∈ N , 2n > n.
 (b) For all sets S, if S has n members then pow(S) has 2n members.
 At last we are done with these maddening preliminaries! Before some newdistraction arises, let us head straight for the language of logic.
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 3.1 The syntax project
 In Chapter 1 we promised you an artificial language, and now we are goingto deliver. It will be called the language of sentential logic, or just L for short.When we are done, you’ll see that L is nothing but a set of objects called for-mulas. Once we explain what a formula is, you will know what the language ofsentential logic is (namely, it is the set of all formulas).
 Intuitively, formulas are the “sentences” of L, They are supposed to be anal-ogous to the sentences of natural languages like English and Chinese. Givingsubstance to this intuition requires explaining what an English sentence is.Dictionary definitions are too vague to provide the explanation we are look-ing for. For example, we find the following characterization of sentence in thedictionary [1].
 A grammatical unit that is syntactically independent and has a sub-ject that is expressed or, as in imperative sentences, understood anda predicate that contains at least one finite verb.
 Instead of a one-line definition, what’s needed is a detailed theory about thestrings of words that make up English sentences. Such a theory would help tospecify the syntax of the language.1 If the theory were detailed and explicit,it would provide a systematic means of distinguishing between the strings ofEnglish words that form grammatical sentences and those that don’t. In thefirst category are strings like
 (1) (a) John was easy to please.
 (b) John was easy to like.
 (c) To please John was easy.
 (d) John was eager to please.
 1The definition of “syntax” according to the same dictionary [1] is somewhat more useful,namely: “The study of the rules whereby words or other elements of sentence structure arecombined to form grammatical sentences.”

Page 37
                        

3.1. THE SYNTAX PROJECT 31
 whereas the second class includes:
 (2) (a) ∗John was eager to like.
 (b) ∗To please John was eager.2
 The formulas of L are analogous to grammatical sentences of English, like (1).Strings of symbols that do not make formulas are analogous to ungrammaticalstrings of English words, as in (2).
 Providing an illuminating account of grammaticality in English turns outto be a knotty affair. The examples in (1) and (2) suggest that more is at stakethan having the right sequence of parts-of-speech since (1)b and (2)a have thesame sequence but only one is grammatical [and similarly for (1)c versus (2)b].Indeed, grammaticality in English seems to get more complicated the more youthink about it. Consider the strings in (3), below, involving the word “that.” Asatisfactory account of English syntax would need to explain why “that” canbe suppressed in (3)a,b without loss of grammaticality, but not in (3)c,d — andalso why it must be suppressed in (3)e.3
 (3) (a) Irving believed that pigs can fly.
 (b) The pain that I feel is most unpleasant.
 (c) That sugar is sweet is obvious to everyone.
 (d) The dog that bit me is missing now.
 (e) ∗The dog Mary feared that bit me is missing now.
 In fact, no one has yet provided a systematic way of predicting which stringsare grammatical in English.4 This is one reason for introducing the artificallanguage L, whose syntax is designed to be much simpler.
 2These examples are drawn from the famous discussion in Chomsky [19]. An asterisk beforea sentence is the usual linguist’s convention for denoting an ungrammatical string of words.
 3These examples come from Weisler & Milekic [106, p. 130]. While you’re at it, ask yourselfwhy John ran up a big hill, John ran up a big bill, Up a big hill John ran are all grammaticalEnglish whereas Up a big bill John ran is not.
 4For an introduction to the study of syntax in natural languages like English, see [64, 32].
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 In the foregoing discussion, the formulas of L have been placed in analogywith the grammatical sentences of English. The analogy can be sharpenedby recognizing that many sentences do not make assertions but rather askquestions, express puzzlement, issue commands, and so forth. Thus,
 (4) Hillary will be reelected to the Senate in 2006.
 makes an assertion, whereas this is not the case for any of the following sen-tences.
 (5) (a) Will Hillary be reelected to the Senate in 2006?
 (b) Hillary will be elected to the Senate in 2006!? (I thought the nextelection was in 2008.)
 (c) Hillary, please get yourself elected to the Senate in 2006!
 Sentences like (4) that make assertions are called declarative in contrast tothe interrogative and imperative sentences in (5). The formulas of L are bestthought of as artificial counterparts to just the declarative sentences of En-glish. This is quite a restriction. It’s still not enough for our purposes, however,since not even all of the declarative sentences have analogues in L. For, amongthe declarative sentences of English are many that have no apparent meaning,and hence seem to be neither true nor false. One example (from Chomsky [18])is:
 (6) Colorless green ideas sleep furiously.
 Although grammatical and declarative, (6) does not provide raw material forthe kind of reasoning that we wish to analyze using the tools of logic. So,formulas in L can best be understood as corresponding to just the declarativesentences of English with clear meaning and determinate truth-value. But nowa host of questions rise up before us.
 • Does “determinate truth-value” mean entirely true or entirely false, or isit permitted that the sentence have some intermediate degree of truth?
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 • In the latter case, what does it mean for a sentence to be partly true?
 • Is (6) really grammatical, or does its lack of sense put it in the samecategory as (2)a,b?
 • Is it so clear that (6) has no truth value? It would seem that the sentenceis true just in case colorless green ideas really do sleep furiously.
 • Does the sentence “I am happy” have a determinate truth-value? Perhapsits truth varies with time, or with speakers.
 Such questions lead into precisely the morass that the artificial language ofsentential logic is designed to avoid. Lacking the courage to confront these is-sues head on, we’ll just assume (for now) that the idea of a declarative Englishsentence with determinate truth value is clear. In particular, we assume thatsuch sentences are either (entirely) true or (entirely) false. Within L everythingwill then be crystal clear, and we can build our logic around it. Retreating likethis from English into L will prove illuminating but it won’t protect us indefi-nitely from hard questions about truth and meaning. It will still be necessaryto ask: What does sentential logic have to do with thought, and with the nat-ural language often used to express thought? Addressing these questions willlead us to a plurality of truth-values, new kinds of meanings, and other exotica.
 Each thing in its own time, however. For the moment, we are playing by therules of logic, and this means we must start by defining the formulas of L.
 3.2 Vocabulary
 Just as English sentences are strings of words, formulas of L are strings ofsymbols. The symbols are the vocabulary of L, and we need to introduce themfirst. The vocabulary of L falls into three categories. The first consists of a fi-nite set of symbols that stand for declarative sentences with determinate truthvalue (in the sense just discussed in Section 3.1). These symbols will be called“sentential variables.” How many sentential variables are there? Well, it’syour choice. If you want to use sentential logic to reason about many differentsentences, then choose a large number of variables; otherwise, a small number
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 suffices (but it must be greater than zero). Go ahead and decide. How manysentential variables do you want?
 Excellent choice! We think we know the number you chose, but just in casewe’re mistaken, let us agree to use the symbol n to denote it. We henceforthassume that there are exactly n sentential variables. With this matter out ofthe way, the vocabulary of L can be described as follows.
 The first category of symbols is a set v1, v2 · · · vn of n sentential variables. Inother words, for each positive i ≤ n, vi is a sentential variable. We usuallyabbreviate “sentential variable” to just “variable.”
 The second category consists of the five symbols ¬, ∧, ∨, →, and ↔. Collec-tively, these symbols are called “sentential connectives,” which we willusually abbreviate to just “connectives.”
 The third and final category of symbols in L consists of just the left parenthe-sis and the right parenthesis, (, ).
 The symbols ∧, ∨, → and ↔ are called “connectives” because they serve to con-nect different formulas, making a new one where two stood before. How thishappens will be specified in Definition (8) below. These symbols are analogousto words like “and,” “but,” “although,” and many others in English that serve tobind sentences to each other.5 The symbol ¬ is also considered to be a connec-tive but this is mainly by courtesy. As you’ll see in Definition (8), ¬ applies tojust one formula at a time (hence doesn’t connect two of them). An analogousgrammatical operation in English is appending the expression “It is not thecase that” in front of a sentence.
 On another matter, don’t be confused by variables like v412 with big indexes.(The “index” is the subscript, in this case 412.) Variable v412 counts as a singlesymbol from the point of view of L. We don’t think of v412 as a combination ofthe four symbols v, 4, 1, 2 but rather as the indivisible four hundred and twelfthvariable of our language.
 5As in: “The hot dog vendor offered to make him one with everything but the Buddhist monksaid it wasn’t necessary.”
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 In what follows we’ll assume that n is greater than the subscript of anyvariable figuring in our discussion. (For example, if we use the variable v5 thenit is assumed that n ≥ 5.)
 3.3 Formulas
 There are many ways of arranging our vocabulary into a sequence of symbols,for example:
 (7) (a) v3v3 →)
 (b) ∧ ∨ (v44
 (c) ((v32 ∧ v0) → v3)
 (d) (v3 ∧ v2∧ ↔ v2)
 Only some sequences are entitled to be called “members of L,” that is, “formu-las.” One such sequence is (7)c. It is a genuine formula whereas the othersequences in (7) are not. In this section we say precisely which sequences ofsymbols belong to our language L. [Strings like (7)a may be considered “un-grammatical” on analogy with the strings in (2).]
 The following definition specifies the members of L (i.e., the “grammatical”strings of symbols). The definition is said to be “recursive” in character since itlabels some sequences as formulas in virtue of their relations to certain shortersequences which are formulas. In the definition, we need to refer to formulasthat have already been defined without specifying which they are. For example,we’ll need to say things like “For every formula . . . ” and then say somethingabout the formula in question. To give temporary names to formulas in suchcontexts we rely on letters from the Greek alphabet, notably: ϕ, ψ, and χ. Theyare pronounced “figh,” “sigh,” and “kigh,” respectively. Other greek letters thatshow up for other purposes are α, β, and γ (“alpha,” “beta” and “gamma”). Wecould have been less fancy in our notation, but couldn’t resist the opportunityto complete your classical education. Here’s the definition.
 (8) DEFINITION:
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 (a) Any sentential variable by itself is a formula. (For example, v201 isa formula.)
 (b) Suppose that ϕ is a formula. Then so is ¬ϕ. (For example, ¬v201 isa formula since by the first clause of the present definition, v201 is aformula. Likewise, ¬¬v201 is a formula since ¬v201 is a formula.)
 (c) Suppose that ϕ and ψ are formulas. Then so is (ϕ∧ψ). [For example,(¬¬v201 ∧ v39) is a formula.]
 (d) Suppose that ϕ and ψ are formulas. Then so is (ϕ∨ψ). [For example,((¬¬v201 ∧ v39)∨¬v1) is a formula since (¬¬v201 ∧ v39) is a formula bythe preceding clause, and ¬v1 is a formula by clauses (a) and (b).]
 (e) Suppose that ϕ and ψ are formulas. Then so is (ϕ→ ψ). [For exam-ple, (¬v1 → (¬¬v201 ∧ v39)) is a formula.]
 (f) Suppose that ϕ and ψ are formulas. Then so is (ϕ↔ ψ). [For exam-ple, (¬v1 ↔ (¬¬v201 ∧ v39)) is a formula.]
 (g) Nothing else is a formula, just what is declared to be a formula bythe preceding clauses.
 Parentheses matter. Thus (v2 ∧ v1) is a formula by (8)(a) and (8)(c). But v2 ∧ v1
 is not a formula since it is missing the parentheses stipulated in the definition.Similarly, ((¬¬v201 ∧ v39) ∨ ¬v1) is a formula but (¬¬v201 ∧ v39 ∨ ¬v1) is not.
 You see how the rules in Definition (8) allow us to build a complex formulafrom its parts. For example, the formula ((¬¬v201 ∧ v39) ∨ ¬v1) is built up asfollows.
 (9) First, v201, v39 and v1 are formulas by dint of (8)a. Hence, ¬v1, ¬v201 and¬¬v201 are formulas thanks to (8)b. Hence, (¬¬v201 ∧ v39) is a formula via(8)c. Hence ((¬¬v201 ∧ v39) ∨ ¬v1) is a formula because of (8)d.
 Here is another example. We build ¬((v3 ∧ v5) ↔ (v6 ∨ v7)) as follows.
 (10) v3 and v5 are formulas by (8)a. So (v3 ∧ v5) is a formula by (8)c. v6 and v7
 are formulas by (8)a. So (v6 ∨ v7) is a formula by (8)d. Since (v3 ∧ v5) and(v6 ∨ v7) are both formulas, so is ((v3 ∧ v5) ↔ (v6 ∨ v7)) by (8)f. By (8)b,¬((v3 ∧ v5) ↔ (v6 ∨ v7)) is a formula.
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 3.4 Subformulas
 Did you notice that in the course of building ((¬¬v201 ∧ v39) ∨ ¬v1) in (9), wewrote smaller strings of symbols that are themselves formulas? For example,we wrote v201 and ¬v201, which are themselves formulas. Similarly, in building¬((v3 ∧ v5) ↔ (v6 ∨ v7)) in (10) we wrote the smaller formula (v6 ∨ v7). Theseformulas are called “subformulas” of the formula from which they are drawn.Their official definition is as follows.
 (11) DEFINITION: Let ϕ be a formula. Any consecutive sequence of symbolsin ϕ that is itself a formula is called a subformula of ϕ.
 To illustrate, here is a list of the eight subformulas of ((¬¬v201 ∧ v39) ∨ ¬v1).
 (12)v201 ¬v201 ¬¬v201 v39
 (¬¬v201 ∧ v39) v1 ¬v1 ((¬¬v201 ∧ v39) ∨ ¬v1)
 Notice that ((¬¬v201∧v39)∨¬v1) is a subformula of ((¬¬v201∧v39)∨¬v1). In gen-eral, every formula counts as a subformula of itself. A subformula of a formulaϕ that is not ϕ itself is call a proper subformula of ϕ.
 Definition (11) states that subformulas of a formula ϕ are consecutive se-quences of symbols appearing in ϕ. But that doesn’t mean that every consec-utive sequence of symbols appearing in ϕ is a subformula of ϕ; the sequencehas to be a formula itself. For example, ¬v201∧ is a sequence of symbols occur-ring in the formula ((¬¬v201 ∧ v39) ∨ ¬v1). But ¬v201∧ is not a subformula of((¬¬v201 ∧ v39) ∨ ¬v1) (since it is not a formula).
 (13) SURPRISE QUIZ: Why isn’t v201 ∧ v39 listed in (12) as one of the subfor-mulas of ((¬¬v201 ∧ v39)∨¬v1)? Isn’t it true that v201 ∧ v39 is a consecutivesequence of symbols in ((¬¬v201 ∧ v39) ∨ ¬v1) that is itself a formula?
 The quiz is tricky; don’t feel badly if it stumped you. The answer is that v201∧v39
 is not a subformula of ((¬¬v201 ∧ v39) ∨ ¬v1) because it is not a formula. Itis not a formula because it is missing the parentheses that must surroundconjunctions. Parentheses matter, like we said.
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 3.5 Construction tables
 The steps described in (9) to make ((¬¬v201 ∧ v39)∨¬v1) can be represented in akind of table that we’ll call a construction table for ((¬¬v201 ∧ v39) ∨ ¬v1). Hereis such a table. It should be read from the bottom up.
 (14) Construction table for ((¬¬v201 ∧ v39) ∨ ¬v1):
 subformulas clause((¬¬v201 ∧ v39) ∨ ¬v1) (8)d
 (¬¬v201 ∧ v39) (8)c
 ¬¬v201 (8)b
 ¬v201 ¬v1 (8)b
 v201 v39 v1 (8)a
 The clauses from Definition (8) are displayed at the right of the table. The otherentries are the subformulas of ((¬¬v201 ∧ v39) ∨ ¬v1) that are constructed alongthe way. We note that all the subformulas of the top formula in a constructiontable appear in the body of the table. Also, except for vertical lines and clauselabels, nothing other than subformulas of the top formula appear in a givenconstruction table.
 Here are some more tables. The first corresponds to the steps described in(10).
 (15) Construction table for ¬((v3 ∧ v5) ↔ (v6 ∨ v7)):
 subformulas clause¬((v3 ∧ v5) ↔ (v6 ∨ v7)) (8)b
 ((v3 ∧ v5) ↔ (v6 ∨ v7)) (8)e
 (v6 ∨ v7) (8)d
 (v3 ∧ v5) (8)c
 v3 v5 v6 v7 (8)a
 (16) Construction table for ((v1 → v2) → ¬v1):

Page 45
                        

3.6. TYPES OF FORMULAS 39
 subformulas clause((v1 → v2) → ¬v1) (8)c
 (v1 → v2) (8)e
 ¬v1 (8)b
 v1 v2 v1 (8)a
 Notice that we could reorganize Table (16) somewhat, and write it as follows.
 (17)
 subformulas clause((v1 → v2) → ¬v1) (8)c
 ¬v1 (8)b
 (v1 → v2) (8)e
 v1 v2 v1 (8)a
 That both (16) and (17) describe the construction of ((v1 → v2) → ¬v1) showsthere is not a unique construction table for a formula; there may be more thanone. It doesn’t much matter which construction table we build for a formula,however, because of the following fact. Every construction table for a givenformula exhibits the same set of subformulas for that formula. To illustrate,the two tables (16) and (17) for ((v1 → v2) → ¬v1) both list v1, v2, (v1 → v2),¬v2,and ((v1 → v2) → ¬v1) as its subformulas. The fact stated above in italics is animmediate consequence of the other italicized facts stated earlier. We can provethem all rigorously only by giving a formal definition of construction table. It’snot worth the bother; you can just trust us in this matter.
 3.6 Types of formulas
 A formula that consists of a single variable (without any connectives) is calledatomic. For example, the formula v41 is atomic. Atomic formulas correspond todeclarative sentences (e.g., of English) whose internal structure is not dissectedby our logic. All the other formulas are called nonatomic. Nonatomic formulasinclude at least one connective.
 The principal connective of a nonatomic formula ϕ is the connective thatis inserted last in the construction table for ϕ. This connective is unique; it
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 doesn’t depend on which particular construction table you build for a formula.To illustrate, Table (14) shows that the principal connective of ((¬¬v201 ∧ v39) ∨¬v1) is the ∨. Table (16) shows that the principal connective of ((v1 → v2) →¬v1) is the rightmost →. Table (15) shows that the principal connective of¬((v3 ∧ v5) ↔ (v6 ∨ v7)) is the ¬. The principal connective of ¬¬¬v98 is theleftmost ¬. There is no principal connective in the atomic formula v101 (becausethere are no connectives at all). We classify nonatomic formulas according totheir principal connective. In particular:
 A nonatomic formula whose principal connective is ¬ is called anegation. Such a formula can be represented as having the form¬ϕ.
 A nonatomic formula whose principal connective is ∧ is called aconjunction. Such a formula can be represented as having theform (ϕ ∧ ψ). The subformulas ϕ, ψ are called the conjuncts ofthis conjunction.
 A nonatomic formula whose principal connective is ∨ is called adisjunction. Such a formula can be represented as having theform (ϕ ∨ ψ). The subformulas ϕ, ψ are called the disjuncts ofthis disjunction.
 A nonatomic formula whose principal connective is → is called aconditional. Such a formula can be represented as having theform (ϕ → ψ). The subformula ϕ is called the left hand side ofthe conditional, and the subformula ψ is called the right handside.
 A nonatomic formula whose principal connective is ↔ is called abiconditional. Such a formula can be represented as having theform (ϕ ↔ ψ). We again use left hand side and right hand sideto denote the subformulas ϕ, ψ.
 Thus, ((¬¬v201 ∧ v39) ∨ ¬v1) is a disjunction with disjuncts (¬¬v201 ∧ v39) and¬v1. The leftmost disjunct is a conjunction with conjuncts ¬¬v201 and v39. Theleftmost conjunct of the latter conjunction is a negation (of a negation). The
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 formula, ((v1 → v2) → ¬v1) is a conditional with left hand side (v1 → v2) andright hand side ¬v1. The left hand side is itself a conditional whereas the righthand side is a negation. The formula ¬((v3 ∧ v5) ↔ (v6 ∨ v7)) is the negation of((v3∧v5) ↔ (v6∨v7)), which is a biconditional with left hand side the conjunction(v3 ∧ v5) and right hand side the disjunction (v6 ∨ v7).
 We say that the conjuncts of a conjunction are its “principal subformulas,”and likewise for the disjuncts of a disjunction, etc. Let’s record this usefulterminology.
 (18) DEFINITION: Let a formula ϕ ∈ L be given. We define as follows theprincipal subformulas of ϕ.
 (a) If ϕ is atomic then ϕ has no principal subformulas.
 (b) If ϕ is the negation ¬ψ then ψ is the principal subformula of ϕ (thereare no others).
 (c) If ϕ is the conjunction (ψ ∧ χ), disjunction (ψ ∨ χ), conditional (ψ →χ), or biconditional (ψ ↔ χ) then ψ and χ are the principal subfor-mulas of ϕ (there are no others).
 Here is a nice fact that we’ll use in Chapter 7. Suppose that ϕ ∈ L is notatomic.6 Then ϕ has a principal connective. By thinking about some examples,you should be able to see that the only consecutive sequence of symbols in ϕ
 that is itself a formula and includes ϕ’s principal connective is ϕ itself. Toillustrate, let ϕ be ((p∨ q) → (¬q → r)). The principal connective is the leftmost→. There is no proper subformula of ϕ that includes this leftmost →.7 Weformulate our insight:
 (19) FACT: Suppose that ϕ ∈ L is not atomic. Then no proper subformula ofϕ includes the principal connective of ϕ.
 6This sentence means: let a formula ϕ be given, and suppose that ϕ is not atomic.7Reminder: A “proper” subformula of a formula ϕ is any subformula of ϕ other than ϕ itself.
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 3.7 Diction
 Each of the symbols of L has a name in English. Thus, v7 is known (affection-ately) as “vee seven,” and likewise for the other sentential variables. We’ll usethe word “tilde” to name the symbol ¬ (even though “tilde” applies better to an-other common notation for negation, namely ∼). The word “wedge” names thesymbol ∧, and “vee” names ∨. We use “arrow” and “double arrow” for → and ↔,respectively. The name for ( is “left parenthesis,” and the name for ) is “rightparenthesis” (perhaps you knew this.) So, to pronounce a formula in English,you can revert to naming its symbols. For example, (v7 ∧ ¬v8) is pronounced“left parenthesis, vee seven, wedge, tilde, vee eight right parenthesis.”
 This makes for some riveting dinner conversation, but even spicier remarksresult from pronouncing the connectives using English phrases. For this pur-pose, use a negative construction (like “not”) for ¬, a conjunctive construction(like “and”) for ∧, a disjunctive construction (like “or”) for ∨, a conditional con-struction (like “if–then–”) for →, and a biconditional construction (like “if andonly if”) for ↔. A few examples will communicate how it goes.
 You can pronounce (¬v1 ∧ v2) as “Both not vee one and vee two.” Notice thatwithout the word “both” your sentence would be ambiguous between (¬v1 ∧ v2)
 and ¬(v1∧v2). The word “both” serves to mark the placement of the parenthesis.To pronounce ¬(v1 ∧ v2) you say “Not both vee one and vee two.” For (v1 ∧ ¬v2)
 you can simply say “Vee one and not vee two” (there is no ambiguity). Likewise,(¬v1 ∨ v2) should be pronounced “Either not vee one or vee two.” To pronounce¬(v1 ∨ v2) you say “Not either vee one or vee two.” For (v1 ∨ ¬v2) you can say“Vee one or not vee two.”
 You can pronounce (v2 → ¬(v2∧ v3)) as “if vee two then not both vee two andvee three.” You can pronounce (v2 ↔ (¬v2 → v3) as “vee two if and only if if notvee two then vee three.”
 No doubt you get it, so we won’t go on with further examples. This wayof pronouncing formulas of L is entirely unofficial anyway. Remember, thewhole point of constructing the artificial language L is to avoid the tangledsyntax of natural languages like English, whose sentences are hard to interpretmathematically. The only virtue of such loose talk at this point is to suggest
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 the kind of meaning we have in mind for the wedge, vee, and so forth. Oncethey are assigned their official meanings, we’ll return to the question of whatEnglish expressions express them.
 Can you do us a favor now, though? Please don’t use the word “implies” topronounce the arrow. That is, don’t pronounce (v1 → v2) as “vee one implies veetwo.” We’ll see later that whatever the arrow means in logic, it doesn’t mean“implies.”
 3.8 Abbreviation
 Aren’t you getting tired of the subscripts on the sentential variables? Oftenit is simpler to pretend that the list of variables include the letters from p
 to the end of the alphabet. Henceforth, we’ll often use these letters in placeof v’s when presenting formulas. Thus, instead of writing (v2 → ¬v91) we’lljust write (p → ¬q). In this sense, letters like p and q are abbreviations forparticular variables. The official vocabulary for L doesn’t have these letters.They just serve to refer to genuine variables. (We could have included themat the beginning of our list of sentential variables, but that would have beenunbearably ugly.)
 Another abbreviation consists in eliminating outer pairs of parentheses.Thus, we often write p ∧ q in place of (p ∧ q). We can do this because it isclear where to put the parentheses in p∧ q to retrieve the legal formula (p∧ q).8We also allow ourselves to dispense with parentheses when conjunctions of aconjunction are conjunctions. Thus, we may write (p→ q) ∧ q ∧ (r ↔ q) in placeof ((p→ q)∧q)∧(r ↔ q) or (p→ q)∧(q∧(r ↔ q)). In this case there is ambiguityabout which of the latter two formulas is intended by (p → q) ∧ q ∧ (r ↔ q).But we’ll see in the next chapter that the two possibilities come to the samething so it is often more convenient to allow the ambiguity. Likewise, we of-ten write (p → q) ∨ q ∨ (r ↔ q) in place of either ((p → q) ∨ q) ∨ (r ↔ q) or(p→ q) ∨ (q ∨ (r ↔ q)).
 8Be sure to put the parentheses back before searching for subformulas of a given formula.Abbreviated or not, ((¬¬v201 ∧ v39) ∨ ¬v1) does not count v201 ∧ v39 among its subformulas. Seethe Surprise Quiz (13).
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 In other logic books, you are invited to memorize a precedence order on con-nectives. Higher precedence for a connective is interpreted as placing it higherin the construction table for a formula. For example, the arrow is typicallygiven higher precedence than the wedge. This allows the formula (p ∧ q) → r
 to be written unambiguously as p ∧ q → r. The latter expression cannot thenbe interpreted as p ∧ (q → r). Some folks accept such precedence schemes inexchange for eliminating parentheses. In contrast, we will live with a few ex-tra parentheses in order to lighten your memory load. There is no precedenceamong connectives; we are logical egalitarians.
 Finally, while we’re criticizing the practices of other authors, here are somenotations for connectives that you may find in place of ours.
 ours theirs¬p ∼ p p
 p ∧ q p& q pq p.q p · qp ∨ q p | q p+ q
 p→ q p ⊃ q p⇒ q
 p↔ q p ≡ q p⇔ q
 The alternative notation is aesthetically challenged, to say the least. Ourchoices are currently the most common.
 3.9 More Greek
 When defining the formulas of L in Section 3.3, we had recourse to Greek let-ters like ϕ, ψ, and χ.9 They were used to represent arbitrary formulas thatserved as building blocks in Definition (8). The same machinery will be neededfor many other purposes, so we take the present opportunity to clarify its use.
 If we write the string of characters “(ϕ∨ψ)” we are referring to a disjunctionwith disjuncts denoted by ϕ and ψ. The latter may represent any formulaswhatsoever, even the same one (unless other conditions are stated). Thus, (ϕ ∨ψ) stands ambiguously for any of the formulas ((p∨q)∨r), ((¬s∧¬r)∨(r → ¬s)),
 9To remind you, the letters are pronounced “figh,” “sigh,” and “kigh,” respectively.
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 (q ∨ q), etc. Similarly, ((ϕ → ψ) ∧ χ) stands ambiguously for any of (((r ∧ q) →¬p) ∧ ¬s), ((p → p) ∧ p), etc. On the other hand, if we repeat a Greek letterin such an expression, then the formulas denoted are meant to be the same.Thus, (ϕ ∧ ϕ) can denote ((q → r) ∧ (q → r)) but not ((q → r) ∧ (r → q)). Eachgreek letter has just one interpretation in a given expression.
 Such notation will be used in a free-swinging way. In particular, we’ll al-low ourselves to talk of “the formula (ϕ ↔ ψ)” instead of the more exact “aformula of form (ϕ ↔ ψ).” We’ll also occasionally drop parentheses accordingto the abbreviations discussed in Section 3.8. Thus, ϕ ∧ ψ will stand for anyconjunction.
 (20) EXERCISE: Exhibit construction tables for the following formulas, anddescribe them as we did in Section 3.6.
 (a) ¬(p ∧ q) ↔ r
 (b) p→ (q ∨ (q → ¬r))
 (c) ¬(¬p ∧ (p ∨ (q → ¬p)))
 (d) ¬¬p ∧ (p ∨ (q → ¬p))
 (21) EXERCISE: Write some formulas that are referred to by (ϕ→ ψ) ∧ (ψ →ϕ). Is (p→ q) ∧ (p→ p) one of them?
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 4.1 The semantics project
 “But what does it all mean?”
 We take your question to be about the formulas of L, the language of sen-tential logic. You want to know how the formulas are to be interpreted, whatdetermines whether a given formula is true or false, which of them have thesame meaning, and so forth. The present chapter responds to these questions,and thus explains the semantics of L.1
 Before getting embroiled in L, let us reflect on what a semantic theory ofEnglish would look like. One appealing conception is based on two sets, S andM . S holds all the sequences of English words that can be written or spoken.M holds all the meanings people might want to express. What a sentence inS means depends on the situation in which it is written or spoken, so our un-derstanding of English is represented by our ability to map members of S intothe contextually right members of M . Some sequences will map onto a sin-gle meaning. For example, the semantics of English dictate that an instanceof the sentence “The baby is finally asleep” is mapped into the meaning thatoften enters the mind of the new parents around 2:00 a.m. The situation de-termines which baby and which parents and which time is relevant. Instancesof the string “be bop be do” is mapped to nothing in M . Even genuine Englishsentences need not be mapped to unique members of M . For example, “TheD.A. loves smoking guns” is often mapped into two meanings, and “Beauty iseternity’s self-embrace” seems not be mapped into any meaning at all.2
 Such an attractive picture of semantics is worth pursuing, and it has beenpursued in such works as [16, 58, 63]. One of the challenges in formulatingthe theory is giving substance to the class M . What exactly is a meaning? Fac-ing this challenge requires formalizing the kind of thing that gets “meant” bysentences of natural language. Another challenge is giving a precise character-
 1According to the dictionary [1], semantics is “the study or science of meaning in language.”2Conversely, members of M that are hit by no sentence are “ineffable” in English. The
 meanings expressed in ballads sung by whales might be ineffable. (Our favorite whale balladis A tuna for my baby.) Perhaps there are meanings expressed in certain natural languages(e.g., Mohawk) that are ineffable in English. The matter has been richly debated; see Kay &Kempton (1984) [59].
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 ization of what a situation is and what features of a situation are relevant ina particular instances. A different path is to turn one’s back on the problem ofmeaning in natural language, and try instead to provide a useful semantics forsome artificial language. This unglorious route is taken in the present chapter,and the artificial language in question is L.
 Semantics is relatively painless for L because we are able to specify in ad-vance the class of meanings. It then remains only to say which meaning isassigned to which member of L. Exactly one meaning is associated with agiven formula since L is free from ambiguity and meaninglessness. Its inter-pretation is also independent of context inasmuch as a given formula means thesame thing no matter what other formulas are written nearby. In Chapter 3we introduced the members of L. In Section 4.3 below we introduce the class ofmeanings. Then we’ll correlate the two. But there is an important preliminarystep. Meanings will be defined as sets of mappings of the sentential variablesinto truth values. These mappings need first to be given a name and explained
 4.2 Truth-assignments
 Our goal is to attach meanings to formulas. This requires explaining meanings(we already explained formulas in the previous chapter). To explain meanings,we require the fundamental concept of “truth-assignment.” This concept isintroduced in the present section.
 4.2.1 Variables mapped to truth and falsity
 To get started, let us hypothesize the existence of two abstract objects calledthe true and the false. They are the “truth values.” We’ll symbolize them by Tand F. To make sure there is no misunderstanding at this early stage, let usrecord:
 (1) DEFINITION: The set of truth values is {T, F}, consisting of the true andthe false.
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 Now we ask you to recall the idea of a “mapping” from one set to another.3 Thisconcept allows us to present a key idea of logic.
 (2) DEFINITION: Any mapping from the set of sentential variables of L tothe set {T, F} of truth values is a truth-assignment.
 To make sure that you are clear about the definition, we will spell it out in asimple case. Suppose that the number of sentential variables in L is 3. (Thatis, suppose you fixed n to be 3 in Section 3.2.) We’ll use p, q, r to denote thesevariables. Then one truth-assignment assigns T to all three variables. Anotherassigns F to all of them. Yet another assigns F to p and T to q and r. In all, thereare 8 truth-assignments when n = 3. Let’s list them in a table.
 (3)
 p q r
 (a) T T T(b) T T F(c) T F T(d) T F F(e) F T T(f) F T F(g) F F T(h) F F F
 (All 8 truth-assignments for 3 variables, p, q, r.)
 For example, the truth-assignment labeled (g) in (3) assigns F to p and q, and Tto r.
 Why did it turn out that there are 8 truth-assignments for 3 variables? Well,p can be either T or F, which makes two possibilities. The same holds for q, andits two possibilities are independent of those for p. Same thing for r; it can beset to T or F independently of the choices for p and q. This makes 2 × 2 × 2 = 8
 ways of assigning T and F to the three variables p, q, r. Each way is a truth-assignment, so there are eight of them. Extending this reasoning, we see:
 (4) FACT: If n is the number of sentential variables in L then there are 2n
 truth-assignments.3See Section 2.10.
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 We may now name the set containing all of the truth-assignments.
 (5) DEFINITION: The set of all truth-assignments for our language L is de-noted by the symbol TrAs.
 If n = 3 then TrAs is the set of eight truth-assignments appearing in Table (3).
 4.2.2 Truth-assignments extended to L
 The French say that “better” is the enemy of “good.” Defying this aphorism,we shall now make the concept of truth-assignment even better. In its originalform (defined above), a truth-assignment maps every variable to a truth value.When we’re done with the present subsection, they will do this and more. Theywill map every formula (including variables) to truth values. Once this is ac-complished, truth-assignments will be ready for their role in the definition ofmeaning.
 Another recursive definition. Do you remember what an atomic formulais? In Section 3.6 they were defined to be the sentential variables, in otherwords, the formulas with no connectives. A given truth-assignment maps eachatomic formula into one of T and F. It does not apply to nonatomic formulas likep ∨ (q → ¬p). The next definition fixes this. Given a truth-assignment α, wedefine its “extension” to all of L, and denote the extension by α. The definitionis recursive.4 It starts by specifying the truth value assigned to a variable likevi. [This truth value is denoted α(vi).] Then the definition supposes that α hasassigned truth values to some formulas, and goes on to say what truth value αassigns to more complicated formulas. Let’s do it.
 (6) DEFINITION: Suppose that a truth-assignment α and a formula ϕ aregiven. ϕ is either atomic, a negation, a conjunction, a disjunction, aconditional, or a biconditional. We define α(ϕ) (the value of the mappingα on the input ϕ) in all these cases.
 4You encountered a recursive definition earlier, in Section 3.3.
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 (a) Suppose that ϕ is the atomic formula vi. Then α(ϕ) = α(vi).
 (b) Suppose that ϕ is the negation ¬ψ, and that α(ψ) has already beendefined. Then α(ϕ) = T if α(ψ) = F, and α(ϕ) = F if α(ψ) = T.
 (c) Suppose that ϕ is the conjunction χ ∧ ψ, and that α(χ) and α(ψ)
 have already been defined. Then α(ϕ) = T just in case α(χ) = T andα(ψ) = T. Otherwise, α(ϕ) = F.
 (d) Suppose that ϕ is the disjunction χ ∨ ψ, and that α(χ) and α(ψ)
 have already been defined. Then α(ϕ) = F just in case α(χ) = F andα(ψ) = F. Otherwise, α(ϕ) = T.
 (e) Suppose that ϕ is the conditional χ → ψ, and that α(χ) and α(ψ)
 have already been defined. Then α(ϕ) = F just in case α(χ) = T andα(ψ) = F. Otherwise, α(ϕ) = T.
 (f) Suppose that ϕ is the biconditional χ ↔ ψ, and that α(χ) and α(ψ)
 have already been defined. Then α(ϕ) = T just in case α(χ) = α(ψ).Otherwise, α(ϕ) = F.
 We comment on each clause of Definition (6). Our plan was that α be anextension of α. That is, α should never contradict α, but rather agree withwhat α says while saying more. It is clause (6)a that guarantees success in thisplan. α is an extension of α because α gives the same result as α when appliedto sentential variables (which are the only thing to which α applies).
 Clause (6)b says that ¬ has the effect of switching truth values: α(¬ψ) isT or F as α(ψ) is F or T respectively. The tilde thus expresses a basic form ofnegation.
 Clause (6)c imposes a conjunctive reading on ∧. Given a formula of formχ∧ψ and a truth-assignment α, α assigns T to the formula just in case it assignsT to χ and it assigns T to ψ.
 Similarly, clause (6)d imposes a disjunctive reading on ∨. Given a formulaof form χ ∨ ψ and a truth-assignment α, α assigns T to the formula just incase either it assigns T to χ or it assigns T to ψ. You’ll need to keep in mindthat the “either . . . or . . . ” just invoked is inclusive in meaning. That is, if αassigns T both to χ and to ψ, then it assigns T to their disjunction χ ∨ ψ. An
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 exclusive reading would assign truth to a disjunction just in case exactly oneof the disjuncts is true. Perhaps “or” is interpreted exclusively in the sentence:“For dessert, you may have either cake or ice cream.” Exclusive readings inEnglish are often signaled by the tag “but not both!”. To repeat: in SententialLogic, the disjunction χ ∨ ψ is understood inclusively.
 Formulas of the form χ → ψ are supposed to express the idea that if χ istrue than so is ψ. Clause (6)e cashes in this idea by setting α(χ → ψ) to F onlyin case α(χ) is T and α(ψ) is F. In the three other cases, α sets χ→ ψ to T. Is thisa proper rendering of if–then–? The question will be cause for much anguish inChapter 8.
 Clause (6)f makes biconditionals express the claim that the left hand sideand right hand side have the same truth value. Thus α(χ↔ ψ) = T just in caseeither α(χ) = T and α(ψ) = T, or α(χ) = F and α(ψ) = F.
 “Do we really have to remember all this?”
 Yes, you do, but it’s not as hard as it looks. Studying the examples and work-ing the exercises should just about suffice for assimilating Definition (6). Incase of doubt, try to remember the rough meaning of each connective, namely¬ for “not,” ∧ for “and,” ∨ for “or,” → for “if . . . then . . . ,” and ↔ for “if andonly if.” Then most of Definition (6) makes intuitive sense. For example, atruth-assignment makes χ ∧ ψ true just in case it makes both χ and ψ true.The other connectives can be thought of similarly except for two qualifications.First, χ∨ψ (that is, “χ or ψ”) is true in a truth-assignment even if both χ and ψare true. So, χ ∨ ψ should not be understood as “Either χ or ψ but not both” asin “Either Smith will win the race or Jones will win the race but not both.” (Asmentioned above, the latter interpretation of “or” is exclusive in contrast to theinclusive interpretation that we have reserved for ∨.) Second, χ → ψ (that is“ If χ then ψ”) is false in just one circumstance, namely, if the truth-assignmentin question makes χ true and ψ false. The other three ways of assigning truthand falsity to χ and ψ make χ → ψ true. It makes intuitive sense to declare“If χ then ψ”) false if χ is true and ψ is false. (Example: “If the computer is onthen Bob is working” is false if the computer is on but Bob’s isn’t working.) Allyou need to remember is the less intuitive stipulation that every other combi-nation of truth values makes the conditional true. In our experience, students
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 tend to forget the semantics of→; the other connectives are remembered better.
 Applying the definition to arbitrary formulas. The six clauses of Defini-tion (6) work recursively to assign a unique truth value to any ϕ ∈ L, given atruth-assignment α. For example, consider truth-assignment (c) in Table (3),namely, the assignment of T to p and r, and F to q. What is (c)(¬r∨(p∧q))?5 Well,by (6)a, (c)(r) = (c)(r) = T, (c)(p) = (c)(p) = T, and (c)(q) = (c)(q) = F, Hence,by (6)b, (c)(¬r) = F, and by (6)c, (c)(p ∧ q) = F. So by (6)d, (c)(¬r ∨ (p ∧ q)) = F.This reasoning can be summarized by adding truth values to the subformulasappearing in the construction table for ¬r ∨ (p ∧ q). Read the following tablefrom the bottom up. Truth values are added in brackets after each subformula.
 (7) Construction table for ¬r ∨ (p∧ q), augmented by truth values due to (c):
 ¬r ∨ (p ∧ q) [F]
 (p ∧ q) [F]
 ¬r [F]
 r [T] p [T] q [F]
 From this example you see that Definition (6) does its work by climbing upconstruction tables. First it assigns truth values to the formulas (variables) atthe bottom row, then to the next-to-last row, and so forth up to the top.
 Here is another example. Consider truth-assignment (d) in Table (3), namely,the assignment of F to q and r, and T to p. What is (d)((p ∨ q) → p)? By (6)a,(d)(p) = (d)(p) = T, (d)(q) = (d)(q) = F. So by (6)d, (d)(p ∨ q) = T, and by (6)e,(d)((p ∨ q) → p) = T. The corresponding augmented construction table is:
 (8) Construction table for (p∨ q) → p, augmented by truth values due to (d):
 5If you’re confused by this question, it may help to parse the expression (c)(¬r ∨ (p ∧ q)).You know that c is a truth-assignment, hence, a function from variables to truth values. Itsextension (c) is a function from all of L to truth values. So (c)(¬r ∨ (p ∧ q)) is the application ofthis latter function to a specific formula. The result is a truth value. Therefore (c)(¬r ∨ (p∧ q))denotes a truth value, in other words, either T or F. The question we posed is: Which of T, F isdenoted by (c)(¬r ∨ (p ∧ q))?
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 (p ∨ q) → p [T](p ∨ q) [T]p [T] q [F] p [T]
 The foregoing examples illustrate the claim made above: Definition (6) ex-tends any truth-assignment α into a unique mapping α of each formula of Linto exactly one truth value.
 Look again at the augmented construction table (7). If you tug on the bottomit will zip up like a window shade into the following.
 (9)¬ r ∨ (p ∧ q)
 F T F T F F
 This condensed display summarizes the computation of (c)(¬r ∨ (p ∧ q) if youbuild it from small subformulas to big ones (“inside out”). You start with thevariables (no parentheses), and mark them with their truth values accordingto (c). Then proceed to the larger subformulas that can be built from the vari-ables, namely ¬p and (p∧ q). Once their principal connectives are marked withtruth values, you proceed to the next largest subformula, which happens to bethe whole formula ¬r∨ (p∧q). Its truth value [according to (c)] is written belowits principal connective, namely, the ∨. Similarly, Table (8) zips up into:
 (10)(p ∨ q) → p
 T T F T T
 If you’ve understood these ideas, you should be able to calculate the truthvalue of any formula according to the extension of any truth-assignment. Alittle practice won’t hurt.
 (11) EXERCISE: Calculate the truth values of the following formulas accord-ing to the (extensions of) truth-assignments (a), (b), (g), and (h) in Table(3).
 r ∧ (r → ¬(p ∧ q))(p→ (p→ p)) → p
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 ¬(q ∨ ¬(p ∨ q))(p ∨ q) ↔ (q ∧ ¬r)
 4.2.3 Further remarks and more notation.
 Recall that when L has n variables, there are 2n truth-assignments. How manyextended truth-assignments are there for n variables? That is, how many mem-bers are there in the set {α |α ∈ TrAs}? This is a trick question. Think for aminute.
 Of course, the answer is 2n again. Otherwise, extensions of truth-assign-ments wouldn’t be unique, and they are.
 Notice that α only cares about truth values. For example, if α(p) = α(r)
 and α(q) = α(s) then α(p ∧ q) = α(r ∧ s). Specifically, if α(p) = α(r) = T andα(q) = α(s) = F, then α(p ∧ q) = α(r ∧ s) = F, and similarly for the otherpossible combinations of truth values. We can put the matter this way: onlythe truth values of p, q contribute to computing α(p∧q). In this sense, the logicalconnectives are truth functional.
 The truth functionality of connectives can be expressed slightly differently.Suppose that truth-assignments α and β agree about the variables p and q,that is, α(p) = β(p) and α(q) = β(q). Then you can see from Definition (6)c thatα(p ∧ q) = β(p ∧ q). Again, only the truth values of p, q contribute to computingα(p ∧ q). By examining the other clauses of Definition (6) you’ll recognize thefollowing, more general points.
 (12) FACT: Let α and β be two truth-assignments.
 (a) Suppose that α and β agree about the variables u1 · · ·uk, that is,α(u1) = β(u1) · · ·α(uk) = β(uk). Suppose that variables appearing inϕ ∈ L are a subset of {u1 · · ·uk} (that is, no variable outside the listu1 · · ·uk occurs in ϕ). Then α and β agree about ϕ, that is, α(ϕ) =
 β(ϕ).
 (b) Suppose that α and β agree about the formulas ϕ, ψ, that is, α(ϕ) =
 β(ϕ) and α(ψ) = β(ψ). Then α and β agree about ¬ϕ, ϕ ∧ ψ, ϕ ∨ ψ,
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 ϕ→ ψ and ϕ↔ ψ. That is:
 i. α(¬ϕ) = β(¬ϕ).ii. α(ϕ ∧ ψ) = β(ϕ ∧ ψ).
 iii. α(ϕ ∨ ψ) = β(ϕ ∨ ψ).iv. α(ϕ→ ψ) = β(ϕ→ ψ).v. α(ϕ↔ ψ) = β(ϕ↔ ψ).
 The semantics of L have another neat property that’s worth mentioning.Consider how we use Definition (6) to augment the construction table for a for-mula ϕ. When deciding whether to assign T versus F to a nonatomic subformulaψ of ϕ, all that matters are the truth-values assigned to the principal subfor-mulas of ψ (or to the sole, principal subformula in case ψ is a negation).6 Noother subformula of ϕ gets involved. The point is illustrated by the followingaugmented construction table for ¬(¬r ∨ (p ∧ q)) according to (c).
 ¬(¬r ∨ (p ∧ q)) [T]¬r ∨ (p ∧ q) [F]
 (p ∧ q) [F]
 ¬r [F]
 r [T] p [T] q [F]
 We place F next to the subformula ¬r∨(p∧q) on the basis of the assignment of Fto its principal subformulas ¬r and (p∧q); there is no need to examine the truth-values of the subformulas of ¬r or (p ∧ q). More generally, for every nonatomicϕ ∈ L and every truth-assignment α, α(ϕ) depends on just the value(s) of αapplied to the principal subformula(s) of ϕ. The semantics of L are thereforesaid to be compositional, in addition to being truth functional.7
 We’ve gone to some trouble to distinguish a truth-assignment α from itsextension α. The former applies only to atomic formulas (variables) whereas
 6For “principal subformula,” see Definition (18) in Section 3.6.7The connectives of natural languages like English often violate truth functionality, as will
 be discussed in Section 8.4.4, below. In contrast, natural languages are widely believed to becompositional (see [63, Ch. 1]); but there are tantalizing counterexamples [47, p. 108].
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 the latter applies to all formulas. But let us now dump α overboard, and talkhenceforth only in terms of α. The following definition makes this possible.
 (13) DEFINITION: Let ϕ ∈ L and α ∈ TrAs be given.
 (a) We write α |= ϕ just in case α(ϕ) = T, and we write α 6|= ϕ just incase α(ϕ) = F.
 (b) If α |= ϕ then we say that α makes ϕ true or that α satisfies ϕ.
 (c) If α |= ϕ, we also say that ϕ is true according to α. We say that ϕ isfalse according to α if α 6|= ϕ.
 For example, consider again truth-assignment (d) in Table (3). We saw abovethat (d)((p ∨ q) → p) = T. Hence, by Definition (13), (d) |= (p ∨ q) → p. We cantherefore also say that (d) makes (p ∨ q) → p true, or that (p ∨ q) → p is trueaccording to (d).
 The new symbol |= is often called “double turnstile.” We’ll be seeing it often.Unfortunately, this same symbol is used in several different (although related)ways. To not become confused, you have to pay attention to what is on the leftand right sides of |= (this tells which use of the symbol is at issue). In Definition(13), we see a truth-assignment α to the left and a formula ϕ to the right. Sowe know that |= is being used in the sense (defined above) of satisfaction or“making true.”
 (14) EXERCISE: (advanced) Let us add a unary connective to L, denoting itby ?. The new connective is “unary” in the sense that it applies to singleformulas ϕ to make new formulas, ?ϕ. Thus, ? works like ¬, which isalso unary. The language that results from adding ? to L will be calledL(?). Its formulas are defined via Definition (8) of Section 3.3 outfittedwith the additional clause:
 Suppose that ϕ is a formula. Then so is ?ϕ.
 For example, ?r, ?¬q, and ¬(?q ∧ r) are formulas of L(?). The semanticsof L(?) are defined by adding the following clause to Definition (6).
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 Suppose that ϕ has the form ?ψ, and that α(χ) has already beendefined for every subformula χ of ψ. Then α(ϕ) = T if
 {χ ∈ L(?) |χ is a subformula of ψ and α(χ) = T}
 has an even number of members; otherwise, α(ϕ) = F.
 Show that L(?) is truth functional but not compositional. Then (if you’restill with us) devise a semantics for L that is compositional but not truthfunctional.
 4.2.4 Tables for the connectives
 There is an illuminating way to picture Definition (6). The last five clauses ofthe definition can each be associated with a table that exhibits the truth valueof ϕ as a function of the truth values of ϕ’s principal subformulas. Fact (12)bshows that in computing the truth value of a formula it is enough to considerthe truth values of its principal subformulas.
 Here is the table for negation.
 (15) TABLE FOR NEGATION:¬ψF TT F
 Do you see how the table works? The first line says that if a truth-assignmentmakes ψ true then it makes ¬ψ false, and vice versa for the second line.
 Here are the tables for conjunction and disjunction.
 (16) TABLE FOR CONJUNCTION:
 χ∧ψT T TT F FF F TF F F
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 (17) TABLE FOR DISJUNCTION:
 χ∨ψT T TT T FF T TF F F
 The second line of (16) says that if a truth-assignment satisfies χ but not ψ,then it makes χ ∧ ψ false. The second line of (17) says that in the same cir-cumstances the truth-assignment satisfies χ ∨ ψ. Here are the two remainingtables.
 (18) TABLE FOR CONDITIONALS:
 χ→ψT T TT F FF T TF T F
 (19) TABLE FOR BICONDITIONALS:
 χ↔ψT T TT F FF F TF T F
 Observe that Table (18) makes χ → ψ false only if χ is T and ψ is F. In thethree remaining cases, χ → ψ is T. [We have already pointed out this featureof Definition (6)e.] Also observe that Table (19) assigns T to χ ↔ ψ just in caseχ and ψ are assigned the same truth value. Tables (15) - (19) are called truthtables for their respective connectives.
 To proceed please recall our discussion of “partitions” in Section 2.8. Thetruth tables for the five connectives rely on partitions of the set TrAs of all truth-assignments. For example, given a particular choice of formula ψ, Table (15)partitions TrAs into two equivalence classes, namely, (i) the truth-assignmentsthat satisfy ψ, and (ii) the truth-assignments that don’t satisfy ψ. The tableexhibits the truth value of ¬ψ according to the truth-assignments in these twosets. Similarly, Table (16) partitions TrAs into four equivalence classes, namely,
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 (i) the truth-assignments that satisfy both χ and ψ, (ii) the truth-assignmentsthat satisfy χ but not ψ, (iii) the truth-assignments that satisfy ψ but not χ, and(iv) the truth-assignments that satisfy neither χ nor ψ. The truth value of χ∧ψaccording to each of these four kinds of truth-assignments is then exhibited.The other tables may be interpreted similarly.
 4.2.5 Truth tables for formulas
 Fact (12)a allows us to extend the idea of a truth table to arbitrary formulas.Take the formula p → (q ∧ p). We partition the truth-assignments accordingto what they say about just the variables p, q. The truth-assignments withina given equivalence class of the partition behave the same way on all of thesubformulas of p → (q ∧ p). So we can devote a single row of the table to eachequivalence class of the partition. The columns in a given row are filled withthe truth values of the subformulas of p→ (q∧p) according to the truth-assign-ment belonging to the row. This will be clearer with some examples. The tablefor p→ (q ∧ p) is as follows.
 (20)
 1 2 3 4 5p→ (q∧p )T T T T TT F F F TF T T F FF T F F F
 Table (20) is called a truth table for p → (q ∧ p). To explain it, we’ll use thenumbers that label the columns in the table. Columns 1 and 3 establish thepartition of truth-assignments into four possibilities, namely, those that makeboth p and q true, those that make p true but q false, etc. Column 5 agrees withcolumn 1 since both record the truth value of p according to the same truth-assignments (otherwise, one of the rows would represent truth-assignmentsthat say that p is both truth and false, and there are no such truth-assign-ments). Column 4 shows the respective truth values of the subformula q ∧ paccording to the four kinds of truth-assignments recorded in the four rows ofthe table. These truth values are computed using Table (16) on the basis of
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 columns 3 and 5. Column 2 shows the respective truth values of p → (q ∧ p).They are computed using Table (18) on the basis of columns 1 and 4. Sincecolumn 2 holds the principal connective of the formula, the truth value of p →(q∧p) appears in this column.8 Thus, we see that if a truth-assignment satisfiesboth p and q then it satisfies p → (q ∧ p) (this is the first line of the table). If itsatisfies p but not q then it makes the formula false (this is the second line ofthe table. If it fails to satisfy p but does satisfy q then the formula comes outtrue (third row), and if it satisfies neither p nor q then the formula also comesout true (fourth row). The order of the rows in Table (20) is not important. Ifwe switched the last and second-to-last rows, the table would provide the sameinformation as before.
 Here is another truth table, this time without the column numbers, whichare inessential.
 (21)
 (q∨p )∧¬pT T T F F TF T T F F TT T F T T FF F F F T F
 To build Table (21) you first fill in the columns under p and q, being carefulto capture all four possibilities and to be consistent about the two occurrencesof p. Then you determine the truth values of the subformulas of (q ∨ p) ∧ ¬pin the order determined by its construction table.9 Thus, you determine thetruth values of ¬p and place them under the principal connective of this sub-formula (namely, the tilde). Then you proceed to q ∨ p, placing truth valuesunder its principle connective, the ∨. In truth, you can perform the last twosteps in either order, since these two subformulas don’t share any occurrencesof variables. Finally, we arrive at the subformula (q ∨ p) ∧ ¬p itself. Its truthvalues are placed under the principal connective ∧, which tells us which kindsof truth-assignments satisfy the formula. The first row, for example, showsthat truth-assignments that satisfy both p and q fail to satisfy (q ∨ p) ∧ ¬p.
 8For “principal connective,” see Section 3.6.9For the construction table of a formula see Section 3.3.
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 Let’s do one more example, this time involving three variables hence eightkinds of truth-assignments.
 (22)
 (r∧q )↔ (p∨¬q )T T T T T T F TF F T F T T F TT F F F T T T FF F F F T T T FT T T F F F F TF F T T F F F TT F F F F T T FF F F F F T T F
 From the table’s second row we see that any truth-assignment that satisfies p,q, but not r fails to satisfy (r ∧ q) ↔ (p ∨ ¬q).
 To get the hang of truth tables, you must construct a few for yourself.
 (23) EXERCISE: Write truth tables for:
 (a) p
 (b) r ∧ ¬q
 (c) ¬(q ∨ p)
 (d) (r ∧ ¬q) → p
 (e) p→ (r → q)
 (f) (p→ r) → q
 (g) p ∧ ¬(q ↔ ¬p)
 (h) (r ∧ q) ↔ (r ∧ p)
 (i) (r ∧ r) ∨ r
 (j) (r ∧ ¬q) → q
 (k) (¬r ∧ q) → q
 (l) p ∧ (q ∨ (r ∧ s))
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 4.3 Meanings
 You sure know a lot about truth-assignments now! It’s time to get back tomeanings. In this section we’ll say what they are (according to SententialLogic), and discuss some of their properties. The next section explains whichmeanings are expressed by which formulas.
 4.3.1 Truth-assignments as possible worlds
 Are truth-assignments meanings? Not quite, but we’re only one step away.The step will make sense to you if you share with us a certain conception oftruth-assignments.
 First, recall that a sentential variable is a logical stand-in for a declarativesentence (say of English) with a determinate truth value. Any such sentencecan play this role, including such far-fetched choices as:
 (24) (a) The area of a square is the length of its side raised to the power 55.
 (b) Zero added to itself is zero.
 (c) Bob weighs more than Jack.
 (d) Jack weighs more than Bob.
 Allowing variables to represent sentences like (24) is compatible with all of thedefinitions and facts to be presented in the pages that follow. But they arenot well-suited for developing the intuitions that underlie much of our theory.More intuitive choices allow each sentence to be true, and allow each to be false.Thus, a nice selection for the sentence represented by a given variable wouldbe “Man walks on Mars before 2050” but not “Triangles have three sides.” Theformer might be true, and it might be false (we can’t tell right now), but thelatter can only be true.10 Intuitions may get messed up if you allow a sententialvariable to stand for a sentence that is necessarily true (or necessarily false), as
 10You have the perfect right to ask us how we know that four-sided triangles are impossible.Who said this is so? Maybe there is a four-sided triangle somewhere in Gary, Indiana. Inresponse to such interrogation, all we can (feebly) respond is that it seems to us that, somehow,
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 in (24)a,b. Intuitions can also get messed up if there are constraints on whichvariables can be true or false together, as in (24)c,d. Instead, the sentencesshould be logically independent of each other. For example, the three sentences
 p : The temperature falls below freezing in New York on Labor Day 2010.q : The temperature falls below freezing in Chicago on Labor Day 2010.r : The temperature falls below freezing in Minneapolis on Labor Day 2010.
 are logically independent; they can be true or false in any combination.
 When we are explaining things intuitively, it will henceforth be assumedthat you’ve chosen interpretations of variables that are logically independent.This will spare us from contemplating (bizarre) truth assignments that assignT to both (24)c,d, or F to (24)b. But formally speaking, you’re on your own.Variables can represent any declarative sentences that make you happy. (Wewill avert our gaze.)
 If logical independence holds, then the variables stand for sentences thatcan be true or false in any combination. Each such combination is a “way theworld could be” (as they say in famous parlance). It is a possible state of reality(in another idiom). For example, in one possible state of reality p is true, q isfalse, and r is false. If the variables are as above then in this possible stateof reality New York freezes on Labor Day 2010 but Chicago and Minneapolisescape the cold weather. In another possible world, all three variables are true.In brief, each combination of truth values for the variables is a possible world.Now notice that truth-assignments are nothing but combinations of truth val-ues for the variables. For example, the combination in which p is true, and q, rare false is truth-assignment (d) in Table (3). Each truth-assignment can thusbe conceived as a possible world. Since there are eight truth-assignments overthree variables, there are eight possible worlds involving three variables.
 It would be more accurate to qualify a truth-assignment as “a possible world
 the meaning of the word “triangle” makes four-sidedness an impossibility. We’re just trustingyou to see things the same way. Anyway, we’ll never get on with our business if we try to sortout the issue of geometrical certainty in this book. For that, you’ll do better reading Soames[92].
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 insofar as worlds can be described using the variables of L.” For, there is boundto be more to a potential reality than can be expressed using a measly n senten-tial variables. But from our vantage inside L, all that can be seen is a world’simpact on the sentential variables. So, we identify a world with the particulartruth-assignment that it gives rise to.
 One of the eight truth-assignments is the true one, of course. By the truetruth-assignment, we mean the one whose truth values correspond to reality— the world as it (really) is. For the meteorological variables in our example,the (real) world assigns true to p if New York is freezing on Labor Day in 2010and false otherwise, and likewise for q and r. We don’t know at present whichof the eight truth-assignments is the true one, but that doesn’t matter to ourpoint about truth. We claim that one (and only one) of the truth-assignmentsis true, whether or not we know which one has this virtue.
 And we’re saying that one of the truth-assignments is true right now, notthat it will become true on Labor Day in 2010. This idea might be hard toswallow. It is tempting to think that the choice of true truth-assignment is leftin abeyance until the weather sorts itself out on the fateful day. But this is notthe way we wish to look at the matter. Our point of view will rather be that thefuture is already a fact, just unknown to us. Variables bearing on the futurethus have an (unknown) truth value. Hence, one of the truth-assignments isthe true one.
 If our variables involved past or present events (e.g., whether Julius Caesarever visited Sicily) then the idea that exactly one of the truth-assignments istrue would be easier to accept. We extend the same idea to future events inorder to render our interpretation of Sentential Logic as general as possible —almost any determinate declarative sentences can interpret the variables. Letus admit to you, however, that our breezy talk of “the true truth-assignment”among the set of potential ones is not to everyone’s liking. But it is the waywe’ll proceed in this book.
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 4.3.2 Meaning as a set of truth-assignments
 Since truth-assignments can be conceived as possible worlds, a set of truth-assignments can be conceived as a set of possible worlds; it is a set of ways theworld might be. If you could somehow declare this set, you would be declaring“these are the ways the world might be.” For example, if you declared theset consisting of truth-assignments (a), (b), (c), (d) from Table (3), you would beasserting that the facts bear out one of these four truth-assignments. Nownotice that p is true in each of (a), (b), (c), (d), and in no other truth-assign-ment.11 Thus, declaring {(a), (b), (c), (d)} amounts to declaring that p is true!As we said above, by p being true, we mean true in the actual world, as itreally is. Thus, if you assert {(a), (b), (c), (d)}, you are asserting that p is truein this sense. The latter set is therefore an appropriate interpretation of the“meaning” of the formula p. (What else could you have meant by assertingp, other than that p is true?) In contrast, each of the four combinations oftruth and falsity for q and r are realized by one of (a), (b), (c), (d). Therefore, in“declaring” {(a), (b), (c), (d)}, nothing follows about q and r. Both might be true[as in (a)], both could be false [as in (d)], or just one could be true [as in (b), (c)].Declaring {(a), (b), (c), (d)} does not amount to declaring q, nor to declaring r.
 We shall now proceed to generalize the foregoing idea by taking meanings tobe arbitrary sets of truth-assignments. In the following definition, rememberthat the number of sentential variables in L has been fixed at n.
 (25) DEFINITION:
 (a) Reminder [from Definition (5)]: The set of all truth-assignments isdenoted TrAs.
 (b) Any subset of TrAs is a meaning.
 (c) The set of all meanings is denoted Meanings.
 It follows from the definition that Meanings is a set of sets (analogously to theset {{2, 4}, {4, 3}, {9, 2}} of sets of numbers). To illustrate, suppose (as usual)
 11You’re unlikely to simply remember this fact. So you really ought to go back to the tableand look.
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 that there are three variables. Then the set
 M = {(a), (b), (c), (e), (f), (g)}
 is one member of Meanings, just as {(a), (b), (c), (d)} (mentioned above) is an-other member. Which truth-assignments are missing from M above? Just thetwo truth-assignments that make both q and r false are missing. The set Mthus expresses the assertion that at least one of q, r is true. We’ll see thatwithin Sentential Logic this meaning is expressed by the formula q ∨ r.
 How many meanings are there? Well, how may truth-assignments arethere? There are 2n truth-assignments [see Fact (4)]. Each truth-assignmentmay appear or fail to appear in an arbitrary meaning. To compose a meaningtherefore requires 2n binary choices. Since these choices are independent ofeach other, all 2n of them give rise to 22n combinations, hence 22n meanings. Letus record this fact.
 (26) FACT: If n is the number of sentential variables in L then there are 22n
 meanings. That is, Meanings has 22n members.
 Thus, with 3 variables there are 223= 28 = 256 meanings. As the number of
 variables goes up, the number of meanings grows quickly. With just 4 variables,Meanings has 65, 536 members. With 5 variables, there are more than 4 billionmeanings. With 10 variables, Meanings is astronomical in size. (Applicationsof Sentential Logic to industrial settings often involve hundreds of variables;see [30, 42].)
 4.3.3 Varieties of meaning
 Now you know what meanings are in Sentential Logic. And you were alreadyacquainted with the set of formulas (from Chapter 3). So we’re ready to facethe pivotal question: Which meaning is expressed by a given formula of L? Wedefer this discussion for one more moment. There are still some observationsto make about meanings themselves.
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 One subset of TrAs is TrAs itself. Hence, TrAs ∈ Meanings. But what onearth does TrAs mean? It seems to represent no more than the idea that sometruth-assignment gives the truth values of the sentential variables in the realworld. We already knew that one of the truth-assignments accomplishes thisfeat; after all, that’s how we set things up (by limiting attention to sententialvariables that were either true or false and not both). So TrAs seems to bevacuous as a meaning. Since it doesn’t eliminate any possibilities, it doesn’tprovide any information. Let us not shrink from this conclusion. TrAs is indeedthe vacuous meaning, providing no information. We’ll have great use for thisspecial case. For example, it will be assigned as meaning to the formulas p→ p
 and q ∨ ¬q, among others.
 Let’s use the symbol Reality to denote the one truth-assignment whose truthvalues are given by reality (by the “real” world). This notation allows us todefine when a given meaning M is true. Since M is the idea that the worldconforms to one of its members, M is true just in case Reality belongs to it.Again: M ∈ Meanings is true if and only if Reality ∈ M . For example, ifM = {(a), (b), (c), (d)} [relying again on Table (3)], then M is true if Reality ∈M ,that is, if Reality is one of (a), (b), (c), (d).
 Please think again about our vacuous meaning TrAs. Is it the case thatReality ∈ TrAs? Sure. TrAs holds all the truth-assignments, so it must holdReality, the truth-assignment made true in the real world. But to reach thisconclusion, we don’t need to know the slightest thing about Reality. We don’tneed to know what sentences the variables represent, nor whether any partic-ular one of them is true or false. In this sense, the meaning TrAs is guaranteedto be true. That’s what makes it vacuous. If you assert something that is guar-anteed to be true, no matter what the facts are, then you haven’t made anysubstantive claim at all.
 The other limiting case of a meaning is the empty set, ∅, the set with nomembers. [It counts as a genuine subset of TrAs; see Fact (13) in Section 2.6.]Can you figure out what ∅ means? Don’t say that it means nothing. Since∅ ⊆ TrAs, ∅ ∈ Meanings. Our question is: which meaning does ∅ express?
 Roughly, ∅ is the idea that the actual world is not among the possibilities,in other words, that what’s true is impossible. This is evidently false, which
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 accords with the fact that Reality 6∈ ∅ (since nothing is a member of ∅). Again,we need know nothing about Reality to reach the conclusion that it is not amember of ∅. So, just as TrAs is guaranteed to be true, ∅ is guaranteed to befalse. We’ll need this strange case when we get around to assigning meaningsto formulas like p ∧ ¬p and r ↔ ¬r.
 In between TrAs and ∅ lie the meanings that are neither trivially true nortrivially false. Such meanings are called contingent.12 Whether a contingentmeaning is true or false depends on what Reality is like. If Reality makes p, qand r all true then the contingent meaning {(a), (b)} is true; if Reality falsifiesp then this meaning is false.
 Now take two contingent meanings M1 and M2, and suppose that M1 ⊂M2.13 Then M1 makes a stronger claim than M2 since M1 situates the (real)world in a narrower class of possibilities than does M2. We illustrate againwith Table (3). The meaning {(b), (c)} is the idea that Reality ∈ {(b), (c)}, inother words, that reality conforms to one of (b), (c). This meaning has more con-tent than the idea {(b), (c), (e)}, which says that Reality ∈ {(b), (c), (e)}, in otherwords, that reality conforms to one of (b), (c), (e). Among the nonempty mean-ings, you can see the strongest consist of just one truth-assignment, like themeaning {(d)}. Such a meaning pins the world down to a single truth-assign-ment. It specifies that p has truth value so-and-so, q has truth value thus-and-such, and so forth for all the variables. At the opposite side of the spectrum,the “weakest” nontrivial meaning is missing just a single truth-assignment. Anexample using Table (3) is {(b), (c), (d), (e), (f), (g), (h)}. This meaning excludesonly the possibility that all three sentential variables are true.
 Not every pair of meanings can be compared in strength. Neither {(b), (c)}nor {(c), (d), (e)} is a subset of the other so neither is stronger in the sensewe have been discussing. Of course, they might be comparable in some othersense of “strength.” Perhaps truth-assignment (b) is more surprising than anyof (c), (d), (e). That might suffice for {(b), (c)} to be considered a stronger claimthan {(c), (d), (e)}. In Chapter 9 we’ll develop an apparatus to clarify this idea.
 12Merriam-Webster offers the following definition of “contingent:” dependent on or condi-tioned by something else. The “something else” at work in the present context is Reality.
 13To remind you, this notation means that M1 is a proper subset of M2. See Section 2.2.
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 For the moment, we’ll rest content with the subset-criterion of strength, eventhough it does not allow us to compare every pair of meanings. According tothis criterion, the contradictory meaning ∅ is the strongest since for every othermeaning M , ∅ ⊂ M . Likewise, the vacuous meaning TrAs is weakest since forall other meanings M , M ⊆ TrAs.
 (27) EXERCISE: Suppose that there are three variables, and let the eighttruth-assignments be as shown in Table (3). Indicate some pairs ofmeanings in the following list that are comparable in content, and saywhich member of each such pair is stronger.
 (a) {(b), (c)}
 (b) {(a), (c)}
 (c) {(b), (c), (h)}
 (d) {(a), (c), (f), (h)}
 (e) {(a), (b), (c), (d), (e), (f), (g), (h)}
 (f) {(a), (c), (d), (e), (f), (g), (h)}
 (g) ∅
 (h) {(c), (d), (e), (f), (g), (h)}
 (i) {(c)}
 (j) {(b)}
 4.4 Meanings of formulas
 Prepare yourself. The time has come to attach meanings to formulas. Specifi-cally, for every formula ϕ ∈ L, we now define its meaning. As discussed above,the meaning of ϕ will be a set of truth-assignments. To denote the latter set,we use the notation [ϕ].
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 4.4.1 The key definition
 What meaning should be assigned to the sentential variable p? That is, whatshould we take as [p]? This case was discussed in Section 4.3.2, above. If n = 3,then {(a), (b), (c), (d)} holds all and only the truth-assignments in which p istrue. This set embodies the idea that p is true, hence the set constitutes itsmeaning. Generalizing, we see that it makes sense to assign as meaning to asentential variable vi the set of all truth-assignments in which vi is true. Thatis, [vi] = {a ∈ TrAs | a(vi) = T}.14 So now you know what meaning is attached toatomic formulas (that is, to sentential variables). But what about nonatomicformulas? What meaning do they get? We think you’ve guessed the answeralready. It is given in the following definition.
 (28) DEFINITION: Let formula ϕ ∈ L be given. Define:
 [ϕ] = {α ∈ TrAs |α |= ϕ}.
 We call [ϕ] the meaning of ϕ.
 Thus, the meaning of ϕ is the set of truth-assignments that satisfy it. Definition(28) just extends our understanding of the meaning of atomic formulas to allformulas, relying for this purpose on Definitions (6) and (13).
 To illustrate, suppose again that L has just three variables, and considerthe formula p → (q ∧ p) From its truth table (20) and Table (3), we see thatp→ (q ∧ p) is satisfied by truth-assignments (a), (b), (e), (f), (g), (h). Hence,
 [p→ (q ∧ p)] = {(a), (b), (e), (f), (g), (h)}.
 Consider now formula (q ∨ p) ∧ ¬p. From its truth table (21), we see that just(e), (f) satisfy it. Hence,
 [(q ∨ p) ∧ ¬p] = {(e), (f)}.14The last equation may be read as follows. The meaning of the sentential variable vi is the
 set of truth assignments that map vi to the truth value T.
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 Finally, consider (r ∧ q) ↔ (p ∨ ¬q). Its truth table (22) shows that:
 [(r ∧ q) ↔ (p ∨ ¬q)] = {(a), (f)}.
 Let us follow up a remark made in Section 4.3.3, above. Recall that the setof all meanings is denoted by Meanings. Each member of Meanings is a subsetof TrAs, the set of all truth-assignments. We noted earlier that M ∈ Meaningsis true if and only if Reality ∈ M , where Reality is the truth-assignment thatcorresponds to the facts. The same observation extends to formulas. Given aformula ϕ, [ϕ] is a subset of TrAs. So, we say that a formula is true just in caseReality ∈ [ϕ]. By Definition (28), Reality ∈ [ϕ] holds just in case Reality |= ϕ. Inwords, a formula is true just in case its meaning includes reality, that is, justin case reality makes it true. Doesn’t this make perfect sense?
 (29) EXERCISE: Suppose that there are three variables, and let the eighttruth-assignments be as shown in Table (3). Compute the meanings ofthe following formulas. (That is, write down the truth-assignments thatfall into each meaning. Use the notation [ϕ].)
 (a) q
 (b) ¬q ∧ p
 (c) ¬q → r
 (d) r ∧ (q ∨ r)
 (e) r → (p ∨ r)
 (f) r ↔ (p ∧ q)
 (g) q ∧ (q → ¬q)
 4.4.2 Meanings and set operations
 The examples of Section 4.4.1 show that one way to compute the meaning ofa nonatomic formula is via its truth table. The members of [ϕ] are the truth-assignments that yield T under the principal connective in the truth table for ϕ.You might think of this as the “bottom up” approach to calculating [ϕ]. There
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 is also a “top down” perspective that is worth understanding. It is embodied inthe following fact.
 (30) FACT: Let nonatomic formula ϕ ∈ L be given.15
 (a) Suppose that ϕ is the negation ¬ψ. Then [ϕ] = TrAs− [ψ].
 (b) Suppose that ϕ is the conjunction χ ∧ ψ. Then [ϕ] = [χ] ∩ [ψ].
 (c) Suppose that ϕ is the disjunction χ ∨ ψ. Then [ϕ] = [χ] ∪ [ψ].
 (d) Suppose that ϕ is the conditional χ→ ψ. Then [ϕ] = (TrAs− [χ])∪ [ψ].
 (e) Suppose that ϕ is the biconditional χ ↔ ψ. Then [ϕ] = ([χ] ∩ [ψ]) ∪((TrAs− [χ]) ∩ (TrAs− [ψ])).
 We can summarize the fact as follows.
 (31) [¬ψ] = TrAs− [ψ]
 [χ ∧ ψ] = [χ] ∩ [ψ].
 [χ ∨ ψ] = [χ] ∪ [ψ].
 [χ→ ψ] = (TrAs− [χ]) ∪ [ψ].
 [χ↔ ψ] = ([χ] ∩ [ψ]) ∪ ((TrAs− [χ] ∩ (TrAs− [ψ])).
 The five clauses of Fact (30) follow directly from Definitions (28) and (6). Con-sider (30)b, for example. A given truth-assignment α belongs to [χ ∧ ψ] just incase α |= χ ∧ ψ [this is what Definition (28) says]. And according to Definition(6)c, α |= χ∧ψ just in case α |= χ and α |= ψ. By Definition (28) again, α |= χ andα |= ψ if and only if α ∈ [χ] and α ∈ [ψ], which is true if and only if α ∈ [χ] ∩ [ψ].So we’ve shown that α ∈ [χ ∧ ψ] if and only if α ∈ [χ] ∩ [ψ]. This proves (30)b.The other clauses are demonstrated similarly.
 15Reminder: TrAs − [ψ] is the set of truth-assignments that do not belong to [ψ]. See Section2.3. [χ] ∩ [ψ] is the set of truth-assignments that belong to both [χ] and [ψ]. See Section 2.4.[χ] ∪ [ψ] is the set of truth-assignments that belongs to either or both [χ] and [ψ]. See Section2.5.
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 Let’s use (30)a to compute [¬r]. From Table (3):
 [r] = {(a), (c), (e), (g)}.
 According to (30)a, [¬r] is the complement of TrAs. Hence:
 [¬r] = {(b), (d), (f), (h)}.
 Isn’t this outcome reasonable assuming that ¬ corresponds (roughly) to “not”in English? The set {(b), (d), (f), (h)} contains exactly the truth-assignments inwhich r is false. More generally, for an arbitrary formula ψ, the complement of[ψ] (relative to TrAs) contains exactly the truth-assignments in which ψ is false.This is the sense in which ¬ translates English negation, notably, “not.”
 Next, let’s compute [p ∧ q]. Table (3) informs us that [p] = {(a), (b), (c), (d)}and [q] = {(a), (b), (e), (f)}. According to (30)b, [p ∧ q] is the intersection of thelatter sets, hence [p ∧ q] = {(a), (b), (c), (d)}∩{(a), (b), (e), (f)} = {(a), (b)}. Again,this outcome is reasonable assuming that the wedge corresponds (roughly) to“and” in English. (See Section 3.7.) The set {(a), (b)} contains exactly the truth-assignments in which both p and q are true. More generally, for arbitrary for-mulas χ, ψ, the intersection of [χ] with [ψ] contains exactly the truth-assign-ments in which both χ and ψ are true. This is the sense in which ∧ translatesEnglish conjunction “and.”
 For a more complicated illustration, let us compute [¬r ∨ (p ∧ q)] accordingto Fact (30). The examples just reviewed show that [¬r] = {(b), (d), (f), (h)} and[p ∧ q] = {(a), (b)}. According to (30)c, [¬r ∨ (p ∧ q)] is the union of the lattersets, hence [¬r ∨ (p ∧ q)] = {(b), (d), (f), (h)} ∪ {(a), (b)} = {(a), (b), (d), (f), (h)}.If you look through the truth-assignments listed in Table (3), you’ll see thateach member of {(a), (b), (d), (f), (h)} either makes r false or makes both p, q
 true, or does both of these things. None of the other truth-assignments havethis property. So, {(a), (b), (d), (f), (h)} is the appropriate meaning for the ideathat either ¬r or p ∧ q is true (or both). More generally, for arbitrary formulasχ, ψ, the union of [χ] with [ψ] contains exactly the truth-assignments in whicheither or both χ of ψ are true. This is the sense in which ∨ translates Englishdisjunction “or.”
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 Of course, in all these cases we obtain the same meaning using set opera-tions as we do using a truth table. This is guaranteed by Fact (30).
 The meaning assigned to conditionals is not as intuitive as the other con-nectives. Consider the meaning assigned to p→ q by (30)d. We know that [p] =
 {(a), (b), (c), (d)} and [q] = {(a), (b), (e), (f)}. Hence, TrAs− [p] = {(e), (f), (g), (h)}.Clause (30)d thus dictates that [p→ q] = {(e), (f), (g), (h)} ∪ {(a), (b), (e), (f)} =
 {(a), (b), (e), (f), (g), (h)}. The latter set includes all truth-assignments except(c) and (d). What do you notice about these two truth-assignments? [Hint:To answer this question, you need to look at Table (3)!] Yes, (c) and (d) havethe particularity of declaring p to be true and q to be false. These are the onlytruth-assignments missing from [p→ q]. So, [p→ q] seems to embody the ideathat reality can be anything that doesn’t make p true and q false. More gener-ally, [ϕ→ ψ] holds every truth-assignment except for those that satisfy ϕ butnot ψ. We already commented on this feature of conditionals in Section 4.2.2.
 It is left to you to compare the “bottom up” and “top down” approaches tothe meaning of biconditionals.
 (32) EXERCISE: Suppose L contains just three variables, and let the truth-assignments be listed as in (3). Use set operations to calculate the mean-ings of the following formulas. Proceed step by step, as we did to illus-trate Fact (30).
 (a) q ∨ ¬r(b) (p ∨ ¬r) ∧ q(c) p→ (q ∨ ¬r)(d) p↔ (q ∨ ¬r)(e) p↔ (q ∨ ¬p)(f) p→ (p ∨ ¬r)
 4.4.3 Long conjunctions and long disjunctions
 In Section 3.8 we noted that it is often convenient to abbreviate formulas like((p ∧ q) ∧ r) to just p ∧ q ∧ r. Similarly, we like to write ((p→ q) ∧ q) ∧ (r ∨ q) as
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 (p→ q)∧ q ∧ (r∨ q), just as we like to write (p→ q)∨ q ∨ (r∨ q) in place of either((p→ q) ∨ q) ∨ (r ∨ q) or (p→ q) ∨ (q ∨ (r ∨ q)).
 What allows us to drop parentheses in these cases is the identical meaningsof the formulas ϕ∧ (ψ ∧ χ) and (ϕ∧ψ)∧ χ — and likewise for disjunctions. Thematter is expressed the following fact, whose truth should be clear to you bynow.
 (33) FACT: Let formulas ϕ, ψ, χ be given. Then:
 (a) [(ϕ ∧ ψ) ∧ χ] =[ϕ ∧ (ψ ∧ χ)].
 (b) [(ϕ ∨ ψ) ∨ χ] =[ϕ ∨ (ψ ∨ χ)].
 Similar equalities hold for more than three formulas.
 4.5 A look forward
 Now you know what meanings are in Sentential Logic, and which formulas ex-press which of them. So in addition to Spanish or French (or whatever else youspeak), you have become fluent in L. This is quite an achievement. Congrat-ulations! But there is more work ahead as we attempt to put L to use. Recallfrom Section 1.1 that logic is meant to be an aid to thought, protecting us frommissteps leading to fallacy. To serve this purpose, L must be brought to bearon reasoning, and an attempt made to distinguish secure patterns of inferencefrom less secure. The next chapter initiates precisely this task. It introducesthe idea of a “valid” argument as the formal counterpart of a secure inference.It also identifies some formulas as “logical truths,” which means that theirtruths are secure without introducing any assumptions at all. Doesn’t thissound interesting?
 Take a short break. We’ll see you in Chapter 5.
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 Now you know what meanings are in Sentential Logic, right? (If not, you’llhave to go back and plow through Chapter 4 once again.) In the present chap-ter we reap the harvest of our hard work. Through the idea of “the meaningof a formula” we shall explain fundamental ideas of Logic including validity,tautology, and contradiction. You’ll see that the three ideas are closely relatedto each other. Let’s start with validity.
 5.1 Validity
 5.1.1 Arguments
 The word “argument” in English connotes disputation but logicians drain theterm of its bellicose overtones. Just the list of statements offered by a givenside in the debate is taken into account. Formally, we proceed as follows.
 (1) DEFINITION: By an argument (of L) is meant a nonempty, finite listϕ1 . . . ϕk, ψ of formulas. The last formula on the list, ψ, is called theargument’s conclusion. The remaining formulas, ϕ1 . . . ϕk, are called theargument’s premises.
 To demarcate the conclusion from the premises, we often replace the last commawith a slash. Thus, p→ q,¬(p ∨ r) / ¬q is an argument with conclusion ¬q andpremises p→ q and ¬(p ∨ r). When we consider arguments in English (insteadof L), it will be convenient to write them as vertical lists with the conclusionseparated from the premises by a horizontal line. You saw examples in Section1.4. We observe for future reference that in Definition (1), k might be zero. Inother words, an argument might have no premises at all (but it always has aconclusion).
 This brings us to a fundamental question for Logic. Which arguments rep-resent good reasoning, and which represent bad?
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 5.1.2 Validity as inclusion
 Sentential Logic makes a sharp distinction between good and bad arguments.(Good arguments will be called “valid.”) In Logic, an argument is good just incase its premises force its conclusion to be true. You may wonder how such com-pulsion between premises and conclusion could arise. The following notationwill help us understand the matter.
 (2) DEFINITION: Given a set Γ of formulas, we denote by [Γ] the collectionof truth-assignments that satisfy every member of Γ.1 In other words, ifΓ = {ϕ1 . . . ϕk}, then
 [Γ] = {α ∈ TrAs |α |= ϕ1 and . . . and α |= ϕk}.
 In the definition, the expression {α ∈ TrAs |α |= ϕ1 and . . . and α |= ϕk} rep-resents the set of all truth-assignments α having the property that α satisfieseach of ϕ1 through ϕk. For an example, suppose again that L has three vari-ables, and consider the eight truth-assignments named in Table (3) of Section4.2.1, repeated here for convenience.
 (3)
 p q r
 (a) T T T(b) T T F(c) T F T(d) T F F(e) F T T(f) F T F(g) F F T(h) F F F
 Then [p, r] = {(a), (c)} and [q → r,¬r] = {(d), (h)}. Given the way conjunctionis interpreted in Sentential Logic [see (6)c of Section 4.2.2], the following factshould be transparent.
 1The Greek letter Γ is pronounced: “(capital) gamma”.
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 (4) FACT: Let Γ = {ϕ1 . . . ϕk} be a set of formulas. Then [Γ] = [ϕ1 ∧ . . . ∧ ϕk].
 For example [p, q → r,¬r] = [p ∧ (q → r) ∧ ¬r] = {(d)}.
 The point about [Γ] is that it is a meaning, embodying the assertion of allthe members of Γ. Note the use of the brackets in [Γ], which were introduced inDefinition (28) of Section 4.4.1 to denote the meaning of formulas. Definition(2) above simply extends this notation to sets of formulas.
 If you assert all of ϕ1 . . . ϕk then you are claiming that Reality satisfieseach of the ϕi, hence that it satisfies their conjunction, hence that it falls in[ϕ1 . . . ϕk].2 For example, if you assert both q → r, and ¬r, then you are claimingthat Reality is one of {(d), (h)}. If you assert all of p, q → r, ¬r then you claimthat Reality is the truth-assignment (d).
 Now consider an argument ϕ1 . . . ϕk/ψ. Suppose that [ϕ1 . . . ϕk] is a subset of[ψ]. That is, suppose that every truth-assignment satisfying all of the premisesalso satisfies ψ. Then if the premises are true, the conclusion must be trueas well. For, the truth of the premises amounts to the claim that Reality is amember of [ϕ1 . . . ϕk]; and since [ψ] includes [ϕ1 . . . ϕk], Reality must also be amember of [ψ]. But as we observed in Section 4.4.1, to say that Reality belongsto [ψ] is just to say that ψ is true. The upshot is that if [ϕ1 . . . ϕk] ⊆ [ψ] then thetruth of ϕ1 . . . ϕk guarantees the truth of ψ. We are led by this reasoning to thefollowing definition.
 (5) DEFINITION: Let argument ϕ1 . . . ϕk/ψ be given.
 (a) ϕ1 . . . ϕk/ψ is valid just in case [ϕ1 . . . ϕk] ⊆ [ψ]. Otherwise, it isinvalid.
 (b) If ϕ1 . . . ϕk/ψ is valid we write {ϕ1 . . . ϕk} |= ψ. If it is invalid wewrite {ϕ1 . . . ϕk} 6|= ψ.
 (c) If {ϕ1 . . . ϕk} |= ψ then we also say that:
 i. {ϕ1 . . . ϕk} implies ψ,2Reminder: Reality denotes the truth-assignment that maps each variable to the truth value
 it enjoys in the real world. See Section 4.3.1. By the way, the formula ϕi is a standard way ofdenoting an arbitrary member of ϕ1 . . . ϕk.
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 ii. ψ follows (logically) from {ϕ1 . . . ϕk}, andiii. ψ is a (logical) consequence of {ϕ1 . . . ϕk}.
 For example, [p ∧ q] = {(a), (b)} whereas [q] = {(a), (b), (e), (f)}. Hence [p ∧ q] ⊆[q], so p ∧ q/q is a valid argument. Equivalently, we say that {p ∧ q} impliesq and write {p ∧ q} |= q. To reduce clutter, we often drop the brackets onthe left side of |=. Thus, the validity of p ∧ q/q may be written as p ∧ q |= q,and we say that p ∧ q implies q. For another example, consider the argument(p ∨ q) ↔ r, q/r. You can compute that [(p ∨ q) ↔ r] = {(a), (c), (e), (h)} and [q] =
 {(a), (b), (e), (f)}, so [(p ∨ q) ↔ r, q] = {(a), (e)}. Moreover, [r] = {(a), (c), (e), (g)}Hence, [(p ∨ q) ↔ r, q] ⊆ [r], so (p ∨ q) ↔ r, q/r is valid and we write (p ∨ q) ↔r, q |= r. That is, (p ∨ q) ↔ r, q implies r. On the other hand, [(p ∧ q) ↔ r] =
 {(a), (d), (f), (h)} so [(p ∧ q) ↔ r, q] = {(a), (f)}. Thus [(p ∧ q) ↔ r, q] 6⊆ [r], so(p∧q) ↔ r, q/r is invalid and we write (p∧q) ↔ r, q 6|= r, and say that (p∧q) ↔ r, q
 does not imply r.
 To affirm that a whole class of arguments is valid, we sometimes revert toGreek. Thus, we write ϕ ∧ ψ |= ϕ to affirm:
 p ∧ q |= p, (r ∨ t) ∧ (p→ q) |= (r ∨ t), ¬(r → q) ∧ q |= ¬(r → q),
 and so forth. Using such notation allows us to state two familiar principlesof reasoning, along with their Latin names. (They will figure in the develop-ments of Chapter 10). The first is illustrated in English by the inference: IfWindows is defective then Microsoft will ultimately go broke. Windows is de-fective. Therefore Microsoft will ultimately go broke. The second is illustratedby: If Windows is defective then Microsoft will ultimately go broke. Microsoftwill never go broke. Therefore, Windows is not defective.
 (6) FACT:
 (a) MODUS PONENS: {ϕ→ ψ, ϕ} |= ψ
 (b) MODUS TOLLENS: {ϕ→ ψ,¬ψ} |= ¬ϕ
 We prove the fact. Regarding Modus Ponens, consider a truth-assignment αthat makes the conclusion false. We’ll show that α makes at least one premise
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 false. Either α makes ϕ true or it makes ϕ false. If it makes ϕ false thenit makes the second premise false; if it makes ϕ true then it makes the firstpremise false (because by hypothesis α makes ψ false). Consequently, thereis no truth-assignment that makes the conclusion false and the premises bothtrue. In other words, every truth-assignment that makes both premises truealso makes the conclusion true. So, by Definition (5), the premises imply theconclusion.
 Modus Tollens is established similarly. Consider a truth-assignment α thatmakes the conclusion false. Then α makes ϕ true. We’ll show that α makes atleast one premise false. Either α makes ψ true or it makes ψ false. If it makesψ true then it makes the second premise false; if it makes ψ false then it makesthe first premise false (because by hypothesis α makes ϕ true). Consequently,there is no truth-assignment that makes the conclusion false and the premisesboth true. Definition (5) may thus be invoked, as before.
 Did you notice that Definition (5) entrusts |= with a second mission? Defi-nition (13) of Section 4.2.2 has |= relating truth-assignments to formulas. Forexample, we write (a) |= p ∨ ¬q to denote the fact that p ∨ ¬q is true in thetruth-assignment (a). Starting with Definition (5), we also use |= to relate setsof formulas to another formula. For example, we write {p ∧ q} |= q (or moresuccinctly, p ∧ q |= q) to signify that [p ∧ q] ⊆ [q]. Yes, doubling up the use of|= invites confusion. But there is nothing to be done about it; generations oflogicians write |= in both senses. Just remember that when we write α |= ϕ,we’re talking about the satisfaction relation between a truth-assignment anda formula. When we write {ϕi . . . ϕk} |= ψ, we’re talking about a relation ofinclusion between the meaning of ϕi ∧ . . .∧ϕk and the meaning of ψ. The thingto the left of |= tells you which interpretation of |= is at issue.
 Please be careful about the status of |=. It is not a symbol of L. (L wasentirely specified in Chapter 3, where |= is not mentioned.) Rather, |= is just anextension of English that allows us to concisely express facts about satisfactionand validity. So you must not write, for example, r → ((p∧q) |= r) in an attemptto say something like “if r then p-and-q implies r.” The forbidden sequence ofeleven symbols is a monstrosity, neither a formula of L nor a claim about suchformulas.

Page 89
                        

5.1. VALIDITY 83
 It follows from Definition (5) that to show an argument ϕ1 . . . ϕk/ψ to beinvalid, you must show that [ϕ1 . . . ϕk] 6⊆ [ψ]. This is achieved by producinga truth-assignment α such that α ∈ [ϕ1 . . . ϕk] and α 6∈ [ψ]. For example, todemonstrate that p 6|= p → q, you can exhibit truth-assignment (c) of Table (3)inasmuch as (c) |= p and (c) 6|= p → q, hence (c) ∈ [p] and (c) 6∈ [p→ q]. A truth-assignment like (c) is called “invalidating” for the argument p/p→ q. Officially:
 (7) DEFINITION: A truth-assignment α is invalidating for an argumentϕ1 . . . ϕk / ψ just in case α ∈ [ϕ1 . . . ϕk] and α 6∈ [ψ]. Equivalently, α isinvalidating just in case α |= ϕ1, . . . , α |= ϕk and α 6|= ψ.
 To illustrate the definition again, consider the argument q∨r / q → ¬r. A checkof Table (3) shows that (e) makes q∨ r true but q → ¬r false. Hence, (e) ∈ [q ∨ r]whereas (e) 6∈ [q → ¬r]. Thus, (e) is invalidating for q ∨ r / q → ¬r. [So is (a), asyou can verify.]
 You’ve seen that if an argument is valid then it is impossible for the premisesto be true and the conclusion false. This is the formal counterpart to the idea of“secure inference” introduced in Section 1.3. In the earlier discussion we wereconcerned with arguments written in English, and our explanation of secureinference relied on the vague concept of what “can be true.” Equivalently, wecould have framed the notion of secure inference in terms of the equally vagueidea of “possibility” or “necessity.”3 Making these ideas precise for argumentsexpressed in English is a difficult affair. We therefore retreated to the simplerlanguage L, and defined validity in purely set-theoretical terms (namely, asinclusion between two sets of truth-assignments). In the logical realm thereis no need to clarify terms like “possibility,” even if we deployed them to buildintuitions. An argument is valid just in case the meaning of its premises isincluded in the meaning of its conclusion, and “meanings” are themselves set-theoretical objects. Let us rejoice in such clarity! At least, let us rejoice untilwe begin to worry about the relation between L and natural language. Butsuch worries are for another day. Right now, everything is perfectly clear.
 3An inference from sentence A to sentence B is secure just in case it is not possible for A tobe true and B false. Also, the inference is secure just in case it is necessarily the case that B istrue if A is.
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 (8) EXERCISE: Test whether the argument p ∨ r ∨ ¬q, q/p is valid.
 (9) EXERCISE: Test whether p ∨ q,¬q |= p.
 5.1.3 Validity and soundness
 A valid argument need not have a true conclusion. All the inclusion [ϕ1 . . . ϕk] ⊆[ψ] buys you is the following guarantee. If the premises of the argument aretrue (that is, if Reality belongs to the truth-assignments that satisfy all of thepremises) then the conclusion is true. Bets are off if not every premise is true.Suppose, for example, that p codes the statement “Elijah Lagat won the 2001Boston Marathon.” This is true (the race was amazingly close). Let q be “BillClinton finished among the top 10 in the 2001 Boston Marathon.” This is false(Clinton didn’t even make the top twenty). The argument p∧q/q is valid despiteits false conclusion. If p∧q were true then so would q be. But since p∧q is false,the truth-value of q is not constrained. In particular, it might be false (as in thisexample), or it could be true (as in the conclusion of the valid argument p∧q/p).The only case ruled out by the validity of an argument is that its premises betrue but its conclusion false.
 The guarantee offered by validity rests on the truth of all the premises. Ifeven one premise of a valid argument is false then the conclusion may be falseas well. For example, let p be “An Ethiopian won the men’s Boston Marathonin 2001,” and let q be “An Ethiopian won the women’s Boston Marathon in2001.” Then the argument p, p ↔ q/q is valid with false conclusion and onefalse premise (both winners were Kenyan so p is false whereas p ↔ q is true).Had both premises been true, the falsity of the conclusion would have beenimpossible.
 A valid argument with true premises is called sound. Thus, if p and q were“A Kenyan won the men’s Boston Marathon in 2001,” and “A Kenyan won thewomen’s Boston Marathon in 2001,” then p, p ↔ q/q is not only valid but alsosound. It’s conclusion is true. Please pause a moment and try to say to yourselfwhy a sound argument has true conclusion. (Don’t read the end of this para-graph until you’ve given the matter some thought.) Let argument ϕ1 . . . ϕk/ψ
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 be given. If the argument is sound then the premises are true. Hence, Reality(the “true” truth-assignment) belongs to [ϕ1 . . . ϕk]. Since sound arguments arevalid, [ϕ1 . . . ϕk] ⊆ [ψ], hence Reality also belongs to [ψ], which is just to say thatψ is true. That’s why sound arguments have true conclusions.
 (10) EXERCISE: Which of the following arguments are valid?
 (a) p→ q,¬p/¬q
 (b) p ∨ q,¬p/q
 (c) p→ q,¬q/¬p
 (d) (p ∧ q) ∨ r,¬p/r
 (e) p↔ (q ∨ r),¬r/¬p
 (11) EXERCISE: Let p, q, r be as follows.
 p Julius Caesar once visited Brooklyn.q Julius Caesar has been to Coney Island.r Julius Caesar ate french fries with vinegar.
 Is the argument with premises p→ (q ∧ r),¬r and conclusion ¬p sound?
 (12) EXERCISE: Examine all relevant truth-assignments to convince yourselfof the following claims.
 (a) ((p→ q) → p) |= p
 (b) ¬(p→ q) |= (p ∧ ¬q)
 5.2 Tautology
 Now that you know about validity in Sentential Logic, it’s time for our nextconcept: tautology.
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 5.2.1 Tautologies and truth tables
 Remember truth tables? (If not, please review Section 4.2.5.) Let’s do a truth-table for (q ∧ r) → r.
 (13)
 (q∧r )→rT T T T TT F F T FF F T T TF F F T F
 Under the principal connective → we see a column of T’s. Thus, no matterwhat a truth-assignment says about the truth and falsity of q and r, it satisfies(q ∧ r) → r. A formula with this property is called a “tautology.” Officially:
 (14) DEFINITION: A formula ϕ is a tautology (or tautologous) just in case[ϕ] = TrAs. If ϕ is a tautology, we write |= ϕ, otherwise 6|= ϕ.
 Recall that TrAs is the set of all truth-assignments. So, [ϕ] = TrAs in Definition(14) signifies that every truth-assignment falls into the meaning of ϕ. Hence,Reality (the “true” truth-assignment) is guaranteed to fall into the meaning ofϕ. Hence, ϕ is guaranteed to be true. In terms of the discussion in Section 4.3.3,a formula is a tautology just in case it expresses the vacuous meaning consist-ing of all truth-assignments. Asserting such a formula does not circumscribethe possible realities.
 Notice the new use of |=. If there is nothing to its left then it signifies thatthe formula to its right is tautologous. So the symbol |= now has three missions,namely, (a) to signify satisfaction of a formula by a truth-assignment, as inα |= ϕ, (b) to signify the validity of arguments, as in ϕ1 . . . ϕk |= ψ, and (c) tosignify tautology, as in |= ϕ. Mission (c), however, can best be seen as a specialcase of (b). We can read |= ϕ as ∅ |= ϕ, thinking of ∅/ϕ as an argument with nopremises. Thus, |= ϕ signifies that no premises at all are needed to guaranteethe truth of ϕ. Tautologies are already guaranteed to be true (without the helpof any premises) because every truth-assignment satisfies them. It helps tothink of the matter as follows. The premises of a valid argument cut down the
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 set of truth-assignments to a set small enough to fit into the meaning of theconclusion. When the conclusion is tautologous, there is no need to cut this setdown since the conclusion embraces all of the truth-assignments.
 Here are a some more tautologies with their truth tables. Others are left asexercises.
 (15)
 (p∧q )↔ (q∧p )T T T T T T TT F F T F F TF F T T T F FF F F T F F F
 (16)
 ¬r∨ ( (r∧p )∨ (r∧¬p ) )F T T T T T T T F F TT F T F F T F F F F TF T T T F F T T T T FT F T F F F F F F T F
 (17)
 (p∧q )→ (p∨r )T T T T T T TT T T T T T FT F F T T T TT F F T T T FF F T T F T TF F T T F F FF F F T F T TF F F T F F F
 The simplest tautologies are p→ p and p∨¬p. It should take just a moment foryou to verify that these formulas are indeed tautologous.
 (18) EXERCISE: Which of the following formulas are tautologies? (You’ll needto construct truth-tables to find out.)
 (a) (p ∨ q) → p
 (b) p→ (p ∨ q)
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 (c) p ∨ (¬p ∨ q)
 (d) (p ∧ q) ∨ (p ∧ ¬q) ∨ ¬p
 (e) p→ ¬p
 (19) EXERCISE: Write out truth-tables to convince yourself that the followingformulas are tautologies.
 (a) (p→ q) ∨ (q → p)
 (b) (p→ q) ∨ (q → r)
 (c) p ∨ (p→ q)
 5.2.2 Tautologies and implication
 Suppose that p represents the sentence “King Solomon was born in ancientIsrael,” and let q be “King Solomon did not see Episode II of Star Wars.” Thenp → q is true. (Right?) Can we pronounce this formula as “p implies q”? No.Definition (5)c reserves the word “implies” for the relation between formulasthat is symbolized by |=. Uttering “p implies q” thus invites the interpretationp |= q. The latter claim is a falsehood. You can see that p 6|= q by observing that[p] 6⊆ [q]. The latter fact is visible from Table (3); the truth-assignment (c), forexample is a member of [p] but not a member of [q]. Someone who asserts thefalsehood “p implies q” probably has in mind the truth of p→ q. For now, a goodway to pronounce the latter formula is “if p then q.” (Later we’ll worry aboutwhether if–then– really does justice to the arrow.4)
 Our example shows us the importance of distinguishing the claim that ϕimplies ψ from the claim that ϕ→ ψ is true. There is nonetheless an importantconnection between → and |=. It is stated in the following fact, often called theDeduction Theorem.
 (20) FACT: Let Γ ⊆ L, and ϕ, ψ ∈ L be given.5 Then Γ∪ {ϕ} |= ψ if and only if4It was in Section 3.7 that we first warned against pronouncing → as “implies.”5That is, let there be given a set Γ (capital “gamma”) of formulas, and two specific formulas
 ϕ and ψ.
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 Γ |= ϕ→ ψ.6
 To illustrate, let Γ consist of the two formulas (p ∧ q) → r and p. Let ϕ be q andlet ψ be r. Then Fact (20) yields:
 (21) {(p ∧ q) → r, p, q} |= r if and only if {(p ∧ q) → r, p} |= q → r.
 If you use Table (3) to calculate [(p ∧ q) → r, p], [(p ∧ q) → r, p, q] [q → r], and [r],you’ll see that (21) is true because the left and the right side of the “if and onlyif” are both true. In fact, we get:
 [(p ∧ q) → r, p, q] {(a)}[r] {(a), (c), (e), (g)}[(p ∧ q) → r, p] {(a), (c), (d)}[q → r] {(a), (c), (d), (e), (g), (h)}
 Hence [(p ∧ q) → r, p, q] ⊆ [r] and [(p ∧ q) → r, p] ⊆ [q → r].
 For a contrasting case, let Γ be as before but switch the interpretation of ϕand ψ. Now Fact (20) yields:
 (22) {(p ∧ q) → r, p, r} |= q if and only if {(p ∧ q) → r, p} |= r → q.
 Some more calculation of meanings reveals that both the left and right handsides of (22) are false, so (22) itself is true. Let’s see why Fact (20) is true ingeneral.
 Proof of Fact (20): There are two directions to consider. First suppose thatthe lefthand side of (20) is true. We must show that the right hand side of (20)is true. (Then we’ll switch directions.) Our supposition is:
 (23) Γ ∪ {ϕ} |= ψ.
 6Reminder: Γ ∪ {ϕ} is the set consisting of the members of Γ along with ϕ (as an additionalmember). See Section 2.5.
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 To prove that Γ |= ϕ → ψ, we must show that [Γ] ⊆ [ϕ→ ψ]. So consider anarbitrary truth-assignment α ∈ [Γ]. It suffices to show that α ∈ [ϕ→ ψ]. Thereare two possibilities, namely, α ∈ [ϕ] and α 6∈ [ϕ]. (Exactly one of these twopossibilities must be the case.) Suppose first that α ∈ [ϕ]. Then both α ∈ [Γ] andα ∈ [ϕ]. Hence α ∈ [Γ ∪ {ϕ}].7 So by (23) (which implies that [Γ ∪ {ϕ}] ⊆ [ψ]),α ∈ [ψ]. By Fact (30)d of Section 4.4.2, this shows that α ∈ [ϕ→ ψ], which iswhat we wanted to prove. For convenience, the earlier fact is repeated here.
 (24) FACT: Suppose that ϕ is the conditional χ→ ψ. Then [ϕ] = (TrAs− [χ]) ∪[ψ].
 The other possibility is α 6∈ [ϕ], hence α ∈ TrAs − [ϕ]. Then (24) yields imme-diately that α ∈ [ϕ→ ψ], again yielding what we wanted to prove. So we’veproved Fact (20) from left to right.
 For the right-to-left direction, suppose this time that:
 (25) Γ |= ϕ→ ψ.
 To prove Γ ∪ {ϕ} |= ψ, we must show that [Γ ∪ {ϕ}] ⊆ [ψ]. So choose arbitraryα ∈ [Γ ∪ {ϕ}]. It must be shown that α ∈ [ψ]. Since α ∈ [Γ ∪ {ϕ}], α ∈ [Γ].8
 Hence by (25) (which implies [Γ] ⊆ [ϕ→ ψ]), α ∈ [ϕ→ ψ]. By (24), we thushave that α ∈ (TrAs− [ϕ]) ∪ [ψ]. Since α ∈ [Γ ∪ {ϕ}], α ∈ [ϕ] hence α 6∈ TrAs− [ϕ].Therefore, α ∈ [ψ]. So we’re done with the proof. (This state of affairs is markedby a black box, as follows.)
 Now that we’ve proved Fact (20), let us draw out a corollary. When Γ is theempty set, (20) becomes:
 (26) FACT: Let formulas ϕ and ψ be given. Then ϕ |= ψ if and only if |= ϕ→ ψ.
 7To understand this step of the proof, ask yourself: What is [Γ ∪ {ϕ}]? By Definition (2),[Γ ∪ {ϕ}] is the set of truth-assignments that satisfy every member of Γ ∪ {ϕ}. This is the setof truth-assignments that satisfy all of Γ and also ϕ. Since both α ∈ [Γ] and α ∈ [ϕ], it followsthat α ∈ [Γ ∪ {ϕ}].
 8By Definition (2), [Γ ∪ {ϕ}] is the set of truth-assignments that satisfy every member ofΓ ∪ {ϕ}, hence satisfy every member of Γ. So α ∈ [Γ ∪ {ϕ}] allows us to infer that α ∈ [Γ].
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 In other words, ϕ implies ψ just in case ϕ → ψ is a tautology. This nice factgives us a new means of testing whether one formula implies another. Justform their conditional and write down its truth table. For example, Table (17)showed us that |= (p ∧ q) → (p ∨ r). So we may conclude from (26) that (p ∧q) |= (p ∨ r). Indeed, Fact (20) has a more general corollary that relies on(4), equating [{ϕ1 . . . ϕk}] and [ϕ1 ∧ . . . ∧ ϕk]. The more general version may bestated as follows.
 (27) FACT: Let formulas ϕ1 . . . ϕk and ψ be given. Then {ϕ . . . ϕk} |= ψ if andonly if |= (ϕ1 ∧ . . . ∧ ϕk) → ψ.
 Thus, Table (17) also shows us that {p, q} |= (p ∨ r).
 5.2.3 Implications involving tautologies
 We make a few more points about implication and tautology before turning tocontradiction. Let ϕ be your favorite tautology (we like p → p). Then by (14),[ϕ] = TrAs, the set of all truth-assignments. Let ψ be any other formula. Then[ψ] ⊆ TrAs (of course), so [ψ] ⊆ [ϕ] (because [ϕ] = TrAs). By Definition (5), thelatter inclusion yields ψ |= ϕ. We conclude:
 (28) FACT: For all formulas ϕ, ψ, if |= ϕ then ψ |= ϕ. (Every formula impliesa tautology.)
 Similarly, if ϕ is tautological then [ϕ] ⊆ [ψ] only if [ψ] = TrAs hence only if ψ isalso a tautology. That is:
 (29) FACT: For all formulas ϕ, ψ, if |= ϕ and ϕ |= ψ then |= ψ. (Tautologiesonly imply tautologies.)
 Perhaps these facts seems strange to you. In that case, you’ll find contradic-tions even stranger.
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 5.3 Contradiction
 5.3.1 Contradictions and truth tables
 Here is the truth table for p ∧ ¬p.
 (30)p∧¬pT F F TF F T F
 Under the principal connective ∧ we see only F, which means that no truth-assignment satisfies p∧¬p. Such formulas express the empty meaning and arecalled “contradictions.” Officially:
 (31) DEFINITION: Let ϕ ∈ L be given. ϕ is a contradiction (or contradictory)just in case [ϕ] = ∅.
 Here is another example, complete with truth table.
 (32)
 q∧ ((r∧¬q )∨ (¬r∧¬q ))T F T F F T F F T F F TT F F F F T F T F F F TF F T T T F T F T F T FF F F F T F T T F T T F
 Just as tautologies are guaranteed to be true, contradictions are guaranteedto be false. This is because Reality — the “real” truth-assignment, correspond-ing to the facts — can’t be a member of [ϕ] when ϕ is a contradiction (becausein this case [ϕ] has no members). We first brought empty meanings to yourattention in Section 4.3.3.
 Since the meaning of a contradiction is empty, no truth-assignment satisfiesit. We therefore say that contradictions are “unsatisfiable.” Officially:
 (33) DEFINITION: Let formula ϕ be given. If [ϕ] 6= ∅ then ϕ is said to besatisfiable. Otherwise [if [ϕ] = ∅, hence ϕ is a contradiction], ϕ is said tobe unsatisfiable.

Page 99
                        

5.3. CONTRADICTION 93
 (34) EXERCISE: Which of the following formulas are contradictions?
 (a) (p ∨ q) ∧ ¬(p ∧ q)
 (b) (p ∨ ¬q) ∧ ¬p ∧ q
 (c) p→ ¬p
 (d) (p ∧ q) ↔ ¬(p ∨ q)
 5.3.2 Contradictions and implication
 To make an important point about contradiction, we need to remember thefollowing fact from our discussion of sets (see Section 2.6).
 (35) For every set B, ∅ ⊆ B.
 Since the meaning of a contradiction is the empty set, we have immediatelyfrom (35):
 (36) FACT: Suppose that ϕ ∈ L is a contradiction. Then for every formula ψ,ϕ |= ψ.
 For example, p↔ ¬p |= q ∧ r, since p↔ ¬p is a contradiction (as you can easilycheck).
 Contradictions imply everything. Isn’t that weird? Actually, an indepen-dent proof can be given for the claim that p and not-p — the poster boy contra-diction — implies any sentence ψ.9
 (a) Suppose p and not-p are both true.
 (b) From the assumption (a), p is true.
 (c) From (b), at least one of p and ψ is true.
 (d) From the assumption (a), not-p is true, hence p is not true.9We follow the discussion in Sanford [89, p. 74].
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 (e) From (c) and (d), we conclude ψ. For, at least one of p and ψ istrue [according to (c)], and it’s not p [according to (d)].
 Finally, we note an analogue to Fact (29). Just as tautologies only implytautologies, contradictions are only implied by contradictions. We leave theproof to you.
 (37) FACT: Let ϕ, ψ ∈ L be given. If ψ is a contradiction and ϕ |= ψ then ϕ isalso a contradiction.
 (38) EXERCISE: Prove Fact (37).
 5.3.3 Contingency
 In between the tautologies and contradictions are the formulas that are satis-fied by some but not all truth-assignments. Let us give them a name.
 (39) DEFINITION: A formula ϕ is contingent (or, a contingency) just in case∅ 6= [ϕ] 6= TrAs.10
 That is, ϕ is contingent just in case there are truth-assignments α, β such thatα |= ϕ and β 6|= ϕ. The truth of such a formula cannot be decided by construct-ing a truth table. You must consult reality and see whether the formula liesamong the truth-assignments that satisfy the formula, or those that don’t.
 In Section 4.3.3 we characterized a meaning as contingent if it is neither ∅nor TrAs. So, Definition (39) stipulates that a formula is contingent just in caseits meaning is contingent.
 There is yet another way to characterize the contingent formulas. It relieson the following fact, which is evident from the interpretation of ¬ [see Table(15) in Section 4.2.4].
 (40) FACT: For every truth-assignment α and every formula ϕ, either α |= ϕ
 or α |= ¬ϕ (and not both).10The expression ∅ 6= [ϕ] 6= TrAs is shorthand for the two claims: [ϕ] 6= ∅, and [ϕ] 6= TrAs.
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 It follows from (39) and (40) that:
 (41) FACT: A formula ϕ is contingent just in case there are truth-assignmentsα, β such that α |= ϕ and β |= ¬ϕ.
 From (41) it should be clear that the set of contingent formulas is closed undernegation. By this is meant:
 (42) FACT: A formula is contingent if and only if its negation is contingent.
 For example, p is contingent and so are ¬p, ¬¬p, etc. Likewise, Table (20) ofSection 4.2.5 shows that p → (q ∧ p) is contingent, so ¬(p → (q ∧ p)) is alsocontingent. What about tautologies and contradictions? Are they closed undernegation? No. In fact, you can easily see that exactly the reverse is true,namely:
 (43) FACT: A formula is a tautology if and only if its negation is a contradic-tion.
 For example, the negation of the tautology p↔ p is the contradiction ¬(p↔ p).Why is (43) true in general? Well, by (30)a of Section 4.4.2, [¬ϕ] = TrAs − [ϕ].So, if [ϕ] = TrAs then [¬ϕ] = ∅, and if [ϕ] = ∅ then [¬ϕ] = TrAs.
 Suppose that ϕ is tautologous and ψ is contingent. Can you conclude any-thing about their conjunction ϕ ∧ ψ? Could it be a contradiction? A tautology?A contingency? (You might want to consider some examples before answering.)Correct! ϕ ∧ ψ must be contingent. After all, since ψ is contingent there aretruth-assignments α, β such that α |= ψ and β 6|= ψ.11 Since α |= ψ then alsoα |= ϕ ∧ ψ (since α |= ϕ); and since β 6|= ψ, β 6|= ϕ ∧ ψ. So there are truth-assign-ments α, β such that α |= ϕ ∧ ψ and β 6|= ϕ ∧ ψ. Hence ϕ ∧ ψ is contingent.
 Now suppose that ϕ and ψ are both contingent. What about their conjunc-tion, must it also be contingent? (Take your time; we’ll stay right here.) The
 11Reminder: We use β 6|= ψ to mean that it is not the case that β |= ψ. See (13)a of Section4.2.3.
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 simplest example solves the matter. Let ϕ be p and ψ be ¬p. Both are contin-gent yet their conjunction (p ∧ ¬p) is a contradiction. So the correct answer toour query is No.
 Aren’t these fun? The following exercise offers similar problems.
 (44) EXERCISE: Let formulas ϕ, ψ be given. Mark the following claims astrue or false, and give a reason for each answer.
 (a) If both ϕ and ψ are tautologies then so is their conjunction. (Thatis, if |= ϕ and |= ψ then |= ϕ ∧ ψ.)
 (b) If both ϕ and ψ are tautologies then so is their disjunction.
 (c) If both ϕ and ψ are contradictions then so is their conjunction.
 (d) If both ϕ and ψ are contradictions then so is their disjunction.
 (e) If both ϕ and ψ are contingent then so is their disjunction.
 (f) If both ϕ and ψ are tautologies then so is ϕ→ ψ
 (g) If both ϕ and ψ are contradictions then so is ϕ→ ψ
 (h) If both ϕ and ψ are contingent then so is ϕ→ ψ
 (45) EXERCISE: Test each of the following formulas for tautology, contradic-tion, and contingency.
 (a) p ∨ ¬(p ∧ q)
 (b) p ∧ ¬(p ∨ q)
 (c) p→ (q ∧ p)
 (d) (p ∧ q) → (p ∨ ¬q)
 (e) p ∧ q → (¬p ∨ ¬q)
 (f) (p ∨ q) ∧ (¬q ∧ ¬p)
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 5.4 Logical equivalence
 Logical implication is not symmetric. That is, it can hold in one direction with-out holding in the other. For example p ∧ q |= p whereas p 6|= p ∧ q.12 On theother hand, it may happen that the implication runs in both directions. Forexample, p ∨ q |= q ∨ p and q ∨ p |= p ∨ q. In this symmetrical case, we say thatthe two formulas are “logically equivalent.”
 Now if ϕ |= ψ and ψ |= ϕ then Definition (5) yields [ϕ] ⊆ [ψ] and [ψ] ⊆ [ϕ].You know that for any two sets X, Y , X ⊆ Y and Y ⊆ X just in case X = Y .13
 So it follows that two formulas are logically equivalent just in case they havethe same meaning. We use this fact to formulate our official definition of logicalequivalence.
 (46) DEFINITION: Formulas ϕ, ψ are logically equivalent just in case [ϕ] = [ψ].
 If ϕ and ψ are logically equivalent, we also say that ϕ is logically equivalentto ψ. For example, p ∧ q is logically equivalent to q ∧ p since (as easily seen)[p ∧ q] = [q ∧ p]. From our remarks above, we have the following fact.
 (47) FACT: Formulas ϕ, ψ are logically equivalent if and only if ϕ |= ψ andψ |= ϕ.
 For a revealing example of logical equivalence, let us compute [p↔ q] and[(p→ q) ∧ (q → p)]. Referring to Table (3) above, and Table (19) in Section 4.2.4(for biconditionals), we compute [p↔ q] = {(a), (b), (g), (h)}. Turning now to[(p→ q) ∧ (q → p)], we know that a conditional is false just in case the left handside is true and the right hand side is false; otherwise, it is true. [See Table(18) in Section 4.2.4.] A little reflection then shows that a truth-assignmentsatisfies (p → q) ∧ (q → p) just in case it assigns the same truth-value to p andq. A look at (3) shows that this condition is met just for the truth-assignments{(a), (b), (g), (h)}. Therefore, [p↔ q] = [(p→ q) ∧ (q → p)], and p ↔ q is logically
 12You can use Table (3) to verify that [p ∧ q] ⊆ [p] and [p] 6⊆ [p ∧ q]. (We use 6⊆ to signify that⊆ does not hold.)
 13See Section 2.2 in case you’ve forgotten why this is true.
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 equivalent to (p→ q)∧ (q → p). Such a nice example is worth recording in moregeneral form:
 (48) FACT: For every pair ϕ, ψ of formulas, ϕ ↔ ψ is logically equivalent to(ϕ→ ψ) ∧ (ψ → ϕ).
 Finally, we record a principle that is is analogous to Fact (26).
 (49) FACT: Formulas ϕ, ψ are logically equivalent if and only if |= ϕ↔ ψ.
 Proof of Fact (49): First we go from left to right. If ϕ and ψ are logicallyequivalent then [ϕ] = [ψ]. So, for a given truth-assignment α, either α satisfiesboth ϕ and ψ or neither of them. Hence α |= ϕ ↔ ψ. Since α was chosenarbitrarily, this yields |= ϕ↔ ψ.
 For the other direction, suppose that |= ϕ ↔ ψ, and let arbitrary truth-assignment α be given. Since α |= ϕ ↔ ψ, α either satisfies both ϕ and ψ orneither of them. Hence, either α ∈ [ϕ] and α ∈ [ψ] or α 6∈ [ϕ] and α 6∈ [ψ]. Hence(since α was chosen arbitrarily), [ϕ] = [ψ].
 Drawing together threads of the preceding discussion, we can see that tau-tology, implication, contradiction, and logical equivalence are different expres-sions of the same concept. They can all be defined in terms of each other. Thefollowing fact summarizes the matter. You’ve seen most of its assertions before.Others are new. You’re asked to prove the new stuff in Exercise (53).
 (50) FACT: Let formulas ϕ and ψ be given.
 (a) |= ϕ if and only if for all formulas χ, χ |= ϕ.
 (b) ϕ is a contradiction if and only if for all formulas χ, ϕ |= χ.
 (c) ϕ, ψ are logically equivalent if and only if |= ϕ↔ ψ.
 (d) |= ϕ if and only if ¬ϕ is a contradiction.
 (e) ϕ is a contradiction if and only if |= ¬ϕ.
 (f) ϕ |= ψ if and only if |= ϕ→ ψ.
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 (g) ϕ, ψ are logically equivalent if and only if |= ϕ↔ ψ.
 (h) ϕ |= ψ if and only if ϕ is logically equivalent to ϕ ∧ ψ.
 (i) ϕ |= ψ if and only if ϕ ∧ ¬ψ is a contradiction.
 (51) EXERCISE: Examine all relevant truth-assignments to convince yourselfof the logical equivalence of (p→ (q ∨ r)) and ((p→ q) ∨ r).
 (52) EXERCISE: Which of the following pairs of formulas are logically equiv-alent?
 (a) p, ¬p→ p
 (b) p ∧ ¬q, ¬(p ∨ ¬q)
 (c) p→ p, q ∨ ¬q
 (d) p↔ q, (¬p ∨ q) ∧ (p ∨ ¬q)
 (e) p ∧ ¬p, q ↔ ¬q.
 (53) EXERCISE: Prove parts (h) and (i) of Fact (50).
 5.5 Effability
 We’ve covered a lot of material in this chapter, and you’ve been doing very well.We need you to stay focussed a little longer since the chapter ends with subtlebut beautiful ideas. First we’ll see that every meaning in Sentential Logic isexpressed by some formula. Then we’ll explain how Sentential Logic can beunderstood as a division (“partition”) of the meanings among the formulas.
 Definition (28) in Section 4.4.1 gave every formula a meaning. But whatabout the other direction? Does every meaning get a formula? We’ll now seethat the answer is affirmative.
 (54) THEOREM: For every M ∈ Meanings there is ϕ ∈ L such that [ϕ] = M .
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 Recall from Definition (25) in Section 4.3.2 that Meanings is the class of allmeanings. It thus consists of every subset of truth-assignments. Theorem (54)asserts that each of them is expressed by some formula. To confirm (54), let usstart with a simpler fact.
 (55) FACT: For every truth-assignment α there is ϕ ∈ L such that [ϕ] = {α}.
 To illustrate, consider (a) in Table (3) (assuming, as usual, that there are justthree variables in L). It is clear that [p ∧ q ∧ r] = {(a)}. After all, (a) satisfiesp∧q∧r, and none of the other truth-assignments in Table (3) satisfy p∧q∧r sinceeach fails to satisfy at least one of p, q, r. For another illustration, consider(d) in (3). You can see that [p ∧ ¬q ∧ ¬r] = {(d)}. Again, it is obvious that(d) |= p ∧ ¬q ∧ ¬r, and equally obvious that no other truth-assignment satisfiesthis formula. For, every other truth-assignment fails to satisfy at least one ofp, ¬q, ¬r. This should be enough to convince you of Fact (55).
 What about a pair of truth-assignments, α, β? Is there a formula that ex-presses {α, β}? Sure. Consider {(a), (d)}. It is “meant” by (p∧q∧r)∨(p∧¬q∧¬r).On the one hand, it is clear that {(a), (d)} ⊆ [(p ∧ q ∧ r) ∨ (p ∧ ¬q ∧ ¬r)] sinceeach of (a) and (d) satisfy exactly one disjunct of this formula. On the otherhand, [(p ∧ q ∧ r) ∨ (p ∧ ¬q ∧ ¬r)] includes nothing more than {(a), (d)}. For, ev-ery other truth-assignment satisfies neither disjunct of (p∧ q∧ r)∨ (p∧¬q∧¬r).
 More generally, suppose that L contains n variables, v1, v2 . . . vn, and lettruth-assignment α be given. We use ϕ(α) to denote the conjunction ±v1 ∧±v2 ∧ . . . ∧ ±vm, where the ± sign next to vi is replaced by a blank if α |= vi,and is replaced by ¬ if α |= ¬vi.14 For example, appealing again to Table (3),we have that ϕ(b) = p ∧ q ∧ ¬r. Since, [p ∧ q ∧ ¬r] = {(b)}, it thus follows that[ϕ(b)] = {(b)}. Indeed, you can see that [ϕ(α)] = {α} for any truth-assignmentα. Similarly, it is now clear that given any set {α1 . . . αm} of truth-assignments,we have that:
 [ϕ(α1) ∨ ϕ(α2) . . . ∨ ϕ(αm)] = {α1 . . . αm}.
 14Take a peek at Fact (40) to recall that α 6|= vi if and only if α |= ¬vi.
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 To illustrate, consider the set {(a), (d), (g)} from Table (3). We’ve already seenwhat ϕ(a) and ϕ(d) are. You can verify that ϕ(g) is ¬p ∧ ¬q ∧ r. So:
 [(p ∧ q ∧ r) ∨ (p ∧ ¬q ∧ ¬r) ∨ (¬p ∧ ¬q ∧ r)] = {(a), (d), (g)}.
 We take it that you are now convinced that every set of truth-assignments ismeant by some formula. Since meanings are nothing but sets of truth-assign-ments, we have thus proved Fact (54).
 (56) EXERCISE: Write a formula ϕ such that for all truth-assignments α,α |= ϕ if and only if either α |= p or α |= q but not both. Such a formula ϕexpresses the exclusive disjunction of p and q (in contrast to the inclusivedisjunction p ∨ q).
 5.6 Disjunctive normal form
 So, every meaning is expressible in our language. But there’s something evenbetter. For every meaning there is a nice formula that expresses it, like theone appearing in the last example (expressing {(a), (d), (g)}). We call such for-mulas “nice” because they have a nice property that will be exploited in Chap-ter 7. In the present section we’ll indicate precisely the kind of formula wehave in mind. This will take several definitions. As a preliminary, we remindyou about long conjunctions and disjunctions, discussed in Section 4.4.3. Be-cause [p ∧ (q ∧ r)] = [(p ∧ q) ∧ r)], we agreed earlier that the parentheses couldbe dropped. So let us further agree to use the term “conjunction” to denoteany formula of the form ϕ1 ∧ · · · ∧ ϕn, where the ϕi’s are arbitrary formulas.Likewise, “disjunctions” will denote any formula of the form ϕ1 ∨ · · · ∨ ϕn, forarbitrary ϕi.
 (57) DEFINITION: By a simple conjunction is meant a variable by itself, anegated variable by itself or a conjunction (in our broader sense) of vari-ables and negated variables.
 For example, q, ¬p, r ∧ ¬r ∧ q ∧ p ∧ q are all simple conjunctions. In contrast,neither (r → p) ∧ q) nor ¬¬p is a simple conjunction. To make sense of this
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 definition, you’ll find it helpful to think of q and ¬p as conjunctions with justone conjunct. Then a simple conjunction is a conjunction whose conjuncts arevariables or negated variables.
 (58) DEFINITION: A formula is in disjunctive normal form just in case itis either a simple conjunction or a disjunction (again, in our broadersense) of simple conjunctions. We abbreviate the expression “disjunctivenormal form” to DNF.
 To illustrate the definition, consider the following formulas.
 (59) EXAMPLE:
 (a) r
 (b) r ∧ ¬p ∧ ¬q ∧ t
 (c) (p ∧ ¬q) ∨ (r ∧ t)
 (d) (q ∧ ¬q) ∨ (r ∧ t)
 (e) (p ∧ ¬q) ∨ (r ∧ t ∧ q)
 (f) (p ∧ ¬p) ∨ (r ∧ t ∧ ¬r)
 (g) p ∨ q ∨ r ∨ ¬s ∨ (p ∧ t)
 (h) (¬¬p ∧ ¬q) ∨ (r ∧ t)
 (i) (p ∧ ¬q) ∨ ((r → s) ∧ t)
 Formulas (59)a - g are all in DNF. Formula (59)h is not in DNF because ¬¬p isnot a simple conjunction. Similarly, (59)i is not in DNF because r → s is not asimple conjunction. To get a grip on cases (59)a,b, think of them as disjunctionswith just one disjunct.
 Our proof of Theorem (54) in Section 5.5 showed that for every meaningwe can construct a formula in DNF with that meaning. You can verify thisclaim by contemplating the form of ϕ(α1) ∨ ϕ(α2) . . . ∨ ϕ(αm), which we usedto “mean” the set {α1 . . . αm}. It is necessary, however, to consider the specialcase of the empty meaning, ∅. To express ∅, we cannot use formulas of form
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 ϕ(α). Fortunately, p ∧ ¬p is in disjunctive normal form since it is a simpleconjunction. And of course, [p ∧ ¬p] = ∅. So the proof of Theorem (54), alongwith consideration of ∅, yield the following corollary.
 (60) COROLLARY: For every M ∈ Meanings there is a formula ψ in disjunc-tive normal form such that [ψ] = M . Hence, for every M ∈ Meaningsthere is a formula ψ in which just ¬, ∧, and ∨ occur such that [ψ] = M .
 The second part of Corollary (60) tells us that the connectives ¬, ∧, ∨ by them-selves suffice to express all meanings in Sentential Logic. Indeed, just ¬ andone of ∧, ∨ is enough for this purpose since ϕ ∧ ψ is logically equivalent to¬(¬ϕ ∨ ¬ψ), and ϕ ∨ ψ is logically equivalent to ¬(¬ϕ ∧ ¬ψ). So, for example,instead of using p ∨ (q ∧ ¬r) to express [p ∨ (q ∧ ¬r)] we can use the logicallyequivalent ¬(¬p ∧ ¬(q ∧ ¬r), which does not involve ∨. Alternatively, we couldthe logically equivalent p ∨ ¬(¬q ∨ r), which does not involve ∧.
 Returning to DNF, Corollary (60) immediately yields:
 (61) COROLLARY: Every formula is logically equivalent to a formula in dis-junctive normal form (hence, to a formula whose connectives are limitedto ¬, ∧, and ∨).
 You are now ready to appreciate an essential fact about DNF formulas. Itsformulation relies on the following definition.
 (62) DEFINITION: By a contradictory simple conjunction is meant any con-junction that includes conjuncts of the form v and ¬v for some variablev.
 For example, q ∧ r ∧ ¬t ∧ ¬r is a contradictory simple conjunction. The con-junction q ∧ r ∧ ¬t ∧ ¬s is not a contradictory simple conjunction. It’s easy tosee that the meaning of a contradictory simple conjunction is empty. That is,no truth-assignment satisfies a contradictory simple conjunction. On the otherhand, any simple conjunction that is not a contradictory simple conjunction is
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 satisfiable.15 To illustrate, q ∧ r ∧ ¬t ∧ ¬s is satisfied by any truth-assignmentthat assigns T to q and r, and assigns F to t and s. Since a formula ϕ in DNFis a disjunction of simple conjunctions, if at least one disjunct is not a contra-dictory simple conjunction then ϕ is satisfiable. (This is because a disjunctionis satisfied by any truth-assignment that satisfies at least one of its disjuncts.)And a formula in DNF is unsatisfiable if all of its disjuncts are contradictorysimple conjunctions. The following examples will help you see why this is true.Consider the DNF formula
 (¬p ∧ p ∧ r) ∨ (t ∧ ¬p ∧ q) ∨ (¬q ∧ p) ∨ (¬q ∧ q) ∨ q.
 Its disjuncts are the simple conjunctions (¬p∧p∧r), (t∧¬p∧q), (¬q∧p), (¬q∧q),and q. Not all of these simple conjunctions are contradictory simple conjunc-tions (specifically, the second, third, and fifth disjuncts are not contradictorysimple conjunctions). And you can see that the formula is satisfiable. For ex-ample, any truth-assignment that makes q true satisfies the formula (becauseit makes the last disjunct true). Similarly, any truth-assignment that makes qfalse and p true satisfies the formula (because it makes the third disjunct true).Compare the DNF formula:
 (¬p ∧ p ∧ r) ∨ (¬t ∧ ¬q ∧ q) ∨ (¬r ∧ r) ∨ (¬q ∧ q).
 This new formula is unsatisfiable. For a disjunction to be satisfied by a truth-assignment, at least one of its disjuncts must be made true. But all of thedisjuncts in the foregoing formula are contradictory simple conjunctions. Theseexamples should suffice to convince you that:
 (63) FACT: Let ϕ be a formula χ1∨χ2∨· · ·∨χn in DNF. Then ϕ is unsatisfiableif and only if for all i ≤ n, χi is a contradictory simple conjunction.16
 (64) EXERCISE: Suppose (as usual) that our variables are limited to p, q, r.Write formulas in disjunctive normal form that express the followingmeanings.
 15For “satisfiable,” see Definition (33) in Section 5.3.1.16The expression “for all i ≤ n,” means “for each of 1, 2 . . . n.”
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 (a) {(a), (b), (c), (h)}.(b) {(b), (c), (h)}.(c) {(b), (d), (b)}.(d) {(a), (b), (c), (d), (e), (f), (g), (h)}.
 5.7 Partitioning L on the basis of meaning
 We have seen that every meaning is expressed by some formula. There is noth-ing ineffable about Sentential Logic.17 Indeed, each meaning gets “effed” by aninfinity of formulas. This is a consequence of (54) and the following fact.
 (65) FACT: For every formula ϕ there is an infinite collection of formulas ψwith [ϕ] = [ψ]. In other words, for every formula there are infinitelymany formulas logically equivalent to it.
 A cheap way to construct an infinite collection of formulas that mean what ϕdoes is to add 2×m occurrences of ¬ in front of ϕ for all m > 1. Another cheaptrick is to conjoin ϕ with itself m times. There are also many other formulasthat are not so transparently equivalent to ϕ, such as (p → p) → ϕ. So you seethat (65) is true.
 Do you remember how many meanings there are? We discussed this in Sec-tion 4.3.2 [see Fact (26)]. For n variables there are 22n members of Meanings.This number is often large, but it is finite. For each of these meanings, M , letL(M) be the collection of formulas that mean it. Officially:
 (66) DEFINITION: For every set M of truth-assignments, L(M) denotes theset of formulas ϕ with [ϕ] = M .
 Are you losing your grip on all this notation? Let’s review. Given ϕ ∈ L,[ϕ] is a collection of truth-assignments. That is, the operator [·] maps formulas
 17According to the dictionary [1], something is ineffable if it is “beyond expression.” In con-trast to Sentential Logic, many meanings remain ineffable in stronger logics, like the predicatecalculus. See, for example, [26, §VI.3].
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 to their meanings. Given M ⊂ TrAs, L(M) is a collection of formulas. That is,the operator L(·) maps meanings to the formulas that express them. We can il-lustrate with two extreme cases. [p ∧ ¬p] is the empty set of truth-assignmentsand [p ∨ ¬p] is the entire set of truth-assignments. Thus, [p ∧ ¬p] and [p ∨ ¬p]are both finite sets; the first has no elements, the second has 2n elements ifthere are n variables. In contrast, both L(∅) and L(TrAs) are infinite sets; thefirst contains all the formulas that are contradictions (p ∧ ¬p, p ∧ ¬¬¬p, etc.),the second contains all the formulas that are tautologies (q ↔ q, ¬q ↔ ¬q, etc.).
 We claim:
 (67) FACT: The sets {L(M) |M ∈ Meanings} constitute a partition of L.There are only finitely many equivalence classes in this partition. Agiven equivalence class has infinitely many members. Each member ofa given equivalence class is logically equivalent to the other members.18
 The fact follows easily from what you already know. By (54), each set L(M)
 is nonempty. It is infinite by (65). No two sets of form L(M1) and L(M2) canintersect since each formula has just one meaning. And every formula is insome set of form L(M) since every formula means something. [The last twoassertions follow from Definition (28) in Section 4.4.1.]
 Fact (67) can be pictured as follows. The finite set of meanings is sprinkledonto the floor. Then each formula is placed on the meaning it expresses. Whenthe job is done, every formula will be placed on exactly one meaning, and everymeaning will be covered by an infinite pile of formulas each logically equivalentto the others. Each of the meanings, of course, is a set of truth-assignments,and there will be relations of inclusion among various of these sets. By Defi-nition (5), the inclusions represent logical implication between the formulas inthe associated equivalence classes.
 This picture is so fundamental that it is worthwhile describing it again.Formulas are assembled into a finite number of sets (equivalence classes) eachwith infinitely many members all logically equivalent to each other. For every
 18For the idea of a partition of a set, see Section 2.8.

Page 113
                        

5.7. PARTITIONING L ON THE BASIS OF MEANING 107
 pair ϕ, ψ of formulas, ϕ |= ψ just in case the meaning that defines ϕ’s equiva-lence class is a subset of the meaning that defines ψ’s equivalence class. Sen-tential Logic is seen thereby through the lens of meaning. Meanings implyone another (via subset relations) independently of the language L. The latterserves only to express meanings, each getting infinitely many formulas for thispurpose. It is Fact (67) that puts everything in its proper place.
 This is a great picture of logic, and it culminates our study of the seman-tics of L. But the picture doesn’t show everything. The idea of “derivations”between formulas remains to be filled in. Derivations leave semantics to oneside, relying on just the geometry of formulas to provide insight into inference.But then at the very end, semantics makes a dramatic return to the scene. It’sa riveting story, and we won’t spoil it now by telling you how things turn out.Instead, we invite you to join us for the next act. Dames et Messieurs! Seatingis now available for Chapter 6.
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 6.1 The derivation project
 What do you think? Is the following argument valid?
 (1)Premises: (q ∨ p) → (r ∧ s), t ∧ u ∧ qConclusion: s ∨ v
 “No problem,” (we hear you saying). “Relying on Definition (5) of the unforget-table Chapter 5, I’ll just determine whether [(q ∨ p) → (r ∧ s), t ∧ q] is a subset of[s ∨ u].” But now you notice that the argument involves 7 variables, hence 27 =
 128 truth-assignments. Your enthusiasm for verifying [(q ∨ p) → (r ∧ s), t ∧ q] ⊆[s ∨ u] begins to wane. “Sifting through a zillion truth-assignments is a pain.Surely there is some other way of checking validity,” you muse.
 Yes, there are many other ways. Various schemes have been devised fordetermining an argument’s validity by examining just a fraction of the truth-assignments composing the meaning of its premises and conclusion. See [54]to get started, and [90] for a more comprehensive account. For our part, weare going to tell you about an entirely different approach to cumbersome argu-ments like (1). It is based on the idea of a chain of reasoning. The chain leadsby small steps from the premises to the conclusion. Each step must be justifiedby a rule of derivation, to be described. It will turn out that there is a chain ofjustified steps from premises to conclusion just in case the argument is valid.Some of the rules of derivation resemble these:
 (2) (a) Write any premise of the argument wherever you want in the chain.
 (b) If a conjunction ϕ ∧ ψ occurs in the chain, then you can extend thechain to the conjunct ψ.
 (c) If a formula ϕ occurs in the chain then you can extend the chain tothe disjunction ϕ ∨ ψ.
 (d) If both the formulas ϕ and ϕ → ψ occur in the chain then you canextend the chain to ψ.
 (e) If both the formulas ϕ and ψ occur in the chain then you can extendthe chain to the conjunction ϕ ∧ ψ.
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 Such rules have the important property of preserving the set of truth-assign-ments that make the premises true. That is, if truth-assignment α satisfies thepremises of an argument then α also satisfies every member of the chain builtusing the premises and the rules (2). It follows that you can’t get to a falseconclusion by applying (2) to true premises. We’ll consider truth preservationmore rigorously in the next chapter. For now, it is enough to agree that therules (2) only allow “safe” links to be added. Consider (2)b, for example. If ourchain already includes a conjunction, there seems to be no risk in extending itto include the right-hand conjunct of the conjunction. For, if all the formulas inthe chain were true prior to applying (2)b, they will still all be true afterwards.This is because ϕ ∧ ψ |= ψ, which ensures the truth of ψ assuming the truth ofϕ ∧ ψ. Similar remarks apply to the other rules in (2).
 We can use the rules to give a rough idea of what a chain for (1) might looklike, namely:
 (3)
 a) t ∧ u ∧ q a premise of the argumentb) u ∧ q rule (2)b applied to (a)c) q rule (2)b applied to (b)d) q ∨ p rule (2)c applied to (c)e) (q ∨ p) → (r ∧ s) another premise of the argumentf) r ∧ s rule (2)d applied to (d) and (e)g) s rule (2)b applied to (f)h) s ∨ v rule (2)c applied to (g)
 The chain persuades us of the validity of (1) because (2)a was exploited only tointroduce premises of (1) (nothing extraneous was added). Since the remain-ing rules are truth preserving, all the formulas in (3) are true provided thepremises of (1) are true. So, in particular, the last line of (3) is true providedthe premises of (1) are true. But the last line of (3) is the conclusion of (1).Hence, the conclusion of (1) is true provided that the premises of (1) are true.The foregoing reasoning requires no assumptions about which truth-assign-ments make the premises of (1) true; whichever they are, we see that they alsomake the conclusion true. Hence, the chain (3) establishes that every truth-assignment satisfying the premises of (1) also satisfies the conclusion. In otherwords, (1) is valid.
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 The attractive feature of (3) is its brevity, compared to flipping through128 truth-assignments. In fact, the derivation rules that we’ll present allowus to sidestep truth-assignments whenever the argument under scrutiny isvalid. Unfortunately, the technique won’t be so handy when confronted withan invalid argument. There is a way of exploiting a chain to locate a truth-assignment that satisfies the premises of an invalid argument and falsifies theconclusion, thereby finding an invalidating truth-assignment.1 This method ofdemonstrating invalidity is a little tedious, however, so that finding an inval-idating truth-assignment is often achieved more quickly some other way thanvia derivation rules (such as sifting through all of the truth-assignments, look-ing for one that satisfies the premises but not the conclusion). So now you willsurely ask:
 (4) “Given an argument A, how do I know whether to (i) try to constructa chain that shows A’s validity or (ii) try to find an invalidating truth-assignment? Don’t I have to know in advance whether A is valid beforeembarking on a demonstration of its logical status?”
 Well, no. You don’t have to know A’s logical status ahead of time. If you arewilling to examine all the relevant truth-assignments, then you can announceA to be invalid if you reach a truth-assignment that satisfies the premises butnot the conclusion, and you can announce A to be valid if you get to the end ofthe truth-assignments without finding any such example. If you want to enjoythe efficiency offered by derivations, however, then you’ll need to attack A ontwo fronts simultaneously. You’ll have to devote time to both the enterprises(i) and (ii) mentioned in query (4). If your hunch is that A is valid then you’llspend more time on (i) than (ii); otherwise, the reverse. And, of course, yourhunch might be wrong.
 There is worse to come. Even if we tell you that A is valid, it may not beevident how to build a succinct chain of steps that demonstrates A’s validity.We will ultimately show that A’s validity guarantees that we can find somechain; but we won’t present a method for finding a relatively short chain. The
 1For the concept of an invalidating truth-assignment, see Definition (7) in Section 5.1.2.
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 only methods we know for finding short chains are unbearably clumsy.2 You’lloften have to rely on ingenuity and insight to find succinct rule-based demon-strations of validity.
 So Logic is not a cookbook with recipes for every dish. Sometimes a goodmeal depends on the creativity of the chef (that’s you). But the mental effortis often worth it. A well-wrought chain of reasoning is an object of beauty. Areyou ready for the esthetic challenge? Our first task is to replace talk of “chains”with a subtler idea. Chains like (3) don’t suffice for our purposes because rea-soning often proceeds by means of temporary assumptions. The next sectionintroduces this idea informally. Then we get down to business.
 Courage! This is the hardest chapter of the book.
 6.2 Assumptions
 Consider these two arguments, both valid.
 (5) (a)Premises Conclusion
 p, p→ (q → r) q → r
 (b)Premises Conclusion
 p, q → (p→ r) q → r
 Similar, aren’t they? The first can be handled by a brief chain:
 a) p a premise of the argumentb) p→ (q → r) another premise of the argumentc) q → r rule (2)d applied to (a) and (b)
 But our rules don’t allow a chain to be built for (5)b. (Try.) Informally, thenatural way to reason about the validity of (5)b is something like this:
 2Our system is no worse than others in this regard. It can be shown that if a widely heldmathematical conjecture is indeed true then there is no quick method for finding simple proofsof valid arguments in Sentential Logic. See [105].
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 “We are given p and q → (p → r) as premises. Let’s assume q
 temporarily. That gives us p → r by applying rule (2)d to q andq → (p → r). We then get r by applying rule (2)d to p and p → r.From the assumption q (plus the premises), we have thus reached r.So q → r follows from the premises.”
 The rules introduced below for handling conditionals will formalize this kindof reasoning. The derivation of (5)b will go something like this:
 a) p a premise of the argumentb) q → (p→ r) another premise of the argumentc) q an assumption that we make temporarily.d) p→ r rule (2)d applied to (b) and (c)e) r rule (2)d applied to (a) and (d)f) q → r a new rule to be introduced later, applied to (c) - (e)
 For other arguments we will need more than one assumption. For example,to demonstrate the validity of the argument ((p∧ q) → r) / p→ (q → r), we willwrite something like this:
 a) (p ∧ q) → r premiseb) p temporary assumptionc) q another temporary assumptiond) p ∧ q (2)e applied to (b) and (c)e) r rule (2)d applied to (a) and (d)f) q → r the new rule, applied to (c) - (e)g) p→ (q → r) the new rule, applied to (b) - (f)
 This all looks easy but we have to be careful about assumptions lest wefall into fallacy. For example, the following chain makes careless use of anassumption to “establish” the invalid argument with premise p and conclusionp→ (p ∧ q).3
 3Before proceeding, you might wish to verify the invalidity of p / p → (p ∧ q) by finding aninvalidating truth-assignment for it.
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 a) p premiseb) q temporary assumptionc) (p ∧ q) (2)e applied to (a) and (b)d) p→ (p ∧ q) the new rule, misapplied to (a) - (c)
 To avoid such mischief, our rules for conditionals will need to keep track ofassumptions. For this purpose, we’ll mark each assumption with the symbol ◦,changing it to • when the assumption has played its destined role.
 6.3 Writing derivations
 So much for informal motivation. Let’s get into it.
 6.3.1 The form of a successful derivation
 By a line is meant a formula followed by one of three marks. The three marksare •, ◦, and the blank symbol . Some lines are as follows.
 p→ q •r ∧ t ◦q ∨ ¬pr ↔ t •
 You should pronounce the mark ◦ as “assumption,” and the mark • as “can-celled assumption.” The intuitive significance of these labels will emerge as weproceed. The blank mark needs no name.
 We now define the idea of “a derivation of an argument Γ / γ.” The premisesof the argument in question are represented by Γ; the conclusion is representedby γ.4 We proceed by first defining the more general concept of a “derivation.” Aderivation of Γ / γ is then taken to be a derivation that meets certain conditions.Here’s the definition of derivation.
 4The symbols γ and Γ are pronounced as “gamma” and “capital gamma,” respectively.
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 (6) DEFINITION:
 (a) A derivation is a column of lines that is created by application of therules explained in the next six subsections. (Rules can be used anynumber of times, and in any order.)
 (b) A derivation of the argument Γ / γ is a derivation with the followingproperties.
 i. The column ends with the line “γ ◦” or “γ ”.ii. The only lines in the column which are marked by ◦ have for-
 mulas that are members of Γ.
 If the conditions in (6)b are met, we say that the γ is derivable from Γ, that theargument Γ / γ is derivable, and similarly for other locutions. Another way tostate condition (6)bi is that the column ends with a line whose formula is γ andis not marked by •.
 To explain the rules invoked in (6)a, suppose that you’ve already completedpart of your derivation of γ from Γ. Let D be the part you’ve already completed.If you’re just getting the derivation underway then the part you’ve completedis empty. In this case, D = ∅. Otherwise, D consists of lines that were alreadycreated by application of the rules about to be introduced. Since you’ll gettotally lost if you don’t remember what D represents, let’s frame the matter.
 We use D to symbolize the part of the derivation of γ from Γ thathas already been completed. (It follows that if nothing has yetbeen completed then D = ∅.)
 6.3.2 Assumption rule
 Here is the first rule.
 (7) ASSUMPTION RULE: For any formula ϕ whatsoever you may append theline “ϕ ◦” to the end of D.
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 To illustrate the rule, suppose that D is
 (p ∨ q)p ◦r
 Then rule (7) allows you to extend D to any of the following derivations (amongothers).
 (p ∨ q)p ◦r
 s ◦
 (p ∨ q)p ◦r
 (s↔ t) ◦
 (p ∨ q)p ◦r
 (p ∨ q) ◦
 (p ∨ q)p ◦r
 ¬p ◦
 (p ∨ q)p ◦r
 (¬r ∧ (u↔ ¬v)) ◦
 Notice the presence of ◦ in the last lines. Rule (7) can’t be used without markingthe line accordingly.
 It’s time for your first derivation! Suppose that Γ = {q, r} and γ = r. If welet D = ∅ then
 r ◦
 extends D by an application of (7). This one-line column is a genuine derivationof r from {q, r}. You can see that it meets the conditions of Definition (6)b since(a) it ends with a line whose formula is r without the mark •, and (b) theonly lines in the derivation marked by ◦ comes from the set of premises. Theforegoing derivation of r from {q, r} is also a derivation of r from {p, q, r}. Don’tlet this ambiguity disturb you. A derivation of an argument Γ / γ will also be aderivation of any argument Σ / γ where Σ ⊇ Γ.5
 6.3.3 Conditional rules
 Here are two more rules for extending a derivation D, both involving condi-tionals.
 5Recall that A ⊇ B means B ⊆ A; see Section 2.2. By the way, Σ is pronounced “capitalsigma.”
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 (8) CONDITIONAL INTRODUCTION RULE: Suppose that D ends with a linewhose formula is ψ. Let “θ ◦” be the last line in D marked with ◦. (Ifthere is no line in D marked with ◦ then you cannot use this rule.) Thenyou may do the following. First, from “θ ◦” to the end of D, change themark of every line to • (if the mark is not • already). Next, append theline “θ → ψ ” to the end of D.
 (9) CONDITIONAL ELIMINATION RULE: Suppose that D contains a linewith the formula θ and a line with the formula (θ → ψ) (in either or-der). Suppose also that neither of these lines bears the mark •. Thenyou may append the line “ψ ” to the end of D.
 To discuss these rules (and others to follow) it will be convenient to annotateour derivations as we build them. We’ll number lines at the left, and explaintheir provenance by comments at the right. Let’s use this apparatus to build aderivation, step by step, for the argument p → (q → r) / q → (p → r). We startwith D = ∅. Then, relying on Rule (7) (the Assumption Rule) we write:
 (10) 1 p→ (q → r) ◦ Assumption (7)
 Now letting D be the derivation (10), we extend it to
 1 p→ (q → r) ◦ Assumption (7)
 2 q ◦ Assumption (7)
 then to:
 (11)1 p→ (q → r) ◦ Assumption (7)
 2 q ◦ Assumption (7)
 3 p ◦ Assumption (7)
 Everything should be clear up to this point. It is also clear that (11) can beextended to
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 1 p→ (q → r) ◦ Assumption (7)
 2 q ◦ Assumption (7)
 3 p ◦ Assumption (7)
 4 q → r Conditional Elimination Rule (9) applied to 1 and 3
 and thence to:
 (12)
 1 p→ (q → r) ◦ Assumption (7)
 2 q ◦ Assumption (7)
 3 p ◦ Assumption (7)
 4 q → r Conditional Elimination Rule (9) applied to 1 and 35 r Conditional Elimination Rule (9) applied to 2 and 4
 Allow us, please, to abbreviate “Conditional Elimination Rule” to “→ elimina-tion,” and similarly for other rules to follow. We can then rewrite (12) as:
 (13)
 1 p→ (q → r) ◦ Assumption (7)
 2 q ◦ Assumption (7)
 3 p ◦ Assumption (7)
 4 q → r → elimination (9) on 1 and 35 r → elimination (9) on 2 and 4
 Now we get to see the → introduction rule (8) in action. We apply it to (13) toreach:
 (14)
 1 p→ (q → r) ◦ Assumption (7)
 2 q ◦ assumption (7)
 3 p • assumption (7)
 4 q → r • → elimination (9) on 1 and 35 r • → elimination (9) on 2 and 46 p→ r → introduction (8) on 3 - 5
 You should examine the transition from (13) to (14) with care. The last line in(13) marked with ◦ is 3. This is why all the lines from 3 to 5 are marked with• in (14). Notice also that the conditional introduced at line 6 has the formulaat 3 as left hand side and the formula at 5 as right hand side. This is dictated
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 by the use of rule (8) on 3 - 5. One more use of the rule suffices to finish ourderivation:
 (15)
 1 p→ (q → r) ◦ Assumption (7)
 2 q • assumption (7)
 3 p • assumption (7)
 4 q → r • → elimination (9) on 1 and 35 r • → elimination (9) on 2 and 46 p→ r • → introduction (8) on 3 - 57 q → (p→ r) → introduction (8) on 2 - 6
 The marks on lines 3 -5 have not changed from (14) to (15) because there is noneed to add a second •. On the other hand, the ◦ in line 2 has been switchedto • in (15), and line 6 has also gained a •. But 7 is left blank, as dictated byrule (8). The three clauses of Definition (6) are now satisfied. The derivation(15) ends with unmarked q → (p → r), the mark ◦ only appears next to thepremise p → (q → r), and (15) was built according to our rules. The argumentp→ (q → r) / q → (p→ r) has thus been shown to be derivable.
 Let’s try something trickier. We’ll find a derivation for ∅ / (p → q) → ((q →r) → (p→ r)). This is an argument with no premises.6 How do we start to finda derivation for this argument? It is often helpful to think about what the laststep of the derivation might be. If we can get ((q → r) → (p → r)) from theassumption p→ q then the derivation would be completed by an application of→ introduction. So let’s start with:
 1 p→ q ◦ Assumption (7)
 Our problem is thus reduced to deriving ((q → r) → (p → r)), and since this isa conditional we can repeat our strategy of assuming the left hand side:
 1 p→ q ◦ Assumption (7)
 2 q → r ◦ Assumption (7)
 Now we are after p → r, so falling back on our strategy one more time, wearrive at:
 6The possibility of zero premises was observed in Section 5.1.1.

Page 126
                        

120 CHAPTER 6. DERIVATION WITHIN SENTENTIAL LOGIC
 1 p→ q ◦ Assumption (7)
 2 q → r ◦ Assumption (7)
 3 p ◦ assumption (7)
 We’re now in a position to apply → elimination to obtain:
 1 p→ q ◦ Assumption (7)
 2 q → r ◦ Assumption (7)
 3 p ◦ assumption (7)
 4 q → elimination (9) on 1 and 3
 We apply the same rule a second time:
 1 p→ q ◦ Assumption (7)
 2 q → r ◦ Assumption (7)
 3 p ◦ assumption (7)
 4 q → elimination (9) on 1 and 35 r → elimination (9) on 2 and 4
 This sets up use of → introduction that we foresaw at the beginning. We’ll needto apply the rule three times. First:
 1 p→ q ◦ Assumption (7)
 2 q → r ◦ Assumption (7)
 3 p • assumption (7)
 4 q • → elimination (9) on 1 and 35 r • → elimination (9) on 2 and 46 (p→ r) → introduction (8) on 3 - 5
 Once again:
 1 p→ q ◦ Assumption (7)
 2 q → r • Assumption (7)
 3 p • assumption (7)
 4 q • → elimination (9) on 1 and 35 r • → elimination (9) on 2 and 46 (p→ r) • → introduction (8) on 3 - 57 (q → r) → (p→ r) → introduction (8) on 2 - 6
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 And finally, to complete the derivation of ∅ / (p→ q) → ((q → r) → (p→ r)):
 1 p→ q • Assumption (7)
 2 q → r • Assumption (7)
 3 p • assumption (7)
 4 q • → elimination (9) on 1 and 35 r • → elimination (9) on 2 and 46 (p→ r) • → introduction (8) on 3 - 57 (q → r) → (p→ r) • → introduction (8) on 2 - 68 (p→ q) → ((q → r) → (p→ r)) → introduction (8) on 1 - 7
 You should verify that all three clauses of Definition (6) are indeed satisfied.
 Before considering rules for other connectives, we pause for some frequentlyasked questions (FAQs) about assumptions.
 FAQ 1: Can I really assume any formula I want?
 Yup. It’s your call. Of course, such freedom doesn’t make every choice of as-sumption wise. Some choices are smarter than others. For example, if you aretrying to derive a conditional, it is always a good strategy to assume the lefthand side and work to derive the right hand side.
 FAQ 2: Isn’t that cheating?
 No. We keep track of the assumptions with our marks. What’s derived on agiven line depends on previous assumptions still marked with ◦. It’s just creditcard mentality: the ◦ indicates a charge while • shows you’ve paid it.
 FAQ 3: I still think that → introduction is cheating since it elimi-nates an assumption.
 It’s not cheating because the rule makes visible (as the left hand side of a condi-tional) what used to be an assumption. Introducing ϕ → ψ into the derivationis like saying: “To derive ψ I have relied on the assumption ϕ.”
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 You don’t have to take our word for all this. In the next chapter we shallprove that any argument derivable in our system really is valid. We’ll alsoprove the converse, namely, that every valid argument is derivable. But we’regetting ahead of ourselves. First we must become acquainted with the remain-ing rules for extending a derivation D.
 FAQ 4: When trying to prove a conditional, it is usually a good ideato assume the left hand side?
 Not only is this idea usually good; it is almost always good. Only in prettytrivial situations — e.g., trying to prove p → q from ¬¬(p → q) (see below) —should you contemplate a different strategy.
 (16) EXERCISE: Show that the following arguments are derivable.
 (a) p / q → p
 (b) ∅ / q → q
 (c) {p→ q, q → r} / p→ r
 6.3.4 Conjunction rules
 The rules for conditionals took a long time to explain but things will be simplerfor the other connectives. Here are the rules for conjunctions.
 (17) CONJUNCTION INTRODUCTION RULE: Suppose that D contains a linewith the formula θ and a line with the formula ψ (in either order). Sup-pose also that neither of these lines bears the mark •. Then you mayappend the line “(θ ∧ ψ) ” to the end of D.
 (18) FIRST CONJUNCTION ELIMINATION RULE: Suppose that D contains aline with the formula (θ ∧ ψ) and that this line is not marked with •.Then you may append the line “θ ” to the end of D.
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 (19) SECOND CONJUNCTION ELIMINATION RULE: Suppose that D containsa line with the formula (θ ∧ ψ) and that this line is not marked with •.Then you may append the line “ψ ” to the end of D.
 To illustrate, let us establish the derivability of p∧ q / q ∧ p. The first step isto state the premise.
 1 p ∧ q ◦ Assumption (7)
 Then we apply the two elimination rules:
 1 p ∧ q ◦ Assumption (7)
 2 p ∧ elimination (18)
 3 q ∧ elimination (19)
 Then we finish up with the introduction rule:
 1 p ∧ q ◦ Assumption (7)
 2 p ∧ elimination (18)
 3 q ∧ elimination (19)
 4 q ∧ p ∧ introduction (17)
 The preceding column of lines is a derivation of q ∧ p from {p ∧ q}, as you canverify by consulting Definition (6).
 Now for a fancier example, involving both conjunctions and conditionals.We’ll provide a derivation for p → (q → r) / (p ∧ q) → r. Since we’re aimingfor a conditional, we’ll start by assuming its left hand side, after recording thepremise in the first line.
 1 p→ (q → r) ◦ Assumption (7)
 2 p ∧ q ◦ Assumption (7)
 Then we break up the conjunction using our two elimination rules.
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 1 p→ (q → r) ◦ Assumption (7)
 2 p ∧ q ◦ Assumption (7)
 3 p ∧ elimination (18)
 4 q ∧ elimination (19)
 The conditional elimination rule may now be used twice.
 1 p→ (q → r) ◦ Assumption (7)
 2 p ∧ q ◦ Assumption (7)
 3 p ∧ elimination (18)
 4 q ∧ elimination (19)
 5 q → r → elimination (9)
 6 r → elimination (9)
 Conditional introduction then suffices to arrive at the desired conclusion.
 1 p→ (q → r) ◦ Assumption (7)
 2 p ∧ q • Assumption (7)
 3 p • ∧ elimination (18)
 4 q • ∧ elimination (19)
 5 q → r • → elimination (9)
 6 r • → elimination (9)
 7 (p ∧ q) → r → introduction (8)
 We’re left with a derivation that ends with (p ∧ q) → r not marked by •, andwhose only line marked by ◦ is the argument’s premise. Thus, we’ve derivedp→ (q → r) / (p ∧ q) → r
 (20) EXERCISE: Derive the following arguments.
 (a) (p ∧ q) → r / p→ (q → r)
 (b) p→ q / (p ∧ r) → (r ∧ q)
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 6.3.5 Interlude: Reiteration
 If you paid close attention back in Section 3.9, you remember that a formula ofform θ ∧ ψ need not have distinct conjuncts. It might be the case that θ and ψ
 denote the same thing, as in ¬q ∧ ¬q. Thus, in our conjunction rules θ and ψ
 do not have to represent distinct formulas. Application of ∧-introduction (17)therefore allows us to derive the argument p / p ∧ p as follows.
 1 p ◦ Assumption (7)
 2 p ∧ p ∧ introduction (17)
 This little derivation is more than a curiosity. It is sometimes useful to repeat aformula that appeared earlier in a derivation, and that is not marked by •. Theforegoing use of ∧-introduction, followed by an application of ∧-elimination,allows us to do so. The process can be pictured as follows.
 . . . various lines . . .n θ ? the formula you want to repeat later
 . . . more lines . . .n+m θ ∧ θ ∧ introduction (17)
 n+m+ 1 θ ∧ elimination (18)
 In the foregoing sketch, ? represents either ◦ or the blank mark. You can seethat this device can be used at any point in a derivation. We shall accordinglyadd to our basic stock of rules a derived rule for “reiterating” a formula. Thederived rule can always be avoided by application of our conjunction rules. Buta derivation may be shorter and clearer if we avail ourselves of the shortcut. Itis formulated as follows.
 (21) REITERATION RULE (DERIVED): Suppose that D contains a line withthe formula θ and that this line is not marked with •. Then you mayappend the line “θ ” to the end of D.
 Let’s take our new rule for a drive. We’ll derive the argument {(p → q) →r} / (q → r). The premise and two assumptions start things off.
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 1 (p→ q) → r ◦ Assumption (7)
 2 q ◦ Assumption (7)
 3 p ◦ Assumption (7)
 Now we reiterate q from line 2.
 1 (p→ q) → r ◦ Assumption (7)
 2 q ◦ Assumption (7)
 3 p ◦ Assumption (7)
 4 q Reiteration (21)
 → introduction now applies to 3 and 4.
 1 (p→ q) → r ◦ Assumption (7)
 2 q ◦ Assumption (7)
 3 p • Assumption (7)
 4 q • Reiteration (21)
 5 p→ q → introduction (8)
 From 1 and 5, r follows by an application of → elimination.
 1 (p→ q) → r ◦ Assumption (7)
 2 q ◦ Assumption (7)
 3 p • Assumption (7)
 4 q • Reiteration (21)
 5 p→ q → introduction (8)
 6 r → elimination (9)
 Finally, q → r pops out of → introduction applied to 2 and 6.
 1 (p→ q) → r ◦ Assumption (7)
 2 q • Assumption (7)
 3 p • Assumption (7)
 4 q • Reiteration (21)
 5 p→ q • → introduction (8)
 6 r • → elimination (9)
 7 q → r → introduction (8)
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 Isn’t that clever?
 (22) EXERCISE:
 (a) Rewrite the derivation of {(p→ q) → r} / (q → r) offered above, butthis time without the use of the reiteration rule (21).
 (b) Derive the argument ∅ / (((q ∧ s) → r) → p) → (r → p)
 6.3.6 Disjunction rules
 Back to the future. Here are the rules for disjunction.
 (23) FIRST DISJUNCTION INTRODUCTION RULE: Suppose that D containsa line with the formula θ and that this line is not marked with •. Thenfor any formula ψ whatsoever, you may append the line “(θ ∨ ψ) ” to theend of D.
 (24) SECOND DISJUNCTION INTRODUCTION RULE: Suppose that D con-tains a line with the formula θ and that this line is not marked with •.Then for any formula ψ whatsoever, you may append the line “(ψ ∨ θ) ”to the end of D.
 (25) DISJUNCTION ELIMINATION RULE: Suppose that D contains lines withthe formulas (θ∨ψ), (θ → χ), and (ψ → χ). (The three lines may occur inD in any order.) Suppose also that none of these lines bears the mark •.Then you may append the line “χ ” to the end of D.
 For a simple example, let’s derive p ∨ q / q ∨ p. We start out:
 1 (p ∨ q) ◦ Assumption (7)
 2 p ◦ Assumption (7)
 3 q ∨ p ∨ introduction (24)
 Now we use →-introduction to reach:
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 1 (p ∨ q) ◦ Assumption (7)
 2 p • Assumption (7)
 3 q ∨ p • ∨ introduction (24)
 4 p→ (q ∨ p) → introduction(8)
 The same process used for 2-4 is now employed to obtain the other side:
 1 (p ∨ q) ◦ Assumption (7)
 2 p • Assumption (7)
 3 q ∨ p • ∨ introduction (24)
 4 p→ (q ∨ p) → introduction(8)
 5 q • Assumption (7)
 6 q ∨ p • ∨ introduction (23)
 7 q → (q ∨ p) → introduction(8)
 We then finish up with an application of ∨-elimination, (25) on lines 1, 4 and 7.This yields:
 1 (p ∨ q) ◦ Assumption (7)
 2 p • Assumption (7)
 3 q ∨ p • ∨ introduction (24)
 4 p→ (q ∨ p) → introduction(8)
 5 q • Assumption (7)
 6 q ∨ p • ∨ introduction (23)
 7 q → (q ∨ p) → introduction(8)
 8 (q ∨ p) ∨-introduction (25)
 An argument which is useful for many purposes is (p∧(q∨r)) / (p∧q)∨(p∧r).A derivation of it starts as follows.
 1 p ∧ (q ∨ r) ◦ Assumption (7)
 2 q ∨ r ∧ elimination (19)
 3 q ◦ Assumption (7)
 4 p ∧ elimination (18)
 5 p ∧ q ∧ introduction(17)
 6 (p ∧ q) ∨ (p ∧ r) ∨-introduction (25)
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 An application of →-introduction (8) to lines 3 - 6 then yields:
 1 p ∧ (q ∨ r) ◦ Assumption (7)
 2 q ∨ r ∧ elimination (19)
 3 q • Assumption (7)
 4 p • ∧ elimination (18)
 5 p ∧ q • ∧ introduction(17)
 6 (p ∧ q) ∨ (p ∧ r) • ∨-introduction(25)
 7 q → [(p ∧ q) ∨ (p ∧ r)] →-introduction (8)
 Now we repeat the whole business starting from line 3 but using r in place ofq. Details:
 1 p ∧ (q ∨ r) ◦ Assumption (7)
 2 q ∨ r ∧ elimination (19)
 3 q • Assumption (7)
 4 p • ∧ elimination (18)
 5 p ∧ q • ∧ introduction(17)
 6 (p ∧ q) ∨ (p ∧ r) • ∨-introduction(25)
 7 q → [(p ∧ q) ∨ (p ∧ r)] →-introduction (8)
 8 r • Assumption (7)
 9 p • ∧ elimination (18)
 10 p ∧ r • ∧ introduction(17)
 11 (p ∧ q) ∨ (p ∧ r) • ∨-introduction(24)
 12 r → [(p ∧ q) ∨ (p ∧ r)] →-introduction (8)
 Lines 2, 7, and 12 then set up an application of ∨-elimination (25). We end upwith:
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 1 p ∧ (q ∨ r) ◦ Assumption (7)
 2 q ∨ r ∧ elimination (19)
 3 q • Assumption (7)
 4 p • ∧ elimination (18)
 5 p ∧ q • ∧ introduction(17)
 6 (p ∧ q) ∨ (p ∧ r) • ∨-introduction(25)
 7 q → [(p ∧ q) ∨ (p ∧ r)] →-introduction (8)
 8 r • Assumption (7)
 9 p • ∧ elimination (18)
 10 p ∧ r • ∧ introduction(17)
 11 (p ∧ q) ∨ (p ∧ r) • ∨-introduction(24)
 12 r → [(p ∧ q) ∨ (p ∧ r)] →-introduction (8)
 13 (p ∧ q) ∨ (p ∧ r) ∨-elimination (25)
 Notice that in this last derivation the formula ((p∧q)∨ (p∧r)) appears threetimes. This is not a mistake or inefficiency. The formula appears each time in adifferent role. The first time it is derived from the assumptions on lines 1 and3, the second time from the assumptions on lines 1 and 8, and both of these arepreliminary steps to deriving it on line 13 from line 1 alone.
 (26) EXERCISE: Derive the following arguments.
 (a) (p→ r) / ((p ∨ q) → (q ∨ r))
 (b) ((p ∧ q) ∨ (p ∧ r)) / (p ∧ (q ∨ r))
 (c) r ∨ (p→ q) / p→ (q ∨ r)
 6.3.7 Negation rules
 Our rules for negation are as follows.
 (27) NEGATION INTRODUCTION RULE: Suppose that D contains a line withthe formula θ → (ψ ∧ ¬ψ) not marked by •. Then you may append theline “¬θ ” to the end of D.
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 (28) NEGATION ELIMINATION RULE: Suppose that D contains a line withthe formula ¬θ → (ψ ∧ ¬ψ) not marked by •. Then you may append theline “θ ” to the end of D.
 As an example of the derivations that can be carried out with the negationrules, let us show that “double negation elimination” can be derived: ¬¬p / p.We start as follows.
 1 ¬¬p ◦ Assumption (7)
 2 ¬p ◦ Assumption (7)
 3 ¬¬p Reiteration (21)
 4 ¬p ∧ ¬¬p ∧ introduction (17)
 Applying → introduction to lines 2 and 4 yields:
 1 ¬¬p ◦ Assumption (7)
 2 ¬p • Assumption (7)
 3 ¬¬p • Reiteration (21)
 4 ¬p ∧ ¬¬p • ∧ introduction (17)
 5 ¬p→ (¬p ∧ ¬¬p) → introduction (8)
 And now we finish up with ¬ elimination (28), applying it to line 5.
 1 ¬¬p ◦ Assumption (7)
 2 ¬p • Assumption (7)
 3 ¬¬p • Reiteration (21)
 4 ¬p ∧ ¬¬p • ∧ introduction (17)
 5 ¬p→ (¬p ∧ ¬¬p) → introduction (8)
 6 p ¬ elimination (28)
 The proof of the converse argument p / ¬¬p is very similar. It starts off:
 1 p ◦ Assumption (7)
 2 ¬p ◦ Assumption (7)
 3 p Reiteration (21)
 4 p ∧ ¬p ∧ introduction (17)
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 Applying → introduction to lines 2 and 4 yields:
 1 p ◦ Assumption (7)
 2 ¬p • Assumption (7)
 3 p • Reiteration (21)
 4 p ∧ ¬p • ∧ introduction (17)
 5 ¬p→ (p ∧ ¬p) → introduction (8)
 This time we finish up with ¬ introduction (27), applying it to line 5.
 1 p ◦ Assumption (7)
 2 ¬p • Assumption (7)
 3 p • Reiteration (21)
 4 p ∧ ¬p • ∧ introduction (17)
 5 ¬p→ (p ∧ ¬p) → introduction (8)
 6 ¬¬p ¬ introduction (27)
 Nothing in these derivations depends on the fact that p is atomic. We couldhave substituted any other formula ϕ for all the occurrences of p and ended upwith legal derivations. The new derivations would derive ϕ / ¬¬ϕ and ¬¬ϕ / ϕ,respectively. Also note that the derivations do not rely on their first lines beingassumptions. All that matters is that the lines are not marked by •. (If theywere marked by • then reiteration could not be used at the third line.) We see,therefore, that if any line of a derivation has ϕ as formula and is not markedby •, we may extend the derivation by repeating the same line but with ¬¬ϕ inplace of ϕ, and likewise with ϕ and ¬¬ϕ switched. It is thus possible to shortenmany derivations with the following derived rule.
 (29) DOUBLE NEGATION RULES (DERIVED):
 (a) Suppose that D contains a line with the formula θ and that this lineis not marked with •. Then you may append the line “¬¬θ ” to theend of D.
 (b) Suppose that D contains a line with the formula ¬¬θ and that thisline is not marked with •. Then you may append the line “θ ” to theend of D.
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 Using (29), we have the following brief derivation of p ∧ ¬¬q / p ∧ q.
 1 p ∧ ¬¬q ◦ Assumption (7)
 2 ¬¬q ∧ elimination (19)
 3 q Double Negation (29)b
 4 p ∧ elimination (18), 1
 5 p ∧ q ∧ introduction (17), 3, 4
 Without rule (29), p ∧ ¬¬q / p ∧ q would still be derivable but we would needto insert a copy of the earlier derivation for ¬¬p / p (or implement some otherstrategy).
 Now let’s derive ¬(p∨ q) / ¬p∧¬q, one of many important relations betweennegation, conjunction and disjunction. Our strategy will be to derive each of ¬pand ¬q, and our strategy for that will be to assume each of p and q and try toreach a contradiction. We start as follows.
 1 ¬(p ∨ q) ◦ Assumption (7)
 2 p ◦ Assumption (7)
 3 p ∨ q ∨ introduction(23)
 4 ¬(p ∨ q) Reiteration (21)
 5 (p ∨ q) ∧ ¬(p ∨ q) ∧ introduction (17), 3, 4
 Now using → introduction and then ¬ introduction, we get:
 1 ¬(p ∨ q) ◦ Assumption (7)
 2 p • Assumption (7)
 3 p ∨ q • ∨ introduction(23)
 4 ¬(p ∨ q) • Reiteration (21)
 5 (p ∨ q) ∧ ¬(p ∨ q) • ∧ introduction (17), 3, 4
 6 p→ [(p ∨ q) ∧ ¬(p ∨ q)] → introduction (8), 2, 5
 7 ¬p ¬ introduction (27), 6
 Next we use the same argument symmetrically with q to obtain ¬q, and thenuse ∧ introduction to complete the derivation. It all looks like this:

Page 140
                        

134 CHAPTER 6. DERIVATION WITHIN SENTENTIAL LOGIC
 1 ¬(p ∨ q) ◦ Assumption (7)
 2 p • Assumption (7)
 3 p ∨ q • ∨ introduction(23)
 4 ¬(p ∨ q) • Reiteration (21)
 5 (p ∨ q) ∧ ¬(p ∨ q) • ∧ introduction (17), 3, 4
 6 p→ [(p ∨ q) ∧ ¬(p ∨ q)] → introduction (8), 2, 5
 7 ¬p ¬ introduction (27), 6
 8 q • Assumption (7)
 9 p ∨ q • ∨ introduction(23)
 10 ¬(p ∨ q) • Reiteration (21)
 11 (p ∨ q) ∧ ¬(p ∨ q) • ∧ introduction (17), 9, 10
 12 q → [(p ∨ q) ∧ ¬(p ∨ q)] → introduction (8), 8, 11
 13 ¬q ¬ introduction (27), 12
 14 ¬p ∧ ¬q ∧ introduction (17)
 The argument ¬(p ∨ q) / ¬p ∧ ¬q was first explicitly noted by the Englishlogician DeMorgan in the 19th century [24]. In the foregoing derivation, no usewas made of the fact that p and q are atomic. The same derivation would gothrough if p were replaced by any formula θ and q by any other formula ψ. Weare therefore entitled to write a new derived rule, as follows.
 (30) DEMORGAN (DERIVED): Suppose that D contains a line with the for-mula ¬(θ ∨ ψ) and that this line is not marked with •. Then you mayappend the line “¬θ ∧ ¬ψ ” to the end of D.
 There are two other derived rules involving negations that are worth pre-senting. Suppose that you’re working on a derivation that contains an assump-tion ϕ followed by lines with θ and ¬θ as formulas. We can picture the situationlike this:
 n ϕ ◦ Assumption (7)
 . . . various lines . . .n+ k θ
 . . . more lines . . .n+ k + ` ¬θ
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 You see that any such derivation can be extended via ∧ introduction and →introduction as follows.
 n ϕ • Assumption (7)
 . . . various lines . . .n+ k θ •
 . . . more lines . . .n+ k + ` ¬θ •n+ k + `+ 1 θ ∧ ¬θ • ∧ introduction (17)
 n+ k + `+ 2 ϕ→ (θ ∧ ¬θ) → introduction (8)
 With line n + k + ` + 2 in hand, ¬ϕ can now be added via ¬ introduction (27).The whole derivation looks like this:
 n ϕ • Assumption (7)
 . . . various lines . . .n+ k θ •
 . . . more lines . . .n+ k + ` ¬θ •n+ k + `+ 1 θ ∧ ¬θ • ∧ introduction (17)
 n+ k + `+ 2 ϕ→ (θ ∧ ¬θ) → introduction (8)
 n+ k + `+ 3 ¬ϕ ¬ introduction (27)
 It doesn’t matter whether θ or ¬θ comes first in the foregoing derivation (linesn + k and n + k + ` could be switched). Also, it doesn’t matter whether we endup with the conjunction on line n + k + ` + 1 via conjunction introduction orthrough some other route. So we write a new derived rule as follows.
 (31) NEGATION INTRODUCTION (DERIVED): Suppose that the last line in D
 marked by ◦ has ϕ as formula. (Don’t use this rule if no line in D ismarked by ◦.) Suppose also that either (a) there are two subsequentlines in D, neither marked by •, and containing the formulas θ and ¬θ,or (b) there is a subsequent line in D unmarked by • containing eitherθ ∧ ¬θ or ¬θ ∧ θ. Then you may do the following. First, from “ϕ ◦” tothe end of D, change the mark of every line to • (if the mark is not •already). Next, append the line “¬ϕ ” to the end of D.
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 If you examine the derivation sketch above, you’ll see that the roles of ϕ and¬ϕ can be reversed. In this case, the last line involves ϕ, and is justified by ¬elimination (28) instead of ¬ introduction (27). We can therefore write anotherderived rule, symmetrical to (31).
 (32) NEGATION ELIMINATION (DERIVED): Suppose that the last line in D
 marked by ◦ has ¬ϕ as formula. (Don’t use this rule if no line in D
 is marked by ◦.) Suppose also that either (a) there are two subsequentlines in D, neither marked by •, and containing formulas θ and ¬θ, or (b)there is a subsequent line in D unmarked by • containing either θ ∧ ¬θor ¬θ ∧ θ. Then you may do the following. First, from “¬ϕ ◦” to the endof D, change the mark of every line to • (if the mark is not • already).Next, append the line “ϕ ” to the end of D.
 Let’s put the derived ¬ introduction rule (31) to use by deriving p→ q / ¬q →¬p. This argument is traditionally called contraposition. The derivation getsgoing as follows.
 1 p→ q ◦ Assumption (7)
 2 ¬q ◦ Assumption (7)
 We’ve thus assumed the left hand side of our goal, and we now want to derivethe right hand side. Since the principal connective of the right hand side is¬, derived ¬ introduction may be helpful. We therefore assume the formulawithout the negation and look for a contradiction.
 1 p→ q ◦ Assumption (7)
 2 ¬q ◦ Assumption (7)
 3 p ◦ Assumption (7)
 4 q → elimination (9), 1, 3
 5 ¬q Reiteration (21), 2
 Now we can use our derived ¬ introduction rule to obtain:
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 1 p→ q ◦ Assumption (7)
 2 ¬q ◦ Assumption (7)
 3 p • Assumption (7)
 4 q • → elimination (9), 1, 3
 5 ¬q • Reiteration (21), 2
 6 ¬p Derived ¬ elimination(32), 3, 4, 5
 We finish with → introduction:
 1 p→ q ◦ Assumption (7)
 2 ¬q • Assumption (7)
 3 p • Assumption (7)
 4 q • → elimination (9), 1, 3
 5 ¬q • Reiteration (21), 2
 6 ¬p • derived ¬ elimination(32), 3, 4, 5
 7 ¬q → ¬p → introduction(8), 2, 6
 There’s one more derived rule involving negation that we’d like to bring toyour attention. It will be used later, and anyway it’s fun to think about.
 (33) CONTRADICTION RULE (DERIVED): Suppose that D contains a line witha formula of the form ϕ ∧ ¬ϕ, not marked by •. Then you may appendany line marked with the blank.
 To see that (33) is justified, consider a derivation that ends with ϕ∧¬ϕ, notmarked by •. Then it can be continued as pictured here (where ? is either ◦ orblank).
 n ϕ ∧ ¬ϕ ?
 n+ 1 ¬ψ ◦ Assumption (7)
 n+ 2 ϕ ∧ ¬ϕ Reiteration (21)
 In the foregoing, ψ can be any formula you choose. The assumption of ¬ψ canthen be cancelled by introduction of a conditional followed by the NegationElimination Rule (28). The whole thing is pictured as follows.
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 n ϕ ∧ ¬ϕ ?
 n+ 1 ¬ψ • Assumption (7)
 n+ 2 ϕ ∧ ¬ϕ • Reiteration (21)
 n+ 3 ¬ψ → (ϕ ∧ ¬ϕ) → Introduction (8)
 n+ 4 ψ ¬ elimination (28)
 In Section 5.3.2 we considered the fact that p ∧ ¬p |= ψ for all ψ ∈ L. Tomake this feature of logic more palatable, we provided an informal derivationof (arbitrary) ψ from p∧¬p. Now we possess an “official” derivation of the samefact.
 (34) EXERCISE: Demonstrate that the following means of extending D is aderived rule (that is, its use can always be replaced by recourse to thebasic rules).
 NEGATION INTRODUCTION (DERIVED): Suppose that the lastline in D marked with ◦ has ϕ as formula. (Don’t use this ruleif no line in D is marked by ◦.) Suppose also that the last lineof D has ¬ϕ. Then you may do the following. First, from “ϕ ◦”to the end of D, change the mark of every line to • (if the markis not • already). Next, append the line “¬ϕ ” to the end of D.
 There is a symmetrical derived rule for eliminating ¬. Can you formu-late it?
 (35) EXERCISE: Provide derivations for the following arguments. Feel free touse the derived rules that we have established.
 (a) q / ¬(p ∧ ¬p)
 (b) p ∧ ¬q / ¬(p→ q)
 (c) ¬p ∨ ¬q / ¬(p ∧ q)
 (d) p ∧ ¬p / ¬q
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 6.3.8 Biconditional rules
 Finally, we arrive at the last connective in L, the biconditional. Its rules are asfollows.
 (36) BICONDITIONAL INTRODUCTION RULE: Suppose that D contains a linewith the formula (θ → ψ) and a line with the formula (ψ → θ) (in eitherorder). Suppose also that neither of these lines bears the mark •. Thenyou may append the line “θ ↔ ψ ” to the end of D.
 (37) FIRST BICONDITIONAL ELIMINATION RULE: Suppose that D containsa line with the formula θ and a line with the formula (θ ↔ ψ) (in eitherorder). Suppose also that neither of these lines bears the mark •. Thenyou may append the line “ψ ” to the end of D.
 (38) SECOND BICONDITIONAL ELIMINATION RULE: Suppose that D con-tains a line with the formula ψ and a line with the formula (θ ↔ ψ) (ineither order). Suppose also that neither of these lines bears the mark •.Then you may append the line “θ ” to the end of D.
 Let’s see how to use these rules to derive the argument with premises {p ↔q, q ↔ r} and conclusion p↔ r. We start like this:
 1 p↔ q ◦ Assumption (7)
 2 q ↔ r ◦ Assumption (7)
 3 p ◦ Assumption (7)
 4 q ↔ elimination (37), 1, 3
 5 r ↔ elimination (37), 2, 4
 The assumption at line 3 can now be canceled to get the first conditional weneed:
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 1 p↔ q ◦ Assumption (7)
 2 q ↔ r ◦ Assumption (7)
 3 p • Assumption (7)
 4 q • ↔ elimination (37), 1, 3
 5 r • ↔ elimination (37), 2, 4
 6 p→ r → introduction (8), 3, 5
 Obtaining the converse conditional r → p is achieved in the same way. Once itis in hand, we finish with ↔ introduction (36). The whole thing looks like this:
 1 p↔ q ◦ Assumption (7)
 2 q ↔ r ◦ Assumption (7)
 3 p • Assumption (7)
 4 q • ↔ elimination (37), 1, 3
 5 r • ↔ elimination (37), 2, 4
 6 p→ r → introduction (8), 3, 5
 7 r • Assumption (7)
 8 q • ↔ elimination (38), 2, 7
 9 p • ↔ elimination (38), 1, 8
 10 r → p → introduction (8), 7, 10
 11 p↔ r ↔ introduction (36), 6, 10
 That was easy. For something more challenging, let’s derive p↔ q / (p∨r) ↔(r ∨ q). Things start off with:
 1 p↔ q ◦ Assumption (7)
 2 p ∨ r ◦ Assumption (7)
 3 p ◦ Assumption (7)
 4 q ↔ elimination (37), 1, 3
 5 r ∨ q ∨ introduction (24), 4
 Now we add the first needed conditional, and cancel everything from line 3.
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 1 p↔ q ◦ Assumption (7)
 2 p ∨ r ◦ Assumption (7)
 3 p • Assumption (7)
 4 q • ↔ elimination (37), 1, 3
 5 r ∨ q • ∨ introduction (24), 4
 6 p→ (r ∨ q) → introduction (8), 3, 5
 Next, let us assume r, and add steps similar to (3) - (6).
 1 p↔ q ◦ Assumption (7)
 2 p ∨ r ◦ Assumption (7)
 3 p • Assumption (7)
 4 q • ↔ elimination (37), 1, 3
 5 r ∨ q • ∨ introduction (24), 4
 6 p→ (r ∨ q) → introduction , 3, 5
 7 r • Assumption (7)
 8 r ∨ q • ∨ introduction (23), 4
 9 r → (r ∨ q) → introduction (8), 3, 5
 Lines 2, 6, and 9 are now exploited by ∨ elimination, rule (25), as follows.
 1 p↔ q ◦ Assumption (7)
 2 p ∨ r ◦ Assumption (7)
 3 p • Assumption (7)
 4 q • ↔ elimination (37), 1, 3
 5 r ∨ q • ∨ introduction (24), 4
 6 p→ (r ∨ q) → introduction , 3, 5
 7 r • Assumption (7)
 8 r ∨ q • ∨ introduction (23), 4
 9 r → (r ∨ q) → introduction (8), 3, 5
 10 r ∨ q ∨ elimination , 2, 6, 9
 Lines 2 and 10 suffice to obtain the first conditional needed to derive the bicon-ditional we seek. Specifically:
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 1 p↔ q ◦ Assumption (7)
 2 p ∨ r • Assumption (7)
 3 p • Assumption (7)
 4 q • ↔ elimination (37), 1, 3
 5 r ∨ q • ∨ introduction (24), 4
 6 p→ (r ∨ q) • → introduction (8), 3, 5
 7 r • Assumption (7)
 8 r ∨ q • ∨ introduction (23), 4
 9 r → (r ∨ q) • → introduction (8), 3, 5
 10 r ∨ q • ∨ elimination , 2, 6, 9
 11 (p ∨ r) → (r ∨ q) → introduction (8), 2, 10
 It remains to derive the converse conditional, setting up an application of ↔introduction (36). Our strategy is similar to what’s already been produced, andbrings us to line 21 in the following derivation. The final line 22 is obtained bycombining two conditionals, as described in ↔ introduction (36), above.
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 1 p↔ q ◦ Assumption (7)
 2 p ∨ r • Assumption (7)
 3 p • Assumption (7)
 4 q • ↔ elimination (37), 1, 3
 5 r ∨ q • ∨ introduction (24), 4
 6 p→ (r ∨ q) • → introduction (8), 3, 5
 7 r • Assumption (7)
 8 r ∨ q • ∨ introduction (23), 4
 9 r → (r ∨ q) • → introduction (8), 3, 5
 10 r ∨ q • ∨ elimination , 2, 6, 9
 11 (p ∨ r) → (r ∨ q) → introduction (8), 2, 10
 12 r ∨ q • Assumption (7)
 13 r • Assumption (7)
 14 p ∨ r • ∨ introduction (24), 13
 15 r → (p ∨ r) • → introduction (8), 13, 14
 16 q • Assumption (7)
 17 p • ↔ elimination (38)
 18 p ∨ r • ∨ introduction (23), 4
 19 q → (p ∨ r) • → introduction (8), 16, 18
 20 p ∨ r • ∨ elimination , 12, 16, 19
 21 (q ∨ r) → (p ∨ r) → introduction (8), 12, 20
 22 (p ∨ r) ↔ (r ∨ q) ↔ introduction (36), 11, 21
 Now it’s time for you to do some work.
 (39) EXERCISE: Give derivations for the following arguments. Feel free touse derived rules.
 (a) ∅ / (p↔ q) ↔ [(p→ q) ∧ (q → p)]
 (b) p ∧ q / p↔ q
 (c) p↔ q / (p ∧ q) ↔ (r ∧ q)
 (d) {p↔ q, r ↔ s} / (p ∧ r) ↔ (q ∧ s)
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 6.4 Indirect Proof
 Our negation rules (27) and (28) — along with their derived extensions (31) -(34) — are related to a form of argument that has traditionally been knownas “indirect proof.” Indirect arguments proceed by assuming the opposite ofwhat they seek to conclude. The assumption leads to “absurdity” in the formof a contradiction, so this kind of reasoning is also said to involve reductioad absurdum. The pivotal contradiction must involve at least one formulamarked with the blank, as we shall see in the illustrations to follow. Facilitywith the indirect strategy is essential to developing skill in finding derivationsfor arguments, including some arguments whose conclusions are not negations.
 Let’s start by considering disjunctions. Suppose we wish to prove a formulaof form ϕ ∨ ψ. The first strategy that comes to mind is to try to prove eitherϕ or ψ, and then apply one of the ∨ introduction rules (23), (24). This ideadoesn’t always work, however. For example, if we want to derive the argument∅ / p ∨ ¬p, it is futile to try first to derive either ∅ / p or ∅ / ¬p. In the nextchapter it will be seen that neither of the latter, invalid, arguments can bederived. To derive ∅ / p ∨ ¬p we must rather proceed indirectly, setting thingsup for an application of ¬ elimination [in its derived form (32)]. Here is how weget started.
 1 ¬(p ∨ ¬p) ◦ Assumption (7)
 2 ¬p ∧ ¬¬p DeMorgan (30)
 Now we can use ¬ elimination to finish up.
 1 ¬(p ∨ ¬p) • Assumption (7)
 2 ¬p ∧ ¬¬p • DeMorgan (30)
 3 p ∨ ¬p Derived ¬ elimination (32), 1, 2
 For another example, consider the following argument which exhibits an im-portant relation between conditionals, disjunction, and negation: p→ q / ¬p∨q.Again, we won’t make progress by trying to derive either ¬p or q from thepremise p→ q. This is because the (invalid) arguments p→ q / ¬p and p→ q / q
 are not derivable in our system, as will be seen in the next chapter. To proceed
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 indirectly, we must assume the negation of the conclusion and then hunt for acontradiction. So we start this way:
 1 p→ q ◦ Assumption (7)
 2 ¬(¬p ∨ q) ◦ Assumption (7)
 3 ¬¬p ∧ ¬q DeMorgan (30), 2
 4 ¬¬p ∧ elimination (9), 3
 5 p derived double ¬ rule (29)b, 4
 6 q → elimination (9)
 7 ¬q ∧ elimination (19)
 Now we finish up with the derived version of ¬ elimination:
 1 p→ q ◦ Assumption (7)
 2 ¬(¬p ∨ q) • Assumption (7)
 3 ¬¬p ∧ ¬q • DeMorgan (30), 2
 4 ¬¬p • ∧ elimination (9), 3
 5 p • derived double ¬ rule (29)b, 4
 6 q • → elimination (9)
 7 ¬q • ∧ elimination (19)
 8 ¬p ∨ q derived ¬ elimination (32), 2, 6, 7
 In the preceding examples, we derived arguments whose conclusions havenontrivial logical structure (they both were disjunctions). Our indirect strategyalso applies to cases where the conclusion is just a variable, as in the argument{¬p → q,¬q} / p. Our strategy here is to assume ¬p, and hunt for a contradic-tion. We start off this way.
 1 ¬p→ q ◦ Assumption (7)
 2 ¬q ◦ Assumption (7)
 3 ¬p ◦ Assumption (7)
 4 q → elimination (9)
 5 ¬q Reiteration (21)
 The use of Reiteration at line (5) allows us to finish up with ¬ elimination:
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 1 ¬p→ q ◦ Assumption (7)
 2 ¬q ◦ Assumption (7)
 3 ¬p • Assumption (7)
 4 q • → elimination (9)
 5 ¬q • Reiteration (21)
 6 p derived ¬ elimination (32), 2, 4, 5
 How do you know when you should employ the indirect strategy? Sincethere may be no overt clue that ¬ elimination will pay off, we formulate ourMost Important Strategic Principle. It has two parts.
 What to do when you don’t know what to do:
 (a) Don’t panic!
 (b) Assume the negation of your goal (or subgoal) and look for acontradiction.
 An excellent discussion of Part (a) is already available in D. Adams [2]. Weconcentrate on (b).
 Principle (b) may be useful at the beginning of a derivation, for example,to derive the argument ∅ / (p → q) ∨ (q → r). (You’ll be asked to derive itas an exercise, below.) The advice might also serve you well in the middleof a derivation, when you’re stuck. To illustrate, let us try to establish thesomewhat surprising argument known as Pierce’s Law, ∅ / ((p → q) → p) → p.Since the conclusion is a conditional, we can start by assuming the left handside.
 1 (p→ q) → p ◦ Assumption (7)
 If we could derive p→ q then we could use → elimination to get p. But we havenothing to work with to get p → q. Not knowing what to do, we use Principle(b) and assume ¬p. With ¬p we can get to work on deriving a contradictioninvolving at least one line marked with the blank. For the latter purpose, weassume p in view of deriving q (for an application of → introduction). Thus:
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 1 (p→ q) → p ◦ Assumption (7)
 2 ¬p ◦ Assumption (7)
 3 p ◦ Assumption (7)
 Our immediate goal is now to get q. Once again, we have no idea how to achievethis so we apply our principle again by assuming ¬q. This is followed by twouses of Reiteration in order to set up ¬ elimination.
 1 (p→ q) → p) ◦ Assumption (7)
 2 ¬p ◦ Assumption (7)
 3 p ◦ Assumption (7)
 4 ¬q ◦ Assumption (7)
 5 ¬p Reiteration (21), 2
 6 p Reiteration (21), 3
 Now we can use ¬ elimination to get q.
 1 (p→ q) → p) ◦ Assumption (7)
 2 ¬p ◦ Assumption (7)
 3 p ◦ Assumption (7)
 4 ¬q • Assumption (7)
 5 ¬p • Reiteration (21), 2
 6 p • Reiteration (21), 3
 7 q derived ¬ elimination (32), 4, 5, 6
 We can now get to p→ q, thence to p.
 1 (p→ q) → p) ◦ Assumption (7)
 2 ¬p ◦ Assumption (7)
 3 p • Assumption (7)
 4 ¬q • Assumption (7)
 5 ¬p • Reiteration (21), 2
 6 p • Reiteration (21), 3
 7 q • derived ¬ elimination (32), 4, 5, 6
 8 p→ q → introduction (8), 3, 7
 9 p → elimination (9), 1, 8
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 We are ready to finish, first by using ¬ elimination on line 2, then by using →introduction on 1 and 11. As a preliminary, we bring ¬p from line 2 to line 10via Reiteration. We’ll show these steps in two stages. Here is the derivationafter ¬ elimination.
 1 (p→ q) → p) ◦ Assumption (7)
 2 ¬p • Assumption (7)
 3 p • Assumption (7)
 4 ¬q • Assumption (7)
 5 ¬p • Reiteration (21), 2
 6 p • Reiteration (21), 3
 7 q • derived ¬ elimination (32), 4, 5, 6
 8 p→ q • → introduction (8), 3, 7
 9 p • → elimination (9), 1, 8
 10 ¬p • Reiteration , 2
 11 p derived ¬ elimination (32), 2, 9, 10
 And here is the coup de grace via → introduction.
 1 (p→ q) → p) • Assumption (7)
 2 ¬p • Assumption (7)
 3 p • Assumption (7)
 4 ¬q • Assumption (7)
 5 ¬p • Reiteration (21), 2
 6 p • Reiteration (21), 3
 7 q • derived ¬ elimination (32), 4, 5, 6
 8 p→ q • → introduction (8), 3, 7
 9 p • → elimination (9), 1, 8
 10 ¬p • Reiteration , 2
 11 p • derived ¬ elimination (32), 2, 9, 10
 12 (p→ q) → p) → p → introduction (8), 1, 11
 Did you follow all that? If not, you might wish to go back over the materialin this section. It’s the indirect strategy that’s the real challenge in derivations.
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 (40) EXERCISE: Find derivations for the following arguments. Feel free touse derived rules.
 (a) ¬(p ∧ q) / ¬p ∨ ¬q
 (b) ¬(p→ q) / p ∧ ¬q
 (c) p→ (q ∨ r) / r ∨ (p→ q)
 (d) ∅ / (p→ q) ∨ (q → r)
 (e) (p→ q) → p / p ∨ q
 (41) EXERCISE: Show that the ¬ introduction rule (27) is redundant in thesense that its use can be simulated with the other non-derived rules. Inother words, show that we could suppress (27) without losing the abilityto derive any argument. In your proof, make sure not to rely on any ofthe derived rules. (You get extra credit for this one.)
 6.5 Derivation of formulas, interderivability
 In discussing Pierce’s Law above, we considered an argument with the emptyset of premises. This is just a special case of Definition (6) but it arises oftenenough to deserve special recognition.
 (42) DEFINITION: A derivation of the formula ϕ is a derivation with the fol-lowing properties.
 (a) The derivation ends with the line “ϕ ”.
 (b) No lines in the derivation are marked by ◦.
 If ϕ has such a derivation, then we say that ϕ is derivable.
 To avoid misunderstanding, we note that the derivation showing ϕ to be deriv-able may contain ◦ during its construction, just not when it’s finished. It shouldbe clear that ϕ is derivable in the sense of Definition (42) if and only if ∅ / ϕ is
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 derivable in the sense of Definition (6). To illustrate, the discussion of Pierce’sLaw, above, informs us that ((p→ q) → p) → p is derivable.
 Call formulas θ, ψ interderivable if both the arguments θ / ψ and ψ / θ arederivable. For example, p ∧ q and q ∧ p are interderivable, as you can easilycheck. You should also be able to verify the following fact, using the rules forconditionals and biconditionals in Sections 6.3.3 and 6.3.8.
 (43) FACT: Let θ, ψ ∈ L be given. Then θ, ψ are interderivable if and only ifθ ↔ ψ is derivable.
 The following corollary is almost immediate (we leave its proof to you).
 (44) COROLLARY: For all θ, ψ, ϕ ∈ L, if θ and ψ are interderivable, and ψ andϕ are interderivable then θ and ϕ are interderivable.
 Of course, the corollary applies to chains of any length. For example, if θ1 and θ2
 are interderivable, θ2 and θ3 are interderivable, and θ3 and θ4 are interderivablethen θ1 and θ4 are interderivable. This follows by applying the corollary a firsttime to obtain the interderivability of θ1 and θ3, then a second time to obtainthe interderivability of θ1 and θ4. Chains of any length can be treated the sameway. In view of Corollary (44), we say that interderivability is a “transitive”relation.
 6.6 Derivation schemas
 In thinking about derivability, it often helps to write down a derivation schema.Such a schema is a blueprint for official derivations. It relies on Greek lettersto represent arbitrary formulas, along with other notations. We saw this kindof thing when justifying the derived rule for negation elimination (32). Foranother illustration, let us convince ourselves of the following claim.
 (45) FACT: For all ϕ, θ ∈ L, if ϕ↔ θ is derivable then so is ¬ϕ↔ ¬θ.
 The proof consists of picturing a derivation of ϕ↔ θ that is extended to one for¬ϕ↔ ¬θ. Here is how it might look when finished.
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 1 ϕ↔ θ assumed to be derivable2 ¬ϕ • cancelled assumption (7)
 3 θ • cancelled assumption (7)
 4 ϕ • ↔ elimination (38), 1, 3
 5 ¬ϕ • Reiteration (21), 2
 6 ¬θ • derived ¬ introduction (31), 3, 4, 5
 7 ¬ϕ→ ¬θ → introduction (8), 2, 6
 8 ¬θ • cancelled assumption (7)
 9 ϕ • cancelled assumption (7)
 10 θ • ↔ elimination (37), 1, 9
 11 ¬θ • Reiteration (21), 8
 12 ¬ϕ • derived ¬ introduction (31), 10, 11, 12
 13 ¬θ → ¬ϕ → introduction (8), 8, 12
 14 ¬ϕ↔ ¬θ ↔ introduction (36), 7, 13
 Let’s do one more example. Suppose you’d like to demonstrate the followingfact.
 (46) FACT: For all ϕ1, ϕ2, θ1, θ2 ∈ L, if ϕ1 ↔ θ1 and ϕ2 ↔ θ2 are both derivablethen so is (ϕ1 ∧ ϕ2) ↔ (θ1 ∧ θ2).
 Your argument for (46) would take the form of a derivation schema that mightend up looking like this:
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 1 ϕ1 ↔ θ1 assumed to be derivable2 ϕ2 ↔ θ2 also assumed to be derivable3 ϕ1 ∧ ϕ2 • cancelled assumption (7)
 4 ϕ1 • ∧ elimination(18), 3
 5 θ1 • ↔ elimination(37), 1, 4
 6 ϕ2 • ∧ elimination(18)3
 7 θ2 • ↔ elimination(37)2, 6
 8 θ1 ∧ θ2 ∧ introduction(17), 5, 7
 9 (ϕ1 ∧ ϕ2) → (θ1 ∧ θ2) → introduction(8), 3, 8
 10 θ1 ∧ θ2 • cancelled assumption (7)
 11 θ1 • ∧ elimination(18), 10
 12 ϕ1 • ↔ elimination(38), 1, 11
 13 θ2 • ∧ elimination(18)10
 14 ϕ2 • ↔ elimination(38)2, 13
 15 ϕ1 ∧ ϕ2 • ∧ introduction(17), 12, 14
 16 (ϕ1 ∧ ϕ2) → (θ1 ∧ θ2) → introduction(8), 10, 16
 17 (ϕ1 ∧ ϕ2) ↔ (θ1 ∧ θ2) ↔ introduction (36), 9, 16
 Facts similar to (45) and (46) are recorded below. We will rely on them inthe next chapter in order to exhibit fundamental properties of derivability. Itwould be too painful to verify them all in extenso. Their proofs are thereforeleft to you, with permission to sacrifice some explicitness for brevity.
 (47) FACT: Let ϕ1, ϕ2, θ1, θ2 ∈ L be given. Suppose that ϕ1 ↔ θ1 and ϕ2 ↔ θ2
 are both derivable. Then:
 (a) (ϕ1 ∨ ϕ2) ↔ (θ1 ∨ θ2) is derivable.
 (b) (ϕ1 → ϕ2) ↔ (θ1 → θ2) is derivable.
 (c) (ϕ1 ↔ ϕ2) ↔ (θ1 ↔ θ2) is derivable.
 (48) FACT: Let ψ, χ, γ ∈ L be given. Then the following pairs of formulas areinterderivable.
 (a) ψ → χ and ¬ψ ∨ χ
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 (b) ψ ↔ χ and (ψ ∧ χ) ∨ (¬ψ ∧ ¬χ)
 (c) ¬¬ψ and ψ
 (d) ¬(χ ∧ ψ) and ¬χ ∨ ¬ψ
 (e) ¬(χ ∨ ψ) and ¬χ ∧ ¬ψ
 (f) ψ ∧ (χ ∨ γ) and (ψ ∧ χ) ∨ (ψ ∧ γ)
 (g) (χ ∨ γ) ∧ ψ and (χ ∧ ψ) ∨ (γ ∧ ψ)
 Facts (48)d,e are usually called “DeMorgan laws.” [We stated something similarin (30).] Facts (48)f,g are usually called “Distribution laws.” Other distributionlaws can also be proved. They switch the roles of ∧ and ∨ in (48)f. We don’tbother to state them officially, however, since they won’t be used later. We willneed the following (and final) three facts.
 (49) FACT: Suppose that the argument Γ / ϕ∧¬ϕ is derivable, for some ϕ ∈ L.Then the argument Γ / p ∧ ¬p is also derivable.
 (50) FACT: Let θ1 · · · θn, ϕ ∈ L be given. Suppose that the arguments θi / ϕ
 are all derivable. Then the argument θ1 ∨ · · · ∨ θn /ϕ is also derivable.
 (51) FACT: Let θ1 · · · θn, ϕ ∈ L be given, and suppose that the zero-premiseargument θ1 ∧ · · · ∧ θn → ϕ is derivable. Then the n-premise argumentθ1 · · · θn / ϕ is derivable.
 6.7 Summary of rules
 We bring together all the rules presented in this chapter.
 (52) ASSUMPTION RULE: For any formula ϕ whatsoever you may append theline “ϕ ◦” to the end of D.
 (53) CONDITIONAL INTRODUCTION RULE: Suppose that D ends with a linewhose formula is ψ. Suppose also that this line is not marked by •. Let
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 “θ ◦” be the last line in D marked with ◦. (If there is no line in D markedwith ◦ then you cannot use this rule.) Then you may do the following.First, from “θ ◦” to the end of D, change the mark of every line to • (ifthe mark is not • already). Next, append the line “θ → ψ ” to the end ofD.
 (54) CONDITIONAL ELIMINATION RULE: Suppose that D contains a linewith the formula θ and a line with the formula (θ → ψ) (in either or-der). Suppose also that neither of these lines bears the mark •. Thenyou may append the line “ψ ” to the end of D.
 (55) CONJUNCTION INTRODUCTION RULE: Suppose that D contains a linewith the formula θ and a line with the formula ψ (in either order). Sup-pose also that neither of these lines bears the mark •. Then you mayappend the line “(θ ∧ ψ) ” to the end of D.
 (56) FIRST CONJUNCTION ELIMINATION RULE: Suppose that D contains aline with the formula (θ ∧ ψ) and that this line is not marked with •.Then you may append the line “θ ” to the end of D.
 (57) SECOND CONJUNCTION ELIMINATION RULE: Suppose that D containsa line with the formula (θ ∧ ψ) and that this line is not marked with •.Then you may append the line “ψ ” to the end of D.
 (58) REITERATION RULE (DERIVED): Suppose that D contains a line withthe formula θ and that this line is not marked with •. Then you mayappend the line “θ ” to the end of D.
 (59) FIRST DISJUNCTION INTRODUCTION RULE: Suppose that D containsa line with the formula θ and that this line is not marked with •. Thenfor any formula ψ whatsoever, you may append the line “(θ ∨ ψ) ” to theend of D.
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 (60) SECOND DISJUNCTION INTRODUCTION RULE: Suppose that D con-tains a line with the formula θ and that this line is not marked with •.Then for any formula ψ whatsoever, you may append the line “(ψ ∨ θ) ”to the end of D.
 (61) DISJUNCTION ELIMINATION RULE: Suppose that D contains lines withthe formulas (θ∨ψ), (θ → χ), and (ψ → χ). (The three lines may occur inD in any order.) Suppose also that none of these lines bears the mark •.Then you may append the line “χ ” to the end of D.
 (62) NEGATION INTRODUCTION RULE: Suppose that D contains a line withthe formula θ → (ψ ∧ ¬ψ) not marked by •. Then you may append theline “¬θ ” to the end of D.
 (63) NEGATION ELIMINATION RULE: Suppose that D contains a line withthe formula ¬θ → (ψ ∧ ¬ψ) not marked by •. Then you may append theline “θ ” to the end of D.
 (64) DOUBLE NEGATION RULES (DERIVED):
 (a) Suppose that D contains a line with the formula θ and that this lineis not marked with •. Then you may append the line “¬¬θ ” to theend of D.
 (b) Suppose that D contains a line with the formula ¬¬θ and that thisline is not marked with •. Then you may append the line “θ ” to theend of D.
 (65) DEMORGAN (DERIVED): Suppose that D contains a line with the for-mula ¬(θ ∨ ψ) and that this line is not marked with •. Then you mayappend the line “¬θ ∧ ¬ψ ” to the end of D.
 (66) NEGATION INTRODUCTION (DERIVED): Suppose that the last line in D
 marked by ◦ has ϕ as formula. (Don’t use this rule if no line in D ismarked by ◦.) Suppose also that either (a) there are two subsequent
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 lines in D, neither marked by •, and containing the formulas θ and ¬θ,or (b) there is a subsequent line in D unmarked by • containing eitherθ ∧ ¬θ or ¬θ ∧ θ. Then you may do the following. First, from “ϕ ◦” tothe end of D, change the mark of every line to • (if the mark is not •already). Next, append the line “¬ϕ ” to the end of D.
 (67) NEGATION ELIMINATION (DERIVED): Suppose that the last line in D
 marked by ◦ has ¬ϕ as formula. (Don’t use this rule if no line in D
 is marked by ◦.) Suppose also that either (a) there are two subsequentlines in D, neither marked by •, and containing formulas θ and ¬θ, or (b)there is a subsequent line in D unmarked by • containing either θ ∧ ¬θor ¬θ ∧ θ. Then you may do the following. First, from “¬ϕ ◦” to the endof D, change the mark of every line to • (if the mark is not • already).Next, append the line “ϕ ” to the end of D.
 (68) CONTRADICTION RULE (DERIVED): Suppose that D contains a line witha formula of the form ϕ ∧ ¬ϕ, not marked by •. Then you may appendany line marked with the blank.
 (69) BICONDITIONAL INTRODUCTION RULE: Suppose that D contains a linewith the formula (θ → ψ) and a line with the formula (ψ → θ) (in eitherorder). Suppose also that neither of these lines bears the mark •. Thenyou may append the line “θ ↔ ψ ” to the end of D.
 (70) FIRST BICONDITIONAL ELIMINATION RULE: Suppose that D containsa line with the formula θ and a line with the formula (θ ↔ ψ) (in eitherorder). Suppose also that neither of these lines bears the mark •. Thenyou may append the line “ψ ” to the end of D.
 (71) SECOND BICONDITIONAL ELIMINATION RULE: Suppose that D con-tains a line with the formula ψ and a line with the formula (θ ↔ ψ) (ineither order). Suppose also that neither of these lines bears the mark •.Then you may append the line “θ ” to the end of D.

Page 163
                        

Chapter 7
 Soundness and Completeness
 157

Page 164
                        

158 CHAPTER 7. SOUNDNESS AND COMPLETENESS
 7.1 New notation and chapter overview
 Good morning, class. We’re very pleased to see you all, with such excitementand impatience written on your faces! Yes, today is the big day. We are goingto establish that the derivation rules presented in Chapter 6 do everythingwe were hoping for. To explain this precisely, we need to introduce some newterminology and review some old. Here’s the old, reformulated from Definition(5) in Section 5.1.2.
 (1) DEFINITION: If the argument Γ / γ is valid — that is, if [Γ] ⊆ [γ] — thenwe write Γ |= γ.
 For example, you can check that the argument p → (q → r) / q → (p → r)
 is valid. Hence, we can write p → (q → r) |= q → (p → r). Here is the newnotation.
 (2) DEFINITION: Let an argument Γ / γ be given. If the argument can bederived using the rules introduced in Chapter 6 then we write Γ ` γ. IfΓ = ∅ then we write this as ` γ.
 For example, in Section 6.3.3 we showed how to derive p→ (q → r) / q → (p→r). Hence, we can write p→ (q → r) ` q → (p→ r).1
 If it is false that Γ |= γ, we write Γ 6|= γ, and if it is false that |= γ we write6|= γ. Similarly, if it is false that Γ ` γ, we write Γ 6` γ, and if it is false that ` γwe write 6` γ. By Fact (43) in Section 6.5, θ, ψ ∈ L are interderivable if and onlyif ` θ ↔ ψ.
 In the present chapter we’ll show that for all arguments Γ / γ, Γ ` γ if andonly if Γ |= γ. For this purpose, we prove two theorems. First, we’ll show thatour derivations are sound in the sense that every derivable argument is valid.This so-called “soundness theorem” can be formulated as follows.
 (3) THEOREM: (Soundness) For all arguments Γ / γ, if Γ ` γ then Γ |= γ.
 1The symbol ` is named “turnstile” whereas |= is named “double turnstile.
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 Next we’ll show that our derivations are complete in the sense that every validargument is derivable. In other words:
 (4) THEOREM: (Completeness) For all arguments Γ / γ, if Γ |= γ then Γ ` γ.
 Intuitively, the soundness theorem tells us that our derivation rules tell onlythe truth; they are trustworthy. The completeness theorem tell us that therules tell all the truth; they are informative. Putting the theorems togetheryields:
 (5) COROLLARY: For all arguments Γ / γ, Γ ` γ if and only if Γ |= γ.
 The two theorems are true even when Γ = ∅. In this case, they yield:
 (6) COROLLARY: For all γ ∈ L, ` γ if and only if |= γ.
 We’ll attack soundness first, then completeness.2 Remember we said in Sec-tion 6.1 that Chapter 6 was the hardest? We were joking. This is the hardestchapter. So you’ll be happy to hear that nothing in the rest of the book requiresmastery of the proofs of soundness and completeness. You can therefore skipthe remainder of the present chapter and pick up the discussion at the start ofthe next. You’ll miss a great ride, though.
 7.2 Soundness
 7.2.1 Preliminaries
 Let a derivation D be given. Let L be any line of D. By the “assumption set ofL” in D we mean the set of formulas appearing on lines in D that are markedwith ◦ and occur at or above line L. Consider, for example, the derivations:
 2Our proof of soundness is tailored to the system we presented in Chapter 5. There doesn’tseem to be any straightforward alternative to the approach we’ll take. The situation is differentfor completeness. There are various ways of proceeding. A particularly elegant approach istaken in Mendelson [74, p. 37], based on an argument offered by L. Kalmar in the 1930’s.
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 (7) (a)
 1 p→ q ◦2 q → r ◦3 p ◦4 q ◦5 r
 6 s ◦
 (b)
 1 p→ q ◦2 q → r ◦3 p ◦4 q •5 r •6 q → r
 The assumption set of line 5 in (7)a is {p→ q, q → r, p, q} whereas the assump-tion set of line 6 in (7)b) is {p → q, q → r, p, s}. The assumption set of line 2 inboth (7)a and (7)b is {p → q, q → r}. (A line with ◦ includes its own formula inits assumption set.)
 Please recall our use of the term “implies,” introduced in Definition (5) ofSection 5.1.2. In terms of our new notation, Γ implies γ just in case Γ |= γ.
 We’ll say that D has “the soundness property” just in case the following istrue. For every line ` of D not marked by •, if ϕ is the formula on line ` then theassumption set of ` implies ϕ. For example, if (7)a has the soundness propertythen the assumption set of line 5 — namely {p → q, q → r, p, q} — implies r(which it does).
 Now, none of our rules add to the end of derivation a formula marked by •(you can easily check this claim). Therefore, given a derivation of the argumentΓ / γ, the derivation will end with γ unmarked by •. Now Definition (6) inSection 6.3.1 stipulates that a derivation of Γ / γ leaves the mark ◦ only nextto members of Γ. It follows that if the derivation has the soundness propertythen Γ |= γ. To prove Theorem (3) it is therefore enough to show that everyderivation has the soundness property. This is precisely what we shall do.
 To proceed, we’ll first establish that all derivations with one line have thesoundness property. Then we will show that extending a derivation using anyof our rules maintains the property. This is clearly enough since a derivationD must start with a single line and then grow (if at all) by application of ourrules one by one.3 Notice that we’re excluding derived rules from the discussionsince these were all shown to be just disguised application of the non-derivedrules introduced in Section 6.3.
 3Technically, our proof is by mathematical induction, discussed in Section 2.11.
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 The case of one line is trivial. For, a single line by itself can only be justifiedby the Assumption rule (7), of Section 6.3.2, so it has the form:
 1 ϕ ◦ Assumption
 The assumption set of 1 is {ϕ}, which implies ϕ. So we see that all derivationsconsisting of just a single line have the soundness property.
 Now suppose that D has the soundness property. We’ll show that any ex-tension of D using our rules preserves the property. Before getting to specificrules, it will be helpful to make some observations about derivations and valid-ity (they are all easily verified).
 (8) FACT: The assumption set of any line in a derivation D includes theassumption set of any line that comes earlier in D.
 (9) FACT: Let Γ,∆ ⊆ L and γ ∈ L be given.4 Suppose that ∆ ⊇ Γ. Then ifΓ |= γ, also ∆ |= γ.
 (10) FACT: Let Γ ⊆ L and γ, ψ, χ, θ ∈ L be given.5
 (a) If Γ |= γ and γ |= ψ then Γ |= ψ.
 (b) If Γ |= γ, Γ |= χ, and {γ, χ} |= ψ then Γ |= ψ.
 (c) If Γ |= γ, Γ |= χ, Γ |= ψ, and {γ, χ, ψ} |= θ then Γ |= θ.
 (d) If Γ |= θ → ψ and Γ |= θ then Γ |= ψ.
 (e) If Γ |= θ → (ψ ∧ ¬ψ) then Γ |= ¬θ.
 (f) If Γ |= ¬θ → (ψ ∧ ¬ψ) then Γ |= θ.
 Now we’ll consider the various ways in which D can be extended by ourrules. There are 14 possibilities, corresponding to the 14 (non-derived) rules
 4Γ,∆ ⊆ L means that both Γ and ∆ are subsets of L. In other words, Γ and ∆ are sets offormulas. Of course, γ ∈ L means that γ is some particular formula.
 5γ, ψ, χ, θ ∈ L means that each of γ, ψ, χ, θ are members of L. That is, each are formulas.
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 explained in Section 6.3. We’ll go through them one by one (but some can betreated by analogy to others). The only challenging case involves → introduc-tion, which we’ll treat last. Let ? represent one of the marks ◦ or the blank (?is not •).
 7.2.2 Assumption
 Suppose that D is extended by the Assumption rule (7) of Section 6.3.2. Thenthe new derivation looks like this:
 D
 n ϕ ◦
 Then the assumption set of line n includes {ϕ} so the assumption set of line nimplies ϕ. Hence, the new derivation has the soundness property.
 7.2.3 → elimination
 Suppose that D is extended by the→ elimination rule (9) of Section 6.3.3. Thenthe new derivation looks either like this:
 various lines . . .
 i θ → ψ ?
 various lines . . .
 j θ ?
 various lines . . .
 n ψ
 or like this:
 various lines . . .
 i θ ?
 various lines . . .
 j θ → ψ ?
 various lines . . .
 n ψ
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 The two cases are handled virtually identically; we’ll just consider the secondone. Note that D includes everything before line n. The latter line is theextension of D that we are considering. Let I, J,N be the assumption sets oflines i, j and n respectively. Then I ∪ J ⊆ N by Fact (8). Since D has thesoundness property, I |= θ and J |= θ → ψ. Therefore, N |= θ and N |= θ → ψ.It follows from Fact(10)d that N |= ψ. Thus, D extended by line n has thesoundness property.
 Until we get to → introduction, our treatment of the remaining rules forbuilding derivations will be similar to the case of → elimination, just treated.Once the general idea becomes clear, you can skip down to Section 7.2.12, whichconsiders → introduction.
 7.2.4 ∧ introduction
 Suppose that D is extended by the ∧ introduction rule (17) of Section 6.3.4.Then the new derivation looks like this:
 various lines . . .
 i ϕ ?
 various lines . . .
 j ψ ?
 various lines . . .
 n ϕ ∧ ψ
 The original derivation D extends down to the line just before n; the extensionis to this latter line. Let I, J,N be the assumption sets of lines i, j, and n,respectively. Then I ∪ J ⊆ N by Fact (8). Since D has the soundness property,I |= ϕ and J |= ψ. Hence N |= ϕ and N |= ψ, from which it follows from Fact(10)b (plus the fact that {ϕ, ψ} |= ϕ ∧ ψ) that N |= ϕ ∧ ψ. Hence, D extended byline n has the soundness property.
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 7.2.5 ∧ elimination
 Suppose that D is extended by the ∧ elimination rule (18) of Section 6.3.4.Then the new derivation looks like this (where D is everything except for thelast line n):
 various lines . . .
 i θ ∧ ψ ?
 various lines . . .
 n θ
 Let I,N be the assumption sets of line i and n, respectively. Then I ⊆ N byFact (8). Since D has the soundness property, I |= θ ∧ ψ. Hence, N |= θ ∧ ψ,from which it follows from Fact (10)a (plus the fact that θ ∧ ψ |= θ) that N |= θ.Hence, D extended by line n has the soundness property. The ∧ eliminationrule (19) in Section 6.3.4 is analyzed in the same way.
 7.2.6 ∨ introduction
 Suppose that D is extended by the ∨ introduction rule (23) in Section 6.3.6.Then the new derivation looks like this (where D is everything except for thelast line n):
 various lines . . .
 i θ ?
 various lines . . .
 n θ ∨ ψ
 Let I,N be the assumption sets of lines i and n, respectively. Then I ⊆ N byFact (8). Since D has the soundness property, I |= θ. Hence, N |= θ ∨ ψ, fromwhich it follows from Fact (9) that N |= θ ∨ ψ. Hence, D extended by line n
 has the soundness property. The ∨ introduction rule (24) in Section 6.3.6 isanalyzed in the same way.
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 7.2.7 ∨ elimination
 Suppose that D is extended by the ∨ elimination rule (24) in Section 6.3.6.Then the new derivation looks like this (where D is everything except for thelast line n):
 various lines . . .
 i θ ∨ ψ ?
 various lines . . .
 j θ → χ ?
 various lines . . .
 k ψ → χ ?
 various lines . . .
 n χ
 or perhaps with lines i, j, and k permuted (the same analysis applies). LetI, J,K,N be the assumption sets of lines i, j, k, and n respectively. Then I ∪ J ∪K ⊆ N by Fact (8). Since D has the soundness property, I |= θ ∨ ψ, J |= θ → χ,and K |= ψ → χ. Hence, N |= θ ∨ ψ, N |= θ → χ, and N |= ψ → χ. Since{θ ∨ ψ, θ → χ, ψ → χ} |= χ, Fact (10)b implies that N |= χ. Hence, D extendedby line n has the soundness property.
 7.2.8 ¬ introduction
 Suppose that D is extended by the ¬ introduction rule (27) in Section 6.3.7.Then the new derivation looks like this (where D is everything except for thelast line n):
 various lines . . .
 i θ → (ψ ∧ ¬ψ) ?
 various lines . . .
 n ¬θ
 Let I,N be the assumption sets of lines i and n, respectively. Then I ⊆ N
 by Fact (8). Since D has the soundness property, I |= θ → (ψ ∧ ¬ψ). Hence,
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 N |= θ → (ψ ∧ ¬ψ), from which it follows from Fact (10)e that N |= ¬θ. Hence,D extended by line n has the soundness property.
 7.2.9 ¬ elimination
 Suppose that D is extended by the ¬ introduction rule (28) in Section 6.3.7.Then the new derivation looks like this (where D is everything except for thelast line n):
 various lines . . .
 i ¬θ → (ψ ∧ ¬ψ) ?
 various lines . . .
 n θ
 Let I,N be the assumption sets of lines i and n, respectively. Then I ⊆ N byFact (8). Since D has the soundness property, I |= ¬θ → (ψ ∧ ¬ψ). Hence,N |= ¬θ → (ψ ∧ ¬ψ), from which it follows from Fact (10)f that N |= θ. Hence,D extended by line n has the soundness property.
 7.2.10 ↔ introduction
 Suppose that D is extended by the ↔ introduction rule (36) in Section 6.3.8.Then the new derivation looks like this (where D is everything except for thelast line n):
 various lines . . .
 i θ → ψ ?
 various lines . . .
 j ψ → θ ?
 various lines . . .
 n θ ↔ ψ
 or else lines i and j are permuted, which changes nothing essential. Let I, J,Nbe the assumption sets of lines i, j, and n, respectively. Then I ∪ J ⊆ N by Fact
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 (8). Since D has the soundness property, I |= θ → ψ and J |= ψ → θ. HenceN |= θ → ψ and N |= ψ → θ, from which it follows from Fact (10)b (plus the factthat {θ → ψ, ψ → θ} |= θ ↔ ψ) that N |= θ ↔ ψ. Hence, D extended by line nhas the soundness property.
 7.2.11 ↔ elimination
 Suppose that D is extended by the ↔ elimination rule (37) of in Section 6.3.8.Then the new derivation looks like this (where D is everything except for thelast line n):
 various lines . . .
 i θ → ψ ?
 various lines . . .
 j θ ?
 various lines . . .
 n ψ
 or else i and j are permuted. Let I, J,N be the assumption sets of line i, j and n,respectively. Then I ∪ J ⊆ N by Fact (8). Since D has the soundness property,I |= θ and J |= θ ↔ ψ. Hence, N |= θ and N |= θ ↔ ψ, from which it followsfrom Fact (10)b (plus the fact that {θ ↔ ψ, θ} |= ψ) that N |= ψ. Hence, D
 extended by line n has the soundness property. The other ↔ elimination rule(38) of Section 6.3.8 is handled in the same way.
 7.2.12 → introduction
 At last, suppose that D is extended by the → introduction, rule (8) in Section6.3.3. Then D can be pictured as
 various lines . . .
 i θ ◦various lines . . .
 j ψ
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 where i is the last line marked with ◦. An application of→ introduction extendsD to:
 various lines . . .
 i θ •various lines marked with • . . .j ψ •n θ → ψ
 Let I, J be the assumption sets of line i and j in D, and let N be the assumptionset of line n in the extended derivation. Because D has the soundness property,J |= ψ. It follows from Theorem (20) of Section 5.2.2 that J−{θ} |= θ → ψ. Now,N = J−{θ} because i is the last line marked with ◦ in D. [If j were marked with◦ then → introduction requires i and j to be identical; see Rule (8) in Section6.3.3.] Hence, N |= θ → ψ so D extended and modified by → introduction hasthe soundness property.
 And that’s all there is to it! No matter how we construct a derivation, it hasthe soundness property. Let’s repeat how this bears on Theorem (3) (Sound-ness). If ϕ is the formula on the last line of a derivation then ϕ is not markedby •, and the assumption set Γ of this line implies ϕ. By Definition (6) in Sec-tion 6.3.1, we derive the argument Γ / ϕ only when we’ve produced a derivationending with ϕ (unmarked by •), and the lines marked by ◦ in the derivation areincluded in Γ. Hence, if Γ ` ϕ then Γ |= ϕ. This proves Theorem (3).
 That was pretty simple, wasn’t it? The proof of completeness is more compli-cated, and requires some prior theorems of interest in their own right. Beforetackling the major results, we record a simple one here.
 (11) FACT: Let ψ, ϕ ∈ L be interderivable. Then [ψ] = [ϕ].
 Proof: Suppose that ψ, ϕ are interderivable. By the Soundness Theorem (3),ψ |= ϕ and ϕ |= ψ. Hence by Definition (5) of Section 5.1.2, [ψ] = [ϕ].
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 7.3 The Replacement Theorem
 Let us recall the concept of “interderivability,” defined in Section 6.5. Formulasθ, ψ are interderivable just in case both θ ` ψ and ψ ` θ hold. From Fact (43)in the same section, we know that θ and ψ are interderivable just in case theirbiconditional is derivable, that is, just in case ` θ ↔ ψ. Of course, a formula isinterderivable with itself. That is, ϕ↔ ϕ for all ϕ ∈ L.
 Now suppose that θ, ψ ∈ L are interderivable, and consider a formula ϕ thathas θ as subformula. For example:
 θ : (p ∧ q)ψ : (q ∧ p)ϕ : (p ∧ q) → r
 Denote by ϕ∗ the result of replacing all occurrences of θ in ϕ by ψ. In ourexample, ϕ∗ is (q ∧ p) → r. Then we expect ϕ and ϕ∗ also to be interderivable.This is true in our example; you can easily demonstrate:
 ` ((p ∧ q) → r) ↔ ((q ∧ p) → r)
 We will now prove that our example represents the general case.
 (12) THEOREM: (REPLACEMENT) Let ϕ, θ, ψ ∈ L be given, and suppose that` θ ↔ ψ. Let ϕ∗ be the result of replacing all occurrences (if any) of θ inϕ by ψ. Then ` ϕ↔ ϕ∗.
 To prove Theorem (12) we distinguish two cases. The first case is that θ andϕ are identical. Then ϕ∗ is ψ. Therefore, ϕ and θ are interderivable (since everyformula of the form χ↔ χ is derivable, as you know); θ and ψ are interderivable(because we assumed this in the statement of the theorem); and ψ and ϕ∗ areinterderivable (because ϕ∗ is just ψ, and to repeat ourselves, every formula isinterderivable with itself). By the transitivity of interderivability — which isCorollary (44) in Section 6.5 — it follows that ϕ and ϕ∗ are interderivable. Thisis what we’re trying to prove.
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 The second case is that θ and ϕ are not identical. Since we’ll recur to thisassumption several times below, let us record it.
 (13) θ and ϕ are not the same formula.
 From (13), with the help of Fact (19) in Section 3.6, we infer:
 (14) The result of replacing all occurrences (if any) of θ by ψ in ϕ is the sameas the result of replacing all occurrences (if any) of θ by ψ in the principalsubformulas of ϕ.
 Recall from Section 3.6 that the principal subformulas of a conjunction are itstwo conjuncts, the principal subformulas of a disjunction are its two disjuncts,etc. To illustrate (14), let ϕ be r → ¬(p ∨ r), let θ be (p ∨ r), and let ψ be (r ∨ p).Then, θ and ϕ are not the same formula, and we expect (14) to hold. Indeed,the result of replacing all occurrences of (p ∨ r) by (r ∨ p) in r → ¬(p ∨ r) isr → ¬(r ∨ p), which is the same as replacing all occurrences of (p ∨ r) by (r ∨ p)in r (there aren’t any such occurrences) and replacing all occurrences of (p ∨ r)by (r ∨ p) in ¬(p ∨ r). For another example, let ϕ be ¬(p ∧ ¬q), let θ be ¬q, andlet ψ be ¬¬¬q. Then the result of replacing all occurrences of ¬q by ¬¬¬q in¬(p ∧ ¬q) is the same as the result of replacing all occurrences of ¬q by ¬¬¬qin (p ∧ ¬q). We think of the latter replacement as occurring within ¬(p ∧ ¬q)as a whole, which is why replacing ¬q by ¬¬¬q in (p ∧ ¬q) yields ¬(p ∧ ¬¬¬q).Similarly, the replacements inside the principal subformulas of other kinds offormulas occur in situ.
 Using (13) and (14), we now proceed to prove Theorem (12) by mathematicalinduction on the number of connectives that appear in ϕ. (For mathematicalinduction, see Section 2.11.) Let ϕ, θ, ψ and ϕ∗ be as described in the hypothesisof the theorem.6 We’re trying to prove:
 (15) ` ϕ↔ ϕ∗.6By this is meant: Let ϕ, θ, ψ ∈ L be given, suppose that ` θ ↔ ψ, and let ϕ∗ be the result
 of replacing all occurrences (if any) of θ in ϕ by ψ. In general, the “hypothesis” of a theorem iseverything that is assumed, prior to stating the theorem’s claim.
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 Let n be the number of connectives in ϕ.
 Base case: Suppose that n = 0, in other words, suppose that ϕ has no con-nectives. Then ϕ is a variable, say, v. We know that θ does not occur in v, sinceotherwise θ would be v hence θ would be ϕ, and we ruled this out by (13). Hence(since θ does not occur in v), ϕ∗ is just ϕ, in other words, ϕ∗ is v. To illustrate,the situation might be as follows.
 ϕ : q
 θ : r ∨ qψ : q ∨ rϕ∗ : q
 So ` ϕ ↔ ϕ∗ is true since it amounts to ` v ↔ v for some variable v; and thisis just a special case of the fact that every formula is interderivable with itself.This establishes (15) in case n (the number of connectives in ϕ) is zero.
 Now suppose that the number n of connectives in ϕ is k + 1 for some k ≥ 0.Our work on the base case allows us to assume the following.
 (16) INDUCTIVE HYPOTHESIS: Let α, θ, ψ ∈ L be given, and suppose that` θ ↔ ψ. Suppose also that the number of connectives in α is k or less.Let α∗ be the result of replacing all occurrences (if any) of θ in α by ψ.Then ` α↔ α∗.
 From (16) we must establish (15). This will prove Theorem (12) since the num-ber of connectives in ϕ is either zero or greater than zero. Since ϕ has at leastone connective, its principal connective must be one of ¬, ∧, ∨, →, ↔. (For“principal connective” see Section 3.6.) We consider these possibilities in turn.
 ϕ is a negation. So ϕ can be represented as ¬α, where α has k connectives.[For example, ϕ might be ¬(p∧¬q). In this case, α is p∧¬q.] Let α∗ be the resultof replacing all occurrences (if any) of θ in α by ψ. [For example, suppose thatα is p∧¬q, θ is ¬q and ψ is ¬q ∨¬q. Then α∗ is p∧ (¬q ∨¬q).] By (16), ` α↔ α∗.[For example, ` (p ∧ ¬q) ↔ (p ∧ (¬q ∨ ¬q)).] Now, ϕ is not θ. [See (13), above.]Hence, by (14), the result of replacing θ by ψ in ϕ is the result of replacing θ by
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 ψ in α and then placing ¬ in front of α. In other words, ϕ∗ is just ¬α∗. [In ourexample, ϕ∗ is ¬(p∧ (¬q∨¬q)).] Thus, (15) follows directly from the general factthat ` α ↔ α∗ implies ` ¬α ↔ ¬α∗. [For example, ` (p ∧ ¬q) ↔ (p ∧ (¬q ∨ ¬q))implies ` ¬(p ∧ ¬q) ↔ ¬(p ∧ (¬q ∨ ¬q)) This general fact was demonstrated in(45) of Section 6.6.
 ϕ is a conjunction. So ϕ can be represented as α1 ∧α2, where α1 and α2 eachhave k or fewer connectives. [For example, ϕ might be ((q ∨ r) ∧ r) ∧ (q → s). Inthis case α1 is (q ∨ r) ∧ r and α2 is q → s.] Let α∗
 1 be the result of replacing alloccurrences (if any) of θ in α1 by ψ. Similarly, let α∗
 2 be the result of replacingall occurrences (if any) of θ in α2 by ψ. [For example, suppose θ is (q ∨ r) andψ is (r ∨ q). Then α∗
 1 is (r ∨ q) ∧ r and α∗2 is (q → s) (that is, just α2 again).]
 By (16), ` α1 ↔ α∗1 and ` α2 ↔ α∗
 2. [For example, ` (q ∨ r) ∧ r ↔ (r ∨ q) ∧ r,and ` (q → s) ↔ (q → s).] Now, ϕ∗ is just α∗
 1 ∧ α∗2; again, we’re relying on (13),
 above. [In our example, ϕ∗ is ((r ∨ q) ∧ r) ∧ (q → s).] Thus, by (14), (15) followsdirectly from the general fact that ` α1 ↔ α∗
 1 together with ` α2 ↔ α∗2 imply
 ` (α1 ∧ α2) ↔ (α∗1 ∧ α∗
 2.) [For example, ` (q ∨ r) ∧ r ↔ (r ∨ q) ∧ r together with` (q → s) ↔ (q → s) implies ` ((q ∨ r) ∧ r) ∧ (q → s) ↔ ((r ∨ q) ∧ r) ∧ (q → s).]This general fact was demonstrated in (46) of Section 6.6.
 The cases for ∨, →, and ↔ are similar to the case of ∧. We’ll nonethelessplod through the matter for each of the remaining connectives; please forgivethe longwindedness. If you’re already clear about how the argument goes, justskip down to Section 7.4.
 ϕ is a disjunction. So ϕ can be represented as α1 ∨ α2, where α1 and α2 eachhave k or fewer connectives. Let α∗
 1 be the result of replacing all occurrences (ifany) of θ in α1 by ψ. Similarly, let α∗
 2 be the result of replacing all occurrences(if any) of θ in α2 by ψ. By (16), ` α1 ↔ α∗
 1 and ` α2 ↔ α∗2. Now, ϕ∗ is just α∗
 1 ∨α∗2
 [we’re relying again on (13)]. Thus, using (14), (15) follows directly from thegeneral fact that ` α1 ↔ α∗
 1 together with ` α2 ↔ α∗2 imply ` (α1∨α2) ↔ (α∗
 1∨α∗2.)
 This general fact was recorded in (47)a of Section 6.6.
 ϕ is a conditional. So ϕ can be represented as α1 → α2, where α1 and α2 eachhave k or fewer connectives. Let α∗
 1 be the result of replacing all occurrences (ifany) of θ in α1 by ψ. Similarly, let α∗
 2 be the result of replacing all occurrences (ifany) of θ in α2 by ψ. By (16), ` α1 ↔ α∗
 1 and ` α2 ↔ α∗2. Now, ϕ∗ is just α∗
 1 → α∗2
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 [see (13)]. Thus, relying once more on (14), (15) follows directly from the generalfact that ` α1 ↔ α∗
 1 together with ` α2 ↔ α∗2 imply ` (α1 → α2) ↔ (α∗
 1 → α∗2.)
 This general fact was recorded in (47)b of Section 6.6.
 ϕ is a biconditional. So ϕ can be represented as α1 ↔ α2, where α1 and α2
 each have k or fewer connectives. Let α∗1 be the result of replacing all occur-
 rences (if any) of θ in α1 by ψ. Similarly, let α∗2 be the result of replacing all
 occurrences (if any) of θ in α2 by ψ. By (16), ` α1 ↔ α∗1 and ` α2 ↔ α∗
 2. Now,ϕ∗ is just α∗
 1 ↔ α∗2 [see (13)]. Thus, relying a final time on (14), (15) follows
 directly from the general fact that ` α1 ↔ α∗1 together with ` α2 ↔ α∗
 2 imply` (α1 ↔ α2) ↔ (α∗
 1 ↔ α∗2.) This general fact was recorded in (47)c of Section 6.6.
 And that’s the end of the demonstration of Theorem (12).
 7.4 DNF formulas again
 Getting ready for the proof of completeness [Theorem (4)] requires us to re-visit a discussion in Section 5.6. We there defined a formula to be in normaldisjunctive form just in case it is a disjunction whose disjuncts are simple con-junctions.7 For example,
 (¬q ∧ r) ∨ (r ∧ ¬p ∧ q) ∨ (p ∧ r)
 is in normal disjunctive form since it is a disjunction, and each of its disjunctsare conjunctions composed of variables (like p) or their negations (like ¬p). Asbefore, we abbreviate “normal disjunctive form” to “DNF.” Notice that we don’tbother with most of the parentheses in a DNF formula. For example, we write(r ∧ ¬p ∧ q) in place of (r ∧ (¬p ∧ q)) or ((r ∧ ¬p) ∧ q). Similarly, the disjunctionsare left in “long” form. (See Section 4.4.3 for more discussion of such forms.)
 One important point about DNF formulas is that the negation sign ¬ appliesonly to variables, never to bigger formulas as in ¬(p ∨ q) (which is not DNF).It may help you recall our previous discussion of DNF by thinking about somespecial cases. Each of the following formulas is in DNF.
 7Recall from Definition (57) in Section 5.6 that a simple conjunction is a variable by itself, anegated variable by itself or a conjunction of variables and negated variables.
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 p ∨ r ∨ ¬q q r ∧ ¬q ∧ ¬p p ∧ ¬p ¬q ∨ q
 In Corollary (61) in Section 5.6, we observed that every formula is logicallyequivalent to a DNF formula. Here is an analogous fact about derivations.
 (17) THEOREM: For every formula ϕ, there is a DNF formula θ such that` ϕ↔ θ.
 To prove (17) we’ll show how to associate with a given formula ϕ a chain offormulas θ1 · · · θn with the following properties.
 (a) ` ϕ↔ θ1
 (b) for all i < n, ` θi ↔ θi+1.
 (c) θn is in DNF.
 By Fact (44) in Section 6.5 (which states that interderivability is a transitiverelation), this is enough to prove the theorem. So let an arbitrary formula ϕ begiven. We construct the chain θi in three steps.
 Step 1. Recall that for all ψ, χ ∈ L, ψ → χ is interderivable with ¬ψ ∨ χ,and ψ ↔ χ is interderivable with (ψ ∧ χ) ∨ (¬ψ ∧ ¬χ). [See (48) in Section 6.6.]Let θ1 be the result of replacing in ϕ the leftmost occurrence of a subformulaof form ψ → χ or ψ ↔ χ with ¬ψ ∨ χ or (ψ ∧ χ) ∨ (¬ψ ∧ ¬χ), respectively. (Ifthere are no such occurrences then θ1 is just ϕ.) By the Replacement Theorem(12), ` ϕ ↔ θ1. We repeat this process to obtain θ2. That is, θ2 is the resultof replacing in θ1 the leftmost occurrence of a subformula of form ψ → χ orψ ↔ χ with ¬ψ ∨ χ or (ψ ∧ χ) ∨ (¬ψ ∧ ¬χ), respectively. So, θ1 ↔ θ2. Repeatthe foregoing process until you reach a formula without any occurrences of →or ↔. Call this formula θk. (Of course, θk is just ϕ if ϕ contains no conditionalsor biconditionals as subformulas.) By Theorem (12), ` ϕ↔ θ1, and for all i ≤ k,` θi ↔ θi+1. So let us record:
 (18) θk is interderivable with ϕ, and θk contains no conditionals or bicondi-tionals as subformulas.
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 Step 2. Transform θk into a new formula θk+j by pushing all negations tothe atomic level. In detail, proceed as follows. Find the first subformula ofθk of form ¬¬ψ, ¬(ψ ∧ χ) or ¬(ψ ∨ χ). We’ll call this subformula the “leftmostoffender” in θk. If there is no such offender then j = 0, and we go to step3. Assuming that there is a leftmost offender, replace it with ψ, ¬χ ∨ ¬ψ or¬χ ∧ ¬ψ, respectively. By Fact (48) in Section 6.6, θk is interderivable withθk+1. If θk+1 itself has no offender then we are done (j = 1). Otherwise, therewill be a leftmost offender in θk+1. This leftmost offender might have alreadyappeared in θk, or else it emerged in the transition from θk to θk+1.[For example,θk might be ¬((p∧q)∨r), and is thus converted to ¬(p∧q)∧¬r. The latter formulacontains an offender that doesn’t appear in ¬((p∧q)∨r).] In either case, let θk+2
 be the result of replacing θk+1’s leftmost offender by the appropriate equivalentformula mentioned above. Keep going like this. You see that eventually theprocess must exhaust the supply of offenders, leaving each ¬ parked next to avariable. You can also see that each of the new θ’s generated is interderivablewith the preceding one [by Fact (48) in Section 6.6]. Finally, it is also clearthat the foregoing procedure inserts no conditionals or biconditionals into anyformula. So, in light of (18), we have:
 (19) (a) θk+j is interderivable with ϕ,
 (b) θk+j contains no conditionals or biconditionals as subformulas, and
 (c) all occurrences of ¬ in θk+j appear next to variables.
 Let’s do an example that illustrates Steps 1 and 2. Starting with
 ¬(p→ (q → p)),
 we first eliminate the leftmost conditional to get
 ¬(¬p ∨ (q → p)).
 Eliminating the second conditional gives
 ¬(¬p ∨ (¬q ∨ p)).
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 Moving the negation in one step by the DeMorgan law (48)d (Section 6.6) gives
 ¬¬p ∧ ¬(¬q ∨ p),
 and another application of the Demorgan law gives
 ¬¬p ∧ ¬¬q ∧ ¬p,
 after which two applications of (48)c (Section 6.6) give the final form:
 p ∧ q ∧ ¬p.
 Step 3. The present step ensures that disjunctions and conjunctions areproperly placed. The only way a formula can fail to be in DNF after steps 1and 2 is if it has a conjunction governing a disjunction, that is, a subformula ofthe form γ ∧ (χ ∨ ψ) or (χ ∨ ψ) ∧ γ. In this case the Distribution laws (48)f, g ofSection 6.6 tell us that (γ ∧ (χ ∨ ψ)) and ((γ ∧ χ) ∨ (γ ∧ ψ) are interderivable [orthat (χ∨ψ)∧γ and (χ∧γ)∨(ψ∧γ) are interderivable]. Repeated applications ofthe Replacement Theorem thus produces a chain of m interderivable formulasbeginning with θk+j from Step 2, and ending with a formula θk+j+m which is inDNF. Moreover, ` θk+j+m ↔ θk+j.
 Step 3 will be clearer in light of an example. We’ll convert
 ((p↔ q) → q)
 to DNF. All three steps will be used. To start, we eliminate the conditional toreach
 ¬(p↔ q) ∨ q.
 Replacing the biconditional yields
 ¬((p ∧ q) ∨ (¬p ∧ ¬q)) ∨ q.
 Moving in the negation with Demorgan leads to
 (¬(p ∧ q) ∧ ¬(¬p ∧ ¬q)) ∨ q,
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 and moving in the resulting two negations again yields
 ((¬p ∨ ¬q) ∧ (¬¬p ∨ ¬¬q)) ∨ q.
 Two double negation eliminations simplify things a little, to
 ((¬p ∨ ¬q) ∧ (p ∨ q)) ∨ q,
 but we still need to apply Distribution to reach
 (¬p ∧ (p ∨ q)) ∨ (¬q ∧ (p ∨ q)) ∨ q,
 and then two more Distribution steps to reach our final form
 (¬p ∧ p) ∨ (¬p ∧ q) ∨ (¬q ∧ p) ∨ (¬q ∧ q) ∨ q.
 In the foregoing example, we made all uses of Step 1 before any uses ofthe remaining steps; similarly, we finished up with Step 2 before making anyuse of Step 3. Such an orderly procedure is always possible because Steps 2and 3 never introduce → or ↔ into a formula, and Step 3 never displaces anegation. In light of the Replacement Theorem, all the transformations autho-rized by Steps 1 - 3 involve interderivable formulas. This concludes the proofof Theorem (17).
 The only way you’re going to understand the proof is to apply its three stepsto some formulas, converting them to DNF form.
 (20) EXERCISE: For each of the formulas ϕ below, find a DNF formula θ suchthat ` ϕ↔ θ [thereby illustrating Theorem (17)].
 (a) ¬¬r → (r ∨ q)
 (b) ¬(p→ q) → (q ↔ p)
 (c) (p→ q) → r) → (q → r).
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 7.5 Completeness
 At last! We’re ready to finish our proof of Theorem (4). To recall what thetheorem says, let Γ / γ be a valid argument, that is, Γ |= γ. The CompletenessTheorem asserts that under these circumstances, Γ ` γ, that is, there is aderivation of γ from Γ. We’ll now prove this fact, relying on Theorem (17) aboutDNF form [which, in turn, relies on the Replacement Theorem (12), which inturn relies on the facts proved in Section 6.6]. In particular, we will describe amethod that produces a derivation of γ from Γ. This is enough to show that Γ `γ, thereby proving the Completeness Theorem. But we warn you in advance:typically you wouldn’t want to use the derivation we’ll produce. The relentlessmethod we’ll rely on is more thorough than efficient. Often you’ll be able to finda shorter derivation on your own.
 To prove Theorem (4), suppose that ϕ1 · · ·ϕn |= γ. (Here, the ϕi’s are themembers of the set Γ of premises in the argument Γ / γ mentioned above.) Wemust show that ϕ1 · · ·ϕn ` γ. By Theorem (27) in Section 5.2.2, ϕ1 · · ·ϕn |= γ
 implies |= (ϕ1 ∧ · · · ∧ ϕn) → γ. We will show:
 (21) |= (ϕ1 ∧ · · · ∧ ϕn) → γ implies ` (ϕ1 ∧ · · · ∧ ϕn) → γ.
 By (51) of Section 6.6, ` (ϕ1 ∧ · · · ∧ ϕn) → γ implies ϕ1 · · ·ϕn ` γ, which is whatwe’re trying to demonstrate. So, all that remains is to prove (21). For thispurpose, the pivotal step is to demonstrate:
 (22) p ∧ ¬p is derivable from ¬((ϕ1 ∧ · · · ∧ ϕn) → γ).
 With (22) in hand, we can construct a derivation for (21) as follows. The deriva-tion starts with the assumption ¬((ϕ1 ∧ · · · ∧ ϕn) → γ). By (22), the deriva-tion can be extended to p ∧ ¬p. By our derived negation elimination rule (32)in Section 6.3.7, we may cancel the assumption, and extend the derivation to(ϕ1∧ · · · ∧ϕn) → γ. And that’s the end. So now all we have to do is demonstrate(22).
 So suppose that |= (ϕ1 ∧ · · · ∧ ϕn) → γ, and picture a derivation that be-gins with ¬((ϕ1 ∧ · · · ∧ ϕn) → γ) as assumption. By Theorem (17), there is
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 a DNF formula ψ that is interderivable with ¬((ϕ1 ∧ · · · ∧ ϕn) → γ). Since|= (ϕ1 ∧ · · · ∧ ϕn) → γ, its negation ¬((ϕ1 ∧ · · · ∧ ϕn) → γ) is unsatisfiable;hence [¬((ϕ1 ∧ · · · ∧ ϕn) → γ)] = ∅. Therefore, by Fact (11) in Section 7.2.12, [ψ]
 = ∅; that is, ψ is unsatisfiable. Since ψ is in DNF, it follows from Fact (63) inSection 5.6 that every simple conjunction in ψ is a contradictory simple con-junction. Thus, for every simple conjunction χ in ψ there is a variable v suchthat χ ` v ∧ ¬v (this relies on Conjunction Elimination). Hence, by Fact (49)in Section 6.6, every simple conjunction in ψ derives p ∧ ¬p. It then followsimmediately from Fact (50) in Section 6.6 that ψ ` p∧¬p. So, we’ve constructeda derivation with the assumption ¬((ϕ1 ∧ · · · ∧ ϕn) → γ) that ends with p ∧ ¬p.Negation Elimination then allows us to write (ϕ1∧ · · · ∧ϕn) → γ. The thing cannow be pictured this way:
 1 ¬((ϕ1 ∧ · · · ∧ ϕn) → γ) •various lines . . .
 j ψ •more lines . . .
 k p ∧ ¬p •k + 1 (ϕ1 ∧ · · · ∧ ϕn) → γ
 If the argument to be derived has the form {ϕ1, · · · , ϕn} ` γ, we then use →elimination to finish with:
 1 ¬((ϕ1 ∧ · · · ∧ ϕn) → γ) •various lines . . .
 j ψ •more lines . . .
 k p ∧ ¬p •k + 1 (ϕ1 ∧ · · · ∧ ϕn) → γ
 k + 2 ϕ1 ◦n− 2 similar lines . . .
 k + n+ 1 ϕn ◦messing around with ∧ introduction . . .
 k + n+ 1 + ` (ϕ1 ∧ · · · ∧ ϕn)
 k + n+ 1 + `+ 1 γ

Page 186
                        

180 CHAPTER 7. SOUNDNESS AND COMPLETENESS
 This establishes (22), and finishes the demonstration of the Completeness The-orem (4).
 Are you ready for an example? We will use the method described in theproof of Theorem (4) to demonstrate: {¬p, q → (p ∧ r)} ` ¬q. First, we convertthe argument into its “conditional” form, namely: (¬p∧(q → (p∧r))) → ¬q. Thefirst line of our derivation will therefore be the negation of this conditional:
 1 ¬((¬p ∧ (q → (p ∧ r))) → ¬q) ◦ Assumption
 The derivation will now be extended down to the DNF formula that is equiva-lent to line (1). We’ll follows steps 1 - 3 in the proof of Theorem (17) above. Atthe right of each line, we’ll indicate what we’re doing.
 1 ¬((¬p ∧ (q → (p ∧ r))) → ¬q) ◦ Assumption2 ¬((¬p ∧ (¬q ∨ (p ∧ r))) → ¬q) Replacing first →3 ¬(¬(¬p ∧ (¬q ∨ (p ∧ r))) ∨ ¬q) Replacing next →4 ¬¬(¬p ∧ (¬q ∨ (p ∧ r))) ∧ ¬¬q) moving ¬ by DeMorgan5 (¬p ∧ (¬q ∨ (p ∧ r))) ∧ q) removing ¬¬6 ((¬p ∧ ¬q) ∨ (¬p ∧ p ∧ r)) ∧ q by distribution7 ((¬p ∧ ¬q ∧ q) ∨ (¬p ∧ p ∧ r ∧ q)) again by distribution
 The foregoing array is not an official derivation since it uses the ReplacementTheorem (12) as a derived rule. It could be expanded to more elementary stepsif desired. At line (7) we’ve reached the DNF formula that our method squeezesout of the premise. You see that both its disjuncts are contradictory simpleconjunctions. From each of these disjuncts we’ll now deduce p ∧ ¬p. Then we’lluse ∨-elimination to write p∧¬p free of any assumptions other than line 1. Thiswill allow us to discharge the first line in favor of (¬p ∧ (q → (p ∧ r))) → ¬q),which is what we wish to derive. Here is a bit more. Lines 1 - 7 are the sameas above; some of the marks • start off as ◦ (before they are cancelled.)
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 1 ¬((¬p ∧ (q → (p ∧ r))) → ¬q) ◦ Assumption2 ¬((¬p ∧ (¬q ∨ (p ∧ r))) → ¬q) Replacing first →3 ¬(¬(¬p ∧ (¬q ∨ (p ∧ r))) ∨ ¬q) Replacing next →4 ¬¬(¬p ∧ (¬q ∨ (p ∧ r))) ∧ ¬¬q) moving ¬ by DeMorgan5 (¬p ∧ (¬q ∨ (p ∧ r))) ∧ q) removing ¬¬6 ((¬p ∧ ¬q) ∨ (¬p ∧ p ∧ r)) ∧ q by distribution7 ((¬p ∧ ¬q ∧ q) ∨ (¬p ∧ p ∧ r ∧ q)) again by distribution8 (¬p ∧ ¬q ∧ q) • Assumption9 ¬(p ∧ ¬p) • Assumption10 ¬q ∧ q • ∧ elimination, 811 p ∧ ¬p • ¬ Elimination (derived), 1012 (¬p ∧ ¬q ∧ q) → (p ∧ ¬p) → Introduction, 8, 1413 (¬p ∧ p ∧ r ∧ q) • Assumption14 ¬p • ∧ Elimination, 1315 p • ∧ Elimination, 1316 p ∧ ¬p • ∧ introduction, 17, 1817 (¬p ∧ p ∧ r ∧ q) → (p ∧ ¬p) → Introduction, 16, 1918 p ∧ ¬p ∨ Elimination, 7, 15, 20
 The explicit contradiction at line 18 is what we’ve been aiming at. Via thederived rule for negation elimination [see (32) in Section 6.3.7], we can removethe negation sign from ¬((¬p ∧ (q → (p ∧ r))) → ¬q) in line 1, and cancel it asan assumption. At the end, the entire proof looks as follows.
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 1 ¬((¬p ∧ (q → (p ∧ r))) → ¬q) • Assumption2 ¬((¬p ∧ (¬q ∨ (p ∧ r))) → ¬q) • Replacing first →3 ¬(¬(¬p ∧ (¬q ∨ (p ∧ r))) ∨ ¬q) • Replacing next →4 ¬¬(¬p ∧ (¬q ∨ (p ∧ r))) ∧ ¬¬q) • moving ¬ by DeMorgan5 (¬p ∧ (¬q ∨ (p ∧ r))) ∧ q) • removing ¬¬6 ((¬p ∧ ¬q) ∨ (¬p ∧ p ∧ r)) ∧ q • by distribution7 ((¬p ∧ ¬q ∧ q) ∨ (¬p ∧ p ∧ r ∧ q)) • again by distribution8 (¬p ∧ ¬q ∧ q) • Assumption9 ¬(p ∧ ¬p) • Assumption10 ¬q ∧ q • ∧ elimination, 811 p ∧ ¬p • ¬ Elimination (derived), 1012 (¬p ∧ ¬q ∧ q) → (p ∧ ¬p) • → Introduction, 8, 1413 (¬p ∧ p ∧ r ∧ q) • Assumption14 ¬p • ∧ Elimination, 1315 p • ∧Elimination, 1316 p ∧ ¬p • ∧ introduction, 17, 1817 (¬p ∧ p ∧ r ∧ q) → (p ∧ ¬p) • → Introduction, 16, 1918 p ∧ ¬p • ∨ Elimination, 7, 15, 2019 (¬p ∧ (q → (p ∧ r))) → ¬q ¬ Elimination (derived), 1, 1820 ¬p ◦ Assumption21 q → (p ∧ r) ◦ Assumption22 ¬p ∧ (q → (p ∧ r)) ∧ Introduction, 20, 2123 ¬q → Elimination, 19, 22
 Our derivation has no more than the two premises of our starting argumentas assumptions and it ends with the argument’s conclusion.The point of thederivation is to illustrate the general fact that for every valid argument thereis a derivation of its conclusion from its premises. Our illustration started withthe valid argument ¬p, q → (p ∧ r) / ¬q.
 What happens if we apply our method by mistake to an invalid argument?Is all of the work in trying to find a derivation wasted? To find out, let’s try towrite a derivation for the invalid argument ¬p, q → (p ∧ r) / ¬r. Applying theprocedure outlined in the proof of Theorem (4) yields the following derivation.
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 1 ¬((¬p ∧ (q → (p ∧ r))) → ¬r) ◦ Assumption2 ¬((¬p ∧ (¬q ∨ (p ∧ r))) → ¬r) Replacing first →3 ¬(¬(¬p ∧ (¬q ∨ (p ∧ r))) ∨ ¬r) Replacing next →4 ¬¬(¬p ∧ (¬q ∨ (p ∧ r))) ∧ ¬¬r) moving ¬ by DeMorgan5 (¬p ∧ (¬q ∨ (p ∧ r))) ∧ r) removing ¬¬6 ((¬p ∧ ¬q) ∨ (¬p ∧ p ∧ r)) ∧ r by distribution7 ((¬p ∧ ¬q ∧ r) ∨ (¬p ∧ p ∧ r ∧ r)) again by distribution
 As in the previous example, our derivation so far has produced a DNF formulathat is equivalent to the formula in line 1. But now we notice that not everydisjunct in 7 is a contradictory simple conjunction. The right disjunct is acontradictory simple conjunction but this is not true for the left one. If you goback to Section 5.6 and examine Lemma (63), you will recall that a formula inDNF form is unsatisfiable if and only if all of its disjuncts are contradictorysimple conjunctions. Hence, the DNF formula at line 7 is satisfiable. Sincethis formula is interderivable with ¬((¬p∧ (q → (p∧r))), it follows immediatelyfrom Fact (11) in Section 7.2.12 that the truth-assignments that satisfy the twoformulas are identical. It is clear that any truth assignment that gives truth tor and falsity to p and q satisfies (¬p∧¬q∧r), hence satisfies ((¬p∧¬q∧r)∨ (¬p∧p∧r∧r)). So, any such truth-assignment α satisfies ¬((¬p∧(q → (p∧r))) → ¬r),hence fails to satisfy (¬p∧(q → (p∧r))) → ¬r, hence makes the left hand side of(¬p∧(q → (p∧r))) → ¬r true and the right hand side of (¬p∧(q → (p∧r))) → ¬rfalse. (Right? The only way α can fail to satisfy a conditional ϕ→ ψ is to satisfyϕ and fail to satisfy ψ.) Thus, α is an invalidating truth-assignment for theargument ¬p, q → (p∧ r) / ¬r.8 This invalidating truth-assignment is what ourfailed derivation of (¬p ∧ (q → (p ∧ r))) → ¬r has earned us.
 More generally, suppose that we’re given an argument A whose derivabilitywe wish to check. We proceed as above by first turning A into a conditional,then constructing a derivation whose first line is the negation of this condi-tional and whose last line is its DNF equivalent. From the DNF formula it canbe seen whether we need to go any further. If all the disjuncts in the DNF for-mula are contradictory simple conjunctions then we know that the derivationof A can be finished. Otherwise, we pick a disjunct that is not a contradic-
 8For the concept of an invalidating truth-assignment, see Definition (7) in Section 5.1.2.
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 tory simple conjunction, and “read off” a truth-assignment that invalidates A.The upshot is that the method used to prove the Completeness Theorem (4) isdouble edged. Either it produces a derivation of A or an invalidating truth-assignment for A. This sounds great, but as we indicated in Section 6.1, ourmethod is tedious (as the examples suggest). Valid arguments can typicallybe derived in snappier fashion, and a little thought often reveals an invali-dating truth-assignment for an invalid argument without the detour throughDNF. The value of the method is thus mainly theoretical, serving to prove theCompleteness Theorem (4).
 (23) EXERCISE: For each of the arguments below, use the method elaboratedabove to either write a derivation or produce a counter model.
 (a) p→ (q ∨ r) / (p→ r) ∨ q
 (b) p→ (q → r) / p→ (q ∨ r)
 Aren’t you glad to be done with this chapter? That was tough going! Con-gratulations if you followed it all. But this is no time to rest on your laurels.Fasten your seat belt, we’re going places in Chapter 8 . . .
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 8.1 Connecting to English
 Think about how much we’ve accomplished. The formal language L was intro-duced in Chapter 3, and the meaning of its formulas was explained in Chapter4. The logical concepts of validity, equivalence, tautology, and contradictionwere discussed in Chapter 5. Chapter 6 presented a system of rules for writ-ing derivations, and Chapter 7 showed that the arguments with derivationscoincide with the valid arguments. What more could you ask for?
 “Would you kindly explain what all of this has to do with proper rea-soning? Proper reasoning, after all, was the topic of the first chapter.How do I use Sentential Logic to decide whether a particular infer-ence is secure?”
 Well, if you reason by talking to yourself in the language L then you are all set!The valid arguments of L are the ones we’ve defined. The difficulty, of course, isthat few of us actually use L for ordinary thought, but rather rely on a naturallanguage like English. At least, so it appears to introspection. When thinking,we often sense mental discourse that resembles speech; hardly anyone sensesformulas of L. So we are led to the question: What is the relation betweenL and a natural language like English? In particular, we would like to knowwhether there is a simple way to translate sentences of English into formulas ofL so that a translated English argument is secure if and only if its translationinto L is technically valid.
 Sorry, there is no such translation schema. Consider the following argu-ment.
 (1) There is a song sung by every schoolboy. Therefore, every schoolboy singssome song.
 This is a secure inference in English, right? So, we hope to find formulas ϕ, ψ ∈L such that (a) ϕ “translates” the premise, (b) ψ “translates” the conclusion,and (c) ϕ |= ψ. Logicians are agreed that there are no such ϕ, ψ.1 Of course,
 1Bertrand Russell [87] once remarked that whenever all the experts fully endorse someproposition P , he is inclined to believe that P is not surely false.
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 we could arbitrarily choose ϕ, ψ such that ϕ |= ψ. For example, we could mapthe premise of (1) into p ∧ q and the conclusion into p. But such a choice isnot “natural.” It provides no clue about how to handle other arguments. Moregenerally, it is not a solution to our problem to assign p ∧ q and q to exactly thesecure (one premise) arguments of English, and to assign p∧q and r to the non-secure ones. Such a procedure provides no insight into English. It does not helpus determine whether an English argument is any good since we must answerthat very question prior to choosing formulas for premise and conclusion.
 Rather, we were hoping for a translation scheme that seems to preservethe meaning of English sentences, or at least enough of the meaning to makeit clear why the inference is secure (or not). Such a scheme would assign toa given sentence of English a formula of L that represents some or all of itsdeductive potential. Consider, for example, the following argument.
 (2) Either John won the lottery or he inherited his uncle’s fortune. John didnot win the lottery. Therefore, John inherited his uncle’s fortune.
 It seems natural to represent the two premises of (2) by p ∨ q and ¬p, andthe conclusion by q. This is because the “or” in the first premise appears tomean (at least roughly) what ∨ means in L, just as the “not” appears to mean(roughly) what ¬ means.2 When it is then observed that {p ∨ q,¬q} |= q, wefeel that the logic of L has illuminated the secure character of the inferencein (2). In contrast, no such natural translation is available for Argument (1).In particular, none of the terms “there is,” “every,” or “some” make contact withdistinctive formulas in L. The best we can do is translate the premise of (1) intothe nondescript formula p and the conclusion into q; such a bland translationavoids imputing logical structure that is absent from the argument. But suchtranslation provides no logical insight since p 6|= q.
 Recall that by “Sentential Logic” we mean the logic that governs L. Wehave just seen that Sentential Logic appears to be adequate to analyze (2) butnot (1). Indeed, a stronger logic (based on an artificial language that is morecomplicated than L) is standardly used to analyze arguments like (1). We shall
 2See the remarks in Section 4.2.2.
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 not present that stronger logic here, but rather stick with L.3 So the ques-tion that remains is which arguments of English are successfully analyzed bytranslating them into L.
 Sentential Logic is quite successful in analyzing English arguments whoselogical status (secure versus non-secure) depends on the words “and,” “or,” and“not.” Argument (2) provides an illustration. Here is another.
 (3) John has red hair and once ran for mayor. Therefore, John once ran formayor and has red hair.
 The argument seems secure, and this fact can be explained by representing itas p ∧ q |= q ∧ p. Such a translation is natural but notice that it requires recog-nizing the elliptical suppression of “John” in the second half of each sentence.4
 Only then can we interpret p as “John has red hair,” and q as “John once ranfor mayor.” Similarly, the non-security of the following argument can be under-stood via the same interpretation of p and q along with the fact that p∨q 6|= q∧p.
 (4) Either John has red hair or he once ran for mayor. Therefore, John onceran for mayor and has red hair.
 Actually, this case requires some further grammatical judgment before it canbe translated into L. We must decide whether “he” in the premise refers toJohn instead of (say) Rudolph Giuliani. That “he” refers to John seems the mostnatural assumption since no one but John appears in (4). Once this matter isclarified, translation into L straightforwardly yields the analysis p ∨ q 6|= q ∧ p.We often rely on such “massaging” of English sentences to map them onto thevariables of a presumed translation into L. Which way the massage should gomay depend on incidental facts such as the tendency for “John” to name guys.Thus,
 3The stronger logic is known as “the predicate calculus,” “first order logic,” or “quantificationtheory.” There are many fine textbooks that present it, such as [54, 29].
 4The definition [1] of “ellipsis” is “the omission of a word not necessary for the compre-hension of a sentence.” In (3), the second occurrences of “John” are omitted without loss ofintelligibility.
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 John has blue eyes and she is married. Therefore, John is marriedand has blue eyes.
 may well be taken as having the invalid structure p ∧ q / r ∧ p.
 English comes equipped with various syntactic devices that signal the place-ment of parentheses in formulas that represent sentences. For example, “Ei-ther John or both Mary and Paul ran home” goes over into p ∨ (q ∧ r). Youcan see that the use of “either” and “both” are essential to ensure the trans-lation. Without them, the sentence “John or Mary and Paul ran home” mightalso be naturally translated as (p∨ q)∧ r. These and other subtleties have beendiscussed in excellent books like [48, 88] so we won’t dwell on them here. Itsuffices in the present discussion to raise one more issue that complicates theotherwise smooth application of Sentential Logic to English arguments thatturn on “and,” “or,” “not,” and related phrases. Consider:
 (5) John ran the marathon and died. Therefore, John died and ran themarathon.
 Superficially, this argument has the same form as (3) yet we might wish todoubt its security. The use of “and” in (5) appears to code temporal sequencing,as if the argument could be paraphrased as:
 (6) John ran the marathon and then died. Therefore, John died and thenran the marathon.
 It is clear that the sentences of (6) cannot be represented merely as p∧q and q∧psince the ∧ has no temporal force in L. There are two potential responses to thedifferent characters of arguments (3) and (5). We can accept that (5) is not se-cure [unlike (3)], and go on to investigate stronger logics that involve temporalnotions like “then.”5 The other response is to affirm the security of (5) despitefirst appearances, hence to deny that (5) means (6). To defend this response,it may be suggested that “John ran the marathon and died” is typically usedto convey the idea that John ran and then died but that the sentence doesn’t
 5For a survey of progress in this enterprise, see [33].
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 mean this. Similarly, you might use the sentence “It’s freezing in here” to con-vey to your brother that he should close the window even though the sentencedoesn’t mean that he should close the window. One says that the suggestion toclose the window is conveyed pragmatically rather than semantically. The se-mantic/pragmatic opposition has been discussed extensively (see [14, 65, 101]and references cited there). Logicians typically acknowledge that ∧ (for exam-ple) does not represent every nuance of “and” but naturally translates “and” inmany English arguments nonetheless; the question of whether such nuancesare semantic or pragmatic is not addressed directly.6 Let us adopt the sameposture, and close our discussion of “and,” “or,” and “not.”
 More profound and vexing questions concern arguments in English thatinvolve the expression if–then–, as in:
 (7) If the sun is shining then the picnic is in full swing. The birds are singingand the sun is shining. Therefore, the picnic is in full swing.
 English sentences constructed around if–then– [like the premise of (7)] are of-ten called conditionals. The left hand side of a conditional is the expressionbetween “if” and “then.” The right hand side is the expression after “then.”Thus, the left hand side and right hand side of the conditional in (7) are “thesun is shining” and “the picnic is in full swing,” respectively.
 The inference in (7) seems secure, and it invites the translation {p → q, r ∧p} |= q. Under such translation, the if–then– in the first premise is representedin L by →. The remainder of the present chapter considers the suitabilityof this representation. But first we must be careful to specify what kind ofconditionals are at issue.
 8.2 Two kinds of English conditionals
 Compare the following sentences (adapted from Adams [6]).
 (8) (a) If J. K. Rowling did not write Harry Potter then someone else did.6See [99, p. 80], [100, p. 5], [70, Ch. 5] and [62, p. 64] for a sample of views over the years.
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 (b) If J. K. Rowling had not written Harry Potter then someone elsewould have.
 Both sentences are conditionals but they seem to make fundamentally differentclaims. In particular, (8)a appears to be undeniably true whereas (8)b willlikely strike you as dubious (if not downright false). Also, (8)b strongly suggeststhat J. K. Rowling was indeed the author of Harry Potter whereas no suchsuggestion emerges from (8)a. Finally, the left hand side of (8)a can stand aloneas the first sentence in a conversation. That is, you can walk up to someone andblurt out “J. K. Rowling did not write Harry Potter.” We don’t suggest that youactually do this; our point is just that such a sentence makes sense standingalone. In contrast, there is something (even) odd(er) about blurting out “J. K.Rowling had not written Harry Potter,” which is the left hand side of (8)b. Suchan utterance makes it appear that you’re engaged in dialogue with an invisibleinterlocutor, raising the need for medical assistance. Here’s another example,without the negations in the left hand sides.
 (9) (a) If Jason Kidd was trained in astrophysics then he is the scientistwith the best 3-point shot.
 (b) If Jason Kidd were trained in astrophysics then he would be thescientist with the best 3-point shot.
 The same three distinctions appear to separate the two sentences of (9). Whereas(9)a seems undeniable, (9)b can be disputed (spending your time looking throughtelescopes might well ruin your shot). Also, (9)b but not (9)a suggests that Kiddfailed to receive training in astrophysics. Finally, the left hand side of (9)a canbe sensibly asserted in isolation whereas (9)b cannot. In fact, “Jason Kidd weretrained in astrophysics” isn’t even English.7
 7We’ve just claimed that indicative but not subjunctive conditionals have left hand sidesthat can be sensibly asserted in isolation. Michael McDermott has pointed out to us, however,that the distinction may not be so sharp. The indicative conditional “If it rains tomorrow thenthe grass will grow” has left hand side “it rains tomorrow,” which may not be independentlyassertible. Our view is that “it rains tomorrow” is admittedly marginal but not much worsethan “a meteor strikes Earth in 2020” which we judge (with some queasiness) to be OK. Bothseem qualitatively better than “J. K. Rowling had not written Harry Potter,” and “Jason Kiddwere trained in astrophysics.” You’ll have to make up your own mind about these cases.
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 Let us pause to note that not everyone agrees that sentences like (9)b in-dicate the falsity of their left hand sides. Consider the following example(adapted from Anderson [7]).
 (10) If the victim had taken arsenic then he would have shown just the symp-toms that he in fact shows.
 The truth of this sentence is often said to strengthen the claim that the victimhad taken arsenic rather than weaken it. The present authors, in contrast, findthe sentence strange, on the model of the more frankly puzzling example:
 (11) If Barbara Bush had voted for her son in 2000 then George W. Bushwould have carried Texas.
 George W. did carry Texas in 2000, just as the victim in (10) did show just thesymptoms he in fact showed. Yet (11) seems to suggest that Barbara didn’tvote for her son, just as (we think) the first suggests that the victim didn’t takearsenic after all. We hope you agree with us; if not, you’ll have to keep thiscaveat in mind for the sequel.
 It is interesting to think about the grammatical differences between the twosentences in each pair, (8), (9). The distinction between (8)a and (8)b turns onthe use of “did not” in the left hand side of the first and “had not” in the lefthand side of the second. In the right hand sides, this distinction plays out inthe contrast between “did” and “would have.” In (9), the left hand sides oppose“was” against “were” (and “is” against “would be”). It is said that (8)a and (9)aexhibit the indicative mood whereas (8)b and (9)b exhibit the subjunctive mood.In English, the difference in mood is marked by the use of auxiliary verbs thatalso serve other purposes (e.g., “were” is also the past tense form used with“you”). In many other languages (e.g., Italian) the subjunctive mood is honoredwith a distinctive form of the verb.8 Conditionals involving the indicative moodare called “indicative conditionals;” those involving the subjunctive mood are
 8Thus, in Italian, (8)a can be rendered by:
 Se J. K. Rowling non ha scritto Harry Potter allora qualcun’ altro l’ha scritto.
 In contrast (8)b is best translated:
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 called “subjunctive conditionals”. Some people qualify subjunctive conditionalsas “counterfactual,” but we’ll avoid this terminology (preferring syntactic tosemantic criteria).
 The difference between indicative and subjunctive conditionals shows upin the secure inferences they support. Consider the following contrast (drawnfrom Adams [5]).
 (12) (a) If Jones was present at the meeting then he voted for the proposal.
 (b) If Jones had been present at the meeting then he would have votedfor the proposal.
 Only (12)a seems to follow from:
 (13) Everyone present at the meeting voted for the proposal.
 The subjunctive conditional (12)b cannot be securely inferred from (13) sincethe latter sentence says nothing about non-attendees like Jones.
 In what follows we shall concern ourselves exclusively with indicative con-ditionals, not subjunctive. The reason for the choice is that there is little hopeof representing subjunctive conditionals successfully in L, our language of Sen-tential Logic. The conditional → of L is plainly unsuited to this purpose. Forone thing, the left hand side of subjunctive conditionals like (8)b and (9)b maynot have truth-values in the ordinary sense since (as we saw) they seem notto be sensibly assertible in isolation; in the absence of such truth values, thesemantics of → [namely, its truth table (18), described in Section 4.2.4] cannoteven be applied to subjunctive conditionals. And if we do take the left handsides of subjunctive conditionals to have truth-values then → surely gives thewrong interpretation. Consider the following contrast.
 (14) (a) If Bill Clinton had touched the ceiling of the Senate rotunda then itwould have turned to solid gold.
 Se J. K. Rowling non avesse scritto Harry Potter allora qualcun’ altro l’avrebbescritto.
 The specialized form “avesse” marks the subjunctive in Italian.
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 (b) If Bill Clinton had touched the ceiling of the Senate rotunda then itwould have remained plaster.
 Clearly, (14)a is false and (14)b is true. Yet, if the left hand side of (14)a hasa truth-value, it would seem that the value must be false since Bill never didtouch the ceiling of the Senate rotunda. (We know this.) Now recall (fromSection 4.2.2) that according to Sentential Logic, every conditional in L withfalse left hand side is true. Thus, Sentential Logic cannot distinguish the truthvalues of the two sentences in (14) if we try to represent them using→.9 In fact,adequately representing subjunctive conditionals requires that the syntax andsemantics of L be considerably enriched, and there are competing ideas abouthow best to proceed. For an introduction to the issues, see [78, 12, 69].10
 Perhaps a similar example also discourages us from adopting → as a trans-lation of the indicative conditional. Consider this contrast:
 (15) (a) If Bill Clinton touched the ceiling of the Senate rotunda then itturned to solid gold.
 (b) If Bill Clinton touched the ceiling of the Senate rotunda then it re-mained plaster.
 Since the common left hand side of these conditionals is false, both (15)a,bcome out true if we represent them using →. Our (admittedly faint) intuitionis that declaring (15)a,b to be true is more plausible than such a declarationabout (14)a,b. But let’s agree to leave this issue in abeyance for now (we’llreturn to it in Chapter 10). The important thing for now is to circumscribe ourinvestigation. In the present work, we stay focussed on indicative conditionals.
 9Yet other subjunctive conditionals seem to have no truth-value at all, such as:
 If Houston and Minneapolis were in the same state then Houston would be a lotcooler.
 (We considered this example in Section 1.4). Is the sentence true, or would Minneapolis be alot warmer? Or would there be a new, very large state? (For more discussion of this kind ofcase, see [81].)
 10And see [45] for an anthology of influential articles on the logic of English conditionals.
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 But we haven’t really defined the class of English indicative conditionals.It is tempting to identify them as the sentences with if–then– structure thatinvolve the indicative mood. This definition, however, is at once too narrowand too broad. It is too narrow because there are many English sentences thatdon’t involve if–then– yet seem to express the same meaning. You’ve probablynoticed that the word “then” can often be suppressed without changing themeaning of an indicative conditional. For example, (16)b seems to express thesame thing as (16)a
 (16) (a) If humans visit Mars by 2050 then colonies will appear there by2100.
 (b) If humans visit Mars by 2050, colonies will appear there by 2100.
 It may not have occurred to you that both “if” and “then” are dispensable inconditionals. Consider:
 (17) You keep talkin’ that way and you’re gonna be sorry!
 Despite the “and,” (17) seems to mean no more nor less than:
 (18) If you keep talkin’ that way then you’re gonna be sorry!
 Since (18) is an indicative conditional, perhaps we ought to count (17) as onetoo. Other conditional-like constructions that don’t involve if–then– are:
 The plane will be late in the event (or in case) of fog.
 The plane will be late should there happen to be fog.
 The plane will be late assuming there to be fog.11
 Likewise, there are sentences involving if–then– and the indicative mood thatseem quite different from the indicative conditionals (8)a and (9)a discussedabove. Consider, for example:
 11The grammatical relations among these different constructions are considered in Lycan[69], and references cited there.
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 (19) (a) If a star is red then it is cooler than average.
 (b) If male elks have horns then they are aggressive.
 Despite the indicative mood, the left hand sides and right hand sides of thesetwo sentences don’t seem to carry truth-values in the usual sense. The lefthand side of (19)a does not assert that some particular star is red, nor doesthe left hand side of (19)b asserts that all male elks have horns. Rather, (19)aseems to assert something equivalent to “every red star is cooler than average,”and (19)b seems to assert something like “every male elk with horns is aggres-sive.” These interpretations are suggested by the use of the pronouns “it” and“they” in (19). Yet we don’t mean to imply that every use of pronouns in theright hand side excludes the sentence from the class of indicative conditionals.Thus, the sentence “If John studies all night then he’ll pass the test” is clearlyan indicative conditional since it is paraphrased by the pronoun-free sentence“If John studies all night then John will pass the test.” In contrast, it is hardto see how to rid (19)a,b of their pronouns without a change in meaning.
 Other uses of if–then– yield sentences whose status as indicative condition-als is unclear. Consider:
 If you really want to know, I’m the one who added chocolate chips tothe baked salmon.
 Perhaps this is a genuine conditional in view of its if–then– form. Or perhapsit’s just masquerading as a conditional inasmuch as its left hand side seemsintended merely to communicate attitude (“. . . and even if you don’t want toknow, I’m the one who did it!”).12
 Let us also note that the form of auxiliaries marking subjunctive condition-als is subject to dialectical variation in America. For example, many people canuse the following sentence to mean what we expressed in (9)b.
 If Jason Kidd was trained in astrophysics then he’d be the scientist
 12Compare: “Let me tell you something, Bud. I’m the one who added chocolate chips to thebaked salmon.” For discussion of a range of such cases, see [69, Appendix].
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 with the best 3-point shot.13
 It would be tiresome to track down and classify all the syntactic peculiaritiesthat include or exclude sentences from the class of indicative conditionals thatwe have in mind. We’ll just let (8)a and (9)a serve as paradigm cases, and alsonote that the left hand side and right hand side of indicative conditionals mustbe able to stand alone as truth-bearing declarative sentences. That is, bothfragments must be either true or false, whether or not the speaker, listener, orreader happens to know which truth-value is the right one.
 8.3 Hopes and aspirations for Sentential Logic
 With the foregoing qualifications in mind, let us now try to be clear about whatwe expect from Sentential Logic. We’ll do this by formulating a criterion of ade-quacy for logic to serve as a guide to secure inference, or rather, a partial guidesince we’ve seen that there are inferences beyond the purview of SententialLogic.
 (20) CRITERION OF ADEQUACY FOR LOGIC: For every argument ϕ1 . . . ϕn / ψ
 of L, ϕ1 . . . ϕn |= ψ if and only if every argument P1 . . . Pn / C of Englishthat is naturally translated into ϕ1 . . . ϕn / ψ is secure.
 To illustrate, the argument p ∧ q / q ∧ p appears to conform to (20) since (a)p ∧ q |= q ∧ p and (b) every English argument that is naturally translated into
 13Yankees manager Joe Torre commented on his player Hideki Matsui as follows (quoted inthe New York Times, 9/22/03).
 If he was anything less than what he is, we aren’t near where we are. He’s given ussuch a lift.
 In the King’s English, Torre’s comment comes out to be:
 If Hideki Matsui had skills inferior to those he actually possesses then the Yankeeswould not be as far ahead in the pennant race as they in fact are. Quite a lift he’sgiven us!
 But of course, Kings don’t know nuttin’ about baseball.
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 p∧q / q∧p is secure. At least, all such English arguments seem to be secure; forexample, (3) is one such argument. Likewise, p∨ q / q ∧ p conforms to (20) since(a) it is invalid, and (b) not every English argument that is naturally translatedinto p ∨ q / q ∧ p is secure; a counterexample is (4).
 Notice how slippery Criterion (20) is. If ϕ1 . . . ϕn / ψ is valid, we must becontent with a just a sample of English counterparts in order build confidencethat all arguments translatable into ϕ1 . . . ϕn / ψ are secure. We have so littlehandle on English that it’s not feasible to prove that there are no exceptions. Onthe other hand, if ϕ1 . . . ϕn / ψ is invalid then we are a little better off since justa single non-secure argument of the right form suffices to nail down conformitywith (20).
 Criterion (20) is slippery also because we haven’t been precise about whichtranslations into L are “natural.” This opens a loophole whenever we find anon-secure argument that translates into a validity. We can always complainafterwards that the translation is not natural. Such complaints might be hardto dismiss. We saw above, for example, that whether a sentence is an indicativeconditional is often a subtle affair. And the affair is consequential since onlyindicative conditionals are considered to be “naturally translated” by formulaswith → as principal connective. No natural translation into L is recognizedfor subjunctive conditionals. Even simple cases like (5) (John’s death after themarathon) raise knotty questions about natural translation.
 Despite the slip and slop in Criterion (20), we shall see that it imposestough standards on Sentential Logic. There is enough agreement about naturaltranslation to allow different people to be convinced by the same examplesmuch of the time. We hope to convince you of this fact in what follows.
 So, at last, we are ready to address the central issue in this chapter. Areindicative conditionals successfully represented by the → of Sentential Logic?This is such a nice question that we’ll provide two different answers. First,conclusive proof will be offered that Yes, → is an appropriate representationof indicative if–then–. Next, conclusive proof will be offered that No, → is notan appropriate representation of indicative if–then–. (Isn’t logic great?) After-wards, we’ll try to make sense of this apparent contradiction.

Page 205
                        

8.4. INDICATIVE CONDITIONALS CAN BE REPRESENTED BY → 199
 8.4 Indicative conditionals can be represented by →
 8.4.1 Some principles of secure inference
 To make our case that if–then– can be represented by →, some more notationwill be helpful. Let A1 · · ·An/ C be an argument in English with premisesA1 · · ·An and conclusion C. For example, the argument might be:
 (21) A1: If the Yankees lost last night’s game then the general manager willbe fired within a week.
 A2: The Yankees lost last night’s game.
 Therefore:
 C: The general manager will be fired within a week.
 We write {A1 · · ·An} ⇒ C just in case it is not possible for all of A1 · · ·An to betrue yet C be false. For example, it is impossible for the premises of (21) bothto be true without the conclusion being true as well. So for this argument, wewrite {A1, A2} ⇒ C. To reduce clutter, we sometimes drop the braces, writing(for example): A1, A2 ⇒ C.
 Our definition of the ⇒ relation just symbolizes what we already discussedin Section 1.3 when we outlined the goals of deductive logic. If {A1 · · ·An} ⇒ C
 holds, then the inference from A1 · · ·An to C is secure; the truth of the premisesguarantees the truth of the conclusion. You can see ⇒ is the counterpart to |=in Sentential Logic. But the former holds between premises and conclusionswritten in English whereas the latter holds between premises and conclusionswritten in L.
 Let it be noted that our definition of secure inference sits on a volcano ofcomplex issues. We haven’t been clear about the type of “impossibility” or“guarantee” involved in supposedly secure inference. Take the argument withpremise
 Charles Bronson was a riveting actor
 and conclusion
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 Charles Buchinsky was a riveting actor.
 Is this inference secure? Well, it turns out to be impossible for the premise to betrue and the conclusion false since Charles Bronson is Charles Buchinsky (hewisely changed his name). Yet the status of the inference remains ambiguous(it is guaranteed in one sense but not another). Many other ambiguities couldbe cited. Rather than enter the inferno of discussion about possibility, we willattempt to rely on a loose and intuitive sense of secure inference. An inferenceis secure if (somehow) the meaning of the premises and conclusion ensures thatthe former can’t be true and the latter false.
 Using our new notation, let us formulate some principles that appear togovern secure inference in English. Below, by “sentence” we mean “declarativesentence of English with a determinate truth-value,” in accord with our usualconvention.
 (22) TRANSITIVITY: Let three sentences A,B,C be such that A⇒ B andB ⇒ C. Then A⇒ C.
 Right? If it’s impossible for A to be true without B being true, and likewise it isimpossible for B to be true without C being true, then it is impossible for A tobe true without C being true. This seems self-evident to us, but we don’t wishto dogmatically impose it on you. If you think we’re wrong then you should becautious about whatever depends on (22) in what follows.
 The remaining principles refer to grammatical constructions that mirrorsome of the syntax of L. Thus, we’ll write “not-A” to refer to the negation of theEnglish sentence A. To illustrate, if A is “Lions bark” then not-A is “Lions don’tbark.” The syntactic difference between A and not-A depends on the particularstructure of A. For example, If A were “Lions don’t dance,” then not-A might be“It’s not true that Lions don’t dance,” or perhaps “Lions dance.” It suffices forour purposes to allow not-A to be any such negation of A. Likewise, A-and-B isthe result of conjoining sentences A and B with the word “and,” or combiningthem in some equivalent way. Thus, if A is “Lions bark” and B is “Tigers bark,”then A-and-B is “Lions bark and tigers bark,” or perhaps “Lions and tigersbark.” The same remarks apply to the notation A-or-B. Finally, “if-A-then-B”
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 is the if–then– sentence with A as left hand side and B as right hand side,or something equivalent. With A and B as before, if-A-then-B might be “Iflions bark then tigers bark” or “Tigers bark if lions do.” Now we make someclaims about the foregoing constructions, by announcing some more (putative)principles of English.
 (23) DEDUCTION PRINCIPLE FOR ENGLISH: Let three sentences A,B,C besuch that {A,B} ⇒ C. Then A⇒ if-B-then-C.
 To illustrate, let A,B,C be as follows.
 A: Either Sally will cut out the racket or Sam is going to leave.
 B: Sally will not cut out the racket.
 Therefore:
 C: Sam is going to leave.
 This is a case in which {A,B} ⇒ C (right?). It illustrates (23) inasmuch as theargument from the premise
 Either Sally will cut out the racket or Sam is going to leave.
 to the conclusion
 If Sally will not cut out the racket then Sam is going to leave.
 seems secure. In other words: A⇒if-B-then-C. The example does not prove(23); it only illustrates the principle. We don’t know how to rigorously provethe principles formulated in this section since they concern English, which noone knows how to formalize. You may nonetheless be persuaded (as seemsplausible) that (23) holds in full generality. By the way, (23) resembles Fact (20)in Section 5.2.2 which is often called the “Deduction Theorem” for SententialLogic.
 Moving along, here are some other principles.
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 (24) CONTRADICTION PRINCIPLE FOR ENGLISH: For every pair A,B of sen-tences, {A,not-A} ⇒B.
 The foregoing principle has already been discussed and justified in Section5.3.2.
 (25) FIRST CONDITIONAL PRINCIPLE FOR ENGLISH: For every pair A,B ofsentences, if-A-then-B ⇒ not-(A-and-not-B)
 We haven’t formally introduced the expression not-(A-and-not-B) but it shouldbe transparent by this point. It is the result of negating the English sentencethat comes from conjoining via “and” the sentence A and the negation of sen-tence B. To illustrate, let A be “Lions bark” and B be “Zoo-keepers are amazed.”Then (25) asserts that the truth of
 (26) If lions bark then zoo-keepers are amazed.
 guarantees the truth of
 It’s not true that lions bark and zoo-keepers are not amazed.
 The guarantee stems from the impossibility that both (26) and
 Lions bark and zoo-keepers are not amazed.
 are true.
 (27) SECOND CONDITIONAL PRINCIPLE FOR ENGLISH: For every pair A,Bof sentences, A-or-B ⇒ if-not-A-then-B.
 Thus, if it is true that either whales dance or turtles sing, then it may be se-curely inferred that if whales don’t dance then turtles sing.
 (28) DEMORGAN PRINCIPLE FOR ENGLISH: For every pair A,B of sentences,not-(A-and-B) ⇒ not-A-or-not-B.
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 If A and B are “Lions bark” and “Dogs bark,” then (28) asserts — quite plausi-bly — that the truth of
 It’s not true that both lions and dogs bark.
 guarantees the truth of
 Either lions don’t bark or dogs don’t bark.
 Principle (28) is the English counterpart of a law of Sentential Logic usuallynamed after Augustus DeMorgan. It was presented in Section 6.3.7.
 Finally, we formulate a double-negation principle.
 (29) DOUBLE NEGATION PRINCIPLE FOR ENGLISH: Suppose that sentenceB contains a sentence of the form not-not-A inside of it. Let C be the sen-tence that results from substituting A for not-not-A in C. Then B ⇒ C.
 For example, (29) asserts that the truth of
 Dogs bark and it is not true that sparrows don’t fly.
 guarantees the truth of
 Dogs bark and sparrows fly.
 In this example, A is “Sparrows fly.” As a special case (in which B containsnothing else than not-not-A), Principle (29) asserts that not-not-A⇒A, e.g.,that
 It is not true that sparrows don’t fly.
 allows the secure inference of
 Sparrows fly.
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 The principles discussed above should all strike you as plausible claimsabout English, but in fact there is a complication. The double negation princi-ple (29), for example, is open to the following (dumb) counterexample.
 (30) A: Sparrows fly.
 B: John said: “It is not true that sparrows don’t fly.”
 C: John said: “Sparrows fly.”
 Even though not-not-A occurs inside of B, it is possible for B to be true and C
 false (John might never express himself concisely). Of course, sentences withinternal quotation are not what we had in mind! We were thinking of simpleEnglish declarative sentences, the flat-footed kind, reporting straightforwardfacts (or non-facts). Unfortunately, we don’t know how to rigorously define thisset of sentences, even though we suspect you understand what set we havein mind. So let us proceed as follows. Consider the set S of declarative En-glish sentences (with determinate truth-values) that do satisfy the principlesformulated in this section. We hope you agree that S is richly populated andworthy of study. The question animating the present chapter then becomes:Are indicative conditionals with left hand side and right hand side belongingto S successfully represented by the → of Sentential Logic? Relying on ourprinciples, we’ll now present two arguments in favor of an affirmative answer.
 8.4.2 First argument showing that indicative conditionals are faith-fully represented by →
 Here is the truth-table for conditionals within Sentential Logic, repeated fromSection 4.2.4.
 (31) TABLE FOR CONDITIONALS:
 χ→ψT T TT F FF T TF T F
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 Suppose that we were persuaded of the following facts about a given indicativeconditional if-E-then-F .
 (32) (a) If F is true then if-E-then-F is true.
 (b) If E is false then if-E-then-F is true.
 (c) If E is true and F is false then if-E-then-F is false.
 Then we will have shown that if-E-then-F is true in exactly the same circum-stances in which E → F is true, and false in the same circumstances thatE → F is false. You can see this by examining each line of the truth table(31). The first line reveals that E → F is true if both E and F are true. But(32)a asserts that if-E-then-F is likewise true in these circumstances (since Fis true). The second line of (31) shows that E → F is false if E is true and F
 is false; and this circumstance makes if-E-then-F false according to (32)c. Thethird line of (31) exhibits E → F as true if E is false and F is true. But sinceF is true in this case, (32)a can be invoked once again to show that if-E-then-Fis true in the same circumstances [we could also have relied on (32)b in thiscase]. Finally, the fourth line of (31) reveals E → F to be true if both E and F
 are false. In these circumstances E is false, and (32)b states that if-E-then-F istrue. So it appears to be sufficient to argue in favor of (32) in order to establish:
 (33) An indicative conditional if-E-then-F is true if and only if E → F is true.
 Since the security of arguments in English concerns no more than guarantee-ing the truth of the conclusion given the truth of the premises, (33) seems to beall we need to justify representing if–then– of English by → of L.
 It remains to convince ourselves of (32), which will convince us of (33), whichwill convince us that → successfully represents if–then– in L. But let us firstaddress an issue that might be troubling you.
 “The three claims in (32) are formulated using English if–then–. Yetwe are in the middle of presenting contradictory claims about the

Page 212
                        

206 CHAPTER 8. PROBLEMS WITH CONDITIONALS
 meaning of this locution. Apparently, we’re not yet certain what if–then– means, so how can we sensibly discuss the meaning of if–then–while using that very meaning in our discussion?”
 Several responses can be offered to this excellent question. One is to observethat we could write (32) equally well as:
 (34) (a) F is true → if-E-then-F is true.
 (b) E is false → if-E-then-F is true.
 (c) E is true and F is false → if-E-then-F is false.
 The → is here interpreted exactly as in L, namely as yielding a true sentenceunless the left hand side is true and the right hand side is false. To establish(33) it suffices to establish (34); this can be seen via the same reasoning usedabove concerning (32). The if and only if seen in (33) can likewise be under-stood as ↔ in L. Such an interpretation of (33) is enough to underwrite theclaim that if–then– is suitably represented by →.
 Indeed, if–then– in (32) can be understood in several ways without alteringits support for (33). For example, we could have written (32) as:
 (35) (a) F can’t be true without if-E-then-F being true.
 (b) E can’t be false without if-E-then-F being true.
 (c) E can’t be true and F false without if-E-then-F being false.
 We could still infer (33).
 There is another response to your worry about (32) that is worth recording.We are presently trying to discover something about the meaning of if–then–,but it has not been doubted that if–then– has a definite meaning that is under-stood (albeit implicitly) by speakers of English. What is wrong with relying onour shared understanding of if–then– while discussing it? Similarly, we wouldnot hesitate to use the word “tiger” in discussions of the biological nature oftigers. It would seem odd to question such use of “tiger” on the grounds thatwe had not yet finished our inquiry. Let us frankly admit to not being sure
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 how far this analogy between “tiger” and if–then– can be pushed. But we’llnonetheless continue to freely use if–then– locutions in our discussion of if–then–. Naturally, we will endeavor to use if–then– in a manner consonant withcommon understanding.
 Now, what reason is there to believe the claims of (32)? They all followfrom the principles reviewed in Section 8.4.1 above! Consider first (32)a. Weargue as follows. Plainly, {F,E} ⇒F . So by the deduction principle (23) forEnglish, F ⇒if-E-then-F . [To apply (23), we take A,C = F , B = E.] Thus, thetruth of F guarantees the truth of the conditional if-E-then-F . Hence, (32)ais true. Next, consider (32)c. By the contradiction principle (24) for English,{¬E,E} ⇒F . So by the deduction principle (23) again, ¬E ⇒if-E-then-F . Thus,the truth of ¬E guarantees the truth of if-E-then-F . In other words, the falsityof E guarantees the truth of if-E-then-F . Hence, (32)c is true. Finally, consider(32)b. Suppose that E is true and F is false. Then E-and-not-F is true. Supposefor a contradiction that if-E-then-F is also true. Then by the first conditionalprinciple (25) for English, not-(E-and-not-F ). Since it can’t be the case thatboth E-and-not-F and not-(E-and-not-F ) are true, it must be that if-E-then-Fis false. This establishes that if E is true and F is false then if-E-then-F isfalse; in other words, we’ve established (32)b.
 So you see? The → of Sentential Logic represents if–then– of English [be-cause (32) is true, hence (33) is true].14
 8.4.3 Second argument showing that indicative conditionals are faith-fully represented by →
 The next argument in favor of representing if–then– by → is drawn from Stal-naker [95]. Take two sentences E and F , and consider the complex sentence(not-E)-or-F . We mean by the latter expression something like:
 (36) Either it is not the case that E or it is the case that F (or maybe both ofthese possibilities hold).
 14So far as we know, this argument is due to Mendelson [74]. (It appears in early editions ofhis book.)
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 This sentence ain’t pretty but it is English, and the conditions under which (36)is true seem pretty clear, namely:
 (37) if E is true and F is true then sentence (36) is true.
 if E is true and F is false then sentence (36) is false.
 if E is false and F is true then sentence (36) is true.
 if E is false and F is false then sentence (36) is true.
 Next, notice that (37) defines a truth table. The table specifies that (36) istrue if E is true and F is true, etc. What do you notice about this truth table?Correct! It is the same truth table as the one for E → F . It’s no coincidence, ofcourse, that the truth table for (36) is the same as the one for E → F . Sentence(36) is nicely represented by ¬E ∨ F in L, and ¬E ∨ F and E → F are logicallyequivalent.
 Now suppose that we could show the following.
 (38) (a) if-E-then-F ⇒ (not-E)-or-F .
 (b) (not-E)-or-F ⇒ if-E-then-F .
 Then [keeping in mind that (not-E)-or-F is Sentence (36)] we would knowthat the circumstances that render if-E-then-F true also make (36) true [thisis (38)a], and also that the circumstances that render (36) true also makeif-E-then-F true [this is (38)b]. In other words, we would know that if-E-then-Fhas the truth table shown in (37), which happens to be the truth table forE → F . Hence, we will have shown that if-E-then-F is suitably represented inL by E → F .
 Let’s show (38)a. By the first conditional principle (25),
 if-E-then-F ⇒not-(E-and-not-F ).
 By the DeMorgan principle (28),
 not-(E-and-not-F ) ⇒(not-E)-or-not-not-F
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 [in (28), take A = E, B = not-F ]. So by the Transitivity principle (22),
 if-E-then-F ⇒(not-E)-or-not-not-F .
 By the double negation principle (29),
 (not-E)-or-not-not-F ⇒(not-E)-or-F
 so by transitivity again,
 if-E-then-F ⇒(not-E)-or-F .
 That’s (38)a. It’s even easier to show (38)b. By Principal (27),
 (not-E)-or-F ⇒if-not-not-E-then-F
 [taking A = not-E, B = F in (27)]. By the double negation principle (29),
 if-not-not-E-then-F ⇒if-E-then-F .
 So by transitivity,
 (not-E)-or-F ⇒if-E-then-F ,
 which is (38)b.
 So once again we see that the conditions under which if-E-then-F are trueare exactly the conditions that make E → F true. Hence, E → F is a suitablerepresentation of if-E-then-F in L.
 8.4.4 Could if–then– be truth-functional?
 We hope that you are convinced that if–then– is nicely represented by → in L.We shall also try to convince you that if–then– cannot be represented by →.Before descending into this contradiction, however, let us discuss one reason
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 you might have for doubting, even at this stage, that if–then– is represented by→.
 Assume (for the sake of argument) that if–then– is successfully representedby →. Then every valid argument involving just → corresponds to a validargument with just if–then–. Here are two such arguments.
 (39) (a) p |= (q → p)
 (b) ¬q |= (q → p)
 They correspond to:
 (40) (a) p⇒ if-q-then-p
 (b) not-q ⇒ if-q-then-p
 Actually, (40)b involves more than just if–then– since negation is also present.But we have in mind such straightforward use of English negation that ¬ in(39)b can be trusted to represent it. So if → represents if–then–, you oughtto agree that the arguments exhibited in (40) are secure. Now let p, q be asfollows:
 (41)p : There is a one pound gold nugget on Mars.q : Julius Caesar visited Sicily.
 Then you ought to agree that the following arguments are secure.
 (42) (a) There is a one pound gold nugget on Mars. Hence, if Julius Caesarvisited Sicily, there is a one pound gold nugget on Mars.
 (b) Julius Caesar did not visit Sicily. Hence, if Julius Caesar visitedSicily, there is a one pound gold nugget on Mars.
 We expect that you’ll find the arguments in (42) to be quirky at best. Shouldsuch inferences really be counted as secure?
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 As promised, we shall shortly present reasons to doubt that → adequatelyrepresents if–then– in L. But we don’t think that the odd quality of the argu-ments in (42) is one such reason. The oddness stems in part from the unre-latedness of p and q. Argument (42)a, for example, would sound better if (forexample) p affirmed that Gaius Octavius (who became the emperor Augustus)visited Sicily. But the relatedness of sentences is a quixotic affair, varying withthe background knowledge of the reasoner. If you were entertaining the hy-pothesis that wealthy aliens living in Sicily had invited Caesar there, and alsoleft behind gold nuggets on Mars, then (41) would seem more connected. In as-sessing the security of inferences let us therefore leave aside issues of thematicintegrity and any other consideration of whether the inference is likely to beuseful in normal discourse. Such considerations belong more to the study ofpragmatics than to logic.15
 Pragmatics left to one side, the inferences in (42) might in fact be secure.Take the first one. If there really is a one pound gold nugget on Mars then howcould the conclusion of the argument (the indicative conditional) turn out to befalse? It couldn’t turn out that Caesar did visit Sicily but Mars is nugget free,could it? We are therefore inclined to accept (42)a as secure.
 Regarding (42)b, suppose that Julius Caesar did not visit Sicily. Then if hedid visit Sicily we live in a contradictory world, and we’ve already agreed [inPrinciple (24)] that every sentence follows from a contradiction. Application ofPrinciple (23) to {not-p, p} ⇒q then yields (42)b.
 Relegating the oddity of the inferences in (42) to pragmatics opens the doorto embracing the truth-functionality of if–then–. To appreciate the issue, recallthe truth tables for our connectives, given in Section 4.2.4. They specify thetruth value of a larger formula like ϕ→ ψ entirely in terms of the truth valuesof ϕ and ψ. Any other formula ϕ′ could be substituted for ϕ in ϕ → ψ withoutchanging the latter’s truth value in a given truth-assignment α provided that αassigns the same truth value to ϕ and ϕ′. We discussed all this in the context of
 15The Encarta World English Dictionary has the following entry for pragmatics: “the branchof linguistics that studies language use rather than language structure. Pragmatics studieshow people choose what to say from the range of possibilities their language allows them, andthe effect their choices have on those to whom they are speaking.”
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 Fact (12) in Section 4.2.3. It follows that the truth of a formula like ϕ→ ψ (wemean, the truth in Reality, the truth-assignment corresponding to the “real”world) is determined by nothing more than the truth values of ϕ and ψ. Now,if → successfully represents if–then– then we can expect the same to be trueof indicative conditionals. Their truth value will depend on no more than thetruth values of their left hand side and right hand side. Is this claim plausible?Consider the three sentences:
 (43)p : The Italian government will fall before 2007.q : Elections will be held in Italy before 2007.r : There is no Chinese restaurant in Twin Forks, Wyoming.
 Suppose that p and r have the same truth value (both true or both false). Thenthe following two sentences will have the same truth value.
 (44) If the Italian government falls before 2007 then elections will be heldin Italy before 2007.
 If there is no Chinese restaurant in Twin Forks, Wyoming, then elec-tions will be held in Italy before 2007.
 If this equivalence seems strange, we suggest attributing it to the pragmaticfact that Chinese restaurants and Italian politics are seldom juxtaposed in ev-eryday discourse. The truth functionality of if–then– will then not be throwninto doubt by (44).
 The idea that if–then– may be truth functional is all the more striking inas-much as many other sentential connectives of English do not share this prop-erty. Consider the word “because.” It also unites two sentences, just like if–then–. Even supposing that p and r of (43) share the same truth value, however,the following sentences appear not to.
 Elections will be held in Italy before 2007 because the Italian gov-ernment falls before 2007.
 Elections will be held in Italy before 2007 because there is no Chi-nese restaurant in Twin Forks, Wyoming.
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 To be sure, it is not always easy to justify the distinction between pragmaticfacts and purely semantic ones. Consider again argument (5), repeated herefor convenience.
 (45) John ran the marathon and died. Therefore, John died and ran themarathon.
 There is definitely something peculiar about (45) but this may reflect nothingmore than the pragmatic fact that people are expected to utter conjuncts in thetemporal order in which they occur (a kind of story-telling). In this case, (45)counts as secure. Alternatively, the English word “and” might be polysemous,like rocker.16 In particular, one of the meanings of “and” might be synonymouswith “and then.” If such is the sense of “and” in (45) then of course the inferenceis not secure (and not naturally translated by p ∧ q / q ∧ p). As noted earlier,which of these explanations is correct is the subject of much debate (see [33]).The present authors draw the pragmatics/semantics distinction where it seemsto yield the cleanest overall theory of language. But you, as reader, will needto remain vigilant, and note disagreements that affect our claims about condi-tionals. For the moment, we have discounted worries about the inferences (42),and affirmed that if–then–, like →, is truth functional. So all looks swell for theidea of representing if–then– by → in L. Our next task is to make this idea looknot-so-swell.
 8.5 Indicative conditionals cannot be represented by →
 8.5.1 Our strategy, and more fiddling with the class of indicative con-ditionals
 In this section we exhibit valid arguments in L involving → whose counter-parts in English are not secure. That → is a poor representation of if–then–is demonstrated thereby. Other connectives figure in the arguments, notably
 16Here is the definition of polysemy: “having multiple meanings; the existence of severalmeanings for a single word or phrase.” The word rocker is polysemous because it can mean(inter alia) either a type of chair or a type of singer.
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 negation, conjunction, and disjunction. But it will be clear that the translationfailure is due to the use of → to represent if–then–, rather than, e.g., the use of∧ to represent “and.”
 Actually, instead of writing particular valid arguments in L, we’ll use meta-variables like ϕ and ψ to describe entire classes of arguments that are validin L. Then we’ll exhibit a translation of the schema into a non-secure Englishargument. We’ll call the English argument a “counterexample” to the schema.This is enough to show that Criterion (20) is not satisfied.
 The opposite strategy is not pursued. That is, we don’t attempt to exhibit aninvalid argument of L involving →, all of whose translations into English aresecure. Two examples of this latter kind are offered in (88) of Section 10.4.3,below. But here it will be simpler to stick to valid arguments in L with non-secure translation into English (“counterexamples” in the sense just defined).That’ll be enough to make the point.
 Even within our chosen strategy, we do not wish to exploit examples thatrely on logical relations between the variables appearing in conditionals. Toappreciate the issue, consider the following valid inference in L.
 (46) ¬p→ q |= ¬q → p.
 Choose p and q as follows.
 p : Bob lives in Boston.q : Bob lives somewhere in New England.
 If we use → to represent if–then– then the validity (46) translates the non-secure argument:
 (47) If Bob doesn’t live in Boston then he lives somewhere in New England.Therefore, if Bob doesn’t live in New England then he lives in Boston.
 Argument (47) is not secure. Indeed, whereas the premise may well be true(if Bob lives, for example, in Worcester), the conclusion is surely false (since
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 Boston is in New England, duh . . . ).17 We’re not inclined to bend (47) to ourpresent purposes, however, because we suspect trickery and can’t identify thetrick! Perhaps the example rests on the semantic connection between p andq, namely, the impossibility that p is true but q false. Since p and q are vari-ables, this semantic connection cannot be represented in Sentential Logic. It isconsequently unclear how to translate (47) into L.18
 To steer clear of such mysterious cases, let us therefore adjust once morethe class of indicative conditionals. We agree to consider only indicative con-ditionals whose atomic constituents are logically independent of each other.In general, we call sentences A1 . . . An “logically independent” just in case allcombinations of truth and falsity among A1 . . . An are possible (A1 can be trueand the other Ai false, etc.). In (47) it is thus required that the truth of “Boblives in Boston” and the falsity of “Bob lives somewhere in New England” bejointly possible. Since this is not the case, we withdraw (47) from the class ofindicative conditionals that can serve as counterexamples to our theories. Thisnew limitation protects → from the invalid argument (47). But we’ll now seethat there are plenty of other cases in which → seems to misrepresent secureinferences involving if–then–.
 8.5.2 Transitivity
 Here is a principle from Sentential Logic whose validity is easy to check.
 (48) FACT: {ϕ→ ψ, ψ → χ} |= ϕ→ χ
 17The example originates in Jackson [51], and is discussed in Sanford [89, pp. 138, 230].18Don’t be tempted to use |= to code semantic relations among variables; |= is not part of L,
 but only an extension of English that allows us to talk about L. See the remarks in Section5.1.2.
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 That is, → has a transitive character.19 For a counter-example, choose ϕ, ψ, andχ as follows.20
 ϕ : The sun explodes tomorrow.ψ : Queen Elizabeth dies tomorrow.χ : There will be a state funeral in London within the week.
 These choices yield the non-secure argument:
 (49) COUNTEREXAMPLE: If the sun explodes tomorrow then Queen Eliza-beth will die tomorrow. If Queen Elizabeth dies tomorrow, there willbe a state funeral in London within the week. So, if the sun explodestomorrow, there will be a state funeral in London within the week.
 It seems quite possible for both premises of this argument to be true whereasthe conclusion is certainly false. The argument is consequently not secure,which indicates that use of → to represent if–then– cannot be counted on totranslate non-secure arguments of English into invalid arguments of Senten-tial Logic.
 Are you having doubts? Witnessing the havoc wreaked by Argument (49),perhaps you’re unwilling to declare it non-secure. But it won’t be easy to de-fend the argument. Doesn’t it seem just plain true — given the world the wayit really is — that if the Queen dies tomorrow then she’ll be honored with astate funeral shortly? We don’t mean to claim that the foregoing conditional issomehow necessarily true; we agree that it is a possibility that the poor Queen
 19In general, a relation (like less than) over a set of objects (like numbers) is said to be“transitive” just in case the relation holds between the objects x and z (in that order) if it holdsbetween x and y and between y and z. In (48), the “objects” are formulas, ϕ,ψ and the relationis something like: “when → is inserted between ϕ,ψ, in that order, the resulting formula istrue.”
 20This example was communicated to us by Paul Horwich many years ago. Another exampleappears in Adams [3], cited in Sainsbury [88, p. 76], namely:
 If Smith dies before the election then Jones will win. If Jones wins then Smithwill retire from public life after the election. Therefore, if Smith dies before theelection then he will retire from public life after the election.
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 could die without anyone noticing. We just mean that the second premise of(49) is a fact about contemporary society, or is likely to be so. The first premiseis also factually correct (albeit not a necessary fact; the Queen might havemade extraordinary contingency plans). It could therefore be the case thatboth premises of (49) are true. Yet the conclusion seems indubitably false (notnecessarily, just in fact). Hence (49) is not secure. It may well lead from truepremises to false conclusion. There is certainly no guarantee that its conclu-sion will be true if the premises are. Hence, the argument is insecure. Are youconvinced? If not, don’t worry (yet). There are more counterexamples comingyour way.
 8.5.3 Monotonicity
 You can easily verify the validity of the following schema, often referred to asmonotonicity or left side strengthening.
 (50) FACT: ϕ→ ψ |= (ϕ ∧ χ) → ψ.
 Counterexamples to (50) have been on offer for many years (see, for exampleAdams [3], Harper [44, p. 6], Sanford [89, p. 110]). Here’s a typical example,based on the following choices of ϕ, ψ, χ.
 ϕ : A torch is set to this book today at midnight.
 ψ :This book is plunged into the ocean tonightat one second past midnight.
 χ : This book will be reduced to ashes by tomorrow morning.
 (51) COUNTEREXAMPLE: If a torch is set to this book today at midnight thenit will be reduced to ashes by tomorrow morning. Therefore, if a torch isset to this book today at midnight and the book is plunged into the oceantonight at one second past midnight then it will be reduced to ashes bytomorrow morning.
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 Given the way things actually are (namely, the book we’re holding is dry, andwe are far from the ocean), the premise of (51) is true; the darn thing really willbe reduced to cinders if (God forbid) it is torched at midnight. At the same time,the conclusion of (51) isn’t true (try it). Thus, the valid schema (50) translatesinto an non-secure argument if we represent if–then– by →.
 8.5.4 One way or the other
 The following principle came to light just as logic began to take its modern form(see [89, p. 53]).
 (52) FACT: |= (ϕ→ ψ) ∨ (ψ → ϕ).
 To render (ϕ → ψ) ∨ (ψ → ϕ) false, a truth-assignment would have to make ϕtrue and ψ false, and also make ψ true and ϕ false. Fact (52) follows from theimpossibility of such a truth-assignment.
 Translation of (52) into English yields counterintuitive results. Pick at ran-dom some girl born in 1850, and consider:
 ϕ : The girl grew up in Naples.ψ : The girl spoke fluent Eskimo.
 Then (52) yields:
 (53) COUNTEREXAMPLE: At least one of the following statements is true.
 If the girl grew up in Naples then she spoke fluent Eskimo.
 If the girl spoke fluent Eskimo then she grew up in Naples.
 We’ve here translated ∨ by “at least one,” but the example seems just as forcefulif “either–or–” is used instead. Since both of the conditionals in the disjunctionseem false, (53) seems very unlike the tautology registered in (52). If you acceptthis judgment then you must doubt that if–then– is successfully represented by→.21
 21In place of (53) we were tempted by the following counterexample to (52).
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 8.5.5 Negating conditionals
 We’ve saved the most convincing demonstration in this series for last. You caneasily verify:
 (54) FACT: ¬(ϕ→ ψ) |= ϕ.
 The following kind of counterexample comes from Stevenson [96]. Let:
 ϕ : God exists.ψ : Evil acts are rewarded in Heaven.
 So if → successfully represents if–then–, the following argument should be se-cure.
 (55) COUNTEREXAMPLE: It is not true that if God exists then evil acts arerewarded in Heaven. Therefore, God exists.
 Whatever your religious convictions (and we don’t dare ask in today’s politicalclimate), surely (55) is a clunker when it comes to proving the existence ofGod. If you think otherwise, then you must also believe in Santa Claus. For,consider:
 (56) COUNTEREXAMPLE: It is not true that if Santa exists then all good boysget lumps of coal for Christmas. Therefore, Santa exists.
 Look, we’re sure that the premise of (56) is true since if Santa exists we wouldnever have been stuck with coal for Christmas (that would be totally un-Santa-like). But we’re not committed thereby to believing that the old geezer actuallyexists. If you feel the same way, then (56) is another reason to doubt that →successfully represents if–then–.
 (57) EXERCISE: Show that (ϕ ∧ ψ) → χ |= (ϕ→ χ) ∨ (ψ → χ). Can you thinkof a counterexample to this principle?
 If today is Monday then today is Tuesday, or if today is Tuesday then today isMonday.
 What’s wrong with this example?
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 8.6 Road map
 We hope you are convinced by the arguments of the last section. We aimedto give you powerful reasons to doubt that if–then– is successfully representedby →. Hence, you should doubt that the security of arguments in English ismirrored by their validity in Sentential Logic when → stands in for if–then–.At the same time, we hope that Section 8.4 gave you powerful reasons to agreethat if–then– is, after all, successfully represented by →. That is, you shouldaccept that the security of arguments in English is mirrored by their validityin Sentential Logic when → stands in for if–then–.
 If you are persuaded on both counts then you should now be experiencingExistential Torment (as if you discovered that Ronald Reagan was a commiedouble-agent). But don’t despair; we’re here to rescue you! In Chapter 10 we’llattempt to identify a false assumption that underlies both sides of the dilemma.Its denial allows us to resist the contradictory conclusions reached above. Wecan then consider afresh the question of representing if–then– in logic, and goon to develop an alternative account of indicative conditionals in English. Thisenterprise requires presenting some more logic, however. Specifically, in thenext chapter we’ll present the bare rudiments of inductive logic in the form ofelementary probability theory. Our language L will still occupy center stagesince the principal task will be to show how to assign probabilities to formu-las in a sensible way. The new apparatus will then allow us to formulate yetanother objection to representing if–then– via →, and to throw into focus someof the assumptions that underlie our discussion so far. It will be quite a story,and you won’t want to miss it! See you in Chapter 9.
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 9.1 From truth to belief
 As so far developed in this book, the fundamental idea of Sentential Logic istruth. Thus, the meaning of a formula is the set of truth-assignments thatmake it true, and validity is a guarantee of the truth of an argument’s con-clusion assuming the truth of its premises. The soundness and completenesstheorems of Chapter 7 show that derivability is coincident with validity, henceanother guide to the truth of conclusions given the truth of their premises. Inthe present chapter, we introduce a new idea into Sentential Logic, namely,belief. Specifically, we shall consider the logic of the “degree of confidence” or“firmness of belief” that a person may invest in a statement. The statementswill all be formulas of our language L of sentential logic, introduced in Chapter3. Degrees of confidence will be called probabilities.
 In Section 1.3 we said that logic is the study of secure inference.1 Chapter 5examined the idea of secure inference from a semantic point of view, and Chap-ter 6 studied it from a syntactic or derivational point of view. In the presentchapter, we take a new perspective, one that befits the transition from deduc-tive to inductive logic. Inferences will now bear on belief rather than truthdirectly. They’ll have the form “if the probabilities of formulas ϕ1 . . . ϕn aresuch-and-such then the probability of formula ψ is so-and-so.” Verifying suchinferences will require thinking once again about truth-assignments, but nowthey will be conceived formally as outcomes in a sample space. To make thisclear, the next section reviews elementary concepts of probability, apart fromconsiderations of logic. Then we’ll turn to probabilities for formulas of L.
 9.2 Probability Concepts
 The little bit of standard probability that we need is easy. Beyond the basics,probability gets quite complicated. For an excellent introduction, see Ross [85].
 1More exactly, logic is the study of several things at once, among them secure inference.
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 9.2.1 Sample spaces, outcomes, and events
 Everything starts with a non-empty, finite set S, called a sample space. Insist-ing that S be finite avoids many technicalities and is sufficient for our purposes.Members of S are called outcomes. The idea is that S holds all the potentialresults from some “experiment.” The experiment may be conducted artificially(by a person) or by Nature. Things are set up in such a way that the experi-ment will yield exactly one member of S. (You don’t typically know in advancewhich one will happen.) For example, S might consist of the 30 teams in MajorLeague Baseball, and the “experimental result” might be the success of justone team in the 2004 World Series. (If you read this after March 2004, pleasesubstitute an appropriate year, and the right number of teams.) There are 30outcomes, namely, the Yankees, the Dodgers, etc. This kind of example is oftenan idealization. Thus, we ignore the “outcome” of no World Series in 2004 (e.g.,because of a players’ strike), just as we ignore the possibility that a tossed coinlands on its edge.
 An event (over a sample space S) is a subset of S. In our example, someevents are as follows.
 (1) (a) the set consisting of just the Dodgers, that is: {Dodgers}.
 (b) the set consisting of the Yankees, the Mets, the Dodgers, and theGiants that is: {Yankees, Mets, Dodgers, Giants}.
 (c) the National League Western Division, that is:
 {Dodgers,Giants,Diamondbacks,Rockies,Padres}.
 Think of an event E as the claim that the experiment results in a member of E.Thus, event (1)c amounts to the claim that the winner of the 2004 World Seriesis one of the five teams mentioned, in other words, the claim that the winnercomes from the National League Western Division.
 Keep in mind that an event is a set of outcomes, not a description of thatset. Thus the set of all MLB teams that once played in New York City is thesame event as (1)b, namely, {Yankees, Mets, Dodgers, Giants}. And this is thesame event as the set of teams that ever attracted the slightest devotion from
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 the authors of this text (as it turns out). Similarly, we might describe an eventusing operations like intersection. For example, the intersection of (1)b with(1)c is just the event {Dodgers,Giants}. The same event can be described asthe union of {Dodgers} and {Giants} or other ways.2
 Here is another technical point. Outcomes are not events since the latterare subsets of S whereas the former are its members. This is why we putthe braces around “Dodgers” in (1)a. In practice, we allow some sloppiness,and often talk about single outcomes as single-member events; thus, we oftenunderstand Dodgers to mean {Dodgers}.
 9.2.2 Number of events, informativeness
 How many events are there? This is the same question as “How many subsetsof S are there?” Recall from your study of sets that there are 2n subsets of a setwith n members.3 We thus have:
 (2) FACT: There are 2n events in a sample space of n elements.
 For the sample space of 30 baseball teams there are thus 230 events, more thana billion of them. Among them are two trivial but noteworthy cases. The spaceS and the empty set ∅ are both subsets of S. The event S amounts to theclaim that one of the teams will win the 2004 World Series, which is essentiallyguaranteed. The event ∅ amounts to the claim that none of the teams will winthe 2004 World Series, which is essentially impossible.
 If one event is properly included in another, it is natural to consider thesmaller one as more informative than the larger.4 For example, the event Na-tional League Western Division — that is, the event (1)c — is properly included
 2For example, as the set of teams that broke the hearts of millions of New Yorkers by per-fidious transfer to California.
 3See Section 2.6. In brief, every member of S can be either in or out of a given subset. Thesebinary choices are independent, and n of them must be made. This yields 2 × 2 × · · · × 2 (ntimes) = 2n combinations.
 4Reminder: Set A is properly included in set B — written A ⊂ B — just in case everymember of A is a member of B but not conversely. See Section 2.2.
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 in the event National League. And it is more informative to claim that the2004 World Series winner will come from the National League Western Divi-sion than to claim that the winner will come from the National League (pro-vided that the claim is true). If two events are such that neither is included inthe other, assigning relative informativeness is more delicate. For example, youmight think that it is more informative to claim that the winner will come from{Diamondbacks} than from {Brewers,Pirates} since there is just one team inthe first event and two in the second. But since it would take a miracle for ei-ther the Brewers or Pirates to even scrape out a winning season, it might alsobe said that {Brewers,Pirates} is more informative than {Diamondbacks}. Fornow, we only compare information between events that are ordered by propersubset. The least informative event is therefore S itself since every other eventis properly included in it. And the most informative claims are the singletonsets like {Diamondbacks} since no other set is properly included in them — ex-cept for the empty set which we don’t count as informative since it correspondsto a claim that must be false. We made similar remarks about informationwhen discussing meanings in Section 4.3.3.
 9.2.3 Probability distributions
 Recall that S denotes our sample space. A “probability distribution” over S isany assignment of numbers to the outcomes of S such that (a) each number isdrawn from the interval [0, 1] (hence, can be interpreted as a probability), and(b) all the assigned numbers sum to unity. This idea can be put succinctly asfollows.
 (3) DEFINITION: A probability distribution over S is any function Pr : S →[0, 1] such that
 ∑s∈S Pr(s) = 1.5
 The expression “probability distribution over S” is often abbreviated to just“distribution” (provided it is clear which set S we’re talking about).
 5The symbol∑
 s∈S Pr(s) can be read: The sum of the probabilities assigned to the memberss of S.
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 We illustrate the definition by making our baseball example more compact.Let S be the set of National League teams (instead of all teams), and think ofthe experiment as determining which will win the pennant. Then one distribu-tion can be represented as follows.
 (4)
 Braves 132
 Expos 116
 Marlins 116
 Mets 18
 Phillies 116
 Cardinals 116
 Astros 164
 Pirates 116
 Cubs 164
 Brewers 132
 Dodgers 116
 Diamondbacks 14
 Giants 116
 Rockies 132
 Padres 132
 Reds 132
 According to (4), the probability that the Braves win the pennant is 1/32, theprobability that the Expos win is 1/16, etc. We write Pr(Braves) = 1/32,Pr(Expos) = 1/16, and so forth. The numbers sum to unity since one of theteams is bound to win. There are, of course, other distributions, indeed, a lim-itless supply of them. If all the probabilities are the same (thus, 1/16 in ourexample), the distribution is said to be uniform. At the other extreme, if all ofthe probabilities are zero except for one (which must therefore be unity), thedistribution is said to be dogmatic.
 9.2.4 Personal probability
 Now you’ll surely ask us “Which distribution is right, and how can you tell?”This innocent question opens the door to a complex debate about the natureof probability. For introduction to the issues, see Hacking [39], Gustason [38,Ch. 7] or Neapolitan [75, Ch. 2]. In the present work, we adopt a personalistor subjective perspective, and think of probabilities as reflecting the personalopinions of an idealized ratiocinator (thinking agent). To give meaning to suchnumbers, we take (for example) the attribution of 1/4 probability to the Dia-mondbacks winning the pennant to mean that the agent finds the followingbet to be fair. The agent wins $3 if the Diamondbacks succeed in the pennantrace, and pays $1 if the Diamondbacks fail. More generally, let a bet on a givenoutcome involve the possibility of winning W dollars and losing L dollars. Thenascribing probability p to the outcome is reflected in the feeling that the bet isfair just in case p = L/(W +L). To see why it is plausible to find such a bet fair,
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 let us define the expectation of a bet. Suppose that you stand to gain W dollarsif an event E comes to pass, and lose L dollars otherwise. Suppose also thatyou assign probability p to E occurring. Then your expectation for this bet is:
 (5) [ p×W ]− [ (1− p)× L ].
 In other words, your expectation is the probability of winning times the gainyou’ll receive minus the probability of losing times the loss you sustain. Wehope that it will strike you as obvious that for the bet to be fair, its expectationshould be zero (then it favors neither party). For example, the preceding bet onthe Diamondbacks is fair since
 $3× 1
 4− $1× (1− 1
 4) = 0.
 You can now see why you should take a bet on E to be fair if the ratioL/(W + L) of losses to wins-plus-losses equals your probability that the E willhappen. If p = L
 W+Lthen the expression (5) resolves to:
 [ p×W ]− [ (1− p)× L ]
 = [L
 W + L×W ]− [ (1− L
 W + L)× L ]
 = [L
 W + L×W ]− [ (
 W
 W + L)× L ] = 0.
 Such an approach to fairness gives quantitative form to the intuition that win-nings should be higher when betting on an improbable event (or losses shouldbe lower). This is because higher W (or lower L) is needed to balance smaller pif the expression in (5) is to equal zero.
 If you find a given bet to be fair then you should be indifferent betweenwhich side you take, that is, whether you receive W with probability p or L withprobability (1 − p). For example, if the bet about the Diamondbacks’ winningthe pennant is fair for you then it should not matter whether (a) you gain $3
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 if the Diamondbacks succeed and lose $1 otherwise, or (b) you win $1 if theDiamondbacks fail and lose $3 if they succeed.
 Note that the fairness of a bet concerns a given individual, namely, the onewhose probabilities are at issue. Another person with different probabilitiesmay find the same bet to be biased (in one direction of the other), and thusfind a different bet to be fair. Such relativity to a particular individual makessense in our “personalistic” framework. Probabilities reflect opinions, whichmay vary across individuals. Invoking fair bets is intended only to give contentto the idea that an individual assigns a particular probability to a particularoutcome.6
 Let us admit that this way of explaining probabilities is not entirely satis-factory. For one thing, you might like the Diamondbacks, and prefer bettingin their favor rather than against them. This will distort the probabilities weattribute to you. You might also find losing a sum of money to be more painfulthan gaining the same amount (which may well be the case of most of us; seeTversky & Kahneman [57]). In this case, the relation between probability and(monetary) bets will again be distorted. For another difficulty, suppose youthink that the probability of your becoming a multi-billionaire next week isonly .0001, leading to a bet in which you win $99,990 if you become a multi-billionaire next week and lose $10 if you don’t. It is not obvious that this betis genuinely fair since the added $99,990 is chicken feed to a multi-billionairewhereas you could really use the $10 you risk losing next week. Despite theseproblems (often discussed in the literature on subjective probability) the ideaof a fair bet should suffice to indicate the interpretation of probability adoptedhere.7
 In a nutshell, probability reflects confidence, or its inverse, doubt. A personwhose distribution over National League teams is uniform suffers the mostdoubt; every team is given the same chance of winning the pennant. If thedistribution is dogmatic, there is no doubt at all; a single team has every chanceto win, the others none. In between these extremes is every conceivable patternof relative doubt and confidence. If the distribution is (4), for example, there
 6For more on probability and bets, see Skyrms [91].7For extended discussion, see Howson & Urbach [50, Ch. 5], Chihara [17].
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 is some confidence in the Diamondbacks ending up on top, but also plenty ofdoubt reflected in the nontrivial probabilities assigned to other teams.
 9.2.5 Probabilities assigned to events
 So far we’ve only considered the probability of outcomes, that is, members ofthe sample space S. How can we extend this idea to events over S? The naturalthing to do is add up the probabilities of the outcomes that comprise the event.The matter can be put this way.8
 (6) DEFINITION: Suppose that Pr is a probability distribution over the sam-ple space S. We extend Pr to the set E = {E |E ⊆ S} of events over S.For E ∈ E we define: Pr(E) = Σo∈EPr(o).
 Consider, for example, the distribution given in (4). What probability does itassign to
 {Dodgers,Giants,Diamondbacks,Rockies,Padres},
 namely, the event that the pennant winner comes from the National LeagueWestern Division? We see that:
 Pr(Dodgers) = 1/16 Pr(Giants) = 1/16 Pr(Diamondbacks) = 1/4
 Pr(Rockies) = 1/32 Pr(Padres) = 1/32
 Adding these numbers yields
 Pr({Dodgers,Giants,Diamondbacks,Rockies,Padres}) =28
 64=
 7
 16.
 It makes sense to add the probabilities of each outcome in a given event becausethe outcomes are mutually exclusive; if one occurs, no other does.
 8Notation: In what follows, Σ represents summation. If x1, x2, . . . xn are n numbers thenΣi≤nxi is their sum, and Σi≤nx
 2i is the sum of their squares. The expression Σo∈EPr(o) is the
 sum of the probabilities assigned to outcomes in the event E.
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 We consider Definition (6) to extend the function Pr introduced in Definition(3). This is because the two definitions agree about the probabilities assigned tooutcomes in S, namely, they both give what Pr gave originally. But Definition(6) goes further by giving a value to Pr when it is applied to events. It wasnoted earlier that outcomes are sometimes conceived as events whose braceshave been omitted. It is for this reason that our extended function Pr gives thesame number to an outcome x ∈ S as it does to the event {x} ⊆ S. Observe thatPr({x}) = Σo∈{x}Pr(o) = Pr(x).
 Let us return briefly to the “informativeness” of events, discussed in Sec-tion 9.2.2. In the context of a specific distribution Pr, it is natural to considerevent E1 to be more informative than event E2 if Pr(E1) < Pr(E2). The ideais that we learn more when something surprising happens compared to some-thing obvious; and surprising events have lower probabilities. To quantify theinformation in an event E (relative to a distribution Pr), statisticians oftenuse − log2 Pr(E) (since this expression has convenient properties). It’s easy tosee that Pr(E1) < Pr(E2) if and only if − log2 Pr(E1) > − log2 Pr(E2); that is,the formal definition of informativeness is inversely related to probability, asintended. For a more complete discussion, see [85, §9.3]..
 9.2.6 Probabilities assigned to conditional events
 We are not finished extending Pr. We must also consider conditional eventslike “a seaport team will win the pennant supposing that some team in theNational League Western Division does.” Such conditional events are conceivedas ordered pairs of ordinary events.9 In the foregoing example, the pair is(E,F ), where
 (7)E = {Marlins, Mets, Dodgers, Giants, Astros, Padres}F = {Dodgers, Giants, Diamondbacks, Rockies, Padres}
 It is customary to elongate the comma between the two events, making it intoa bar, and to drop the outer parentheses. The conditional event in question isthen denoted E |F . Our goal is to extend Pr to embrace such events, so that we
 9You studied ordered pairs in Section 2.9.
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 can write Pr(E |F ) = .1 to express our conviction that assuming the pennantwinner comes from the National League Western Division, it is unlikely to bea seaport team. We proceed as follows.10
 (8) DEFINITION: Suppose that Pr is a probability distribution over the sam-ple space S. We extend Pr to all pairs E |F of events over S for whichPr(F ) > 0. Given any such pair E |F , we define:
 Pr(E |F ) =Pr(E ∩ F )
 Pr(F ).
 If Pr(F ) = 0 then Pr(E |F ) is not defined.
 Pr(E |F ) is not defined if Pr(F ) = 0 for otherwise there would be division byzero. We illustrate Definition (8) with the events in (7) and the distribution (4).We see thatE∩F = {Dodgers, Giants, Padres}. So by (4) we have Pr(E∩F ) = 5
 32
 and Pr(F ) = 716
 . Hence,
 Pr(E |F ) =Pr(E ∩ F )
 Pr(F )=
 532716
 =5
 14.
 Let it be emphasized that the probability of an event as well as the probabil-ity of a conditional event depend on the underlying distribution Pr. Differentchoices of distribution at the outset yield different probabilities of events andconditional events.
 Events that are not conditional are known as absolute. In our example,both E and F are absolute (in contrast to E |F , which is conditional). It is alsosaid that Pr(E) is an “absolute probability” whereas Pr(E |F ) is a “conditionalprobability.”11
 10Recall from Section 2.4 that A∩B denotes the intersection of the sets A and B, that is, theset of elements common to A and B.
 11Another common terminology (e.g., in Cohen [20]) is to call absolute probabilities monadicand conditional probabilities dyadic.
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 9.2.7 Conditional versus absolute probability
 Conditional probabilities are attached to pairs of events, instead of to singleevents. Is this complication really necessary? Perhaps for each pair of eventsthere is a single event that expresses what the pair expresses. It is not alto-gether clear how a single event E could express what a pair F |G expresses,but at minimum the following would be true.
 (9) For all probability distributions Pr for which Pr(G) > 0, Pr(E) = Pr(F |G).
 If (9) holds then the absolute probability of E is the conditional probability ofF |G with respect to any distribution in which the latter probability is defined.Conditional probability would then be dispensable in the sense that we couldreplace conditional events with absolute events of equal probability.
 Notice that the idea of replacing each conditional event F |G with an ab-solute event E amounts to defining a function f that maps conditional eventsinto absolute events. We write f(F |G) = E to mark the use of E to replaceF |G. Since conditional events are just pairs drawn from the set E of all events,we see that such a function f has domain E × E and range E .12
 It turns out that conditional probabilities are not dispensable. There isno way to match pairs of events with single events such that the conditionalprobability of the former is the absolute probability of the latter. The mattercan be stated precisely as follows.
 (10) THEOREM: Suppose that the sample space S includes at least threeoutcomes. Then there is no function f : E × E → E such that for alle1, e2 ∈ E and probability distributions Pr with Pr(e2) > 0, Pr(e1 | e2) =
 Pr(f(e1, e2)).
 Let us state the theorem another way. We’re considering a sample space S
 with at least three outcomes (like in the baseball examples above). Choose
 12For the × notation, see Definition (23) in Section 2.9. Functions were introduced in Section2.10.
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 any function f that maps pairs of events from the sample space into singleevents. Thus, given two events e1, e2 ⊆ S, f(e1, e2) is a subset of S, that is, anevent from S. Now choose a probability distribution Pr. We are hoping that forany two events e1, e2 ⊆ S, if Pr(e2) > 0 (so that the conditional probability ofe1 | e2 is defined when using Pr), Pr(e1 | e2) = Pr(f(e1, e2)). Alas, no matter whatfunction f we choose, the latter equality will sometimes be false. The theoremreformulates a result due to David Lewis [67]. Our proof is an adaptation ofBradley [13]. It’s OK to skip it; just rejoin the discussion in Section 9.2.8, below.
 PROOF OF THEOREM (10): Suppose that S includes at least three outcomes,o1, o2, o3. Choose any function f : E × E → E . Let events a = {o1, o2} andb = {o2, o3} be given. It suffices to show:
 (11) For some distribution Pr,
 Pr(b) > 0 and Pr(a | b) =Pr(a ∩ b)
 Pr(b)6= Pr(f(a, b)).
 We distinguish two cases depending on whether f(a, b) ⊆ b.
 Case 1: f(a, b) ⊆ b. Choose a distribution Pr such that Pr(o1) > 0, Pr(o2) > 0
 and Pr(o3) = 0. Then the choice of a and b implies that 0 < Pr(a∩ b) = Pr(b) < 1.Hence:
 (12)Pr(a ∩ b)
 Pr(b)= 1.
 Since f(a, b) ⊆ b (the present case), Pr(f(a, b)) ≤ Pr(b) < 1. Hence, Pr(f(a, b)) <
 1. Also, since Pr(o2) > 0, Pr(b) > 0. The latter facts in conjunction with (12)imply (11).
 Case 2: f(a, b) 6⊆ b. Then f(a, b) ∩ b 6= ∅.13 Choose o∗ ∈ f(a, b) ∩ b. We haveo∗ 6= o2 (since o∗ 6∈ b) so we may choose a distribution Pr such that Pr(o2) = 0,Pr(o∗) > 0, and Pr(o3) > 0. Then:
 (13) (a) Pr(f(a, b)) > 0 [because o∗ ∈ f(a, b) and Pr(o∗) > 0].
 13b denotes the complement of b in S. See Section 2.3.
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 (b) Pr(b) > 0 [because o3 ∈ b and Pr(o3) > 0].
 (c) Pr(a ∩ b) = 0 [because a ∩ b = {o2} and Pr(o2) = 0].
 From (13)b,c,
 Pr(a ∩ b)Pr(b)
 = 0.
 In conjunction with (13)a, the latter fact implies (11).
 9.2.8 Changing distributions
 Nothing lasts forever, and our beliefs, in particular, are usually in flux. Whatshould you do if your probability for an event E increases to unity? Then you’llneed to change your distribution from its original state, say Pr1, to some revisedstate, say Pr2.
 For concreteness, suppose that the sample space consists of four outcomesa, b, c, d with (starting) probabilities .1, .2, .3, .4, respectively. Let this be the dis-tribution Pr1. Suppose that E is the event {b, c}. Thus, Pr1(E) = .5. Imaginethat your confidence in E now changes to certainty, perhaps because of somenew experience, perhaps because you’ve reflected some more. So your new dis-tribution, Pr2, should be such that Pr2(E) = 1.0. As a consequence, you mustalso change your probabilities for a, b, c, d since Pr1(b) and Pr1(c) don’t sum tounity, as required by Pr2. How should you adjust the probabilities of a, b, c, d totransform Pr1 into Pr2?
 The standard response is to set Pr2(x) = Pr1(x |E) for each x ∈ {a, b, c, d}. Inthis case, we get:
 Pr2(a) =Pr1({a} ∩ {b, c})
 Pr1({b, c})=
 Pr1(∅)Pr1({b, c})
 =0
 .5= 0.
 Pr2(b) =Pr1({b} ∩ {b, c})
 Pr1({b, c})=
 Pr1(b)
 Pr1({b, c})=.2
 .5= .4.
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 Pr2(c) =Pr1({c} ∩ {b, c})
 Pr1({b, c})=
 Pr1(c)
 Pr1({b, c})=.3
 .5= .6.
 Pr2(d) =Pr1({d} ∩ {b, c})
 Pr1({b, c})=
 Pr1(∅)Pr1({b, c})
 =0
 .5= 0.
 Notice that Pr2 is a genuine distribution over {a, b, c, d} since it sums to unity.It also gives the desired probability to E, namely, unity.
 The foregoing advice for revising a distribution when an event comes to beendowed with certainty is known as the conditionalization doctrine. For itsjustification, see Resnik [83, Ch. 3-3d]. For extension of the doctrine to eventswhose probabilities change to values other than certainty, see Jeffrey [53, Ch.11].
 That’s all you need from the elementary theory of probability. Now we showhow to transfer these ideas to L, our language of sentential logic.14
 9.3 Probability for L
 Recall that we fixed the number of sentential variables in L, once and for all,back in Section 3.2. We agreed to denote this number by n. For illustrationswe’ll assume, as usual, that n = 3.
 9.3.1 Truth assignments as outcomes
 To get our project off the ground, we need to identify the sample space relevantto L. In our discussion of probability concepts [Section 9.2.1, above], any (finite)nonempty set S could serve as sample space. The elements of S were thenconceived as potential results of an experiment that chooses one member of Sas “outcome.” To transfer these ideas to L, we take the sample space to be theset of truth-assignments. Recall from Fact (4) in Section 4.2.1 that there are 2n
 truth-assignments. And recall from Definition (5) in the same section that the14More thorough treatments of the material that follows are available in [77, 41, 43]. For a
 history of these ideas, see [40].
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 set of all truth-assignments for L is denoted by TrAs. Hence, our sample spaceis TrAs, and outcomes are the individual truth-assignments that compose TrAs.
 To make intuitive sense of this terminology we must regard truth-assign-ments as potential results of an experiment. The idea is to conceive each truth-assignment as one way the world might have turned out to be after Nature’schoice of the “actual” world Reality from TrAs. Each truth-assignment is thus apotential outcome of Nature’s selection. (This conception of truth-assignmentswas introduced in Section 4.3.1.)
 9.3.2 Distributions over TrAs
 Since distributions in the general setting are assignments of numbers to out-comes, distributions in the logical setting are assignments of numbers to truth-assignments. More precisely:
 (14) DEFINITION: A probability distribution for L is any function Pr : TrAs →[0, 1] such that
 ∑Pr(s) = 1, where the sum is over all s ∈ TrAs.
 We usually abbreviate the expression “probability distribution for L” to just“distribution.” The following distributions illustrate the definition.
 (15) (i)
 p q r prob(a) t t t .15
 (b) t t f .1
 (c) t f t 0
 (d) t f f .05
 (e) f t t .25
 (f) f t f .15
 (g) f f t .1
 (h) f f f .2
 (ii)
 p q r prob(a) t t t 1/8
 (b) t t f 1/8
 (c) t f t 1/8
 (d) t f f 1/8
 (e) f t t 1/8
 (f) f t f 1/8
 (g) f f t 1/8
 (h) f f f 1/8
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 (iii)
 p q r prob(a) t t t 0
 (b) t t f 0
 (c) t f t 0
 (d) t f f 0
 (e) f t t 1
 (f) f t f 0
 (g) f f t 0
 (h) f f f 0
 According to (15)i, the probability that all three variables are true is .15, andthe probability that all three are false is .2. The “uniform” distribution (15)iisets these two probabilities to 1/8 (same as for the other truth-assignments),whereas the “dogmatic” distribution (15)iii sets them both to 0 (placing all con-fidence in the the fifth truth-assignment in the list).
 9.3.3 Events and their probabilities
 Since an event is a subset of the sample space, events in the logical contextare subsets of TrAs, hence, sets of truth-assignments. The set {(a), (b), (c), (d)}thus denotes an event. Recall from Section 4.3.2 that subsets of TrAs are alsoknown as meanings. In Definition (25) of that section, the set of all meaningswas given the name Meanings. Hence, Meanings is the set of all events.
 Now recall from Definition (28) of Section 4.4.1 that each formula ϕ of L isassociated with a meaning, denoted [ϕ]. The heart of the matter is the (unfor-gettable) equation:
 (16) [ϕ] = {α ∈ TrAs |α |= ϕ}.
 For example, [p] = {(a), (b), (c), (d)}. The probability of a given event (mean-ing) is found by adding up the probabilities of its members. The probability of{(a), (b), (c), (d)}, for example, comes from adding up the probabilities of eachof (a), (b), (c), and (d). So it is natural to take the probability of p to likewisebe the sum of the probabilities of (a), (b), (c), and (d). In other words, we take
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 the probability of ϕ ∈ L to be the probability of the event [ϕ], the meaning of ϕ.Relying on Equation (16), we may express the matter this way.
 (17) DEFINITION: Let distribution Pr be given. Then Pr is extended to L asfollows. For all ϕ ∈ L,
 Pr(ϕ) = Σα|=ϕPr(α).
 Perhaps you feel more comfortable writing the equation in (17) as follows.
 Pr(ϕ) = Σα∈[ϕ]Pr(α).
 The two equations are equivalent in view of (16).
 We illustrate with the distribution (15)i, above. What is Pr(p)? Well, Pr(p) =∑{Pr(α) |α |= (p)} = Pr(a)+Pr(b)+Pr(c)+Pr(d) = .15+ .1+0+ .05 = .30. Hence,Pr(p) = .30. What is Pr(p ∨ ¬r)? Well, Pr(p ∨ ¬r) =
 ∑{Pr(α) |α |= (p ∨ ¬r)} =
 Pr(a) + Pr(b) + Pr(c) + Pr(d) + Pr(f) + Pr(h) = .15 + .1 + 0 + .05 + .15 + .2 = .65.Hence, Pr(p ∨ ¬r) = .65.
 Let us recall the following fact from Section 5.5.
 (18) For every M ⊆ Meanings there is ϕ ∈ L such that [ϕ] = M .
 For example, the set {(c), (d)} is the meaning of p∧¬q. The significance of (18) isthat we can think in terms of the probability of formulas without fear of missingany events. The probability of {(c), (d)}, for example, is expressed by Pr(p∧¬q).Indeed, Fact (65) of Section 5.7 tells us that infinitely many formulas expressany given meaning. So the probability of {(c), (d)} can be expressed using anyof the infinitely many formulas that mean {(c), (d)}, e.g., ¬q ∧ p, ¬(q ∨ ¬p), etc.
 (19) EXERCISE: According to the probability distribution (15)i, what are Pr(p∧r) and Pr(r → ¬q)?
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 9.3.4 Facts about probability
 Let a probability distribution Pr be given. We list a bunch of facts about Pr. Ineach case, the proof is straightforward, and we’ll just provide hints. Workingthrough these facts is a great way of getting clear about probabilities in ourlanguage L.
 (20) FACT: For all ϕ ∈ L, if |= ϕ then Pr(ϕ) = 1.
 This is because [ϕ] = TrAs if |= ϕ. Fact (20) makes sense. Tautologies arecertainly true (because vacuous). They should have probability 1.
 (21) FACT: For all ϕ, ψ ∈ L, if ψ |= ϕ then Pr(ψ) ≤ Pr(ϕ).
 This is because [ψ] ⊆ [ϕ] if ψ |= ϕ. For example, Pr(ϕ ∧ ψ) ≤ Pr(ϕ).15 If ψ |= ϕ
 then ψ makes a claim that is at least as strong as the claim of ϕ. Strongerclaims have greater chance of being false than weaker claims, which is what(21) expresses.
 (22) FACT: For all ϕ, ψ ∈ L, if |= ϕ↔ ψ then Pr(ϕ) = Pr(ψ).
 This is because [ϕ] = [ψ] if |= ϕ ↔ ψ. To illustrate, Pr(p) = Pr(p ∨ (r ∧ ¬r)).Logically equivalent formulas express the same meaning, so they ought to havethe same probability.
 (23) FACT: For all ϕ ∈ L, Pr(ϕ) + Pr(¬ϕ) = 1. [Hence, Pr(¬ϕ) = 1− Pr(ϕ).]
 This is because [¬ϕ] = TrAs− [ϕ].
 (24) FACT: If ϕ ∈ L is a contradiction, Pr(ϕ) = 0.
 15Simple though the latter principle may appear, ordinary intuition about chance often failsto honor it. See [103] and references cited there.
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 This is because [ϕ] = ∅ if ϕ is a contradiction. Contradictions can’t be true. Sothey must have probability 0.
 (25) FACT: (Law of total probability) For all ϕ, ψ ∈ L, Pr(ϕ∧ψ)+Pr(ϕ∧¬ψ) =
 Pr(ϕ).
 This is because [ϕ ∧ ψ] ∪ [ϕ ∧ ¬ψ] = [ϕ], and [ϕ ∧ ψ] ∩ [ϕ ∧ ¬ψ] = ∅. A moregeneral version of the law may be stated as follows.
 (26) FACT: Let ϕ1 · · ·ϕn ∈ L be such that for all distinct i, j ≤ n, ϕi |= ¬ϕj.Then Pr(ϕ1 ∨ · · ·ϕn) = Pr(ϕ1) + · · ·Pr(ϕn).
 The condition ϕi |= ¬ϕj means that ϕi and ϕj are satisfied by different truth-assignments; they are never true together. For an example, consider the eightformulas:
 (27)p ∧ q ∧ r p ∧ q ∧ ¬r p ∧ ¬q ∧ r p ∧ ¬q ∧ ¬r¬p ∧ q ∧ r ¬p ∧ q ∧ ¬r ¬p ∧ ¬q ∧ r ¬p ∧ ¬q ∧ ¬r
 Each is satisfied by exactly one of the eight truth-assignments over p, q, r, soeach formula implies the negation of the others. It should be clear that thesum of the probabilities assigned to these formulas must be 1.0.
 9.3.5 Necessary and sufficient conditions for probability
 This section won’t be used later. If you prefer to skip it, just pick us up inSection 9.3.6, below.
 Consider any function F : L → [0, 1] that maps each formula of L into anumber between 0 and 1 (inclusive). Let’s say that F represents a probabil-ity distribution just in case there is some distribution Pr (hence some functionfrom TrAs to [0,1]) that yields F via Definition (17). We’ve seen that if F repre-sents a probability distribution then F honors the properties recorded in Facts(20), (22), and (26), among others. In other words, these three properties are
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 necessary for F to represent a probability distribution. They are also suffi-cient. To see this, let formulas ψ1 · · ·ψm be such that every truth-assignmentsatisfies exactly one of the ψi’s, and every ψi is satisfied by exactly one truth-assignment. The conjunctions in (27) constitute such a list, for the case of threevariables.16 Observe that a truth-assignment satisfies a given formula just incase the corresponding ψi implies that formula. In light of Definition (17), forF to represent a distribution it suffices that:
 (a) F (ψ1) + · · ·F (ψm) = 1, and
 (b) for all ϕ, F (ϕ) =∑
 i F (ψi) for all i ≤ m such that ψi |= ϕ.
 The first condition follows from (20), (26) and the fact that |= ψ1 ∨ · · · ∨ ψm.The second condition follows from (22), (26) and the fact that every formula islogically equivalent to a disjunction of some subset of the ψi’s. The latter claimis an easy corollary of Corollary (60) in Section 5.6. It is not hard to see that thelaw of total probability (25) implies (26), so it is (really) Facts (20), (22), and (25)that are necessary and sufficient for F : L → [0, 1] to represent a probabilitydistribution. We summarize with the following “representation theorem.”
 (28) FACT: A function F : L → [0, 1] represents a probability distribution ifand only if for all ϕ, ψ ∈ L,
 (a) if |= ϕ then F (ϕ) = 1.
 (b) if |= ϕ↔ ψ then F (ϕ) = F (ψ).
 (c) F (ϕ ∧ ψ) + F (ϕ ∧ ¬ψ) = F (ϕ).
 (29) EXERCISE: Let formulas ϕ, ψ ∈ L be given. Show that ϕ |= ψ if and onlyif for all probability distributions Pr, Pr(ϕ ∧ ¬ψ) = 0.
 9.3.6 Conditional probability
 In considering conditional probability in the context of L we must beware ofa collision in terminology. Our sentential language L contains conditionals
 16For discussion, see Fact (54) in Section 5.5.
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 like p → q, but we’ll see in the next chapter that they do not code conditionalevents. Rather, conditional events are pairs of events, as noted in Section 9.2.6.Thus, in the context of L, conditional events are pairs of subsets of TrAs. Whenwe refer to such events using formulas L, conditional events therefore becomepairs of formulas. As previously, we use the symbol | as an elongated commato separate the formulas in a pair. Thus, for ϕ, ψ ∈ L, the conditional eventthat ϕ is true assuming that ψ is true is denoted ϕ |ψ.
 Suppose now that we are given a probability distribution over TrAs. FromDefinition (17) we know how to apply Pr to formulas of L. Now we ask how Pris to be applied to conditional events ϕ |ψ. It’s done by applying Definition (8)in Section 9.3.3 to events in the logical context, as follows.
 (30) DEFINITION: Suppose that Pr is a probability distribution over TrAs,extended via Definition (17) to L. We extend Pr to all pairs of formulasϕ |ψ such that Pr(ψ) > 0. For any such pair ϕ |ψ, we define:
 Pr(ϕ |ψ) =Pr([ϕ] ∩ [ψ])
 Pr([ψ]).
 If Pr(ψ) = 0 then Pr(ϕ |ψ) is not defined.
 Unpacking the definition, we see that
 Pr(ϕ |ψ) =Pr([ϕ] ∩ [ψ])
 Pr([ψ])=
 Pr([ϕ ∧ ψ])
 Pr([ψ])=
 Pr(ϕ ∧ ψ)
 Pr(ψ).
 Consequently, (30) implies the following fact, which can be taken as an alter-native definition of conditional probability for L.
 (31) FACT: Suppose that Pr is a probability distribution over L. Then for allpairs of formulas ϕ |ψ such that Pr(ψ) > 0,
 Pr(ϕ |ψ) =Pr(ϕ ∧ ψ)
 Pr(ψ).
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 To illustrate, suppose the Pr is given by (15)i. Then
 Pr(¬q | p ∧ ¬r) =Pr(¬q ∧ (p ∧ ¬r))
 Pr(p ∧ ¬r)=
 Pr({d})Pr({b, d})
 =.05
 .1 + .05=
 1
 3.
 Fact (31) immediately yields another one, quite handy.
 (32) FACT: Let distribution Pr and ϕ, ψ ∈ L be such that Pr(ψ) > 0. ThenPr(ϕ ∧ ψ) = Pr(ψ)× Pr(ϕ |ψ).
 To illustrate, we follow up the last example:
 Pr(¬q ∧ (p ∧ ¬r)) = Pr(¬q)× Pr(¬q | p ∧ ¬q) =
 Pr({b, d, f, h})× 1
 3=
 1
 2× 1
 3=
 1
 6.
 The handiest of all facts about conditional probability is Bayes’ Theorem,stated as follows.
 (33) THEOREM: (Bayes’ Theorem) Suppose that Pr is a probability distribu-tion over L. Then for all pairs of formulas ϕ |ψ such that Pr(ψ) > 0,
 Pr(ϕ |ψ) =Pr(ψ |ϕ)× Pr(ϕ)
 Pr(ψ).
 The theorem has many uses (see, e.g., Pearl [79]). Its proof is simple. FromFact (32), Pr(ϕ ∧ ψ) = Pr(ψ ∧ ϕ) = Pr(ϕ)× Pr(ψ |ϕ) = Pr(ψ |ϕ)× Pr(ϕ). So:
 Pr(ϕ |ψ) =Pr(ϕ ∧ ψ)
 Pr(ψ)=
 Pr(ψ |ϕ)× Pr(ϕ)
 Pr(ψ).
 Sticking with our example, we calculate:
 Pr((p ∧ ¬r) | ¬q) = .1, Pr(¬q) = .5, Pr(p ∧ ¬r) = .15.
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 Hence by Theorem (33),
 Pr(¬q | p ∧ ¬r) =Pr(p ∧ ¬r | ¬q)× Pr(¬q)
 Pr(p ∧ ¬r)=.1× .5
 .15=
 1
 3,
 which is the same value we obtained earlier when we calculated Pr(¬q | p ∧ ¬r)directly from Fact (31).
 By the law of total probability (25), Pr(ψ) = Pr(ϕ∧ψ) + Pr(¬ϕ∧ψ). By (32),Pr(ϕ ∧ ψ) = Pr(ϕ) × Pr(ψ |ϕ), and Pr(¬ϕ ∧ ψ) = Pr(¬ϕ) × Pr(ψ | ¬ϕ). Puttingthese facts together with (33) yields another version of the theorem, often seen:
 (34) THEOREM: (Bayes’ Theorem, expanded version) Suppose that Pr is aprobability distribution over L. Then for all pairs of formulas ϕ |ψ suchthat Pr(ψ) > 0,
 Pr(ϕ |ψ) =Pr(ψ |ϕ)× Pr(ϕ)
 (Pr(ψ |ϕ)× Pr(ϕ)) + (Pr(ψ | ¬ϕ)× Pr(¬ϕ)).
 9.3.7 Coherence
 Consider a pair (ϕ, x) consisting of a formula ϕ, and a number x. In this section(which can be skipped) we’ll consider such a pair to be the affirmation thatthe probability of ϕ is x. Similarly, given a triple (χ, ψ, y), with χ, ψ ∈ L and y
 a number, we interpret the triple as the affirmation that the probability of χassuming ψ is y. Call any such pair or triple a probability claim.
 (35) DEFINITION: Let
 C = {(ϕ1, x1), · · · (ϕn, xn), (χ1, ψ1, y1), · · · (χm, ψm, ym)}
 be a collection of probability claims. Then C is called coherent just incase there is a probability distribution Pr for L such that
 Pr(ϕ1) = x1, · · ·Pr(ϕn) = xn
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 and
 Pr(χ1 |ψ1) = y1, · · ·Pr(χm |ψm) = ym.
 If there is no such probability distribution then C is called incoherent.
 Coherence requires there to be at least one probability distribution Pr thatreturns the right numbers on all the pairs and triples (it’s not good enoughthat different distributions work for different pairs or triples).
 (36) EXAMPLE: Consider the following three sets of probability claims.
 (a) {(p, .3), (¬q ∨ p, .4)}(b) {(p, .3), (¬q ∨ p, .3)}(c) {(p, .3), (¬q ∨ p, .2)}
 You should be able to see that only the first two are coherent. Set (c)is incoherent because [p] ⊆ [¬q ∨ p], hence, greater probability cannot beassigned to p compared to ¬q ∨ p.
 (37) EXAMPLE: For another illustration, consider the following three sets ofprobability claims.
 (a) {(p, .8), (q ∧ p, .9)}(b) {(p, .8), (q ∧ p, .8)}(c) {(p, .8), (q ∧ p, .7)}
 In this case, it is the first set of claims that is incoherent; the other twoare coherent.
 (38) EXAMPLE: Finally, consider the following set of three probability claims.
 {(p, .8), (q, p, .5), (q ∧ p, .3)}
 By Definition (8), this set is incoherent since for any distribution Pr,
 Pr(q | p) =Pr(q ∧ p)
 Pr(p)=.3
 .86= .5.
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 As our terminology suggests, it is a sin to advance an incoherent set ofprobability claims. For one thing, it’s a misuse of the technical term “probabil-ity,” since the numbers don’t conform to any (genuine) probability distribution.Another reason to avoid incoherent probability claims is that you might bechallenged to accept bets corresponding to them. Bad things can happen tosomeone who accepts bets that seem fair according to incoherent probabilities.We won’t tell that story here; see Resnik [83, Ch. 3-3c] instead.
 9.4 Independence
 Let us touch briefly on the topic of independence.17
 (39) DEFINITION: Let ϕ, ψ ∈ L and probability distribution Pr be given.We say that ϕ and ψ are independent with respect to Pr just in casePr(ϕ |ψ) = Pr(ϕ).
 Note that formulas are independent only with respect to a particular distribu-tion. Often it is clear which distribution is intended, and reference to it is leftimplicit. We leave the proof of the following fact to you.
 (40) FACT: Let ϕ, ψ ∈ L and probability distribution Pr be given.
 (a) ϕ and ψ are independent with respect to Pr if and only if ψ and ϕ
 are independent with respect to Pr.18
 (b) ϕ and ψ are independent with respect to Pr if and only if Pr(ψ∧ϕ) =
 Pr(ψ)× Pr(ϕ).
 Finally, we observe that independence is not a transitive relation. That is,if p and q are independent with respect to Pr, and q and r are independentwith respect to the same distribution Pr, it does not follow that p and r are
 17For much more, see [15, 80].18That is, the relation being independent of is symmetric. This fact does not follow from the
 mere choice of terminology. It must be proved from Definition (39).
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 independent with respect to Pr. For an example of nontransitivity, considertwo fair coins. The first has the letters P and R inscribed on one side, blankon the other. The second has the letter Q inscribed on one side, blank on theother. The coins are tossed separately, and we examine the revealed faces forletters. Let p, q, r be the assertion that P , Q, and R appear, respectively. For thedistribution Pr we’ve described, it is clear that Pr(p | q) = Pr(p) = 1
 2, Pr(q | r) =
 Pr(q) = 12, but Pr(p | r) = 1 6= 1
 2= Pr(p). So, p and q are independent, as are q
 and r. But p and r are dependent.
 That’s all you need to know about probability to resume consideration ofconditionals (actually, it was a bit more than you need). You may be tired afterthis long excursion through inductive logic. To get ready for a triumphal returnto deductive logic, take our advice: rest up, have a good (but low-calorie) meal,and think of nothing else but truth-assignments for the next 24 hours.

Page 254
                        

Chapter 10
 A theory of indicativeconditionals
 248

Page 255
                        

10.1. CONDITIONALS DEPRIVED OF TRUTH VALUE 249
 We’re back! You seem to be back too. Thanks for joining us in Chapter 10.
 Let’s see . . . Where were we? Oh yes. In Chapter 8 we reached the nadir ofour fortune, having apparently demonstrated that → perspicuously representsif–then– in English, and also that → fails to perspicuously represent if–then– inEnglish. The present chapter is devoted to exploring one potential solution tothis mystery. In fact, many different ideas have been advanced by philosophersand linguists to explain the meaning of indicative conditionals. The approachwe favor is similar to that of Bruno de Finetti [23], rediscovered (and more fullydeveloped) by Michael McDermott [71]. Other accounts along similar lines in-clude Adams (1998) and Bennett (2003).1 Our theory differs from theirs invarious ways, however. So the reader should attribute anything that seemsconfused or confusing to the current authors, not to anyone else. We also plun-der ideas from the framework known as supervaluationism, explained in Bealland van Fraassen [10, Ch. 9].
 One motivation for our approach is its consonance with the apparatus ofSentential Logic constructed in Chapters 4 and 5. For an important perspectivealternative to the one discussed here, see Lycan [69]; the same work providesilluminating discussion of yet other theories. It’s essential to keep such alter-natives in mind since the theory to be explored in this chapter is not entirelysatisfactory (but we’re getting ahead of the story).
 Before explaining the central idea of our theory, let us first consider a tempt-ing theory of if–then– that we intend to reject, or rather, transform into some-thing more palatable. The digression will be long, however. If you’re impatientto get to the heart of the matter, skip to Section 10.2.
 10.1 Conditionals deprived of truth value
 10.1.1 One way to resolve the paradox
 Maybe an indicative conditional like
 1Additional historical antecedents to the theory are described in [71].
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 (1) If Schwarzenegger is reelected governor in 2007 then he’ll be electedpresident in 2008.
 doesn’t have a truth-value. Following Lycan [69], let us call this thesis NTV(“no truth value”). You can believe NTV without taking (1) to be meaningless.Simply, the meaning does not make the sentence either true or false. Of course,the left hand side and the right hand side of (1) have truth values. Moreover, (1)seems to relate its two sides in a conditional way, but without giving the wholesentence a truth-value (according to NTV). If you think that genuine proposi-tions must be either true or false, you can express this idea by saying that (1)does not express a conditional proposition but rather expresses a propositionconditionally.2 The proposition expressed conditionally is that Schwarzeneg-ger will be elected president in 2008; the condition that must be met for thisproposition to be expressed is that he is reelected governor in 2007. Since we’renot sure whether propositions must, by definition, have truth-values, we’ll justinterpret NTV as the thesis that (1) is without one.3
 According to NTV (or at least, the version of the thesis that we are consid-ering), the truth-value-less character of (1) is not due to its reference to futureevents. The following sentence about the distant past would also be withouttruth value.
 (2) If Mars had liquid surface water in its first billion years then life onceflourished there.
 Again, the idea is that (2) expresses the claim (either true or false) that lifeonce flourished on Mars, but it expresses this claim just in case it is true thatMars had liquid water in its first billion years. The sentence as whole, however,is neither true nor false.4
 2This turn of phrase is due to W. V. O. Quine [82, p. 21].3NTV is developed in [5, 27, 108]. What follows exposes just a fraction of the ideas advanced
 to support the thesis. For the balance, we invite you to consult the literature on interpretationsof the indicative conditional, starting with overviews like [108, 69, 78].
 4For more nuanced views of the interaction of time and conditionals, see Jackson [51] andDancygier [22].
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 In one stroke, NTV dissolves the contradictory results of Chapter 8. Thoseresults hinged on comparing validity in L with secure inference (symbolized by⇒). You’ll recall from Section 8.4.1 that we write {A1 · · ·An} ⇒ B just in caseit is not possible for all of A1 · · ·An to be true yet C be false. This definitionseems not to be adapted to our concerns about secure inference when it comesto statements without truth-values. For example, let E be “Ducks dance.” Thenwe have (1) ⇒E because indicative conditionals have no truth value (accordingto NTV), hence (1) can’t be true, so it can’t be true while Ducks fail to dance.Thus, the definition of ⇒ rules the argument from (1) to E to be secure, whichis preposterous. So, if NTV is right, we cannot trust reasoning that blendsindicative conditionals and ⇒. This is precisely the defect (according to NTV)that undermines the entire discussion of Chapter 8. For example, to arguethat if–then– is not transitive, we offered the Queen Elizabeth example (49)in Section 8.5.2. Both the conclusion and the premises were conditionals soall reference to secure inference was pointless. The security in question issupposed to ensure that true premises lead to true conclusions. But in theexample, none of the statements are either true or false!
 The Queen Elizabeth example was used to demonstrate that if–then– cannotbe modeled by →. For the other side of the paradox, we relied on supposed factsabout ⇒ to show that if–then– can be so modeled after all. For example, inSection 8.4.1 we used the following.
 FIRST CONDITIONAL PRINCIPLE FOR ENGLISH: For every pair A,Bof sentences, if-A-then-B ⇒ not-(A-and-not-B)
 Once again, this principle reduces to an unintended triviality should it be thecase (as urged by NTV) that if-A-then-B has no truth value. So use of the prin-ciple undermines the demonstration we presented in favor of → as a model ofif–then–. The same illicit mixture of conditionals and ⇒ infects all the argu-ments used to support the two sides of the paradox. So those arguments can bediscounted. The paradox is thereby dissolved by identifying an untenable as-sumption common to the opposing arguments. The common assumption (false,according to NTV) is that English conditionals have a truth value.
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 But perhaps NTV seems incredible to you. Could a declarative sentence like(1) really fail to be either true or false, even though its left hand side and righthand side indisputably do have truth values? How come such a thing doesn’thappen to sentences with other connectives like “and” and “or”? For example,the first two sentences in the following list certainly seem to be either true orfalse; is it credible that the third is so radically different?
 (3) (a) Chipmunks live on Venus and chipmunks don’t mind heat.
 (b) Chipmunks live on Venus or chipmunks don’t mind heat.
 (c) If chipmunks live on Venus then chipmunks don’t mind heat.
 But the superficial grammatical similarity of (3)c to (3)a,b may be misleading.In some ways, the if–then– construction in English is unlike constructions in-volving and and or. Notice, for example, that (3)a,b can be reduced as shownin (4) whereas this is not possible for (3)c.
 (4) (a) Chipmunks live on Venus and don’t mind heat.
 (b) Chipmunks live on Venus or don’t mind heat.
 (c) ∗If chipmunks live on Venus then don’t mind heat.
 Putting the ∗ in front of (4)c signifies its ungrammaticality in English, whichcontrasts with the grammaticality of (4)a,b. The special grammar of “if” alsoshows up in queries. Thus, the following transformations of (3)a,b are ungram-matical.
 (5) (a) ∗What lives on Venus and chipmunks don’t mind heat?
 (b) ∗What lives on Venus or chipmunks don’t mind heat?
 In contrast, the same kind of transformation successfully converts (6)a belowinto the query (6)b.
 (6) (a) Chipmunks don’t mind heat if chipmunks live on Venus.
 (b) What doesn’t mind heat if chipmunks live on Venus?
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 On the other hand, a slightly different kind of query is allowed for (3)a,b butnot (3)c. Witness:
 (7) (a) What lives on Venus and doesn’t mind heat?
 (b) What lives on Venus or doesn’t mind heat?
 (c) ∗What if lives on Venus then doesn’t mind heat? [Also: ∗If whatlives on Venus then doesn’t mind heat?]
 Yet other grammatical distinctions between conditionals and related construc-tions are discussed in Lycan [69]. So perhaps conditionals are grammaticallypeculiar, which might make NTV seem more plausible.
 10.1.2 Another reason to doubt that conditionals have truth values
 To provide more direct evidence in favor of NTV, suppose it to be wrong. Thatis, suppose that conditionals like (1) have truth values after all. Then theymust have probability. For, any sentence that can be true has some chance ofactually being true. In the “subjectivist” framework explained in Section 9.2.4,there must therefore be some sensible estimate of the chance of, for example,(1). Let’s write this thought down.
 (8) If NTV is false then Pr(if-A-then-B) is well defined for any statementsA,B with determinate truth values [with the proviso that Pr(A) is posi-tive].
 Now, in Section 9.3.6 we considered “conditional probability,” and warnedabout a collision of terminology. Conditional statements are one thing, condi-tional probability another. Yet we describe the number Pr(B |A) as “the prob-ability of B assuming A.” The latter expression doesn’t seem far from “theprobability of B if A,” hence, it seems close to “the probability of if-A-then-B.”Consider an example. Suppose that we are about to throw a fair, six-sided die.What probability feels right for the following conditional?
 (9) If the die shows an even number then the die shows 6.
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 It sure seems that the probability of (9) is 1/3 since 6 is one of the three (equallylikely) ways an even number could turn up. And 1/3 is also the conditionalprobability of 6 given even, for:
 Pr(6 | even) =Pr(6 and even)
 Pr(even)=
 Pr(6)Pr(even)
 =1/6
 1/2=
 1
 3.
 We are led in this way to the hypothesis that Pr(B |A) = Pr(if-A-then-B), inbrief, that conditional probability is the probability of a conditional. (This ideawas crisply formulated in Stalnaker [94].) In view of (8), we now have:
 (10) If NTV is false then for any statements A,B with determinate truth val-ues, Pr(if-A-then-B) = Pr(B |A), where Pr is whatever distribution hap-pens to govern the probability of statements in English [and providedthat Pr(A) > 0].
 But the right hand side of (10) should look suspicious to you in light of Theorem(10) of Section 9.2.7. There it was proved that (roughly speaking) no functionmaps pairs of events into single events whose probabilities correspond to theconditional probabilities of the pairs. It seems that (10) is likewise flirting withthe impossible, if NTV is false. The earlier theorem involved the probability ofevents defined in a sample space rather than the probabilities of statements ina language like English. So let us revisit the theorem in the present setting.
 To see more clearly what is at issue, let us temporarily retreat back to con-sideration of L instead of English. We ask whether p → q has the followingproperty.
 (11) For all distributions Pr over L, Pr(p→ q) = Pr(q | p).
 It is tempting to believe (11) because p → q is called a “conditional” and pro-nounced “if p then q.” But to see that (11) is wrong it suffices to calculatePr(q | p) and Pr(p→ q) according to the following distribution [also seen as (15)iof Section 9.3.2].
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 p q r prob(a) t t t .1
 (b) t t f .1
 (c) t f t .2
 (d) t f f .1
 (e) f t t .15
 (f) f t f .1
 (g) f f t .2
 (h) f f f .05
 In this case, we have:
 Pr(p→ q) = Pr({a, b, e, f, g, h}) = .1 + .1 + .15 + .1 + .2 + .05 = .7.
 Pr(q | p) =Pr(p ∧ q)
 Pr(p)=
 Pr(a, b)Pr(a, b, c, d)
 =.1 + .1
 .1 + .1 + .2 + .1=.2
 .5= .4.
 So (11) is wrong. In fact, (11) is even “qualitatively” wrong. You know that|= (p → q) ↔ (¬q → ¬p). So by Fact (22) in Section 9.3.4, for all distributionsPr, Pr(p→ q) = Pr(¬q → ¬p). Hence, if (11) were true, it would be the case thatPr(q | p) = Pr(¬p | ¬q) for all distributions Pr. But this is not the case. Supposeyou throw a fair coin twice. Let q be the claim that at least one toss comes upheads. Let p be the claim that at least one toss comes up tails. Then it is easyto calculate that Pr(q | p) = 2
 3whereas Pr(¬p | ¬q) = 0.5
 Although (11) is wrong, we can still wonder whether there is some formulaalternative to p → q that does the trick. Perhaps for all distributions Pr,Pr(q | p) = Pr(p ∨ ¬q), or Pr(q | p) = Pr(¬p ∧ (q → p)), for example. Or per-haps some variable other than p and q needs to enter the picture. Thus, wemust consider the hypothesis that Pr(q | p) = Pr(p → (z ∨ q)), or Pr(q | p) =
 5A more intuitive example is due to Cohen [20, p. 21]. The conditional probability that arandomly chosen person lives in Oxford given that he lives in England is quite low (becausethere are so many other places to live in England). But the conditional probability that arandomly chosen person does not live in England given that they do not live in Oxford isquite high (because there are so many other countries to live in). Further distinctions amongconstructions called “conditionals” are discussed in [20, §3].
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 Pr((p ↔ z) ∨ (w → q)), or that Pr(q | p) equals some other weird formula. Eventhis is not general enough. It is possible that our language L is too impover-ished to express conditional probability, but that it would be possible with theintroduction of some new connectives (to supplement ¬, ∧, ∨, →, and ↔).
 To address the issue generally, we’ll show that no formula in any reasonablelanguage can play the role that p → q in (11) was supposed to play for L. Soin particular, if-p-then-q doesn’t play this role for English. From (10), we cantherefore conclude that NTV is true (since assuming its falsity leads to falsity).Such is the form of our second piece of evidence in favor of NTV. The discussionthat follows is based on [67, 13].
 Let us first be more specific about the language in which probabilities arebeing expressed. Of course, English (or some other natural language) is whatinterests us. But it will be more convenient to consider instead an arbitraryextension of L. Specifically, let L∗ be a language that includes L as a subset(that is, every formula of L is also a formula of L∗). We need to make somefurther assumptions about L∗ but when we’re finished it should be clear thatL∗ could be chosen to be a healthy fraction of English itself. Hence, showingthat L∗ doesn’t have the resources to express conditional probabilities with asingle formula will be enough to persuade us of the same thing about English.
 In particular, we assume that L has at least two variables, p, q, so L∗ (whichextends L) also includes these two variables. It is also assumed that L∗ comesequipped with a relation of logical implication, which we’ll call |=, just like forL. That is, we only consider extending L to a language for which it is clearwhich formulas guarantee the truth of which other formulas. We also assumethat probabilities can be sensibly distributed to the formulas of L∗. Specifically,we shall consider a function Pr : L∗ → [0, 1] to be a genuine probability distribu-tion only if the restriction of Pr to L is a probability distribution in the originalsense of Section 9.3.2. In other words, given a probability distribution for thenew-fangled language L∗, we must be able to recover an old-fashion probabilitydistribution by ignoring all the formulas in L∗−L. This is not quite all that weneed to assume about probability distributions over L∗. We also require:
 (12) ASSUMPTIONS ABOUT PROBABILITY DISTRIBUTIONS OVER L∗:
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 (a) For all θ, ψ ∈ L∗, if ψ |= θ then for all probability distributions Prover L∗, Pr(ψ) ≤ Pr(θ) [as in Fact (21) of Section 9.3.4].
 (b) For all ϕ ∈ L∗, if ϕ 6|= p then there is some probability distributionPr over L∗ such that:
 i. Pr(ϕ ∧ ¬p) > 0
 ii. Pr(p ∧ ¬q) > 0.iii. Pr(p ∧ q) = 0.
 These are not particularly restrictive assumptions. If L∗ = L, they are clearlymet. Assumption (12)a is natural for any reasonable language L∗. It will beclearer to you that assumption (12)b is also reasonable if you observe that ¬p,p ∧ ¬q and p ∧ q are pairwise inconsistent (each implies the negation of theothers). If we assume that ϕ 6|= p then (12)bi must be possible for some dis-tribution Pr, which can easily be adapted to satisfy (12)bii,biii in view of theincompatibility of ¬p, p ∧ ¬q and p ∧ q.
 To proceed, let us say that a formula ϕ ∈ L∗ expresses conditional probabilityjust in case for all probability distributions Pr for L∗, Pr(q | p) = Pr(ϕ). Ourquestion is: Does any formula of L∗ express conditional probability? Noticethat we are focussing attention on just the conditional (q | p); only p and q areinvolved. It is clear, however, that a negative answer in this simple case showsthat no formula expresses conditional probability more generally. Under theassumptions (12), we now demonstrate:
 (13) FACT: No formula of L∗ expresses conditional probability.6
 Proof:7 Choose any formula ϕ ∈ L∗. To demonstrate (13) it must be shownthat:
 (14) For some probability distribution Pr, Pr(ϕ) 6= Pr(q | p).6By taking L∗ to be the null extension, that is, L itself, the fact also shows that no formula
 of L expresses conditional probability. The same fact is an easy corollary of Theorem (10) (dueto David Lewis) in Section 9.2.7.
 7Once again, our proof is an adaptation of Bradley [13].
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 We distinguish two cases: ϕ |= p, and ϕ 6|= p. We’ll show that in both cases thereis a distribution Pr that satisfies (14). Suppose first that ϕ |= p. Choose anyprobability distribution Pr such that 0 < Pr(p ∧ q) = Pr(p) < 1. Of course, suchdistributions exist since Pr is an old-fashioned distribution over L [we assumedthis just above (12)]. Then
 Pr(q | p) =Pr(p ∧ q)
 Pr(p)= 1.
 But Pr(ϕ) 6= 1 since otherwise by (12)a, Pr(p) = 1 because ϕ |= p [and Pr(p) =
 1 would contradict our choice of Pr]. So Pr(ϕ) 6= Pr(q | p), satisfying (14) aspromised.
 Now suppose that ϕ 6|= p. Then by (12) we may choose a distribution Pr thatsatisfies (12)b. From (12)bi and (12)a, and the fact that ϕ ∧ ¬p |= ϕ, Pr(ϕ) > 0.By the same reasoning, from (12)bii it follows that Pr(p) > 0. So by (12)biii weobtain:
 Pr(p ∧ q)Pr(p)
 = Pr(q | p) = 0.
 Hence, in this case too, Pr(ϕ) 6= Pr(q | p).
 Let us recall the significance of Fact (13) in the larger discussion of indica-tive conditionals. We saw in Section 10.1.1 above that one way to resolve theconflicting arguments in Chapter 8 is to assume that indicative conditionalslike (1) have no truth value. This thesis was called NTV. To bolster NTV, wetried to convince you that if conditionals do have truth values then their proba-bilities are the conditional probabilities of their right hand side given their lefthand side. Then we presented a celebrated argument that this is impossible.We therefore concluded that indicative conditionals don’t have truth values,agreeing thereby with NTV.
 But now we’ll provide good reasons for nonetheless doubting NTV!
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 10.1.3 Against NTV
 Look again at (10), the pivot of our second reason for believing NTV. Didn’t youthink it was true? Or maybe we didn’t convince you, and you thought it wasfalse. Or maybe you couldn’t decide whether it was true or false. In any case,we suspect that it never crossed your mind that (10) was neither true nor false.So you don’t really believe NTV, which claims that conditionals like (10) lacktruth value!
 To press the point, consider the following case. You finally think of a jokeand offer to tell it to us provided we promise to laugh. We might assert any of:
 (15) (a) If you tell your joke then we’ll laugh.
 (b) We’ll laugh when you tell your joke.
 (c) We’ll laugh in the event that you tell your joke.
 (d) We’ll laugh at the telling of your joke.
 (e) We’ll laugh should you tell your joke.
 So you tell your joke and we don’t move a muscle. Aren’t you justified in cryingLiars! no matter which assertion from (15) we happened to make? Surely wecould not (reasonably) defend ourselves in the specific case (15)a by denying it atruth value. (“We didn’t say anything false, you see, since indicative condition-als are neither true nor false.”) If (15)b-e have truth values then so does (15)a.Don’t you think that’s true (and that it’s a conditional)? And denying truthvalues to (15)b-e seems like a desperate defense of NTV.8 Also, in a true/falsemath test, would you dare mark the following assertion as neither?
 (16) If Mercury is almost a perfect sphere then its circumference exceeds itsdiameter.
 An advocate of NTV wishing to pass Math 101 might wish to consider (16) asspecial for some reason, perhaps because numbers are involved. But it is hardto see why it should be treated differently from the equally true:
 8We have adapted this argument from [69, Ch. 4], and likewise for the arguments appearingin the rest of Section 10.1.3.
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 If Mercury is almost a perfect sphere then it was molten at sometime.
 For a related example, consider the conditional:
 (17) If the Statue of Liberty is made of bronze then it conducts electricity.
 It seems difficult to deny the truth of (17) since it is an indisputable conse-quence of a sentence that is indisputably true, namely:
 Everything bronze conducts electricity.
 Thus, to maintain NTV it is necessary to deny that the consequence of a truesentence must be true.
 For the reasons just rehearsed, let us abandon NTV and grant that condi-tionals may often have truth values. The theory we’ll now develop, however,cedes a kernel of truth to NTV since it countenances truth “gaps” for condi-tionals in certain cases. We’ll also find a kernel of truth in the claim thatPr(if-A-then-B) = Pr(B |A).
 10.2 A theory based on truth gaps
 The theory will be described in the present section, then its consequences dis-cussed in Section 10.4. The general idea is to amend Sentential Logic so that→ in the revised system successfully represents if–then– in English.
 10.2.1 Truth conditions and falsity conditions
 Let’s call the set of truth-assignments that make a given formula ϕ true, thetruth conditions of ϕ. To illustrate with a familiar case, here again is a list ofthe eight truth-assignments that issue from three variables. (We first met thislist in Section 4.2.1.)
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 (18)
 p q r
 (a) T T T(b) T T F(c) T F T(d) T F F(e) F T T(f) F T F(g) F F T(h) F F F
 Thus, the truth conditions of (p ∧ q) ∨ r is the set {(a), (b), (c), (e), (g)}.
 Let’s call the set of truth-assignments that make a given formula ϕ false,the falsity conditions of ϕ. Thus, the falsity conditions of (p ∧ q) ∨ r is the set{(d), (f), (h)}. It is no accident that the falsity conditions of ϕ are complemen-tary to its truth conditions. The definition of a truth-assignment satisfying aformula, given in Section 4.2.2, was designed to ensure such an outcome. Forevery formula ϕ, and every truth-assignment α, either α |= ϕ (in which case α isone of the truth conditions of ϕ) or α |= ¬ϕ (in which case α is one of the falsityconditions of ϕ). Let us explore the consequences of changing this assumptionin the case of →. Specifically, we assume that a truth-assignment α assigns notruth value to χ→ ψ if α assigns F to χ. That is, if α(χ) = F then α(χ→ ψ) is un-defined.9 The latter stipulation concerns how a truth-assignment is extendedfrom the variables of L to non-atomic formulas (notably, to conditionals). The“core” concept of a truth-assignment is not altered. It is still a (total) mappingof each sentential variable into {T, F}. A truth-assignment is never undefinedon a variable (but it is sometimes undefined on nonatomic formulas).
 To make these ideas precise, let us reformulate the semantical conceptsintroduced in Section 4.2.2 by modifying Definition (6). The original definitionshows how a given truth-assignment can be extended from the variables to allof L. The new definition will extend a truth-assignment only to a subset (stillinfinite) of L; the truth-assignment will be undefined on many formulas. Westate the new definition in terms of a given truth-assignment α, rather than
 9Quine [81, p. 226] acknowledges a truth-value “gap” in English conditionals when their lefthand side is false. For more history of the same idea, see [71].
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 in terms of its extension α. Recall from Definition (13) of Section 4.2.3 that weallow a truth-assignment to refer to its own extension.
 (19) DEFINITION: Suppose that a truth-assignment α and a formula ϕ aregiven. ϕ is either atomic, a negation, a conjunction, a disjunction, aconditional, or a biconditional. We define α(ϕ) in all these cases.
 (a) Suppose that ϕ is the atomic formula vi. Then α(ϕ) is already de-fined, and α(ϕ) is either T or F (and not both, obviously).
 (b) Suppose that ϕ is the negation ¬ψ. Then α(ϕ) = T if α(ψ) = F, andα(ϕ) = F if α(ψ) = T. If α(ψ) is not defined, then neither is α(ϕ).[That is, if α(ψ) is neither T nor F according to α, then ¬ψ is likewiseneither T nor F according to α.]
 (c) Suppose that ϕ is the conjunction χ ∧ ψ. Then α(ϕ) = T just in caseα(χ) = T and α(ψ) = T. If either α(χ) = F or α(ψ) = F, then α(ϕ) = F.In all other cases, α(ϕ) is not defined.
 (d) Suppose that ϕ is the disjunction χ ∨ ψ. Then α(ϕ) = F just in caseα(χ) = F and α(ψ) = F. If either α(χ) = T or α(ψ = T, then α(ϕ) = T.In all other cases, α(ϕ) is not defined.
 (e) Suppose that ϕ is the conditional χ → ψ. Then α(ϕ) = T just incase either (i) α(χ) = T and α(ψ) = T, or (ii) α(χ) is undefined andα(ψ) = T. α(ϕ) = F just in case either (i) α(χ) = T and α(ψ) = F, or(ii) α(χ) is undefined and α(ψ) = F. In all other cases α(ϕ) is notdefined.
 (f) Suppose that ϕ is the biconditional χ ↔ ψ. Then α(ϕ) = T just incase α(χ) = T and α(ψ) = T. α(ϕ) = F just in case either (i) α(χ) = Tand α(ψ) = F, (ii) α(χ) = F and α(ψ) = T, (iii) α(χ) is undefined andα(ψ) = F, or (iv) α(χ) = F and α(ψ) is undefined. In all other casesα(ϕ) is not defined.
 Definition (19) is easier to remember than it seems, since its clauses followa pattern that we will shortly explain. First, let us summarize the definitionvia the following truth tables for L’s five connectives. The symbol U signifies“undefined.”
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 (20) NEW TABLE FOR NEGATION:
 ¬ψF TUUT F
 (21) NEW TABLE FOR CONJUNCTION:
 χ∧ψT T TT F FT UUUU TU F FUUUF F TF F FF F U
 (22) NEW TABLE FOR DISJUNCTION:
 χ∨ψT T TT T FT T UU T TUU FUUUF T TF F FF UU
 (23) NEW TABLE FOR CONDITIONALS:
 χ→ψT T TT F FT U UU T TU F FU U UF U TF U FF U U
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 (24) NEW TABLE FOR BICONDITIONALS:
 χ↔ψT T TT F FT U UU U TU F FU U UF F TF U FF F U
 (25) EXAMPLE: Let α be (c) in Table (18). Then α(¬(q → p)) is undefinedbecause α(q → p) is undefined [because α(q) = F]. On the other hand, ifα is (b) in Table (18). then α(¬(q → p)) = F.
 (26) EXAMPLE: Let α be (d) in Table (18). Then α((p ∧ q) ↔ (p → q)) = Ubecause α(p ∧ q) = F and α(p → q) = F. On the other hand, if α is (b)in Table (18) then α((p ∧ q) ↔ (p → q)) = T because (b) assigns T to bothsides of the biconditional.
 10.2.2 Interpreting the new truth tables
 Definition (19) envisions only two truth values, T and F, just like the originalDefinition (6) in Section 4.2.2. In particular, we do not conceive of U (“unde-fined”) as a new, third truth value. Rather, when α(ϕ) is undefined, α assignsnothing at all to ϕ. To insist on this point, we might have used a blank in placeof U, but the tables would be harder to read.
 To remember the new truth tables, observe that they are consistent withthe truth tables from standard logic in the following sense. Each row in one ofthe new tables corresponds to some row in the old table for the same connectiveexcept that one or more Ts and Fs have been replaced by U. For example, thelast two rows in Table (23) for conditionals correspond to the last row F TF in theoriginal Table (18) for conditionals in Section 4.2.4. Thus, the only new thingto remember is where each table puts U.

Page 271
                        

10.2. A THEORY BASED ON TRUTH GAPS 265
 The appearance of U throughout the tables can be understood as follows.For each binary connective ?, there are assignments of truth and falsity to χ, ψthat give χ?ψ a truth-value, either T or F. Call such assignments “basic.” Wheneither χ or ψ are undefined, we imagine that they might have been filled inwith either T or F. Some ways of filling them in would yield a basic assignmentthat leaves χ ? ψ with a truth-value. If such filling-in could make χ ? ψ truebut not false then we assign χ ? ψ truth in this non-basic case as well. If suchfilling-in could make χ ? ψ false but not true then we assign χ ? ψ falsity in thisnon-basic case. If both kinds of basic assignments can be created by filling inU, then χ ? ψ is left undefined. This idea will become clearer by re-examiningeach truth table in turn.
 First consider Table (20) for negation. Since ¬ is unary, we’re in a slightlydifferent situation than just described, but the same idea applies. The basicassignments are T to ψ and F to ψ. They make ¬ψ false and true, respectively,as shown in lines 1 and 3 of the table (counting below the bar). We imaginethat if ψ is undefined then it might be filled in either with T (which makes¬ψ false) or with F (which makes ¬ψ true). Since different fill-ins create basicassignments that leave ¬ψ alternatively true and false, we leave ¬ψ undefinedif ψ is undefined. Such is the outcome recorded in the second row.
 Next consider Table (21) for conjunction. The basic assignments assign Tand F to χ and ψ, and yield the familiar results shown in lines 1, 2, 7, and 8 ofthe table. The rest of the table can be inferred from the basic assignments. Ifone of χ, ψ is false and the other undefined then we consider the consequencesof filling in U with either T or F. We see that the outcome is always a basicassignment in which χ ∧ ψ is false. Hence, we assign χ ∧ ψ falsity in thissituation. Such reasoning is recorded in rows 5 and 9 of the table. If one ofχ, ψ is true and the other undefined then we again consider the consequencesof filling in U with either T or F. Now we see that the outcome may be a basicassignment in which χ ∧ ψ is true (by replacing U with T), or it may be a basicassignment in which χ ∧ ψ is false (by replacing U with F). Since neither Tnor F is uniquely obtained by such filling-in, we leave χ ∧ ψ undefined in suchcases. This reasoning is recorded in rows 3 and 4. Finally, if both χ and ψ
 are undefined, it is clear that filling in their truth-values can lead to basic

Page 272
                        

266 CHAPTER 10. A THEORY OF INDICATIVE CONDITIONALS
 assignments in which χ∧ψ is either true or false. So, χ∧ψ is undefined in thiscase also, as recorded in line 6 of the table.10
 The same reasoning applies to Table (22) for disjunction. The basic assign-ments yield lines 1, 2, 7, and 8 of the table. If one of χ, ψ is true and the otherundefined then the result of replacing U with either T or F is a basic assignmentin which χ∨ψ is true. Hence, we assign χ∨ψ truth in this situation (lines 3 and4). If one of χ, ψ is false then the result of filling in for U may be either truthor falsity. Since neither T nor F is uniquely obtained by such filling-in, we leaveχ ∨ ψ undefined, as in rows 5 and 9. Finally, if both χ and ψ are undefined,filling in their truth-values can lead alternatively to truth and falsity, yieldingline 6.11
 The truth table (23) for conditionals starts from the hypothesis that χ → ψ
 is true when both χ and ψ are true, and false when χ is true and ψ false. Theseare the basic assignments, recorded in rows 1 and 2. Now suppose that χ isundefined and ψ is false. If the U for χ were replaced by T then the condi-tional would be false; if U were replaced by F then the conditional would stillbe undefined. Since only F can be realized by filling in U, we assign falsity tothis nonbasic case, as shown in row 5.12 Similar reasoning applies to the casein which χ is undefined and ψ is true; the only basic assignment that can bereached by filling in U assigns truth to the conditional — yielding row 4. If χis true and ψ undefined then filling in U with T yields a basic assignment oftruth to the conditional whereas filling in U with F yields falsity. Since neithertruth value is reached uniquely, the conditional is left undefined in this case,as recorded in row 3. Of course, if both ψ and χ have undefined truth-valuesthen, again, both truth values can be reached by filling in the two occurrencesof U; hence, row 6 shows the conditional to be undefined in this case. Finally, if
 10The foregoing developments are familiar from the supervaluationist approach to undefinedtruth-values. For an introduction to the latter theory, see Beall and van Fraassen [10, Ch. 9].
 11Our interpretation of ∧ and ∨ was advanced by de Finetti [23] (although often attributedto Kleene [61]). The tables also appear in McDermott [71] along with alternative tables. Mc-Dermott argues that his alternatives capture some plausible readings of conjunction and dis-junction in English.
 12Here we part company with de Finetti and McDermott, who both assume that the truthvalue of a conditional is undefined if the truth value of either the left hand side or right handside is undefined.
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 χ is false then there is no hope of reaching a basic assignment hence no hope ofrendering the conditional either true or false; so the conditional is undefined,as recorded in lines 7, 8, 9.
 This brings us to Table (24) for biconditionals. The basic assignments aregiven in rows 1, 2, and 7; that is, we assume that a biconditional is true if itstwo sides are true, and false if the sides have different truth values. As usual,we infer the rest of the table from the basic assignments. If one side is T and theother U then filling in U can yield basic assignments of either truth or falsity; sothis combination is undefined (as in rows 3 and 4). If one side is F and the otherU then filling in U can yield a basic assignment of falsity but none of truth; sowe get F as in rows 5 and 9. If both sides are false then no basic assignmentcan be reached, yielding U (row 8). And if both sides are undefined then bothkinds of basic assignments can be reached, also yielding U (row 6).
 Our assumptions about basic assignments can be summarized as follows.
 (27)
 ¬ψ true if ψ is false false if ψ is true
 χ ∧ ψ true if both ψ and χ are truefalse if χ is true and ψ falsefalse if χ is false and ψ truefalse if χ is false and ψ true
 χ ∨ ψtrue if ψ is true and χ truetrue if ψ is true and χ falsetrue if ψ is false and χ true
 false if χ is false and ψ false
 χ→ ψ true if χ is true and ψ true false if χ is true and ψ false
 χ↔ ψ true if χ is true and ψ truefalse if χ is true and ψ falsefalse if χ is false and ψ true
 Using the reasoning rehearsed above, (27) suffices to piece together each of thetables (20) - (24).
 10.2.3 Justification
 There remains the question of how to justify the tables. Why not choose dif-ferent tables? Recall that our project is to explain secure inference in the frag-ment of English that can be naturally translated into L. Call an English ar-
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 gument a “target” if its premises and conclusion have natural translations intoL. For target arguments {A1 · · ·An} B, we aim to modify Sentential Logic sothat {A1 · · ·An} ⇒ B if and only if {trans(A1) · · · trans(An)} |= trans(B), wheretrans(Ai), trans(B) are the translations of premises and conclusion. In earlierchapters we have considered a wide range of target arguments, some of whichstruck us as secure others not. Our hope is that these judgments will be pre-dicted by validity within the new logic we are constructing; just the securearguments will come out valid. Our modifications to Sentential Logic — in-cluding the new kind of truth tables seen above — are justified principally bysuccess in getting ⇒ aligned with |=. That is, the justification for our theory ismore empirical than a priori.
 We’re not yet in a position to test the coincidence of ⇒ and |= because wehave not yet defined |= in our new version of Sentential Logic. This will beaccomplished shortly. We must also return to the interpretation of secure in-ference ( ⇒), however, which was first introduced in Section 1.3. (The symbol⇒ was introduction in Section 8.4.1.) The original interpretation was as fol-lows.
 (28) THE “SECURITY” CONCEPT: An argument A1 · · ·An / C is secure just incase it is impossible for A1 · · ·An to be true yet C false.
 Some reflection about secure inference is advisable because our gappy approachto truth is motivated by the hypothesis that many declarative English sen-tences (notably, indicative conditionals) are neither true nor false. Indeed,this is our way out of the paradoxical results of Section 8.4 and 8.5, where weseemed to show that indicative conditionals both were and weren’t aptly rep-resented by → in standard Logic. Both sides of the earlier discussion assumedthat indicative conditionals in English are either true or false. Our hope isthat giving up this idea will straighten out the correspondence between formalvalidity and secure inference.
 Our original discussion of secure arguments did not envision sentences with-out truth value. Should such sentences affect our conception of security? Con-sider again the (overworked) transitivity example:
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 (29) If Queen Elizabeth dies tomorrow, there will be a state funeral in Londonwithin the week. If the sun explodes tomorrow then Queen Elizabethwill die tomorrow. So, if the sun explodes tomorrow, there will be a statefuneral in London within the week.
 Doesn’t it strike you that it is genuinely impossible for both premises of (29)to be true yet the conclusion false? Look, suppose the premises are true, andthat the sun does explode tomorrow. Then since the second premise is true,Elizabeth dies tomorrow. Because the first premise is true, the funeral willthus take place on schedule as affirmed by the conclusion. Hence, (29) is se-cure according to the conception (28) of security But you can also see that theargument is no good! Neither of its premises seem false yet the conclusion isnot comforted thereby. Whether or not we choose to we call (29) “insecure,” theargument seems to be lacking some virtue associated with proper deductiveinference.
 We are led in this way to replace (28) with a concept that invokes truth gaps;all three of the statements figuring in (29) are without truth-value according toour analysis of conditionals. (After all, the sun is not going to explode tomorrow,and Queen will still be with us.) One way to proceed is via the idea of “partialtruth.” We say that a set of sentences is partly true if none is false and someare true. As a special case, a singleton set {C} of sentences is partly true if andonly if C is true. Then:
 (30) NEW VERSION OF THE “SECURITY” CONCEPT: An argumentA1 · · ·An / C
 is secure (in the new sense) just in case it is impossible for A1 · · ·An to bepartly true yet C not to be partly true (that is, impossible for A1 · · ·An tobe partly true yet C either false or undefined).
 If we analyze English conditionals as suggested by the treatment of → in Table(23) (Section 10.2.1) then Definition (30) declares (29) to be insecure, as desired.This is because one possibility is for the queen to die, followed by a funeralbut without solar explosion. By Table (23), such a circumstance renders thefirst premise of (29) true, the second undefined, and the conclusion undefined.Hence, the premises are partly true but the conclusion is not.13
 13The intransitivity of → in our new logic will be demonstrated in just this way. See Section
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 Another reason for accepting (30) as our analysis of “secure argument” innatural language is its analogy to the definition of formal validity within ournew logic (to be presented in Section 10.3.2). We hesitate nonetheless to leantoo heavily on (30) in what follows. Few people have “partial truth” in mindwhen they judge the quality of deductive inferences; the felt distinction be-tween deductively good and bad argumentation often seems more immediateand “cognitively impenetrable” than suggested by (30).14 Some arguments en-joy a perceived, inferential virtue illustrated by clear cases (as in Section 1.3);others seem to lack this virtue. Such judgments are the data against whichour logical theory is meant to be tested, much as a theory of syntax is testedagainst judgments of well-formedness. Success consists in aligning formal va-lidity with the phenomenon of argument security in natural language. If allgoes well, arguments that can be revealingly translated into L will be secure ifand only if their translations are formally valid. Success in this enterprise isthe principal justification for our truth-tables and other formal maneuvers.15
 At the same time, our new approach to the truth and falsity of formulas canalso be evaluated on more intrinsic grounds. Specifically, we can ask whetherthe new truth tables seem intuitively sensible as claims about English counter-parts to the five connectives of L. The issue is complicated by different attitudesthat one can have about the provenance of U in the tables. Is it that a givenstatement fails to have either truth-value, or does it have both?16 Or does thestatement have a truth value but we simply don’t know it? If the statement isgenuinely missing a truth value, is this because of a kind of category mistake(as in “Honesty equals its own square root”), or because of vagueness (“Cincin-nati is a big city”)? Whether a given table fits ordinary usage may depend onhow these questions are answered.
 To keep things simple, our interpretation of U rests on the following policy.
 10.4.3 below.14Translation: a mental function is “cognitively impenetrable” if its internal mechanism is
 inscrutable to introspection; see Fodor (1983) [31].15As usual in this kind of theory-construction, once a successful theory is established, it can
 be used to adjudicate marginal or unclear cases; the theory can thus become an aid to reason.For discussion, see Goodman [37, §3.2].
 16This is the opposition between truth “gaps” and truth “gluts.” See [10, Ch. 8] for discussion.
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 We only consider variables with genuine truth values, either true or false. Thispoint is important enough to be framed.
 (31) CONVENTION: When choosing English interpretations of the variablesof L, we limit our choice to sentences that are either true or false (notboth and not neither).
 The convention has already governed all our discussion about Sentential Logic.What’s noteworthy is that we here reaffirm it for the new logic presently underconstruction. But now we must ask: where does U come from in our new logic?The answer is that it arises from false left hand sides of conditionals, as seenin the last three rows of Table (23); it also arises from biconditionals with bothsides false, as seen in row 8 of Table (24). These are the only situations in whichsubformulas with defined truth values give rise to formulas with undefinedtruth value (as can be verified by inspecting the tables).
 Now that the origin of U has been nailed down, we can return to the ques-tion of whether the new truth tables are intuitively sensible. For negation,conjunction, and disjunction, the new tables seem just as intuitive as the orig-inal ones, from standard Sentential Logic. For the new tables agree with theold ones, going beyond them only when one or more constituents has undefinedtruth value. And in the latter cases, we’re confident that the reader will findour choices sensible, even if equally sensible alternatives come to mind.17
 Table (23) for → is of course crucially different from the one offered by stan-dard Sentential Logic. To justify its treatment of conditionals with false an-tecedents, we cite an experimental study by the psychologist Philip Johnson-Laird [55]. Participants were presented with statements like
 If there is a letter ‘A’ on the left-hand side of the card then there is anumber ‘3’ on the right-hand side.
 The task was to examine cards with letters and numbers on various sides. Thecards had to be sorted into one of three categories, namely:
 17For one set of alternatives, see Section 10.6.1 below (and footnote 11, above).
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 (a) cards truthfully described by the statement (e.g., the one above);
 (b) cards falsely described by the statement;
 (c) cards to which the statement was irrelevant.
 Twenty-four people were tested. Nineteen assigned cards to Category (c) whenthe card rendered the left hand side of the conditional false. Such responsesagree with Table (23).18 The experiment therefore testifies to the naturalnessof denying a truth value to English indicative conditionals with false left handside.
 The treatment of biconditionals in Table (24) is somewhat less intuitive.Specifically, many people find the sentence
 Grass is blue if and only if clouds are green.
 to be true, thereby contradicting row 8 of the table. In defense, we observe thefollowing.
 (32) FACT: According to Tables (20) – (24), for any assignment of T, F, and Uto χ, ψ ∈ L, the formulas (χ → ψ) ∧ (ψ → χ) and χ ↔ ψ are either bothundefined or share the same truth value.
 Thus, our tables enforce identity of truth value (or undefinedness) for:
 (a) If Smith wins then Jones wins, and if Jones win then Smith wins.
 (b) Smith wins if and only if Jones wins.
 This appealing outcome supports our treatment of biconditionals.
 18McDermott [71, p. 1] envisions a test similar to Johnson-Laird’s.
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 10.2.4 New versus standard sentential logic
 Let’s give a name to the new system of logic that we are presently developing.We’ll call the developments based on Definition (19) Sentential Logicu or justLogicu. The subscript u reminds us that the new logic involves truth-assign-ments that are undefined on certain formulas. In contrast, the logic presentedin Chapters 3 - 7 will be called standard Sentential Logic or just standard logic.On some points there is no difference between standard logic and Logicu. Thesyntax of the two languages is the same; they have the same set L of formulas.Just the semantics differs. Moreover, the semantics of both logics start fromthe common idea of a truth-assignment. In each logic, a truth-assignment isa mapping of the variables of L to {T, F}; variables never have undefined truthvalues; see Convention (31).
 Standard logic and Logicu diverge only when we extend truth-assignmentsto complex formulas. The divergence results from the difference between Defi-nition (19), above, and Definition (6) of Section 4.2.2. On a given truth-assign-ment, Logicu leaves some formulas with undefined truth value whereas thisnever happens in standard logic [see Example (25)]. On the other hand, whena formula has defined truth value in both logics, the truth value is the same.That is:
 (33) FACT: Let a truth-assignment α and ϕ ∈ L be given. Suppose thatα gives ϕ a truth value according to Logicu [Definition (19)]. Then α
 gives ϕ the same truth value according to standard logic [Definition (6)of Section 4.2.2].
 Moreover, the semantic difference between Logicu and standard logic is dueonly to their respective treatments of conditionals and biconditionals. The fol-lowing fact puts a sharp point on this observation.
 (34) FACT: Suppose that → and ↔ do not occur in ϕ ∈ L. Then for all truth-assignments α, α(ϕ) in Logicu is the same as α(ϕ) in standard logic.
 Both Facts (33) and (34) are proved using mathematical induction on the num-
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 ber of connectives in a formula.19
 For another fundamental similarity between the two logics, observe thatLogicu is truth functional just like standard logic. That is, two truth-assign-ments in Logicu agree about a formula ϕ if they agree about the variablesappearing in ϕ.20 See Fact (12) in Section 4.2.3 for more discussion of truthfunctionality.
 Here’s a way to understand what’s genuinely different between the two log-ics. Within Logicu, we define the truth conditions of ϕ ∈ L to be the truth-assignments that make ϕ true according to (19), and likewise for falsity condi-tions. Just as for standard logic, the truth and falsity conditions of a given for-mula are disjoint (no truth-assignment makes a formula both true and false).What’s different about Logicu is that truth and falsity conditions for a givenformula don’t always exhaust the set of all truth-assignments.21 For example,the truth and falsity conditions for p → q don’t include the truth-assignmentsthat make p false (since such truth-assignments are undefined on p→ q).
 10.2.5 Logicu versus NTV
 Logicu neither totally embraces nor totally rejects the thesis that conditionalslack truth values. According to Logicu, conditionals have truth values on sometruth-assignments but not on others. In this way, we escape the chain of rea-soning that started with the claim that if conditionals have truth values thentheir probabilities must be well defined [see (8) of Section 10.1.2]. From this as-sumption we were led to contradictory claims about whether the probabilitiesof conditionals were the corresponding conditional probabilities.
 The ability of conditionals in Logicu to engender U makes their left handsides function somewhat like presuppositions. Roughly, a presupposition of astatement S1 is a statement S2 that must be true if S1 has either truth value T or
 19For mathematical induction, see Section 2.11.20To agree about variable v, two truth-assignments must assign the same truth value to v.21In other words, truth and falsity conditions in Logicu are not always a partition of the
 truth-assignments. For explanation of partitions, see Section 2.8. For disjoint sets, see Section2.6.
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 F.22 Such is the case for conditionals within Logicu. A conditional can be eithertrue or false but only if the left hand side is true. There are many constructionsin English which possess a truth value contingently upon the truth of anotherstatement, for example:
 (35) (a) George W. Bush’s doctoral dissertation A dialectical materialist anal-ysis of Lenin’s pledge to leave no child behind caught everyone bysurprise.
 (b) The fact that George W. Bush wrote a doctoral dissertation entitledA dialectical materialist analysis of Lenin’s pledge to leave no childbehind was surprising to everyone.
 (c) It was surprising that George W. Bush wrote a doctoral dissertationentitled A dialectical materialist analysis of Lenin’s pledge to leaveno child behind.
 In each case the presupposition is:
 (36) George W. Bush wrote a doctoral dissertation entitled A dialectical mat-erialist analysis of Lenin’s pledge to leave no child behind.
 Unless this sentence is true, none of (35)a-c is either true or false. Logicu ismotivated by the hypothesis that (36) must likewise be true for the conditional
 If George W. Bush wrote a doctoral dissertation entitled A dialec-tical materialist analysis of Lenin’s pledge to leave no child behindthen everyone was surprised.
 to be either true or false.
 22For a comprehensive introduction to the theory of presupposition, see Beaver [11]. In whatfollows, we adopt one particular view of presuppositions that is often qualified as “Strawsonian”[98].
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 10.3 Tautology and validity in Logicu
 10.3.1 Tautology in Logicu
 To pursue our presentation of Logicu, we need to define the concepts of tautol-ogy and validity. There are two plausible options for the first concept. We couldsay that:
 (37) TENTATIVE DEFINITION: ϕ ∈ L is a tautology in Logicu just in case forall truth-assignments α, α(ϕ) = T.
 This definition has the strange consequence, however, that p → p is not a tau-tology since α(p → p) is undefined if α(p) = F. Similarly, (p ∧ q) → p is not atautology, etc. The corresponding English sentences (like “If Clinton wins theMarathon then Clinton wins the Marathon”) seem guaranteed to be true, so theforegoing definition is a bit off key. We adopt the natural alternative, namely:
 (38) TENTATIVE DEFINITION: ϕ ∈ L is a tautology in Logicu just in case forall truth-assignments α, α(ϕ) 6= F.
 By α(ϕ) 6= F we mean that α(ϕ) = T or α(ϕ) is undefined. According to (38),p → p, (p ∧ q) → q, etc. are Logicu tautologies, which is an improvement over(37). But things are still not exactly right since (38) implies that there aretautologies whose negations are also tautologies! One such beast is (p∧¬p) → q.For every truth-assignment α, α(p ∧ ¬p) = F, hence α((p ∧ ¬p) → q) = α(¬((p ∧¬p) → q)) = U, so neither (p ∧ ¬p) → q) nor ¬((p ∧ ¬p) → q)) can come out false.This confers tautology status on both. To rid Logicu of this outrage, we patchup our definition of tautology one last time.
 (39) DEFINITION: ϕ ∈ L is a tautology in Logicu just in case:
 (a) for all truth-assignments α, α(ϕ) 6= F, and
 (b) for some truth-assignment β, β(ϕ) = T.
 In this case, we write |=u ϕ.
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 Thus, a Logicu tautology must be false under no truth-assignments, and trueunder some. You can see that the added proviso puts both (p ∧ ¬p) → q) and¬((p ∧ ¬p) → q)) in their place; neither are tautologies. Observe that (39)generalizes the concept of “tautology” in standard logic inasmuch as standardtautologies also are false on no truth-assignments and true on “some” (namely,“all”).
 Incidentally, notice the little u next to |= in the definition. It prevents usfrom mixing up standard tautologies with tautologies in Logicu. To keep suchmatters straight, let’s record another convention.
 (40) CONVENTION: The use of |= presupposes Standard Logic, with truth-values always defined to be either T or F. The use of |=u presupposesLogicu, with the possibility of undefined truth-values.
 Here is an interesting difference between tautology in Logicu and tautologyin standard logic. Suppose that variable p occurs in formula ϕ, and that |= ϕ
 (that is, ϕ is a standard logic tautology). Now replace every occurrence of pin ϕ by any formula you please, say χ. You must use the same formula χ forall of these replacements, and every occurrence of p (and just these) must bereplaced. Call the resulting formula: ϕ[χ/p].23 Then |= ϕ[χ/p], that is, ϕ[χ/p] isalso a tautology of standard logic. For example, replacing every occurrence of pin the tautology (p ∧ q) → p by (r ∨ q) yields ((r ∨ q) ∧ q) → (r ∨ q) which is stilla tautology. The latter formula is (p ∧ q) → p[r ∨ q/p]. Let us record the generalfact.
 (41) FACT: Let ϕ, χ ∈ L and variable p be given. If |= ϕ then also |= ϕ[χ/p],where ϕ[χ/p] is the result of replacing each occurrence of p in ϕ by χ.
 We could prove the fact by mathematical induction, but it is perhaps enough toreason as follows. Since ϕ is a tautology, it is made true by every truth-assign-ment. In particular, no matter whether a truth-assignment assigns T or F to p,ϕ comes out true. But every truth-assignment assignment makes χ either true
 23This notation is intended to have mnemonic value; it means: the formula ϕ with χ substi-tuted uniformly for p.
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 or false, so it plays the same role in ϕ[χ/p] as p plays in ϕ. Intuitively, it doesn’tmatter whether p versus χ is the bearer of a truth-value in corresponding spotsof ϕ.
 The parallel to Fact (41) does not hold in Logicu. That is:
 (42) FACT: There are formulas ϕ, χ ∈ L and variable p such that |=u ϕ but6|=u|= ϕ[χ/p], where ϕ[χ/p] is the result of replacing each occurrence of pin ϕ by χ.
 To witness (42), let ϕ be p → p. We’ve seen that |=u ϕ. Let χ be q ∧ ¬q. Thenϕ[χ/p] is (q∧¬q) → (q∧¬q). This formula is undefined in every truth-assignment[according to Table (23)], so it fails to meet condition (39)b in our definition oftautology in Logicu.
 But we’re not sure that this whole business about tautologies matters verymuch. Our stalking horse is secure inference in English rather than necessarytruth. So tautology in Logicu would be interesting if it were connected to auseful definition of valid argument. The following considerations, however,indicate the contrary.
 It is tempting to define validity in terms of tautology like this:
 (43) TENTATIVE DEFINITION: Let argument ϕ1 · · ·ϕn / ψ be given. The ar-gument is valid (in Logicu) just in case (ϕ1 ∧ · · · ∧ ϕn) → ψ is a tautology.
 This definition mirrors a corollary of the “Deduction Theorem” discussed inSection 5.2.2 [see Fact (27)]. But it has unwanted consequences. Consider theargument p→ q / (p∧ r) → q. It comes out valid according to (43) because (p→q) → ((p∧r) → q) is a tautology in Logicu. Why is this formula a tautology? Well,the only way for a truth-assignment α to make it false is if α((p ∧ r) → q) = F.But in that case α(p) = T and α(q) = F, so α(p → q) = F, which implies [viaTable (23)] that α((p → q) → ((p ∧ r) → q)) = U. Hence, no truth-assignmentfalsifies (p → q) → ((p ∧ r) → q). Moreover, any truth-assignment that rendersp, q, r true makes (p→ q) → ((p ∧ r) → q) true as well. Thus, the formula meetsthe conditions stipulated in Definition (39) for being a tautology. Therefore,the tentative Definition (43) declares p → q / (p ∧ r) → q to be valid. And this
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 is not what we want! We saw in Section 10.4.3 that arguments of this formdo not translate secure inferences of English. We’ll review the matter againin Section 10.4.3, below, so won’t pause here to resurrect earlier examples.Suffice it to say that this argument (and others that could be cited) reveal thedefects in (43). We must frame an alternative definition that avoids endorsingarguments with dubious counterparts in English, while embracing argumentsthat are genuinely secure.
 (44) EXAMPLE: Show that the argument p → q, q → r / p → r is valid ac-cording to (43). We argued in Section 8.5.2 that this argument does nottranslate a secure inference in English.
 10.3.2 Validity in Logicu
 To explain our idea about validity, let an argument ϕ1 . . . ϕk / ψ be given. Recallfrom Definition (7) of Section 5.1.2 that in standard logic a truth-assignment αis called “invalidating” just in case α makes each of ϕ1 . . . ϕk true but ψ false.In Logicu we loosen this concept as follows.
 (45) DEFINITION: Within Logicu, a truth-assignment α is partially invalidat-ing for an argument ϕ1 . . . ϕk / ψ just in case:
 (a) for all i ∈ {1 . . . k}, α(ϕi) 6= F;
 (b) α(ψ) 6= T;
 (c) at least one of α(ϕ1) . . . α(ϕk), α(ψ) is defined (T or F).
 Put differently, α is partially invalidating if it is defined somewhere in ϕ1 . . . ϕk,ψ and can be extended to a function that assigns T to ϕ1 . . . ϕk and F to ψ. Moreintuitively, α partially invalidates ϕ1 . . . ϕk / ψ in case it looks like an invalidat-ing truth-assignment (in the sense of standard logic) with some (but not all) ofits defined values replaced by U.
 (46) EXAMPLE: Any truth-assignment α that makes p false and q true ispartially invalidating for the argument p → q, q / p. For, α leaves the
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 first premise undefined, makes the second true, and the conclusion false.Filling in the U with T makes α look like it assigns truth to both premises,and falsity to the conclusion. The same truth-assignment is partiallyinvalidating for the argument p ∨ q, p → r / r. The truth-assignmentthat assigns F to all three variables, is not partially invalidating for ¬q →¬p / p→ q. This is because it assigns U to “all” premises (there’s just one)and to the conclusion.
 Validity in Logicu may now be defined in the natural way as the absence ofa partially invalidating truth-assignment. That is:
 (47) DEFINITION: The argument ϕ1 · · ·ϕn / ψ is valid (in Logicu) just in casethere is no partially invalidating truth-assignment for ϕ1 · · ·ϕn / ψ. Inthis case we write ϕ1 · · ·ϕn |=u ψ. Otherwise, the argument is invalid (inLogicu), and we write ϕ1 · · ·ϕn 6|=u ψ.
 In standard logic it is similarly the case that an argument is valid just in casethere is no invalidating truth-assignment (see Section 5.1.2). What’s differentfor Logicu is the recourse to partially invalidating truth-assignments. Noticeagain the little u next to |= in this definition; it reminds us that the definitionhas to do with Logicu.
 We must ask the same question about Definition (47) as we asked aboutthe new truth tables (20) – (24). Why adopt it? Why not some other defini-tion? As before, the principal justification is that Definition (47) yields closecorrespondence between ⇒ and |=u; it therefore makes validity in Logicu seemlike an explanation of secure inference in English. (Evidence for this claim ispresented in Section 10.4.) Also in favor of Definition (47) is that it generalizesthe standard account of validity in a natural way (just substituting partiallyinvalidating truth-assignment for the usual, “fully” invalidating truth-assign-ments).
 10.3.3 Remarks about validity in Logicu
 Some points about Definition (47) should be brought to light. The first concernsthe Deduction Theorem for standard Sentential Logic. We repeat it here, from

Page 287
                        

10.3. TAUTOLOGY AND VALIDITY IN LOGICU 281
 Section 5.2.2.
 (48) FACT: Let Γ ⊆ L, and ϕ, ψ ∈ L be given. Then in standard SententialLogic, Γ ∪ {ϕ} |= ψ if and only if Γ |= ϕ → ψ. In particular, if Γ = ∅ then(in standard Sentential Logic), ϕ |= ψ if and only if |= ϕ→ ψ.
 For the reasons discussed in Section 10.3.1, we did not define validity fromtautology in Logicu. So we have no reason to expect there to be a DeductionTheorem for Logicu. Indeed, we saw earlier that |=u (p → q) → ((p ∧ r) → q)
 whereas it is easy to verify that (p→ q) 6|=u ((p∧ r) → q) (any truth-assignmentthat sets p, q to T and r to F is partially invalidating).
 Recall that in standard logic, |= ϕ can be understood as ∅ |= ϕ (this wasmentioned in Section 5.2.1). That is, in standard logic, ϕ is a tautology just incase the “argument” with no premises and ϕ as conclusion is valid. The same istrue in Logicu. From Definition (47), an argument with no premises is valid inLogicu just in case there is no partial invalidating truth-assignment for ∅ / ϕ,and this means that ∅ |=u ϕ just in case no truth-assignment makes ϕ false. [Atruth-assignment that leaves ϕ undefined is not partially invalidating since itfails to meet condition (c) of Definition (45).] And the condition that no truth-assignment falsifies ϕ is just how we defined tautology in Logicu [see Definition(39)]. To illustrate, no truth-assignment makes the p→ p false hence |=u p→ p
 and also ∅ |=u p→ p.
 Next, we note that |=u is neither strictly stronger nor strictly weaker than|= as a relation between premises and conclusions of arguments. This assertionis illustrated by the following fact.
 (49) FACT:
 (a) p→ ¬q |=u ¬(p→ q) but p→ ¬q 6|= ¬(p→ q)
 (b) ¬(p→ p) |= p but ¬(p→ p) 6|=u p.
 To see that p → ¬q |=u ¬(p → q), we must consider the cases in which (a)the conclusion is false and (b) it is not defined. If truth-assignment α makes¬(p→ q) false then it makes p→ q true hence it makes p true and q true (here
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 we rely on the fact that α makes p either true or false). But then α makesp → ¬q false so α is not invalidating for the inference.24 If truth-assignmentα leaves ¬(p → q) undefined then it makes p false [see Table (23), and keepin mind that truth-assignments are always defined on variables]. But then α
 also leaves p → ¬q undefined so again α is not invalidating. This shows thatp → ¬q |=u ¬(p → q). On the other hand, truth-assignment (e) in Table (18)invalidates p → ¬q / ¬(p → q) (in standard logic). So, we’ve demonstrated(49)a. The first half of (49)b follows from Fact (54) in Section 8.5.5. The secondhalf follows from the invalidating truth-assignment (e) in Table (18), as you canverify. The point of all this is that validity in Logicu does not guarantee validityin standard logic; and neither does validity in standard logic guarantee validityin Logicu. Neither of |=u or |= “says more” than the other.
 Given the difference between |= and |=u, the rules for making derivationspresented in Chapter 6 don’t provide insight into validity within Logicu. Recallfrom Corollary (5) in Section 7.1 that |= and ` correspond; an argument is validif and only if its conclusion can be derived from its premises using the rules ofChapter 6. Since |= and |=u don’t correspond, |=u and ` don’t either. So (youask), what derivational rules correspond to Logicu? Such rules would define arelation `u of derivation such that:
 (50) For all arguments ϕ1 · · ·ϕn / ψ,
 {ϕ1 · · ·ϕn} |=u ψ if and only if {ϕ1 · · ·ϕn} `u ψ.
 Unfortunately, we can’t answer your question since no one seems to have pre-sented rules for a derivation relation `u that satisfies (50). (You can take thisfact as a challenge, and an invitation to think about the matter on your own.)
 Finally, suppose that ϕ, ψ ∈ L are such that ϕ |= ψ and ψ |= ϕ. In otherwords, suppose that ϕ and ψ are logically equivalent in standard SententialLogic. (We introduced the idea of logical equivalence in Section 5.4.) Then forevery truth-assignment α, α(ϕ) = α(ψ). In the same way, suppose that ϕ |=u ψ
 and ψ |=u ϕ in Logicu. It is then also the case that every truth-assignment actsthe same way on the two formulas. That is:
 24For “invalidating truth-assignment,” see Definition (7) in Section 5.1.2.
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 (51) FACT: Let ϕ, ψ ∈ L be such that ϕ |=u ψ and ψ |=u ϕ. Then for everytruth-assignment α, either α(ϕ) and α(ψ) are both undefined, or α(ϕ) =
 α(ψ).
 The fact is easily verified from Definition (47). We call such formulas ϕ, ψ logi-cally equivalent in Logicu.
 (52) EXERCISE: Demonstrate that for all ϕ1 · · ·ϕn, ψ ∈ L, {ϕ1∧· · ·∧ϕn∧ψ} |=u
 ψ.
 10.3.4 Assertibility in Logicu
 We now consider a property of sentences that is related to their probability.25
 The new property is often called “assertibility.” . To begin our reflection, let usask how probability should be assigned to the following statement.
 (53) The first woman to walk on Mars will be American.
 The matter is delicate because there may never be a woman who walks onMars. (Humans might self-destruct long before they get a chance to sendwomen to another planet.) The sensible thing is therefore to consider thechances of (53) assuming that some woman walks on Mars. This is tantamountto considering the probability of (53) assuming that (53) has a truth value. So,letting S be (53), we have:
 Pr(S) = Pr(S is true |S is either true or false).
 From our discussion of conditional probability in Section 9.3.6, we see that theforegoing equation implies:
 Pr(S) =Pr(S is true ∧ S is either true or false)
 Pr(S is either true or false).
 25The material in this section follows closely the discussion in Mcdermott [71].
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 Of course:
 Pr(S is true ∧ S is either true or false)
 Pr(S is either true or false)=
 Pr(S is true )
 Pr(S is true) + Pr(S is false)
 So:
 Pr(S) =Pr(S is true )
 Pr(S is true) + Pr(S is false)
 Our idea is to extend this analysis of the probability of (53) to formulas of L,where in Logicu we must similarly deal with absent truth values. Therefore,given ϕ ∈ L, we define:
 (54) Pru(ϕ) =Pr(ϕ is true )
 Pr(ϕ is true) + Pr(ϕ is false)
 Here we use Pr in the sense introduced by Definition (14) in Section 9.3.3; thatis, Pr is a distribution over truth-assignments, and Pr(ϕ is true) is the sum ofthe numbers that Pr assigns to truth-assignments that make ϕ true. Likewise,Pr(ϕ is false) is the sum of the numbers that Pr assigns to truth-assignmentsthat make ϕ false. Pru will be our symbol for something like probability inLogicu; it will turn out that Pru is not a genuine probability function.
 To make (54) a little more explicit, let us write [ϕ]t to denote the set oftruth-assignments that make ϕ true; we’ll use [ϕ]f to denote the set of truth-assignments that make ϕ false. Thus, [ϕ]t and [ϕ]f are the truth and falsityconditions, respectively, of ϕ in the sense of Section 10.2.1. These notationsapply to Logicu, not to standard logic. Recall from Section 4.4 that [ϕ] is usedin standard logic to denote what [ϕ]t denotes in Logicu. In the earlier contextwe didn’t need to distinguish [ϕ]t from [ϕ]f since one was the complement of theother under TrAs; things are not as simple in Logicu. Now we state our officialdefinition of Pru.
 (55) DEFINITION: Let distribution Pr be given. Then for all ϕ ∈ L,
 Pru(ϕ) =Σ{Pr(α) |α ∈ [ϕ]t}
 Σ{Pr(α) |α ∈ [ϕ]t}+ Σ{Pr(α) |α ∈ [ϕ]f}

Page 291
                        

10.3. TAUTOLOGY AND VALIDITY IN LOGICU 285
 As noted above, Pr in this definition is a probability distribution in the sense ofSection 9.3.2 [Definition (14)]. That is, Pr maps TrAs into a set of nonnegativenumbers that sum to one. What differs in the setting of Logicu is how suchdistributions are converted into numbers for formulas. [Compare Definition(17) in Section 9.3.3.] Definition (55) can be put more perspicuously in thefollowing notation.
 (56) REFORMULATION OF DEFINITION (55): Let distribution Pr be given.Then for all ϕ ∈ L,
 Pru(ϕ) =Pr([ϕ]t)
 Pr([ϕ]t) + Pr([ϕ]f )
 We extend Pru to pairs of events by emulating Fact (31) in Section 9.3.6.
 (57) DEFINITION: Suppose that Pr is a probability distribution over L. Thenfor all pairs of formulas ϕ |ψ such that Pru(ψ) > 0,
 Pru(ϕ |ψ) =Pru(ϕ ∧ ψ)
 Pru(ψ).
 If Pru(ψ) = 0 then Pru(ϕ |ψ) is not defined.
 To keep everything clear, we always use the symbol Pr to denote probabilityin the sense of Section 9.3, in which Pr(ϕ) is obtained by summing the probabil-ities of the truth-assignments that satisfy ϕ in the sense of standard logic. Weuse Pru to denote our new-fangled approach to chance in the context of Logicu.The following convention sums up the matter.
 (58) CONVENTION: Given a distribution Pr that assigns probabilities to truth-assignments, we also use Pr to denote the usual extension of the originaldistribution to formulas and pairs of formulas in L (as in Section 9.3).We use Pru to denote the extension of Pr in the sense of Definitions (55)and (57).
 Chances calculated using Pru have much in common with Pr. Notably:
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 (59) FACT: Let Pru be a function of the kind defined in (55). Then there is adistribution Pr of probability such that for all ϕ ∈ L that do not containthe symbols → and ↔, Pru(ϕ) = Pr(ϕ).
 In other words, Pru behaves like a genuine probability function except whenconditionals (or biconditionals) are involved. When → is present, funny thingscan happen. Suppose that ϕ ∈ L is (p ∧ ¬p) → q. Then [ϕ]t = [ϕ]f = ∅; thetruth and falsity conditions are empty. Hence, no matter what the underlyingchoice of distribution, Pru(ϕ) = 0
 0+0. In other words, Pru((p ∧ ¬p) → q) is not
 defined. In contrast, Pr((p∧¬p) → q) = 1 since every truth-assignment satisfies(p∧¬p) → q in standard logic. Despite such odd cases, many familiar propertiesof probability are guaranteed for Pru, even when → is present. For example,the following observation parallels Fact (22) in Section 9.3.4.
 (60) FACT: Let Pru be a function of the kind defined in (55), and suppose thatϕ, ψ ∈ L are logically equivalent in Logicu. Then Pru(ϕ) = Pru(ψ).
 So we see that Pru resembles probability, but it is not exactly probability.Since Pru is not exactly probability, we must be explicit about its significance.What is it related to? (Genuine probability is related to rational betting ratios;see Section 9.2.4.)
 To formulate our claim about Pru, let a declarative sentence S be given, andconsider a person P engaged in conversation. P is considering whether to utterS. To decide, P should evaluate the impact of hearing S on her interlocutor I(the person with whom P is conversing). Will hearing S prove useful to I, orwill it lead I to despair? Perhaps I will be offended by S, or to the contraryfind S flattering, or maybe funny, or boring. From this welter of considerations,we wish to isolate just a single concern, whether P would be sincere in utteringS. Put differently, P would not wish to be guilty of intentionally misleading Iby uttering S. We’ll say that S is “assertible” to the extent that P can utter itsincerely, without risk of being intentionally misleading. For example, if theconversation is about basketball, P might find the following statement to beassertible.
 (61) The Celtics are doomed this year (i.e., they won’t make the playoffs).
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 The sentence is assertible because (let us suppose) P is sincere in her pes-simism about the Celtics; so, to utter (61) would not intentionally mislead any-one. Of course, P might be mistaken! The Celtics might accomplish an aston-ishing turn-around, and render (61) false. But this would only reveal that Pis poorly informed about basketball, not that she is insincere or intentionallymisleading. To be sincere about (61), all that matters is that P assign the state-ment sufficiently high probability. So we see that assertibility is connected topersonal probability. Now consider the following statement.
 (62) If Jason Kidd gets in a slump, the Nets are doomed.
 Under what conditions will P be sincere (not intentionally misleading) in as-serting (62)? What seems relevant in this case is the conditional probabilitythat the Nets are doomed assuming that Kidd gets into a slump. To the extentthat P thinks this conditional probability is low, she would be insincere andintentionally misleading in asserting (62).
 The foregoing discussion is meant to convey the concept of assertibility, butwe acknowledge that the matter remains murky.26 The core idea of sincereutterance (not intentionally misleading) seems nonetheless sufficiently preciseto motivate the following claim about the relation of Pru to assertibility.
 (63) CLAIM: Suppose that English sentence S can be naturally representedby a formula of L. Suppose that distribution Pr over L corresponds tothe beliefs of a person P. Then the assertibility of S for P is roughlyequal to Pru(S).
 When S does not involve conditionals then (63) reduces to equating assertibil-ity with probability; this is shown by Fact (59). On the other hand, Pru andprobability diverge in the presence of →. In this case, (63) equates assertibilitywith conditional probability, as will be demonstrated shortly.
 26For more discussion, see [52, Sec. 4.2].

Page 294
                        

288 CHAPTER 10. A THEORY OF INDICATIVE CONDITIONALS
 10.4 Consequences of the theory
 10.4.1 Claims
 So now you’ve seen our theory of the indicative conditional (built upon a mix-ture of ideas of previous authors). It attempts to model ⇒ with |=u. Parallelto the discussion in Section 8.3, the following criterion of adequacy puts a finepoint on this ambition.
 (64) CRITERION OF ADEQUACY FOR LOGICu: For every argument ϕ1 . . . ϕn / ψ
 of L, ϕ1 . . . ϕn |=u ψ if and only if every argument P1 . . . Pn / C of Englishthat is naturally translated into ϕ1 . . . ϕn / ψ is secure.
 Security was discussed in Section 10.2.3. The idea of natural translation into Lwas discussed in Section 8.1; it requires that sentences involving conjunctionslike “and” be represented by formulas involving ∧, and so forth. Crucially, sen-tences involving indicative conditionals must be represented using → in themore or less obvious way; otherwise the translation does not count as natural.Given such an argument A of English, we claim that A is a secure argumentif its natural translation into L is valid in Logicu. Otherwise, Logicu is in-adequate according to Criterion (64). Conformity with (64) also requires thatevery invalid argument of Logicu can be naturally translated into some non-secure argument of English. Finally, going beyond the requirements of (64), weclaim that Pru predicts assertibility, as formulated in (63).
 To avoid one source of confusion in the remaining discussion, let us recallhow Greek letters are used. When we write ϕ ∨ ψ 6|= ϕ, for example, we aredenying that every choice of formula ϕ, ψ yields a valid argument. It mightnonetheless be the case that some choice of ϕ, ψ makes the argument ϕ ∨ ψ/ϕvalid. Indeed, letting both ϕ and ψ be p makes ϕ ∨ ψ/ϕ come out valid since itis then p ∨ p/p.
 In this section we consider some predictions of our theory, and try to deter-mine whether they are right or wrong. We concede at the outset that not everynuance of indicative conditionals is predicted by Logicu, even when transla-tions into Logicu seem to reveal the relevant structure. Consider the following
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 sentences, discussed in Lycan [69, p. 21].
 (65) (a) If you open the refrigerator, it will not explode.
 (b) If you open the refrigerator then it will not explode.
 Lycan claims that the two sentences lend themselves to different uses. The firstis reassuring (“Go ahead. Open the refrigerator. It won’t explode!”) The sec-ond provides invaluable information about how to keep the refrigerator fromexploding. We agree with these remarkable intuitions, and affirm that noth-ing in Logicu accounts for them.27 Our theory nonetheless gets various otherphenomena right. These are examined in the next two subsections (prior toexamining some phenomena that are less congenial to the theory).
 10.4.2 Nice consequences involving assertibility
 Recall from Section 10.1.2 above that the probability of an indicative condi-tional in English seems to be disconnected from the probability of the corre-sponding conditional in L. This is because the probability of a sentence of form“If p then q” appears to be the conditional probability of q given p. In contrast,for a wide range of probability distributions Pr, Pr(p → q) 6= Pr(q | p). For thisreason, Pr seems ill-suited to predicting the assertibility of indicative condi-tionals. For, we saw in connection with Example (62) in Section 10.3.4 that theassertibility of English conditionals is connected to their conditional probabil-ity.
 Now let us compute Pru(p→ q). From Table (23) you can see that [p→ q]t =
 [p ∧ q], and [p→ q]f = [p ∧ ¬q]. It is also clear that for all distributions Pr,
 27We also have difficulty with the following conditional found as lead sentence in the NewYork Times of April 20, 2004.
 If Madison Avenue is a Frederic Fekkai lady, groomed and pampered as a best-in-show spaniel, and NoLIta is a fake bohemian with the Yeah Yeah Yeahs on heriPod and a platinum card in her Lulu Guinness bag, then lower Broadway in SoHois a pastel-clad 13-year-old, giddily in the grip of a sugar rush.”
 We haven’t the foggiest idea what this sentence means.
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 Pr([p ∧ q]) + Pr([p ∧ ¬q]) = Pr([p]) (because [p ∧ q]) ∩ [p ∧ ¬q] = ∅). Combiningthese facts yields:
 Pru(p→ q) =Pr([p→ q]t)
 Pr([p→ q]t) + Pr([p→ q]f )=
 Pr([p ∧ q])Pr([p ∧ q]) + Pr([p ∧ ¬q])
 =Pr([p ∧ q])
 Pr([p]).
 But the latter fraction equals Pr(p ∧ q) / Pr(p), which is just the conditionalprobability Pr(q | p). Summarizing:
 (66) FACT: For all probability distributions, Pr,
 Pru(p→ q) = Pr(q | p).
 Putting (66) together with (63), we get the following consequence of Logicu.
 (67) CONSEQUENCE: Suppose that distribution Pr over L corresponds to thebeliefs of a person P. Then the assertibility of if-p-then-q for P equalsPr(q | p).
 As we observed in Section 10.1.2, (67) seems about right.28
 We cannot substitute freely for p and q in (66); putting p ∧ ¬p in place of p,for example, yields undefined Pru((p ∧ ¬p) → q), hence no specific assertibilityfor sentences that are translated by (p ∧ ¬p) → q). Perhaps this is just as well,given the strangeness of, for example:
 If Barbara Bush both does and doesn’t vote Republican in 2004 thenher son will be reelected president.
 For a variety of more reasonable sentences, our theory makes intuitive predic-tions. Consider:
 28Consequence (67) does not contradict Fact (13) in Section 10.1.2. Fact (13) involves proba-bility Pr rather than assertibility Pru. The latter function does not meet all the assumptionsrequired of Pr in (12).
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 (68) If Barbara Bush votes Republican then if most voters follow Barbara’slead, her son will be reelected president.
 This sentence is naturally represented in L by p→ (q → r). You can check thatit is logically equivalent in Logicu to (p ∧ q) → r, which represents:
 (69) If Barbara Bush votes Republican and most voters follow Barbara’s leadthen her son will be reelected president.
 The logical equivalence is welcome inasmuch as (68) and (69) seem to expressthe same idea (as has often been observed). By (60) in Section 10.3.4, both ofthem are assigned the same assertibility. Moreover, you can easily check thatthe latter assertibility equals the conditional probability of r given p ∧ q. Let’srecord this fact.
 (70) CONSEQUENCE: Suppose that distribution Pr over L corresponds to thebeliefs of a person P. Then the assertibility for P of the English sen-tences translated by p→ (q → r) and (p ∧ q) → r) equals Pr(r | p ∧ q).
 We take (70) to be another victory for Logicu; the assertibility of the two kindsof sentences does seem to correlate with Pr(r | p ∧ q).29
 Another test of Logicu concerns the pair p → q and ¬q → ¬p. They arelogically equivalent in standard logic, illustrating the principle of contraposi-tion. But they are not equivalent in Logicu. Indeed, any truth-assignmentthat makes both p and q true makes p → q true but is undefined on ¬q → ¬p.According to Logicu, their assertibilities also differ, namely:
 Pru(p→ q) =Pr([p ∧ q])
 Pr([p])= Pr(q | p)
 Pru(¬q → ¬p) =Pr([¬p ∧ ¬q])
 Pr([¬p])= Pr(¬p | ¬q)
 29We thus hold Logicu strictly responsible for embedded conditionals like (68). Other authors(like Adams, 1998) seem more relaxed about the matter.

Page 298
                        

292 CHAPTER 10. A THEORY OF INDICATIVE CONDITIONALS
 In Section 10.1.2, above, we noted that Pr(q | p) = Pr(¬p | ¬q) is not true in gen-eral. Consequently, Logicu predicts that an English indicative conditional neednot have the same assertibility as its contrapositive. To assess the accuracy ofthis prediction, consider the following conditionals.
 (71) (a) If the next prime minister of Britain speaks English then s/he willhail from London. (p→ q)
 (b) If the next prime minister of Britain doesn’t hail from London thens/he will not speak English. (¬q → ¬p)
 The unconditional probability that the next British PM will hail from Londonis reasonably high, hence the conditional probability that this is true given thats/he speaks English is reasonably high. In contrast, the probability that s/hedoesn’t speak English given that s/he hails from, say, Gloucester is infinitesi-mal. To our ears, the two conditional probabilities correspond to the respectiveassertibilities of these sentences. So, the assertibilities are different, as fore-seen by Logicu.
 The reason the assertibilities are different, of course, is that p → q is notequivalent in Logicu to ¬q → ¬p. In fact, contrary to standard logic, neitherimplies the other in Logicu.
 10.4.3 Nice consequences involving validity
 In Section 8.5 we examined four kinds of arguments that challenge the thesisthat if–then– is successfully represented by → in standard logic. We claim that→ does better in Logicu.
 Transitivity. Transitivity is not in general valid in Logicu. In particular:
 (72) FACT: {p→ q, q → r} 6|=u p→ r.
 For if a truth-assignment makes p is false and both q and r true then it leavesp → r undefined, p → q also undefined and q → r true. Such a truth-assign-ment is therefore partially invalidating for the argument {p→ q, q → r} / p→ r

Page 299
                        

10.4. CONSEQUENCES OF THE THEORY 293
 [see Definition (45), above]. Logicu is thus safe from counter-examples to thetransitivity of if–then– such as the one discussed in Section 8.5.2. We repeat ithere.
 (73) If Queen Elizabeth dies tomorrow (q), there will be a state funeral inLondon within the week (r). If the sun explodes tomorrow (p) then QueenElizabeth will die tomorrow (q). So, if the sun explodes tomorrow (p),there will be a state funeral in London within the week (r).
 Monotonicity. Our new logic certainly does not subscribe to monotonicity:
 (74) FACT: p→ q 6|=u (p ∧ r) → q.
 After all, if r is false then (p ∧ r) → q is undefined. Yet both p, q may be true,rendering p→ q true as well. Logicu thus escapes responsibility for the insecureargument presented in Section 10.4.3, namely:
 (75) If a torch is set to this very book today at midnight (p) then it will bereduced to ashes by tomorrow morning (q). Therefore, if a torch is setto this very book today at midnight (p) and the book is plunged into theocean tonight at one second past midnight (r) then it will be reduced toashes by tomorrow morning (q).
 One way or the other. The standard tautology (p → q) ∨ (q → p) is alsotautologous in Logicu.
 (76) FACT: |=u (ϕ→ ψ) ∨ (ψ → ϕ).
 But the definition (39) of tautology in Logicu renders (76) innocuous, disarmingthe example given in Section 8.5.4. The example was as follows (for a girlchosen at random from those born in 1850).
 (77) At least one of the following statements is true.
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 If the girl grew up in Naples (p) then she spoke fluent Eskimo (q).
 If the girl spoke fluent Eskimo (q) then she grew up in Naples (p).
 It isn’t the case that (76) commits us to one of p → q, q → p being true. Tobe a tautology in Logicu it suffices that not both are false. In particular, if pis true and q false then the first disjunct of (p → q) ∨ (q → p) is false andthe second undefined. Hence, neither disjunct is true. The offending (77) istherefore not a consequence of our theory. In terms of validity, the superiorityof Logicu compared to standard logic may be put as follows.
 (78) FACT:
 (a) r |= (p→ q) ∨ (q → p)
 (b) r 6|=u (p→ q) ∨ (q → p)
 In other words, in standard logic any sentence (e.g., “Bees sneeze”) implies (77)whereas this is not true in Logicu.
 Negating conditionals. Logicu does not validate the passage from ¬(p→ q)
 to p (or to ¬q). For the record:
 (79) FACT: ¬(p→ q) 6|=u p [whereas ¬(p→ q) |= p].
 For if p is false, ¬(p → q) is undefined, yielding a validity-busting transitionfrom undefined to false. Logicu is therefore immune to the theological example(55) discussed in Section 8.5.5. The latter example was the inference:
 It is not true that if God exists then evil acts are rewarded in Heaven.Therefore, God exists.
 It is valid when translated into Sentential Logic but not Logicu. Likewise,¬(p→ q) 6|=u p whereas ¬(p→ q) |= p.
 We’re on a roll! Before the spell is broken, let’s examine a few more argu-ments that are central to the logic of if–then–.
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 Modus Tollens. We mentioned earlier (Section 10.4.2) that Logicu invali-dates contraposition: p → q 6|=u ¬q → ¬p. For if p, q are both true then p → q
 is true but ¬q → ¬p is undefined. On the other hand, Logicu validates ModusTollens, the inference from {p→ q,¬q} to ¬p.30 Let us record the contrast.
 (80) FACT:
 (a) p→ q 6|=u ¬q → ¬p.
 (b) {p→ q,¬q} |=u ¬p.
 You can easily verify (80)b. We did not state the latter fact with Greek lettersbecause {ϕ→ ψ,¬ψ} |=u ¬ϕ is not true for all formulas ϕ, ψ [see Exercise (82)].Fact (80)b brings to mind the earlier example (71) from Section 10.4.2, whichconcerned (80)a. Here it is again:
 (a) If the next prime minister of Britain speaks English then s/hewill hail from London. (p→ q)
 (b) If the next prime minister of Britain doesn’t hail from Londonthen s/he will not speak English. (¬q → ¬p)
 Can we recast these sentences as a countexample to (80)b? Here goes:
 (81) If the next prime minister of Britain speaks English then s/he will hailfrom London (p→ q). In fact, the next prime minister of Britain will nothail from London (¬q). Therefore, the next prime minister of Britain willnot speak English (¬p).
 Let us defend the claim that (81) is a secure inference, in accordance with (80)b.First, it seems clear that the conclusion of (81) is either true or false (it doesnot involve a conditional). Suppose it to be false. Then it is true that the nextprime minister of Britain speaks English. Hence, by Modus Ponens, if the firstpremise of (81) is true, it follows that the next prime minister will hail from
 30Modus Tollens was shown earlier to be a valid inference in standard logic. See Fact (6)b ofSection 5.1.2.
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 London.31 This contradicts the second premise. If the conclusion is false, it istherefore impossible for both premises to be true. Also, supposing that the nextprime minister of Britain speaks English makes it implausible that either ofthe premises could have undefined truth-values. So the argument is secure.
 (82) EXERCISE: Produce formulas ϕ, ψ that show {ϕ → ψ,¬ψ} |=u ¬ϕ not tobe true in general.
 Modus Ponens. Our defense of (81) relied on Modus Ponens. The latter prin-ciple warrants the inference from ϕ and ϕ→ ψ to ψ. There has been much con-troversy over the status of this apparently innocuous form of inference (stem-ming from a provocative paper by McGee [72]). The controversy doesn’t affectthe use of Modus Ponens above, however, since we invoked it in the special casewhere both ϕ and ψ are variables; in this case, if–then– seems to conform to theprinciple (at least, no counterexamples have come to anyone’s mind). So, weare pleased to record the following fact, which you can easily demonstrate.
 (83) FACT: p→ q, p |=u q
 What happens if ϕ and ψ are logically complex? Is the argument ϕ →ψ, ϕ / ψ valid in Logicu? It turns out to depend on the choice of ϕ, ψ. We havethe following contrast.
 (84) FACT:
 (a) (p→ q) → r, p→ q |=u r
 (b) p→ (q → r), p 6|=u (q → r)
 An invalidating truth-assignment for (84)b sets p and r to T, and q to F. Thevalidity claimed in (84)a is verified by marching through the truth-assignmentsindicated in Table (23).
 31Reminder: Modus Ponens is the inference from if-ϕ-then-ψ and ϕ to ψ. The formal counter-part {ϕ→ ψ,ϕ} / ϕ was shown to be valid in standard logic. See Fact (6)a of Section 5.1.2.
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 We can think of no convincing counterexample to English translation of(84)a so we agree with Logicu that such arguments are secure (although thismay reveal no more than weakness in the authors’ imagination!). There re-mains (84)b. Is there an insecure translation of p → (q → r), p / (q → r) toEnglish? If not, Logicu is discredited as a model of if–then–.
 A non-secure translation of the argument was advanced in McGee [72]. Tounderstand his example, we must review the circumstances of the presidentialrace of 1980. It featured not one, but two Republicans. There was RonaldReagan (heavily favored) and John Anderson (not a prayer). Now consider thefollowing argument.
 (85) (a) If a Republican won then if Reagan lost then Anderson won.
 (b) A Republican won.
 (c) Therefore: If Reagan lost then Anderson won.
 Here, the variables in (84)b have been replaced thusly:
 p : A Republican wonq : Reagan lostr : Anderson won
 Many people have the intuition that (85)a,b came true at the close of polling,and (85)c did not. The example has nonetheless divided opinion.32 For ourpart, we believe that McGee’s example justifies Fact (84)b since the argumenthe presents is not secure. In support of this conclusion, let us consider a vari-ant of McGee’s example, one without the embedded if–then– (which might besuspected of clouding our intuitions).
 (86) (a) If a Republican won and Reagan lost then Anderson won.
 (b) A Republican won.
 (c) Therefore: If Reagan lost then Anderson won.32Lycan [69, p. 67] agrees that it is a counterexample to modus ponens whereas McDermott
 [71, p. 33], to the contrary, thinks the argument is valid.
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 Once again, the premises (86)a,b both seem true whereas the conclusion doesnot. Now, (86)a appears to express just what (85)a expresses, and otherwise theargument (86) is the same as (85). So, the judgment of nonsecurity concerning(86) reinforces our conviction that (85) is also insecure. Of course, this is goodnews for Logicu in light of Fact (84)b. Moreover, the apparent equivalence of(86)a and (85)a is another feather in the cap of Logicu since we have:
 (87) FACT: In Logicu, p→ (q → r) is logically equivalent to (p ∧ q) → r.
 More on negating conditionals. What’s your view of the following argu-ments?
 (88) (a) It’s not the case that if Britney Spears was born in 1900 then shehas been straight with the public about her age. Therefore, if Brit-ney Spears was born in 1900 then she has not been straight withthe public about her age.
 (b) If Britney Spears was born in 1900 then she has not been straightwith the public about her age. Therefore, it’s not the case that ifBritney Spears was born in 1900 then she has been straight withthe public about her age.
 If you’re like us, you think they are both secure. So, you’ll be pleased with thefollowing fact, easily verified via Table (23).
 (89) FACT: In Logicu, ¬(p→ q) and p→ ¬q are logically equivalent.
 Of course, the equivalence does not hold in standard logic. Whereas ¬(p→ q) |=p→ ¬q, the reverse implication is false.
 Other nice facts. Before turning to some bad news, let us record a variety ofother reassuring facts about Logicu. Each of the implications that appear in thefollowing table strike us as corresponding to secure arguments in English, orelse correspond to arguments that are too strange to engender much intuition
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 either way. Similarly, the nonimplications seem to translate into argumentsthat are not secure, or at least not clearly secure. We hope you see things thesame way.
 (90)
 (p ∨ q) → r, p |=u r (p ∧ q) → r, p 6|=u r
 p→ (q ∧ r), p |=u q p→ (q ∨ r), p 6|=u q
 ¬(p ∨ q) |=u ¬p ∧ ¬q ¬p ∧ ¬q |=u ¬(p ∨ q)¬(p ∧ q) |=u ¬p ∨ ¬q ¬p ∨ ¬q |=u ¬(p ∧ q)p ∧ (q ∨ r) |=u (p ∧ q) ∨ (p ∧ r) (p ∧ q) ∨ (p ∧ r) |=u p ∧ (q ∨ r)p ∨ (q ∧ r) |=u (p ∨ q) ∧ (p ∨ r) (p ∨ q) ∧ (p ∨ r) |=u p ∨ (q ∧ r)p, q |=u p ∧ q p ∧ q |=u p
 q 6|=u p→ q ¬p 6|=u p→ q
 p ∧ ¬p |=u q ¬(p→ p) 6|=u q
 q |=u p ∨ ¬p q 6|=u p→ p
 p |=u p ∨ q p→ q 6|=u q → p
 p ∨ q,¬p |=u q (p ∧ q) ∨ (p ∧ ¬q) |=u p
 p→ (q ∧ ¬q) |=u ¬p (p ∨ ¬p) → q |=u q
 (91) EXERCISE: Demonstrate the claims in Table (90). Which correspond tostandard logic? Do they support or infirm Logicu as a theory of Englishindicative conditionals?
 10.5 Some problematic cases
 We’d love to tell you that Logicu solves the problem of indicative conditionalsin natural language. If such were the case, the present authors would alreadybe rich and famous (so wouldn’t have bothered to write this book). Alas, Logicu
 has some noteworthy defects. Let us face the awful truth.
 10.5.1 Inferences from true conditionals
 We start with good news. Logicu avoids validating the following suspiciousarguments.
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 (92) FACT:
 (a) p→ q 6|=u p
 (b) p→ q 6|=u q
 To verify (92), suppose in each case that p and q are false. Then each conclusionis false yet the common premise is undefined; such a transition from premiseto conclusion yields invalidity in Logicu. It follows that Logicu avoids declaringsecure the inferences from
 (93) If dinosaurs invaded Central Park last night then there were a lot ofsurprised New Yorkers this morning.
 to either:
 (94) (a) Dinosaurs invaded Central Park last night.
 (b) There were a lot of surprised New Yorkers this morning.
 Fact (92) is thus reassuring, but it masks a less intuitive feature of ourtheory. In Logicu, the truth of p → q guarantees the truth of p and of q. This isan immediate consequence of the truth table (23) of Section 10.2.1, above. So itlooks as if Logicu is committed, after all, to the security of the argument fromif-p-then-q to p (and to q) — except that the premise of the argument must makeit clear that if-p-then-q is true, not merely non-false. Yet let us argue in favor ofthis consequence of Logicu, which we acknowledge is unpalatable at first sight.
 If the truth of if-p-then-q does not guarantee the truth of p then there mustbe cases in which if-p-then-q is true despite the falsity of p. Imagine, for ex-ample, that (93) is true but (94)a is false. To declare (93) true in these cir-cumstances, however, is to say something like: conditions were right for a lotof New Yorkers to be surprised this morning if (contrary to fact) Dinosaursinvaded Central Park last night. But to affirm that conditions were right inthis sense is to take a stand on many issues not evoked by the sentence. Forexample, it would be required that:
 (a) many New Yorkers were in or near Central Park this morning,
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 (b) the mayor did not issue a dino-alert the day before (in which case NewYorkers would not be surprised),
 (c) dinosaur invasions of Central Park are rare events (ditto),
 and so forth. A well known theory claims that all (or many) such matters areindeed posed and resolved in determining the truth value of subjunctive con-ditionals.33 But as discussed in Section 8.2, indicative conditionals are impor-tantly different from the subjunctive kind. We think it plausible that indicativeconditionals don’t evoke counterfactual possibilities (as subjunctive condition-als clearly do). Thus, when the left hand side is false, the truth of an indicativeconditional does not hinge on a myriad of implicit facts, as above. Rather, itsimply becomes impossible to evaluate the whole.
 In support of this intuition, we have already cited (in Section 10.2.2) theexperimental study by Philip Johnson-Laird [55]. We therefore think thatif-p-then-q can’t be true unless p is, hence that the truth of if-p-then-q guar-antees the truth of p. It follows that the truth of if-p-then-q also guaranteesthat of q, by Modus Ponens. As discussed in Section 10.4.3, Modus Ponens canbe challenged when ϕ or ψ are logically complex sentences, e.g., themselvesinvolving conditionals. But here we’re concerned just with the case in whichboth ϕ and ψ are variables, and Modus Ponens seems reliable in such circum-stances. Let us summarize the fact about Logicu that prompted the precedingdiscussion.
 (95) FACT: In Logicu, for every truth-assignment α, if α ∈ [p→ q]t then
 (a) α ∈ [p]t, and
 (b) α ∈ [q]t.
 Fact (95) seems to leave us endorsing inferences like the following.
 (96) PREMISE: It is true that if dinosaurs invaded Central Park last nightthen there were a lot of surprised New Yorkers this morning.
 CONCLUSION: It is true that dinosaurs invaded Central Park last night.33See [93, 66].

Page 308
                        

302 CHAPTER 10. A THEORY OF INDICATIVE CONDITIONALS
 Doesn’t the unacceptability of (96), despite all we have said, count againstLogicu as a model of indicative conditionals? We think not. Logicu only makesclaims about statements that can be naturally translated into L. The connec-tives of L represent various uses of “and,” “if . . . then . . . ,” and so forth. Butnothing in L corresponds to the English expression It is true that. Certainly, ¬does not represent this expression; and ¬ is the only candidate for the job in Lsince it is the only unary connective. (Like ¬, “It is true that” attaches to justone sentence at a time.) Hence, the premises and conclusion of (96) cannot benaturally translated into L in the sense discussed in Section 10.4.1. It followsthat Logicu makes no claim about (96).
 Still not convinced? Then let us play our last card. It turns out that Logicu
 offers a neat explanation why you might still be tempted to reject the argu-ment (96). By Fact (67), the assertibility of the premise of (96) is the condi-tional probability that New Yorkers will be surprised assuming that dinosaursinvade Central Park. Surely you think that this probability is close to one.On the other hand, the assertibility of the conclusion of (96) corresponds tothe probability that dinosaurs invade Central Park, which is no doubt closeto zero in your opinion. The difference in the two assertibilities suggests thatthe perceived non-security of (96) is an illusion based on confusing assertibilityfor probability of truth. According to Logicu, when conditionals are involved,assertibility is not the same thing as probability of truth. Despite its high as-sertibility, the probability is quite low that the premise of (96) is true (since theleft hand side of the conditional is so likely to be false). The argument seemsdubious only because you’ve let assertibility masquerade as the truth of “if di-nosaurs invaded Central Park last night then there were a lot of surprised NewYorkers this morning.” Why might you have made this mistake? It’s becauseassertibility and probability-of-true do line up for many sentences, namely, thenonconditional ones.
 Our first “problem” for Logicu thus seems like a dud. The next is moreworrisome.
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 10.5.2 Conjunction
 One of the most fundamental inferences is from the premises p, q to the conclu-sion p∧ q. So we may breathe a sigh of relief that p, q |=u p∧ q. But now observethe following calamity.
 (97) FACT: p, q → r 6|=u p ∧ (q → r). Thus, it is not generally true thatϕ, ψ |=u ϕ ∧ ψ.
 A partially invalidating truth-assignment for the argument p, q → r / p∧(q → r)
 assigns truth to p and r, and falsity to q. The conclusion is thus undefined[according to Table (21)] yet one premise is true and the other undefined. ByDefinition (47), this is enough to show p, q → r 6|=u p∧(q → r). There is a generallesson to be learned here. A claim like ϕ, ψ |=u ϕ ∧ ψ, written in Greek letters,cannot be inferred from substituting variables for the Greek, as in p ∧ (q → r).For Greek letters include the possibility of conditionals, which are undefinedon some truth-assignments whereas variables are never undefined.
 What’s calamitous about (97) is that it predicts the existence of a non-secureEnglish argument that is naturally translated into p, q → r / p∧(q → r). Absentsuch an argument, Logicu falls short of Criterion (64), discussed in Section10.4.1. And the argument does indeed seem to be absent; at least, our ownfrantic search has failed to reveal one.
 Once a defect as fundamental as (97) shows up, you can be sure that otherdifficulties are lurking nearby. We were pleased by Fact (72), above, statingthat → is not transitive in Logicu. But this turns out to be the case only if wedon’t conjoin the premises in the argument p → q, q → r / p → r. In otherwords:
 (98) FACT: (p→ q) ∧ (q → r) |=u p→ r even though p→ q, q → r 6|=u p→ r.
 The validity in Logicu of (p → q) ∧ (q → r) / p → r derives from the interactionof our truth-tables for ∧ and → in Logicu [see (21) and (23)]. If a truth-assign-ment leaves the conclusion of (p→ q) ∧ (q → r) / p→ r undefined then it mustleave the first conjunct of the premise undefined, hence the entire conjunction
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 undefined; and if a truth-assignment makes the conclusion false then it mustmake r false, hence make one of the two conjuncts false (and thus the entireconjunction false).
 The same problem besets other arguments that we want Logicu to declareinvalid. Thus, Example (85) in Section 10.4.3 motivates the invalidity of p →(q → r), p / (q → r) [see Fact (84)b]. Yet conjoining the premises yields the valid(p→ (q → r)) ∧ p / (q → r) (as you can verify).
 Before contemplating potential solutions to our woes, let us note that theyextend to disjunction because of the logical equivalence in Logicu of (p ∧ q) and¬(¬p∨¬q) (easily checked). Thus, from Fact (97) we also derive the unpalatable:
 (99) FACT: p, q → r 6|=u ¬(¬p ∨ ¬(q → r)). Thus, it is not generally true thatϕ, ψ |=u ¬(¬ϕ ∨ ¬ψ).
 (100) EXERCISE: Does ϕ ∧ ψ |=u ϕ hold?
 10.6 Can our theory be repaired?
 10.6.1 A new logic
 The difficulties described in Section 10.5.2 suggest revision of Tables (21) and(22) for conjunction and disjunction in Logicu. Suppose that truth-assignmentα makes χ true but leaves ψ undefined. Then according to Logicu, α also leavesthe conjunction χ ∧ ψ undefined. This is because if ever α were to be defined onψ, the truth value of χ∧ψ would depend on whether α(ψ) were true or false. Incontrast, if α makes χ false (but still leaves ψ undefined) then α makes χ ∧ ψfalse. This is because even if α were ever defined on ψ, α would assign falsity toχ ∧ ψ. Such is the idea behind Definition (19) (See Section 10.2.1).
 Now that things are turning out badly for Logicu, the time has come to heapabuse on this idea. (We didn’t dare do so while Logicu looked like a winner.)What on earth does it mean to contemplate the possibility that α might oneday be defined on ψ even though today it is not? Whether α is defined on ψ is

Page 311
                        

10.6. CAN OUR THEORY BE REPAIRED? 305
 an (eternal) mathematical fact, not the kind of thing that changes. Compare:“2/(32 − 9) is undefined but if ever 32 were to equal 10 then 2/(32 − 9) wouldequal 2.” Rather than defending such discourse, let us try a different rationalefor assigning truth values to conjunctions.
 Suppose as before that α makes χ true but leaves ψ undefined. Then wemight say:
 “It makes no sense waiting around for α to be defined on ψ; it justisn’t and never will be. So let’s work with what we have in hand. Theconjunction χ ∧ ψ offers just one conjunct with defined truth-value,and the value is T. Since this is the only indication of truth-valuethat we have, we’ll generalize it to the whole conjunction, declaringα to make the conjunction T as well.”
 In the same way, if α makes χ false (still leaving ψ undefined) then α shoulddecide about χ ∧ ψ using just χ, which points to F for the conjunction. Finally,if α is undefined on both χ and ψ then α has no information to guide it, so mustleave χ ∧ ψ undefined. The upshot of this reasoning is a new truth table forconjunction, as follows. It differs from Table (21) just in rows 3 and 4.
 (101) YET ANOTHER TABLE FOR CONJUNCTION:
 χ∧ψT T TT F FT T UU T TU F FUUUF F TF F FF F U
 The same reasoning applies to disjunction. Suppose that α is defined on χ
 but not on ψ. Then α should treat χ ∨ ψ according to the sole disjunct in play,assigning T to the disjunction if T was assigned to χ and F otherwise. We thus
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 obtain the following, new truth table for disjunction. It differs from Table (22)in rows 5 and 8.34
 (102) YET ANOTHER TABLE FOR DISJUNCTION:
 χ∨ψT T TT T FT T UU T TU F FUUUF T TF F FF F U
 The foregoing tables are the sole modifications we propose for our theory.The balance of Definition (19) is unchanged, as is Definition (45) of “partiallyinvalidating” truth-assignment, and Definition (47) of validity. The replacedclauses of Definition (19) conform to Tables (101) and (102), hence read as fol-lows.
 (103) DEFINITION: Suppose that a truth-assignment α and a formula ϕ aregiven, where ϕ is either a conjunction or a disjunction.
 (c) Suppose that ϕ is the conjunction χ ∧ ψ. Then α(ϕ) = T just in case(a) α(χ) = T and α(ψ) = T, (b) α(χ) = T and α(ψ) is undefined, or (c)α(χ) is undefined and α(ψ) = T. If either α(χ) = F or α(ψ) = F, thenα(ϕ) = F. In the one other case, α(ϕ) is not defined.
 (d) Suppose that ϕ is the disjunction χ ∨ ψ. Then α(ϕ) = F just in case(a) α(χ) = F and α(ψ) = F, (b) α(χ) = F and α(ψ) is undefined, or (c)α(χ) is undefined and α(ψ) = F. If either α(χ) = T or α(ψ = T, thenα(ϕ) = T. In the one other case, α(ϕ) is not defined.
 For the revised system, let us use the exciting new name Logicu. (The place-ment of the u suggests that Logicu has the upper hand on Logicu.) Of course,we’ll need to supplement Convention (40) with this one:
 34The new tables for conjunction and disjunction are foreseen in McDermott [71, p. 5] asvariants of the original tables, representing aspects of the usage of “and” and “or” in English.
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 (104) CONVENTION: The use of |= presupposes Standard Logic, with truth-values always defined to be either T or F. The use of |=u presupposesLogicu, with the possibility of undefined truth-values.
 So now we have a new logic, based on a new idea about conjunction anddisjunction. Does it resolve the problems that plague Logicu?
 (105) EXERCISE: Show that:
 (a) Both p→ (p ∨ q) and ¬p→ (¬p ∨ q) are tautologies in Logicu.
 (b) Both p→ (p ∨ q) and ¬p→ (¬p ∨ q) are tautologies in Logicu.
 (c) The conjunction of p → (p ∨ q) and ¬p → (¬p ∨ q) is not a tautologyin Logicu.
 (d) The conjunction of p → (p ∨ q) and ¬p → (¬p ∨ q) is a tautology inLogicu.
 More generally, show that the set of tautologies in Logicu is closed underconjunction, that is, if ϕ, ψ ∈ L are Logicu tautologies then so is ϕ∧ψ. Dothese facts point to an advantage of Logicu over Logicu? (This exercise isderived from a discussion in Edgington [28].)
 10.6.2 Evaluating the modified system
 The answer is that Logicu gives the right answer where Logicu erred but Logicu
 makes a few new mistakes. Let’s consider the good news first.
 Recall from Fact (97) that p, q → r 6|=u p ∧ (q → r), so it it not generally truethat ϕ, ψ |=u ϕ ∧ ψ. In contrast:
 (106) FACT: p, q → r |=u p ∧ (q → r). More generally, ϕ, ψ |=u ϕ ∧ ψ.
 As a consequence, Logicu offers the same judgment about the transitivity of →whether or not the premises are conjoined. That is:
 (107) FACT: (p→ q) ∧ (q → r) 6|=u p→ r, just as p→ q, q → r 6|=u p→ r.
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 Similarly, we get the same (desired) answer about Example (85) in Section10.4.3. In Logicu, both p → (q → r), p / (q → r) and (p → (q → r)) ∧ p / (q → r)
 are invalid (as you can verify).
 The other nice consequences of Logicu explained in Section 10.4.3 are alsopreserved in Logicu. Parallel to the facts seen earlier, we have:
 (108) FACT:
 (a) p→ q 6|=u (p ∧ r) → q.
 (b) ¬(p→ q) 6|=u p
 (c) p→ q 6|=u ¬q → ¬p.
 (d) {p→ q,¬q} |=u ¬p.
 (e) {p→ q, p} |=u q
 (f) (p→ q) → r, p→ q |=u r
 (g) In Logicu, ¬(p→ q) and p→ ¬q are logically equivalent.
 As a bonus, (p → q) ∨ (q → p) is not a tautology in Logicu; it is falsified byassigning T to p and F to q. [Compare Fact (76).]
 Since disjunction was modified in Table (102) just as conjunction was modi-fied in Table (101), the two connectives are harmoniously related in Logicu, justas before. Thus, we have the following contrast to Fact (99).
 (109) FACT: p, q → r |=u ¬(¬p ∨ ¬(q → r)). It is generally the case thatϕ, ψ |=u ¬(¬ϕ ∨ ¬ψ).
 Finally, we claim (without presenting the tedious proofs) that all the nicefacts cited in Table (90) for Logicu remain true for Logicu. That is:
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 (110)
 (p ∨ q) → r, p |=u r (p ∧ q) → r, p 6|=u r
 p→ (q ∧ r), p |=u q p→ (q ∨ r), p 6|=u q
 ¬(p ∨ q) |=u ¬p ∧ ¬q ¬p ∧ ¬q |=u ¬(p ∨ q)¬(p ∧ q) |=u ¬p ∨ ¬q ¬p ∨ ¬q |=u ¬(p ∧ q)p ∧ (q ∨ r) |=u (p ∧ q) ∨ (p ∧ r) (p ∧ q) ∨ (p ∧ r) |=u p ∧ (q ∨ r)p ∨ (q ∧ r) |=u (p ∨ q) ∧ (p ∨ r) (p ∨ q) ∧ (p ∨ r) |=u p ∨ (q ∧ r)p, q |=u p ∧ q p ∧ q |=u p
 q 6|=u p→ q ¬p 6|=u p→ q
 p ∧ ¬p |=u q ¬(p→ p) 6|=u q
 q |=u p ∨ ¬p q 6|=u p→ p
 p |=u p ∨ q p→ q 6|=u q → p
 p ∨ q,¬p |=u q (p ∧ q) ∨ (p ∧ ¬q) |=u p
 p→ (q ∧ ¬q) |=u ¬p (p ∨ ¬p) → q |=u q
 So that’s the good news about Logicu. Now here’s the bad news.
 (111) FACT:
 (a) p ∧ (q → r) 6|=u q → r. Thus, it is not generally true that χ ∧ ψ |=u ψ.
 (b) p→ q 6|=u r ∨ (p→ q). Thus, it is not generally true that χ |=u ψ ∨ χ.
 To verify (111)a, suppose that truth-assignment α makes p, r true and q false.Then α is undefined on q → r, and makes p∧(q → r) true; α is therefore partiallyinvalidating for p ∧ (q → r) / q → r. To verify (111)b, suppose that truth-assignment β makes p, q, r false. Then β is undefined on p → q, and makesr∨(p→ q) false; true; β is therefore partially invalidating for p→ q / r∨(p→ q).These results are unwelcome if you accept the security of arguments like thefollowing.
 (112) (a) Robins are birds, and if grass is red then it is also blue. Therefore,if grass is red then it is also blue.
 (b) If grass is red then it is also blue. Therefore, either lions are fish orif grass is red then it is also blue.

Page 316
                        

310 CHAPTER 10. A THEORY OF INDICATIVE CONDITIONALS
 Sometimes we can almost reconcile ourselves to rejecting the security of (112)a,b.This attitude rests on the observation that reasoning to or from conditionalswith false left hand side is apt to be confusing. Mostly, however, we regret Fact(111), and suspect that it signals a telling defect in Logicu. This difficulty ap-pears to stem from the idea of a partially invalidating truth-assignment, andits role in defining validity.35 Only these ideas are responsible for the following,depressing observation.
 (113) FACT: p, q → r 6|=u q → r. Hence, ϕ, ψ |=u ψ is not generally true.Likewise, in Logicu, ϕ, ψ |=u ψ is not generally true
 This last disaster might be addressed with a (yet) more complicated definitionof validity. It would go something like this.
 (114) DEFINITION: The argument ϕ1 · · ·ϕn / ψ is valid in the subset sense justin case there is some subset S of {ϕ1 · · ·ϕn} such that S / ψ is valid in theoriginal sense of Definition (47) — that is, such that there is no partiallyinvalidating truth-assignment for S / ψ.
 Then we get:
 (115) FACT: In both Logicu and Logicu, the argument ϕ, ψ / ψ is valid in thesubset sense.
 But Definition (114) does not address the problem embodied in Fact (111). Andno easy fix comes to mind.
 (116) EXERCISE: As in Exercise (105), let ϕ, ψ ∈ L be p → (p ∨ q) and ¬p →(¬p ∨ q), respectively. Show that ϕ ∧ ψ 6|=u ϕ. This is another illustrationof the difficulty signaled in (111)a.
 35See Definitions (45) and (47), and remember that they have been transported intact fromLogicu to Logicu.
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 10.7 Fare thee well
 What now? It seems that the options are as follows.
 (a) We can fiddle some more with the truth-tables and the definition of par-tially invalidating truth-assignment, hoping to find some combinationthat gets everything right. This option retains our judgments about whichEnglish arguments are secure or not, and tries to adjust the relation ofvalidity accordingly.
 (b) We can search for reasons to change our minds about what we take to besecure and non-secure arguments in English. This option tries to alterwhat counts as the “correct” concept of validity in our logic.
 (c) We can become more modest in our aspirations and exclude from con-sideration most contexts involving embedded conditionals. Specifically,we might only allow embedding within the two contexts ¬(ϕ → ψ) andϕ → (ψ → θ). The first would be treated as equivalent to the non-embedded conditional ϕ→ ¬ψ and the latter as equivalent to (ϕ∧ψ) → θ.This option is motivated by the fact that all the problems for Logicu andLogicu involve embedded conditionals.36
 (d) We can pursue an entirely different approach to understanding indicativeconditionals in English, perhaps one that is not truth functional. As dis-cussed in Section 10.2.4, Logicu is truth functional, and the same can besaid of Logicu. One family of approaches along this line considers differentkinds of semantic evaluation (as in Lycan [69] or Stalnaker [93, Ch. 7]).Another focuses exclusively on assertibility and does not assign semanticvalues.
 (e) Another approach is to explore the idea (introduced in Section 10.1.1) thatif–then– does not function as a connective in English, at least, not like theconnectives “and” and “or.” On this view, an if–then– sentence does notmake an unqualified assertion, but rather makes a conditional assertionof the right hand side provided that the left hand side turns out to be true.
 36Approaches to conditionals that limit embedding are developed in [4] and [73].
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 If the left hand side turns out to be false, nothing has been asserted. (Thisidea was advanced by Quine [82, p. 21].)
 You can think of (a) as finding a better solution to the original problem, pre-serving the original constraints and the data. Option (b) changes the data butkeeps the problem and constraints. Option (c) changes the problem by limit-ing it, while Option (d) modifies the constraints on a solution. Option (e) alsoseems to modify the constraints on a solution to the problem.
 For our part, we have pursued (a) rather systematically, without doing bet-ter than Logicu and Logicu.37 We remain open-minded about (b) but have yet tobe moved from the judgments presented in this book. Option (c) seems to sur-render too much territory to the enemy. Option (e) makes it hard to understandembedded conditionals, like:
 If if the bulb is planted, it will become a tulip, then if the acorn isplanted, it will become a mighty oak.
 There remains (d), which leads to the thought that indicative conditionals inEnglish might not be cleanly separable from subjunctive conditionals — despiteour attempt to so separate them in Section 8.2.38
 And now, dear friends, having presented some options for further investi-gation, we must take our leave. It’s been a great pleasure exploring with youthe issues surrounding the relation between formal logic and natural language.We hope that the interest and complexity of these matters has been renderedvivid by the preceding ten chapters. If just this much has been accomplishedthen the present authors will feel their labor to be amply rewarded.
 37In particular, we’re not favorable to the de Finetti/McDermott tables for → because theyvalidate transitivity along with the arguments r / p → q) → p and r / p → q) → q. Englishcounterparts of the latter strike us as strange (examples left for you!). You’ve already seen ourobjection to transitivity.
 38Nontruth functional accounts of conditionals include [25], and those discussed in [45, 78],and [69, 10].
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