

    

        


        
        
                        
                
            
                    


        
            	
                    Rapport Rodrigo
                
	
                    
                        Home
                    
                
	
                    
                        Comments
                    
                


        


        
    
    

    
        
            
                
                    
                                                    
    
        

        


        
            U.S. copyright law (title 17 of U.S. code) governs the reproduction and redistribution of copyrighted material. 
        

    





                                            

                

            

        


        
            
                
                
                
            

            
                

                

                
                    
                     Match case
                     Limit results 1 per page
                    

                    
                    

                

            

        
    


    
        
                            
                    


        

            
                
                    

                    
                    
                

                
                    
                    1

30
                    
                

                
                    
                    100%
Actual Size
Fit Width
Fit Height
Fit Page
Automatic


                    
                


                
                
                    
                    Embed
                
                
            


        

        

    




        

            

        
            
                
                    
                        
                            Home
                        

                        
                                            


                    
                        Rumelhart&McClelland 1986 PastTense Article

                        Jan 12, 2016

                        
                                                                                        Download
                                                        Report
                        


                        
                            Category:
                            
                                Documents
                            

                        


                                                    
                                Author:
                                Rapport Rodrigo
                            

                        

                                                    
                                Description:
                            

                            
                                PARALLEL DISTRIBUTED
PROCESSING
Explorations   in   the   Microstructure
of   Cognition
Volume   2:  Psychological   and   Biological   Models
                            

                        

                                                    
                                Tags:
                                
                                    importance of rules
knowsuch rules
systems of rules
david e
mcclelland david
aspects of language
rabin david zipsermichael
human information processing

                                

                            

                        
                    



                    

                                    

            




            
                
                    
                                                    Welcome
                        
                                                    
                                Comments
                            
                        
                                            




                                            
                            Welcome message from author

                            This document is posted to help you gain knowledge. Please leave a comment to let me know what you think about it! Share it to your friends and learn new things together.
                        

                    

                                            
                                                            
                            
                            

                        

                    

                                    

            

        


                    
                
                    
                        Transcript

                        
                            Page 1
                        

U.S. copyright law(title 17 of U.S. code)governs the reproductionand redistribution ofcopyrighted material.

Page 2
                        

e 1986 by The Massachusetts Institute of Technology
 All rights reserved. No part of this book may be reproducedin any form by any electronic or mechanical means (includingphotocopying, recording, or information storage andretrieval) without permission in writing from the publisher.
 Printed and bound in the United States of America
 Library of Congress Cataloging-in-Publication Data
 Rumelhart, David E.Parallel distributed processing.
 (Computational models of cognition and perception)Vol. 2 by James L. McClelland, David E. Rumelhart,
 and the PDP Research Group.“A Bradford book.”Includes bibliographies and indexes.Contents: v. 1. Foundations - v. 2. Psychological
 and biological models.1. Human information processing. 2. Cognition.
 I. McClelland, James L. Il. University of California,San Diego. PDP Research Group. III. Title. IV. Series.BF455 .R853 1986 153 U-24073ISBN o-262-18120-7 (v. 1)
 O-262-13218-4 (v. 2)O-262-18123-1 (set)
 PARALLEL DISTRIBUTEDPROCESSING
 Explorations in the Microstructureof Cognition
 Volume 2: Psychological and Biological Models
 James L. McClelland David E. Rumelhartand the PDP Research Group
 Chisato Asanuma Alan H. Kawamoto Paul SmolenskyFrancis H. C. Crick Paul W. Munro Gregory 0. StoneJeffrey L. Elman Donald A. Norman Ronald J. WilliamsGeoffrey E. Hinton Daniel E. Rabin David ZipserMichael I. Jordan Terrence J. Sejnowski
 Institute for Cognitive ScienceUniversity of California, San Diego
 A Bradford Book
 The MIT PressCambridge, Massachusetts
 London, England

Page 3
                        

18. LEARNING THE PAST TENSE 2 17
 CHAPTER 18
 On Learning thePast Tenses of English Verbs
 D. E. RUMELHART and J. L. MCCLELLAND
 THE ISSUE
 Scholars of language and psycholinguistics have been among the firstto stress the importance of rules in describing human behavior. Thereason for this is obvious. Many aspects of language can be character-ized by rules, and the speakers of natural languages speak the languagecorrectly. Therefore, systems of rules are useful in characterizing whatthey will and will not say. Though we all make mistakes when wespeak, we have a pretty good ear for what is right and what is wrong-and our judgments of correctness -or grammaticality-are generallyeven easier to characterize by rules than actual utterances.
 On the evidence that what we will and won’t say and what we willand won’t accept can be characterized by rules, it has been argued that,in some sense, we “know” the rules of our language. The sense inwhich we know them is not the same as the sense in which we knowsuch “rules” as “i before e except after c,” however, since we need notnecessarily be able to state the rules explicitly. We know them in a waythat allows us to use them to make judgments of grammaticality, it isoften said, or to speak and understand, but this knowledge is not in aform or location that permits it to be encoded into a communicable ver-bal statement. Because of this, this knowledge is said to be implicit.
 A slight variant of this chapter will appear in B. MacWhinney (Ed.).language acquisition Hillsdale, NJ: Erlbaum (in presy;).
 Mechanisms of
 So far there is considerable agreement. However, the exact charac-terization of implicit knowledge is a matter of great controversy. Oneview, which is perhaps extreme but is nevertheless quite clear, holdsthat the rules of language are stored in explicit form as propositions,and are used by language production, comprehension, and judgmentmechanisms. These propositions cannot be described verbally onlybecause they are sequestered in a specialized subsystem which is usedin language processing, or because they are written in a special codethat only the language processing system can understand. This view wewill call the explicit inaccessible rule view.
 On the explicit inaccessible rule view, language acquisition is thoughtof as the process of inducing rules. The language mechanisms arethought to include a subsystem- often called the language acquisitiondevice (LAD) -whose business it is to discover the rules. A consider-able amount of effort has been expended on the attempt to describehow the LAD might operate, and there are a number of different pro-posals which have been laid out. Generally, though, they share threeassumptions:
 l The mechanism hypothesizes explicit inaccessible rules.
 l Hypotheses are rejected and replaced as they prove inadequateto account for the utterances the learner hears.
 l The LAD is presumed to have innate knowledge of the possiblerange of human languages and, therefore, is presumed to con-sider only hypotheses within the constraints imposed by a set oflinguistic universals.
 The recent book by Pinker (1984) contains a state-of-the-art exampleof a model based on this approach.
 We propose an alternative to explicit inaccessible rules. We suggestthat lawful behavior and judgments may be produced by a mechanismin which there is no explicit representation of the rule. Instead, wesuggest that the mechanisms that process language and make judgmentsof grammaticality are constructed in such a way that their performanceis characterizable by rules, but that the rules themselves are not writtenin explicit form anywhere in the mechanism. An illustration of thisview, which we owe to Bates (1979)) is provided by the honeycomb.The regular structure of the honeycomb arises from the interaction offorces that wax balls exert on each other when compressed. Thehoneycomb can be described by a rule, but the mechanism which pro-duces it does not contain any statement of this rule.
 In our earlier work with the interactive activation model of word per-ception (McClelland & Rumelhart, 198 1; Rumelhart & McClelland,
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2 18 PSYCHOLOGICAL PROCESSES
 1981, 1982)) we noted that lawful behavior emerged from the interac-tions of a set of word and letter units. Each word unit stood for a par-ticular word and had connections to units for the letters of the word.There were no separate units for common letter clusters and no explicitprovision for dealing differently with orthographically regular lettersequences-strings that accorded with the rules of English-as opposedto irregular sequences. Yet the model did behave differently withorthographically regular nonwords than it behaved with words. In fact,the model simulated rather closely a number of results in the word per-ception literature relating to the finding that subjects perceive letters inorthographically regular letter strings more accurately than they per-ceive letters in irregular, random letter strings. Thus, the behavior ofthe model was lawful even though it contained no explicit rules.
 It should be said that the pattern of perceptual facilitation shown bythe model did not correspond exactly to any system of orthographicrules that we know of. The model produced as much facilitation, forexample, for special nonwords like SLNT, which are clearly irregular, asit did for matched regular nonwords like SLET. Thus, it is not correctto say that the model exactly mimicked the behavior we would expectto emerge from a system which makes use of explicit orthographicrules. However, neither do human subjects. Just like the model, theyshowed equal facilitation for vowelless strings like SLNT as for regularnonwords like SLET. Thus, human perceptual performance seems, inthis case at least, to be characterized only approximately by rules.
 Some people have been tempted to argue that the behavior of themodel shows that we can do without linguistic rules. We prefer, how-ever, to put the matter in a slightly different light. There is no denyingthat rules still provide a fairly close characterization of the performanceof our subjects. And we have no doubt that rules are even more usefulin characterizations of sentence production, comprehension, and gram-maticality judgments. We would only suggest that parallel distributedprocessing models may provide a mechanism sufficient to capture law-ful behavior, without requiring the postulation of explicit but inaccessi-ble rules. Put succinctly, our claim is that PDP models provide analternative to the explicit but inaccessible rules account of implicitknowledge of rules.
 We can anticipate two kinds of arguments against this kind of claim.The first kind would claim that although certain types of rule-guidedbehavior might emerge from PDP models, the models simply lack thecomputational power needed to carry out certain types of operationswhich can be easily handled by a system using explicit rules. Webelieve that this argument is simply mistaken. We discuss the issue ofcomputational power of PDP models in Chapter 4. Some applicationsof PDP models to sentence processing are described in Chapter 19.
 18. LEARNING THE PAST TENSE 219
 The second kind of argument would be that the details of languagebehavior, and, indeed, the details of the language acquisition process,would provide unequivocal evidence in favor of a system of explicitrules.
 It is this latter kind of argument we wish to address in the presentchapter. We have selected a phenomenon that is often thought of asdemonstrating the acquisition of a linguistic rule. And we havedeveloped a parallel distributed processing model that learns in anatural way to behave in accordance with the rule, mimicking the gen-eral trends seen in the acquisition data.
 THE PHENCMENON
 The phenomenon we wish to account for is actually a sequence ofthree stages in the acquisition of the use of past tense by children learn-ing English as their native tongue. Descriptions of development of theuse of the past tense may be found in Brown (1973)) Ervin (1964)) andKuczaj (1977).
 In Stage 1, children use only a small number of verbs in the pasttense. Such verbs tend to be very high-frequency words, and themajority of these are irregular. At this stage, children tend to get thepast tenses of these words correct if they use the past tense at all. Forexample, a child’s lexicon of past-tense words at this stage might con-sist of came, got, gave, looked, needed, took, and went. Of these sevenverbs, only two are regular-the other five are generally idiosyncraticexamples of irregular verbs. In this stage, there is no evidence of theuse of the rule-it appears that children simply know a small number ofseparate items.
 In Stage 2, evidence of implicit knowledge of a linguistic ruleemerges. At this stage, children use a much larger number of verbs inthe past tense. These verbs include a few more irregular items, but itturns out that the majority of the words at this stage are examples ofthe regular past tense in English. Some examples are wiped and pulled.
 The evidence that the Stage 2 child actually has a linguistic rulecomes not from the mere fact that he or she knows a number of regu-lar forms. There are two additional and crucial facts:
 l The child can now generate a past tense for an invented word.For example, Berko (1958) has shown that if children can beconvinced to use rick to describe an action, they will tend to sayricked when the occasion arises to use the word in the pasttense.
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220 PSYCHOLOGICAL PROCESSES 18. LEARNING THE PAST TENSE 221
 l Children now incorrectly supply regular past-tense endings forwords which they used correctly in Stage 1. These errors mayinvolve either adding ed to the root as in corned /k*md/, oradding ed to the irregular past tense form as in camed /kAmd/l(Ervin, 1964; Kuczaj, 1977).
 TABLE 1
 CHARACTERISTICS OF THE THREE STAGESOF PAST TENSE ACQUISITION
 Verb Type Stage 1 Stage 2 Stage 3
 Such findings have been taken as fairly strong support for the asser-tion that the child at this stage has acquired the past-tense “rule.” Toquote Berko (1958):
 Early Verbs Correct Regularized CorrectRegular -O t h e r I r r e g u l a r -Novel -
 Correct CorrectRegularized Correct or RegularizedRegularized Regularized
 If a child knows that the plural of witch is witches, he may sim-ply have memorized the plural form. If, however, he tells usthat the plural of gutch is gutches, we have evidence that heactually knows, albeit unconsciously, one of those rules whichthe descriptive linguist, too, would set forth in his grammar.(P. 151)
 In Stage 3, the regular and irregular forms coexist. That is, childrenhave regained the use of the correct irregular forms of the past tense,while they continue to apply the regular form to new words they learn.Regularizations persist into adulthood-in fact, there is a class of wordsfor which either a regular or an irregular version are both consideredacceptable-but for the commonest irregulars such as those the childacquired first, they tend to be rather rare. At this stage there are someclusters of exceptions to the basic, regular past-tense pattern of English.Each cluster includes a number of words that undergo identical changesfrom the present to the past tense. For example, there is a ing/angcluster, an ing/ung cluster, an eet/it cluster, etc. There is also a groupof words ending in /d/ or /t/ for which the present and past areidentical.
 Table 1 summarizes the major characteristics of the three stages.
 Variability and Gradualness
 The characterization of past-tense acquisition as a sequence of threestages is somewhat misleading. It may suggest that the stages areclearly demarcated and that performance in each stage is sharply dis-tinguished from performance in other stages.
 t The notation of phonemes used in this chapter is somewhat nonstandard. It isderived from the computer-readable dictionary containing phonetic transcriptions of theverbs used in the simulations. A key is given in Table 5.
 In fact, the acquisition process is quite gradual. Little detailed dataexists on the transition from Stage 1 to Stage 2, but the transition fromStage 2 to Stage 3 is quite protracted and extends over several years(Kuczaj, 1977). Further, performance in Stage 2 is extremely variable.Correct use of irregular forms is never completely absent, and the samechild may be observed to use the correct past of an irregular, thebase+ed form, and the past+ed form, within the same conversation.
 Other Facts About Past-Tense Acquisition
 Beyond these points, there is now considerable data on the detailedtypes of errors children make throughout the acquisition process, bothfrom Kuczaj (1977) and more recently from Bybee and Slobin (1982).We will consider aspects of these findings in more detail below. Fornow, we mention one intriguing fact: According to Kuczaj (1977),there is an interesting difference in the errors children make to irregu-lar verbs at different points in Stage 2. Early on, regularizations aretypically of the base+ed form, like goed; later on, there is a largeincrease in the frequency of past+ed errors, such as wented.
 THE MODEL
 The goal of our simulation of the acquisition of past tense was tosimulate the three-stage performance summarized in Table 1, and tosee whether we could capture other aspects of acquisition. In particu-lar, we wanted to show that the kind of gradual change characteristic ofnormal acquisition was also a characteristic of our distributed model,and we wanted to see whether the model would capture detailed aspects
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222 PSYCHOLOGICAL PROCESSES 18. LEARNING THE PAST TENSE 223
 of the phenomenon, such as the change in error type in later phases ofdevelopment and the change in differences in error patterns observedfor different types of words.
 We were not prepared to produce a full-blown language processorthat would learn the past tense from full sentences heard in everydayexperience. Rather, we have explored a very simple past-tense learningenvironment designed to capture the essential characteristics necessaryto produce the three stages of acquisition. In this environment, themodel is presented, as learning experiences, with pairs of inputs-onecapturing the phonological structure of the root form of a word and theother capturing the phonological structure of the correct past-tense ver-sion of that word. The behavior of the model can be tested by giving itjust the root form of a word and examining what it generates as its“current guess” of the corresponding past-tense form.
 Structure of the Model
 The basic structure of the model is illustrated in Figure 1. Themodel consists of two basic parts: (a> a simple pattern associator net-work similar to those studied by Kohonen (1977; 1984; see Chapter 2)which learns the relationships between the base form and the past-tense
 FixedEncodingNetwork
 Pattern Associator Decoding/BindingModifiable Connections Network
 Phonologicalrepresentationof root form
 4Wicketfeaturerepresentation
 of root form
 4Wickelfeaturerepresentationof past tense
 Phonologicalrepresentationof past tense
 form, and (b) a decoding network that converts a featural representa-tion of the past-tense form into a phonological representation. Alllearning occurs in the pattern associator; the decoding network is sim-ply a mechanism for converting a featural representation which may bea near miss to any phonological pattern into a legitimate phonologicalrepresentation. Our primary focus here is on the pattern associator.We discuss the details of the decoding network in the Appendix.
 Units. The pattern associator contains two pools of units. One pool,called the input pool, is used to represent the input pattern correspond-ing to the root form of the verb to be learned. The other pool, calledthe output pool, is used to represent the output pattern generated bythe model as its current guess as to the past tense corresponding to theroot form represented in the inputs.
 Each unit stands for a particular feature of the input or output string.The particular features we used are important to the behavior of themodel, so they are described in a separate section below.
 Connections. The pattern associator contains a modifiable connec-tion linking each input unit to each output unit. Initially, these connec-tions are all set to 0 so that there is no influence of the input units onthe output units. Learning, as in other PDP models described in thisbook, involves modification of the strengths of these interconnections,as described below.
 Operation of the Model
 On test trials, the simulation is given a phoneme string correspondingto the root of a word. It then performs the following actions. First, itencodes the root string as a pattern of activation over the input units.The encoding scheme used is described below. Node activations arediscrete in this model, so the activation values of all the units thatshould be on to represent this word are set to 1, and all the others areset to 0. Then, for each output unit, the model computes the net inputto it from all of the weighted connections from the input units. Thenet input is simply the sum over all input units of the input unit activa-tion times the corresponding weight. Thus, algebraically, the net inputto output unit i is
 neti = Eilj Wij.i
 FIGURE 1. The basic structure of the model.
 where aj represents the activationthe weight from unit j to unit i.
 of input unit j, and wU represents

Page 7
                        

224 PSYCHOLOGICAL PROCESSES
 Each unit has a threshold, 8, which is adjusted by the learning pro-cedure that we will describe in a moment. The probability that the unitis turned on depends on the amount the net input exceeds the thresh-old. The logistic probability function is used here as in the Boltzmannmachine (Chapter 7) and in harmony theory (Chapter 6) to determinewhether the unit should be turned on. The probability is given by
 p (a, = l>= 11 + e- (net, - O,Y T
 (1)
 where T represents the temperature of the system. The logistic func-tion is shown in Figure 2. The use of this probabilistic response ruleallows the system to produce different responses on different occasionswith the same network. It also causes the system to learn more slowlyso the effect of regular verbs on the irregulars continues over a muchlonger period of time. As discussed in Chapter 2, the temperature, 7’,can be manipulated so that at very high temperatures the response ofthe units is highly variable; with lower values of T, the units behavemore like linear threshold units.
 Since the pattern associator built into the model is a one-layer netwith no feedback connections and no connections from one input unitto another or from one output unit to another, iterative computation isof no benefit. Therefore, the processing of an input pattern is a simplematter of first calculating the net input to each output unit and then
 1.0
 0.0- 5 - 4 - 3 - 2 -1 0 1 2 3 4 5
 c neti - 0 i IT)
 FIGURE 2. The logistic function used to calculate probability of activation. The x-axisshows values of (net, - H,/ T), and the y-axis indicates the corresponding probability thatunit i will be activated.
 18. LEARNING THE PAST TENSE 225
 setting its activation probabilistically on the basis of the logistic equa-tion given above. The temperature T only enters in setting the varia-bility of the output units; a fixed value of T was used throughout thesimulations.
 To determine how well the model did at producing the correct out-put, we simply compare the pattern of output Wickelphone activationsto the pattern that the correct response would have generated. To dothis, we first translate the correct response into a target pattern ofactivation for the output units, based on the same encoding schemeused for the input units. We then compare the obtained pattern withthe target pattern on a unit-by-unit basis. If the output perfectly repro-duces the target, then there should be a 1 in the output pattern wher-ever there is a 1 in the target. Such cases are called hits, following theconventions of signal detection theory (Green & Swets, 1966). Thereshould also be a 0 in the output whenever there is a 0 in the target.Such cases are called correct rejections. Cases in which there are 1s inthe output but not in the target are called false alarms, and cases inwhich there are OS in the output that should be present in the input arecalled misses. A variety of measures of performance can be computed.We can measure the percentage of output units that match the correctpast tense, or we can compare the output to the pattern for any otherresponse alternative we might care to evaluate. This allows us to lookat the output of the system independently of the decoding network.We can also employ the decoding network and have the system syn-thesize a phonological string. We can measure the performance of thesystem either at the featural level or at the level of strings ofphonemes. We shall employ both of these mechanisms in the evalua-tion of different aspects of the overall model.
 Learning
 On a learning trial, the model is presented with both the root form ofthe verb and the target. As on a test trial, the pattern associator net-work computes the output it would generate from the input. Then, foreach output unit, the model compares its answer with the target. Con-nection strengths are adjusted using the classic perceptron convergenceprocedure (Rosenblatt, 1962). The perceptron convergence procedure issimply a discrete variant of the delta rule presented in Chapter 2 anddiscussed in many places in this book. The exact procedure is as fol-lows: We can think of the target as supplying a teaching input to eachoutput unit, telling it what value it ought to have. When the actualoutput matches the target output, the model is doing the right thing
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226 PSYCHOLOGICAL PROCESSES 18. LEARNING THE PAST TENSE 227
 and so none of the weights on the lines coming into the unit areadjusted. When the computed output is 0 and the target says it shouldbe 1, we want to increase the probability that the unit will be active thenext time the same input pattern is presented. To do this, we increasethe weights from all of the input units that are active by a small amountr). At the same time, the threshold is also reduced by r). When thecomputed output is 1 and the target says it should be 0, we want todecrease the probability that the unit will be active the next time thesame input pattern is presented. To do this, the weights from all of theinput units that are active are reduced by 7, and the threshold isincreased by 7. In all of our simulations, the value of v is simply setto 1. Thus, each change in a weight is a unit change, either up ordown. For nonstochastic units, it is well known that the perceptronconvergence procedure will find a set of weights that will allow themodel to get each output unit correct, provided that such a set ofweights exists. For the stochastic case, it is possible for the learningprocedure to find a set of weights that will make the probability of erroras low as desired. Such a set of weights exists if a set of weights existsthat will always get the right answer for nonstochastic units.
 Learning Regular and Exceptional Patterns in aPattern Associator
 In this section, we present an illustration of the behavior of a simplepattern associator model. The model is a scaled-down version of themain simulation described in the next section. We describe the scaled-down version first because in this model it is possible to actually exam-ine the matrix of connection weights, and from this to see clearly howthe model works and why it produces the basic three-stage learningphenomenon characteristic of acquisition of the past tense. Variousaspects of pattern associator networks are described in a number ofplaces in this book (Chapters 1, 2, 8, 9, 11, and 12, in particular) andelsewhere (J. A. Anderson, 1973, 1977; J. A. Anderson, Silverstein,Ritz, & Jones, 1977; Kohonen, 1977, 1984). Here we focus our atten-tion on their application to the representation of rules for mapping oneset of patterns into another.
 For the illustration model, we use a simple network of eight inputand eight output units and a set of connections from each input unit toeach output unit. The network is illustrated in Figure 3. The networkis shown with a set of connections sufficient for associating the patternof activation illustrated on the input units with the pattern of activationillustrated on the output units. (Active units are darkened; positive
 . +15 . +15 . . t15 .
 . -15 . -15 . . -15 .
 . +15 . +15 . . +15 .
 . -15 . -15 . . -15 .
 . -15 . -15 . . -15 .
 . +15 . +15 . . +15 .
 . -15 . -15 . . -15 .
 . -15 . -15 . . -15 .
 FIGURE 3. Simple network used in illustrating basic properties of pattern associator net-works; excitatory and inhibitory connections needed to allow the active input pattern toproduce the illustrated output pattern are indicated with + and -. Next to the network,the matrix of weights indicating the strengths of the connections from each input unit toeach output unit. Input units are indexed by the column they appear in; output units areindexed by row.
 and negative connections are indicated by numbers written on eachconnection). Next to the network is the matrix of connectionsabstracted from the actual network itself, with numerical valuesassigned to the positive and negative connections. Note that eachweight is located in the matrix at the point where it occurred in theactual network diagram. Thus, the entry in the ith row of the jthcolumn indicates the connection wii from the jth input unit to the ithoutput unit.
 Using this diagram, it is easy to compute the net inputs that will ariseon the output units when an input pattern is presented. For each out-put unit, one simply scans across its rows and adds up all the weightsfound in columns associated with active input units. (This is exactlywhat the simulation program does!) The reader can verify that whenthe input pattern illustrated in the left-hand panel is presented, eachoutput unit that should be on in the output pattern receives a net inputof +45; each output unit that should be off receives a net input of-45. 2 Plugging these values into Equation 1, using a temperature
 2 In the examples we will be considering in this section, the thresholds of the units arefixed at 0. Threshold terms add an extra degree of freedom for each output unit andallow the unit to come on in the absence of input, but they are otherwise inessential tothe operation of the model. Computationally, they are equivalent to an adjustable weightto an extra input unit that is always on.
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 of 15,3 we can compute that each output unit will take on the correctvalue about 95% of the time. The reader can check this in Figure 2;when the net input is +45, the exponent in the denominator of thelogistic function is 3, and when the net input is -45, the exponentis -3. These correspond to activation probabilities of about .95 and.05, respectively.
 One of the basic properties of the pattern associator is that it canstore the connections appropriate for mapping a number of differentinput patterns to a number of different output patterns. The perceptronconvergence procedure can accommodate a number of arbitrary associa-tions between input patterns and output patterns, as long as the inputpatterns form a linearly independent set (see Chapters 9 and 11).Table 2 illustrates this aspect of the model. The first two cells of thetable show the connections that the model learns when it is trained oneach of the two indicated associations separately. The third cell showsconnections learned by the model when it is trained on both patterns inalternation, first seeing one and then seeing the other of the two.Again, the reader can verify that if either input pattern is presented to anetwork with this set of connections, the correct corresponding outputpattern is reconstructed with high probability; each output unit thatshould be on gets a net input of at least +45, and each output unit thatshould be off gets a net input below -45.
 The restriction of networks such as this to linearly independent setsof patterns is a severe one since there are only N linearly independentpatterns of length N. That means that we could store at most eightunrelated associations in the network and maintain accurate perform-ance. However, if the patterns all conform to a general rule, the capac-ity of the network can be greatly enhanced. For example, the set ofconnections shown in Table 2D is capable of processing all of the pat-terns defined by what we call the rule of 78. The rule is described inTable 3. There are 18 different input/output pattern pairs correspond-ing to this rule, but they present no difficulty to the network. Throughrepeated presentations of examples of the rule, the perceptron conver-gence procedure learned the set of weights shown in cell D of Table 2.Again, the reader can verify that it works for any legal association fit-ting the rule of 78. (Note that for this example, the “regular” pairing
 3 For the actual simulations of verb learning, we used a value of T equal to 200. Thismeans that for a fixed value of the weight on an input line, the effect of that line beingactive on the unit’s probability of firing is much lower than it is in these illustrations.This is balanced by the fact that in the verb learning simulations, a much larger numberof inputs contribute to the activation of each output unit. Responsibility for turning aunit on is simply more distributed when larger input patterns are used.
 18. LEARNING THE PAST TENSE 229
 TABLE 2
 WEIGHTS IN THE &UNIT NETWORKAFTER VARIOUS LEARNING EXPERIENCES
 A. Weights acquired in learning(2 4 7) - (1 4 61
 15 . 15 . . 15. -16 . -16 . . -16. -17 -17 . . -17. 16 16 . 16. -16 -16 -16. 17 17 . . 17. -16 . -16 . . -16. -17 . -17 . -17
 C. Weights acquired in learningA and B together
 24 -24-26 :
 -24 24-13 -13 -13 -13-23 24 1 . 24 -23
 . 24 -25 -1 . -25 24
 . -13 -13 -26 -13 -13
 . 13 13 26 13 13-25 24 -1 24 -25
 . -12 -13 -25 -13 -12
 B.
 D.
 61- 3 5- 3 9
 -6-5-5
 Weights acquired in learning(3 4 6) - (3 6 71
 -16 -16 -16-17 -17 -1717 17 17
 -16 -16 -16-17 -17 -1716 16 1617 17 17
 -17 -17 -17
 Weights acquired in learningthe rule of 78
 -37 -37 -5 -5 -3 -6 -760 -38 -4 -6 -3 -5 -8
 -35 61 -4 -5 -4 -7 -6-4 -5 59 -37 -37 -8 -7-5 -4 -36 60 -38 -7 -7-4 -6 -37 -38 60 -8 -7
 1 1 -50 51-i -2 i : 49 -50
 TABLE 3
 THE RULE OF 78
 Input patterns consist of one (1 2 3)active unit from each of the (4 5 6)following sets: (7 8)
 The output pattern paired The same unit from (1 2 3)with a given input pattern The same unit from (4 5 6)consists of: The other unit from (7 8)
 Examples:
 An exception: 147- 1 4 7
 2 4 7 - 2 4 81684 1 6 73 5 7 - 3 5 8
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 of (1 4 7) with (1 4 8) was used rather than the exceptional mappingillustrated in Table 3).
 We have, then, observed an important property of the pattern associ-ator: If there is some structure to a set of patterns, the network may beable to learn to respond appropriately to all of the members of the set.This is true, even though the input vectors most certainly do not forma linearly independent set. The model works anyway because theresponse that the model should make to some of the patterns can bepredicted from the responses that it should make to others of the pat-terns.
 Now let’s consider a case more like the situation a young child facesin learning the past tenses of English verbs. Here, there is a regularpattern, similar to the rule of 78. In addition, however, there areexceptions. Among the first words the child learns are many excep-tions, but as the child learns more and more verbs, the proportion thatare regular increases steadily. For an adult, the vast majority of verbsare regular.
 To examine what would happen in a pattern associator in this kind ofa situation, we first presented the illustrative 8-unit model with two pat-tern pairs. One of these was a regular example of the 78 rule[(2 5 8)+ (2 5 7)]. The other was an exception to the rule[( 1 4 7)- (1 4 7)]. The simulation saw both pairs 20 times, and con-nection strengths were adjusted after each presentation. The resultingset of connections is shown in cell A of Table 4. This number of learn-ing trials is not enough to lead to perfect performance; but after thismuch experience, the model tends to get the right answer for each out-put unit close to 90 percent of the time. At this point, the fact that oneof the patterns is an example of a general rule and the other is anexception to that rule is irrelevant to the model. It learns a set of con-nections that can accommodate these two patterns, but it cannot gen-eralize to new instances of the rule.
 This situation, we suggest, characterizes the situation that thelanguage learner faces early on in learning the past tense. The childknows, at this point, only a few high-frequency verbs, and these tend,by and large, to be irregular, as we shall see below. Thus each istreated by the network as a separate association, and very little generali-zation is possible.
 But as the child learns more and more verbs, the proportion of regu-lar verbs increases. This changes the situation for the learning model.Now the model is faced with a number of examples, all of which followthe rule, as well as a smattering of irregular forms. This new situationchanges the experience of the network, and thus the pattern of inter-connections it contains. Because of the predominance of the regular
 TABLE 4
 REPRESENTING EXCEPTIONS: WEIGHTS IN THE 8-UNIT NETWORK
 A. After 20 exposures to(1 4 7)-(1 4 71, (2 5 8)-(2 5 7)
 12 -12 12 -12 12 -12-11 13 -11 13 -11 13-11 -11 -11 -11 . -11 -11
 12 -12 12 -12 12 -12-11 11 -11 11 . -11 11-11 -12 -11 -12 . -11 -12
 12 11 12 11 12 11-11 -13 -11 -13 -11 -13
 C. After 30 more exposures toall 18 associations
 61 -38 -38 -6 -5 -4 -6 -9-38 62 -39 -6 -5 -4 -8 -7-37 -38 62 -5 -5 -3 -7 -6
 -4 -6 -6 62 -40 -38 -8 -8-5 -5 -4 -38 62 -38 -7 -7-6 -4 -5 -38 -39 62 -8 -720 -5 -4 22 -5 -6 -50 61
 -19 8 5 -18 5 7 54 -60
 B. After 10 more exposures toall 18 associations
 44 -34 -26 -2 -10 -4 -8 -8-32 46 -27 -11 2 -4 -9 -4-30 -24 43 -5 -5 -1 -2 -9-1 -7 -7 45 -34 -26 -4 -11-8 -3 -3 -31 44 -27 -7 -7-6 -8 -3 -31 -28 42 -7 -1011 -2 -6 11 -2 -6 -35 38-9 -4 7 -13 1 6 36 -42
 D. After a total of 500 exposuresto all 18 associations
 64 -39 -39 -5 -4 -5 -7 -7-39 63 -39 -5 -5 -5 -7 -8-39 -40 64 -5 -5 -5 -8 -7
 -5 -5 -5 64 -40 -39 -8 -7-5 -5 -5 -39 63 -39 -7 -8-5 -5 -5 -39 -39 63 -8 -771 -28 -29 70 -28 -28 -92 106
 -70 27 28 -70 27 28 91 -106
 form in the input, the network learns the regular pattern, temporarily“overregularizing” exceptions that it may have previously learned.
 Our illustration takes this situation to an extreme, perhaps, to illus-trate the point. For the second stage of learning, we present the modelwith the entire set of eighteen input patterns consisting of one activeunit from (1 2 3), one from (4 5 6), and one from (7 8). All of thesepatterns are regular except the one exception already used in the firststage of training.
 At the end of 10 exposures to the full set of 18 patterns, the modelhas learned a set of connection strengths that predominantly capturesthe “regular pattern.” At this point, its response to the exceptional pat-tern is worse than it was before the beginning of Phase 2; rather thangetting the right output for Units 7 and 8, the network is now regulariz-ing it.
 The reason for this behavior is very simple. All that is happening isthat the model is continually being bombarded with learning experi-ences directing it to learn the rule of 78. On only one learning trial outof 18 is it exposed to an exception to this rule.
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 In this example, the deck has been stacked very strongly against theexception. For several learning cycles, it is in fact quite difficult to tellfrom the connections that the model is being exposed to an exceptionmixed in with the regular pattern. At the end of 10 cycles, we can seethat the model is building up extra excitatory connections from inputUnits 1 and 4 to output Unit 7 and extra inhibitory strength from Units1 and 4 to Unit 8, but these are not strong enough to make the modelget the right answer for output Units 7 and 8 when the (1 4 7) inputpattern is shown. Even after 40 trials (panel C of Table 41, the modelstill gets the wrong answer on Units 7 and 8 for the (1 4 7) patternmore than half the time. (The reader can still be checking these asser-tions by computing the net input to each output unit that would resultfrom presenting the (1 4 7) pattern.)
 It is only after the model has reached the stage where it is makingvery few mistakes on the 17 regular patterns that it begins to accommo-date to the exception. This amounts to making the connection fromUnits 1 and 4 to output Unit 7 strongly excitatory and making the con-nections from these units to output Unit 8 strongly inhibitory. Themodel must also make several adjustments to other connections so thatthe adjustments just mentioned do not cause errors on regular patternssimilar to the exceptions, such as (1 5 7)) (2 4 7)) etc. Finally, inpanel D, after a total of 500 cycles through the full set of 18 patterns,the weights are sufficient to get the right answer nearly all of the time.Further improvement would be very gradual since the network makeserrors so infrequently at this stage that there is very little opportunityfor change.
 It is interesting to consider for a moment how an association isrepresented in a model like this. We might be tempted to think of therepresentation of an association as the difference between the set ofconnection strengths needed to represent a set of associations thatincludes the association and the set of strengths needed to represent thesame set excluding the association of interest. Using this definition, wesee that the representation of a particular association is far from invari-ant. What this means is that learning that occurs in one situation (e.g.,in which there is a small set of unrelated associations) does not neces-sarily transfer to a new situation (e.g., in which there are a number ofregular associations). This is essentially why the early learning ourillustrative model exhibits of the (1 4 7) - (1 4 7) association in thecontext of just one other association can no longer support correct per-formance when the larger ensemble of regular patterns is introduced.
 Obviously, the example we have considered in this section is highlysimplified. However, it illustrates several basic facts about pattern asso-ciators. One is that they tend to exploit regularity that exists in themapping from one set of patterns to another. Indeed, this is one of the
 main advantages of the use of distributed representations. Second, theyallow exceptions and regular patterns to coexist in the same network.Third, if there is a predominant regularity in a set of patterns, this canswamp exceptional patterns until the set of connections has beenacquired that captures the predominant regularity. Then further, grad-ual tuning can occur that adjusts these connections to accommodateboth the regular patterns and the exception. These basic properties ofthe pattern associator model lie at the heart of the three-stage acquisi-tion process, and account for the gradualness of the transition fromStage 2 to Stage 3.
 Featural Representations of Phonological Patterns
 The preceding section describes basic aspects of the behavior of thepattern associator model and captures fairly well what happens when apattern associator is applied to the processing of English verbs, follow-ing a training schedule similar to the one we have just considered forthe acquisition of the rule of 78. There is one caveat, however: Theinput and target patterns -the base forms of the verbs and the correctpast tenses of these verbs-must be represented in the model in such away that the features provide a convenient basis for capturing the regu-larities embodied in the past-tense forms of English verbs. Basically,there were two considerations:
 l We needed a representation that permitted a differentiation ofall of the root forms of English and their past tenses.
 l We wanted a representation that would provide a natural basisfor generalizations to emerge about what aspects of a presenttense correspond to what aspects of the past tense.
 I
 A scheme which meets the first criterion, but not the second, is thescheme proposed by Wickelgren (1969). He suggested that wordsshould be represented as sequences of context-sensitive phoneme units,which represent each phone in a word as a triple, consisting of thephone itself, its predecessor, and its successor. We call these triplesWickelphones. Notationally, we write each Wickelphone as a triple ofphonemes, consisting of the central phoneme, subscripted on the leftby its predecessor and on the right by its successor. A phoneme occur-ring at the beginning of a word is preceded by a special symbol (#)standing for the word boundary; likewise, a phoneme occurring at the
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 end of a word is followed by #. The word / kat/ , for example, would berepresented as #ka, kat, and .& Though the Wickelphones in a wordare not strictly position specific, it turns out that (a) few words containmore than one occurrence of any given Wickelphone, and (b) there areno two words we know of that consist of the same sequence of Wickel-phones. For example, /slit/ and /silt/ contain no Wickelphones incommon.
 One nice property of Wickelphones is that they capture enough ofthe context in which a phoneme occurs to provide a sufficient basis fordifferentiating between the different cases of the past-tense rule and forcharacterizing the contextual variables that determine the subregulari-ties among the irregular past-tense verbs. For example, the word-finalphoneme that determines whether we should add /d/, /t/ or /“d/ informing the regular past. And it is the sequence lN# which istransformed to .N# in the ing - ang pattern found in words like sing.
 The trouble with the Wickelphone solution is that there are too manyof them, and they are too specific. Assuming that we distinguish 35different phonemes, the number of Wickelphones would be 3S3, or42,875, not even counting the Wickelphones containing word bound-aries. And, if we postulate one input unit and one output unit in ourmodel for each Wickelphone, we require rather a large connectionmatrix (4.3x lo4 squared, or about 2x 109) to represent all their possi-ble connections.
 Obviously, a more compact representation is required. This can beobtained by representing each Wickelphone as a distributed pattern ofactivation over a set of feature detectors. The basic idea is that werepresent each phoneme, not by a single Wickelphone, but by a patternof what we call Wickelfeatures. Each Wickelfeature is a conjunctive, orcontext-sensitive, feature, capturing a feature of the central phoneme, afeature of the predecessor, and a feature of the successor.
 Details of the Wickelfeature representation. For concreteness, wewill now describe the details of the feature coding scheme we used. Itcontains several arbitrary properties, but it also captures the basic prin-ciples of coarse, conjunctive coding described in Chapter 3. First, wewill describe the simple feature representation scheme we used for cod-ing a single phoneme as a pattern of features without regard to itspredecessor and successor. Then we describe how this scheme can beextended to code whole Wickelphones. Finally, we show how we“blur” this representation, to promote generalization further.
 To characterize each phoneme, we devised the highly simplifiedfeature set illustrated in Table 5. The purpose of the scheme was (a) togive as many of the phonemes as possible a distinctive code, (b) toallow code similarity to reflect the similarity structure of the phonemes
 TABLE 5
 CATEGORIZATION OF PHONEMES ON FOUR SIMPLE DIMENSIONS
 Place
 Front Middle Back
 V/L u/s V/L u/s V/L u/s
 Interrupted stop b P d t kNasal m n k -
 Cont. Consonant Fric. v/D f /T Z S Z/j s/cLiq/SV w/l - r Y h
 Vowel HighLow
 E i 0 A UA e I a/a w
 Key: N = ng in sing; D = th in the; T = th in with; Z = z in azure; S = sh in ship;C = ch in chip; E = ee in beet; i = i in bit; 0 = oa in boat; ^ = u in but or schwa;U = 00 in boot; u = oo in book; A = ai in bait; e = e in bet; I = i-e in bite;a = a in bat; (Y = a in,father; W = ow in cow; * = aw in saw; o = o in hot.
 in a way that seemed sufficient for our present purposes, and (c) tokeep the number of different features as small as possible.
 The coding scheme can be thought of as categorizing each phonemeon each of four dimensions. The first dimension divides the phonemesinto three major types: interrupted consonants (stops and nasal& con-tinuous consonants (fricatives, liquids, and semivowels), and vowels.The second dimension further subdivides these major classes. Theinterrupted consonants are divided into plain stops and nasals; the con-tinuous consonants into fricatives and sonorants (liquids andsemivowels are lumped together); and the vowels into high and low.The third dimension classifies the phonemes into three rough places ofarticulation-front, middle, and back. The fourth subcategorizes theconsonants into voiced vs. voiceless categories and subcategorizes thevowels into long and short. As it stands, the coding scheme givesidentical codes to six pairs of phonemes, as indicated by the duplicateentries in the cells of the table. A more adequate scheme could easilybe constructed by increasing the number of dimensions and/or valueson the dimensions.
 Using the above code, each phoneme can be characterized by onevalue on each dimension. If we assigned a unit for each value on eachdimension, we would need 10 units to represent the features of a singlephoneme since two dimensions have three values and two have two
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 values. We could then indicate the pattern of these features thatcorresponds to a particular phoneme as a pattern of activation over the10 units.
 Now, one way to represent each Wickelphone would simply be to usethree sets of feature patterns: one for the phoneme itself, one for itspredecessor, and one for its successor. To capture the word-boundarymarker, we would need to introduce a special eleventh feature. Thus,the Wickelphone #ka can be represented by
 [ (000) (00) (000) (00) 1 1[ (100) (10) (001) (01) 0 1[ (001) (01) (010) (01) 0 1.
 Using this scheme, a Wickelphone could be represented as a pattern ofactivation over a set of 33 units.
 However, there is one drawback with this. The representation is notsufficient to capture more than one Wickelphone at a time. If we addanother Wickelphone, the representation gives us no way of knowingwhich features belong together.
 We need a representation, then, that provides us with a way of deter-mining which features go together. This is just the job that can bedone with detectors for Wickelfeatures-triples of features, one fromthe central phoneme, one from the predecessor phoneme, and onefrom the successor phoneme.
 Using this scheme, each detector would be activated when the wordcontained a Wickelphone containing its particular combination of threefeatures. Since each phoneme of a Wickelphone can be characterizedby 11 features (including the word-boundary feature) and each Wickel-phone contains three phonemes, there are 11 x 11 x 11 possible Wickel-feature detectors. Actually, we are not interested in representingphonemes that cross word boundaries, so we only need 10 features forthe center phoneme.
 Though this leaves us with a fairly reasonable number of units(11 x 10 x 11 or 1,210), it is still large by the standards of what willeasily fit in available computers. However, it is possible to cut thenumber down still further without much loss of representational capac-ity since a representation using all 1,210 units would be highly redun-dant; it would represent each feature of each of the three phonemes 16different times, one for each of the conjunctions of that feature withone of the four features of one of the other phonemes and one of thefour features of the other.
 To cut down on this redundancy and on the number of unitsrequired, we simply eliminated all those Wickelfeatures specifyingvalues on two different dimensions of the predecessor and the
 successor phonemes. We kept all the Wickelfeature detectors for allcombinations of different values on the same dimension for the prede-cessor and successor phonemes. It turns out that there are 260 of these(ignoring the word-boundary feature), and each feature of eachmember of each phoneme triple is still represented four different times.In addition, we kept the 100 possible Wickelfeatures combining apreceding word-boundary feature with any feature of the mainphoneme and any feature of the successor; and the 100 Wickelfeaturescombining a following word boundary feature with any feature of themain phoneme and any feature of the successor. All in all then, weused only 460 of the 1,210 possible Wickelfeatures.
 Using this representation, a verb is represented by a pattern ofactivation over a set of 460 Wickelfeature units. Each Wickelphoneactivates 16 Wickelfeature units. Table 6 shows the 16 Wickelfeatureunits activated by the Wickelphone kAm, the central Wickelphone inthe word came. The first Wickelfeature is turned on whenever we havea Wickelphone in which the preceding contextual phoneme is an inter-rupted consonant, the central phoneme is a vowel, and the followingphoneme is an interrupted consonant. This Wickelfeature is turned onfor the Wickelphone kAm since /k/ and /m/, the context phonemes,are both interrupted consonants and /A/, the central phoneme, is avowel. This same Wickelfeature would be turned on in the
 TABLE 6
 THE SIXTEEN WICKELFEATURES FOR THE WICKELPHONE kAm
 Feature Preceding Context Central Phoneme Following Context
 1 Interrupted Vowel Interrupted2 Back Vowel Front3 stop Vowel Nasal4 Unvoiced Vowel Voiced5 Interrupted Front Vowel6 Back Front Front7 stop Front Nasal8 Unvoiced Front Voiced9 Interrupted Low Interrupted
 IO Back Low FrontII stop Low Nasal12 Unvoiced Low Voiced13 Interrupted Long Vowel14 Back Long Front15 stop Long Nasal16 Unvoiced Long Voiced
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 representation of Gd, pAt, map, and many other Wickelfeatures. Simi-larly, the sixth Wickelfeature listed in the table will be turned on when-ever the preceding phoneme is made in the back, and the central andfollowing phonemes are both made in the front. Again, this is turnedon because /k/ is made in the back and /A/ and /m/ are both made inthe front. In addition to kAm this feature would be turned on for theWickelphones & gAp, kA p, and others. Similarly, each of the sixteenWickelfeatures stands for a conjunction of three phonetic features andoccurs in the representation of a large number of Wickelphones.
 Now, words are simply lists of Wickelphones. Thus, words can berepresented by simply turning on all of the Wickelfeatures in any Wick-elphone of a word. Thus, a word with three Wickelphones (such ascame, which has the Wickelphones &A, kAm, and ,m,) will have atmost 48 Wickelfeatures turned on. Since the various Wickelphonesmay have some Wickelfeatures in common, typically there will be lessthan 16 times the number of Wickelfeatures turned on for most words.It is important to note the temporal order is entirely implicit in thisrepresentation. All words, no matter how many phonemes in the word,will be represented by a subset of the 460 Wickelfeatures.
 Blurring the Wickelfeature representation. The representationalscheme just outlined constitutes what we call the primary representationof a Wickelphone. In order to promote faster generalization, wefurther blurred the representation. This is accomplished by turning on,in addition to the 16 primary Wickelfeatures, a randomly selected sub-set of the similar Wickelfeatures, specifically, those having the samevalue for the central feature and one of the two context phonemes.That is, whenever the Wickelfeature for the conjunction of phonemicfeatures fi, f2, and f3 is turned on, each Wickelfeature of the form< ?f2,f3 > and <.f&?> may be turned on as well. Here “?” standsfor “any feature.” This causes each word to activate a larger set ofWickelfeatures, allowing what is learned about one sequence ofphonemes to generalize more readily to other similar but not identicalsequences.
 To avoid having too much randomness in the representation of a par-ticular Wickelphone, we turned on the same subset of additional Wick-elfeatures each time a particular Wickelphone was to be represented.Based on subsequent experience with related models (see Chapter 19),we do not believe this makes very much difference.
 There is a kind of trade-off between the discriminability among thebase forms of verbs that the representation provides and the amount ofgeneralization. We need a representation which allows for rapid gen-eralization while at the same time maintains adequate discriminability.We can manipulate this factor by manipulating the probability p that
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 any one of these similar Wickelfeatures will be turned on. In our simu-lations we found that turning on the additional features with fairly highprobability (.9) led to adequate discriminability while also producingrelatively rapid generalization.
 Although the model is not completely immune to the possibility thattwo different words will be represented by the same pattern, we haveencountered no difficulty decoding any of the verbs we have studied.However, we do not claim that Wickelfeatures necessarily capture allthe information needed to support the generalizations we might need tomake for this or other morphological processes. Some morphologicalprocesses might require the use of units that were further differentiatedaccording to vowel stress or other potential distinguishing characteris-tics. All we claim for the present coding scheme is its sufficiency forthe task of representing the past tenses of the 500 most frequent verbsin English and the importance of the basic principles of distributed,coarse (what we are calling blurred), conjunctive coding that itembodies (see Chapter 3).
 Summary of the Structure of the Model
 In summary, our model contained two sets of 460 Wickelfeatureunits, one set (the input units) to represent the base form of each verband one set (the output units) to represent the past-tense form of eachverb.
 The model is tested by typing in an input phoneme string, which istranslated by the fixed encoding network into a pattern of activationover the set of input units. Each active input unit contributes to thenet input of each output unit, by an amount and direction (positive ornegative) determined by the weight on the connection between theinput unit and the output unit. The output units are then turned on oroff probabilistically, with the probability increasing with the differencebetween the net input and the threshold, according to the logisticactivation function. The output pattern generated in this way can becompared with various alternative possible output patterns, such as thecorrect past-tense form or some other possible response of interest, orcan be used to drive the decoder network described in the Appendix.
 The model is trained by providing it with pairs of patterns, consistingof the base pattern and the target, or correct, output. Thus, in accord-ance with common assumptions about the nature of the learning situa-tion that faces the young child, the model receives only correct inputfrom the outside world. However, it compares what it generates inter-nally to the target output, and when it gets the wrong answer for a
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 particular output unit, it adjusts the strength of the connection betweenthe input and the output units so as to reduce the probability that it willmake the same mistake the next time the same input pattern ispresented. The adjustment of connections is an extremely simple andlocal procedure, but it appears to be sufficient to capture what we knowabout the acquisition of the past tense, as we shall see in the nextsection.
 THE SIMULATIONS
 The simulations described in this section are concerned with demon-strating three main points:
 l That the model captures the basic three-stage pattern of acquisi-tion.
 l That the model captures most aspects of differences in per-formance on different types of regular and irregular verbs.
 l That the model is capable of responding appropriately to verbsit has never seen before, as well as to regular and irregularverbs actually experienced during training.
 In the sections that follow we will consider these three aspects of themodel’s performance in turn.
 The corpus of verbs used in the simulations consisted of a set of 506verbs. All verbs were chosen from the Kucera and Francis (1967)word list and were ordered according to frequency of their gerund form.We divided the verbs into three classes: 10 high-frequency verbs, 410medium-frequency verbs, and 86 low-frequency verbs. The ten highestfrequency verbs were: come (/k* m/j, get (/get/), give (/giv/) , look(/luk/), take (/tAk/), go (/go/), have (/hav/), live (/liv/), and feel(/fd/). There is a total of 8 irregular and 2 regular verbs among thetop 10. Of the medium-frequency verbs, 334 were regular and 76 wereirregular. Of the low-frequency verbs, 72 were regular and 14 wereirregular.
 The Three-Stage Learning Curve
 The results described in this and the following sections were obtainedfrom a single (long) simulation run. The run was intended to capture
 approximately the experience with past tenses of a young child pickingup English from everyday conversation. Our conception of the natureof this experience is simply that the child learns first about the presentand past tenses of the highest frequency verbs; later on, learning occursfor a much larger ensemble of verbs, including a much larger propor-tion of regular forms. Although the child would be hearing present andpast tenses of all kinds of verbs throughout development, we assumethat he is only able to learn past tenses for verbs that he has alreadymastered fairly well in the present tense.
 To simulate the earliest phase of past-tense learning, the model wasfirst trained on the 10 high-frequency verbs, receiving 10 cycles oftraining presentations through the set of 10 verbs. This was enough toproduce quite good performance on these verbs. We take the perform-ance of the model at this point to correspond to the performance of achild in Phase 1 of acquisition. To simulate later phases of learning,the 410 medium-frequency verbs were added to the first 10 verbs, andthe system was given 190 more learning trials, with each trial consistingof one presentation of each of the 420 verbs. The responses of themodel early on in this phase of training correspond to Phase 2 of theacquisition process; its ultimate performance at the end of 190 expo-sures to each of the 420 verbs corresponds to Phase 3. At this point,the model exhibits almost errorless performance on the basic 420 verbs.Finally, the set of 86 lower-frequency verbs were presented to the sys-tem and the transfer responses to these were recorded. During thisphase, connection strengths were not adjusted. Performance of themodel on these transfer verbs is considered in a later section.
 We do not claim, of course, that this training experience exactly cap-tures the learning experience of the young child. It should be perfectlyclear that this training experience exaggerates the difference betweenearly phases of learning and later phases, as well as the abruptness ofthe transition to a larger corpus of verbs. However, it is generallyobserved that the early, rather limited vocabulary of young childrenundergoes an explosive growth at some point in development (Brown,1973). Thus, the actual transition in a child’s vocabulary of verbswould appear quite abrupt on a time-scale of years so that our assump-tions about abruptness of onset may not be too far off the mark.
 Figure 4 shows the basic results for the high frequency verbs. Whatwe see is that during the first 10 trials there is no difference betweenregular and irregular verbs. However, beginning on Trial 11 when the410 midfrequency verbs were introduced, the regular verbs show betterperformance. It is important to notice that there is no interfering effecton the regular verbs as the midfrequency verbs are being learned.There is, however, substantial interference on the irregular verbs. Thisinterference leads to a dip in performance on the irregular verbs.
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 FIGURE 4. The percentage of correct features for regular and irregular high-frequencyverbs as a function of trials.
 Equality of performance between regular and irregular verbs is neveragain attained during the training period. This is the so-called U-shaped learning curve for the learning of the irregular past tense. Per-formance is high when only a few high-frequency, largely irregularverbs are learned, but then drops as the bulk of lower-frequency regularverbs are being learned.
 We have thus far only shown that performance on high-frequencyirregular verbs drops; we have not said anything about the nature of theerrors. To examine this question, the response strength of various pos-sible response alternatives must be compared. To do this, we comparedthe strength of response for several different response alternatives. Wecompared strengths for the correct past tense, the present, the base+edand the past+ed. Thus, for example with the verb give we comparedthe response strength of /gAv/, /giv/, /givd/, and /gAvd/. We deter-mined the response strengths by assuming that these response alterna-tives were competing to account for the features that were actuallyturned on in the output. The details of the competition mechanism,called a binding network, are described in the Appendix. For presentpurposes, suffice it to say that each alternative gets a score thatrepresents the percentage of the total features that it accounts for. Iftwo alternatives both account for a given feature, they divide the scorefor that feature in proportion to the number of features each accountsfor uniquely. We take these response strengths to correspond roughly
 to relative response probabilities, though we imagine that the actualgeneration of overt responses is accomplished by a different version ofthe binding network, described below. In any case, the total strength ofall the alternatives cannot be greater than 1, and if a number offeatures are accounted for by none of the alternatives, the total will beless than 1.
 Figure 5 compares the response strengths for the correct alternativeto the combined strength of the regularized alternatives. 4 Note in thefigure that during the first 10 trials the response strength of the correctalternative grows rapidly to over .5 while that of the regularized alterna-tive drops from about .2 to .I. After the midfrequency verbs are intro-duced, the response strength for the correct alternative drops rapidlywhile the strengths of regularized alternatives jump up. From aboutTrials 11 through 30, the regularized alternatives together are strongerthan the correct response. After about Trial 30, the strength of thecorrect response again exceeds the regularized alternatives and contin-ues to grow throughout the 200-trial learning phase. By the end, thecorrect response is much the strongest with all other alternativesbelow .l.
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 FIGURE 5. Response strengths for the high-frequency irregular verbs. The responsestrengths for the correct responses are compared with those for the regularized alterna-tives as a function of trials.
 4 Unless otherwise indicated, the regularized alternatives are considered the base+edand past+ed alternatives. In a later section of the paper we shall discuss the pattern ofdifferences between these alternatives. In most cases the base+ed alternative is muchstronger than the past +ed alternative.
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 The rapidity of the growth of the regularized alternatives is due tothe sudden influx of the medium-frequency verbs. In real life wewould expect the medium-frequency verbs to come in somewhat moreslowly so that the period of maximal regularization would have a some-what slower onset.
 4. Figure 6 shows the same data in a slightly different way. In thiscase, we have plotted the ratio of the correct response to the sum ofthe correct and regularized response strengths. Points on the curvebelow the .5 line are in the region where the regularized response isgreater that the correct response. Here we see clearly the three stages.In the first stage, the first 10 trials of learning, performance on thesehigh-frequency verbs is quite good. Virtually no regularization takesplace. During the next 20 trials, the system regularizes and systemati-cally makes errors on the verbs that it previously responded tocorrectly. Finally, during the remaining trials the model slowly elim-inates the regularization responses as it approaches adult performance.
 In summary, then, the model captures the three phases of learningquite well, as well as the gradual transition from Phase 2 to Phase 3.It does so without any explicit learning of rules. The regularizationis the product of the gradual tuning of connection strengths in response
 1 .0 , I
 0 . 8
 0 . 6
 to the predominantly regular correspondence exhibited by themedium-frequency words. It is not quite right to say that individualpairs are being stored in the network in any simple sense. The connec-tion strengths the model builds up to handle the irregular forms do notrepresent these items in any separable way; they represent them in theway they must be represented to be stored along with the other verbs in *the same set of connections.
 Before discussing the implications of these kinds of results further, itis useful to look more closely at the kinds of errors made and at thelearning rates of the medium-frequency regular and irregular verbs.
 Learning the medium-frequency verbs. Figure 1A compares thelearning curves for the regular verbs of high and medium frequency,and Figure 7B compares the learning curves for the correspondinggroups of irregular verbs. Within only two or three trials the medium-frequency verbs catch up with their high-frequency counterparts.Indeed, in the case of the irregular verbs, the medium-frequency verbsseem to surpass the high-frequency ones. As we shall see in the fol-lowing section, this results from the fact that the high-frequency verbsinclude some of the most difficult pairs to learn, including, for exam-ple, the go/ went pair which is the most difficult to learn (aside from theverb be, this is the only verb in English in which the past and root formare completely unrelated). It should also be noted that even at thisearly stage of learning there is substantial generalization. Already, onTrial 11, the very first exposure to the medium-frequency verbs,between 65 and 75 percent of the features are produced correctly.Chance responding is only 50 percent. Moreover, on their first presen-tation, 10 percent more of the features of regular verbs are correctlyresponded to than irregular ones. Eventually, after 200 trials of learn-ing, nearly all of the features are being correctly generated and the sys-tem is near asymptotic performance on this verb set. As we shall seebelow, during most of the learning period the difference between high-and medium-frequency verbs is not important. Rather, the differencesbetween different classes of verbs is the primary determiner of per-formance. We now turn to a discussion of these different types.
 8 0 1 2 0
 TrialsTypes of Regular and Irregular Verbs
 FIGURE 6. The ratio of the correct response to the sum of the correct and regularizedresponse. Points on the curve below the .5 line are in the region where the regularizedresponse is greater than the correct response.
 To this point, we have treated regular and irregular verbs as twohomogeneous classes. In fact, there are a number of distinguishable
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 High & Medium Regulars
 0 . 8
 Medium Frequency0 . 7
 0 . 6
 High Frequency0 . 5 I I I I I I I
 0 4 0 8 0 1 2 0
 Trials1 6 0 2 0 0
 High & Medium Irregulars
 0 . 8
 0 . 6 .-
 -High Frequency0 . 5 I I I I I I
 0 8 0 1 2 0
 Trials1 6 0 2 0 0
 FIGURE 7. The learning curves for the high- and medium-frequency verbs.
 types of regular and irregular verbs. Bybee and Slobin (1982) havestudied the different acquisition patterns of the each type of verb. Inthis section we compare their results to the responses produced by oursimulation model.
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 Bybee and Slobin divided the irregular verbs into nine classes,defined as follows: 5
 I.
 II.
 III.
 IV.
 V.
 Via.
 VIb.
 VII.
 VIII.
 Verbs that do not change at all to form the past tense, e.g.,beat, cut, hit.
 Verbs that change a final /d/ to /t/ to form the past tense, e.g.,send/ sent, build/ built.
 Verbs that undergo an internal vowel change and also add afinal /t/ or/d/, e.g., feel/felt, lose/lost, say/said, tell/told.
 Verbs that undergo an internal vowel change, delete a finalconsonant, and add a final /t/ or /d/ , e.g., bring/ brought,catch/caught?
 Verbs that undergo an internal vowel change whose stems endin a dental, e.g., bite/bit, find/found, ride/rode.
 Verbs that undergo a vowel change of/i/ to /a/ e.g., sing/sang,drink/ drank.
 Verbs that undergo an internal vowel change of /i/ or /a/ to/ ‘/ e.g., sting/stung, hang/hung.’
 All other verbs that undergo an internal vowel change, e.g.,give/gave, break/ broke.
 All verbs that undergo a vowel change and that end in a dip-thongal sequence, e.g., blow/ blew, fly/Jew.
 A complete listing by type of all of the irregular verbs used in our studyis given in Table 7.
 In addition to these types of irregular verbs, we distinguished threecategories of regular verbs: (a) those ending in a vowel or voiced con-sonant, which take a /d/ to form the past tense; (b) those ending in avoiceless consonant, which take a /t/; and (c) those ending in /t/ or
 5 Criteria from Bybee and Slobin (1982, pp. 268-269).
 6 Following Bybee and Slobin, we included buy/bought in this class even though nofinal consonant is deleted.
 7 For many purposes we combine Classes Via and VIb in our analyses.
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 TABLE 7
 IRREGULAR VERBS
 Frequency
 Type High Medium Low
 I
 II
 III feel
 IV havemake
 V get
 Via
 VIb
 VII givetakecome
 VIII go
 beat fit set spreadhit cut put
 build send spend bend lend
 deal do flee tell sellhear keep leave sleeplose mean say sweep
 think buy bringseek teach
 meet shoot write leadunderstand sit misleadbleed feed stand lightfind fight read meethide hold ride
 drink ring sing swim
 drag hang swing
 shake arise rise runbecome bear wear speakbrake drive strikefall freeze choose
 throw blow growdraw fly know see
 thrustbid
 creepweep
 breedwindgrind
 dig clingstick
 tear
 /d/, which take a final /*d/ to form the past tense. The number ofregular verbs in each category, for each of the three frequency levels, isgiven in Table 8.
 Type I: No-change verbs. A small set of English verbs require nochange between their present- and past-tense forms. One factor com-mon to all such verbs is that they already end in /t/ or/d/. Thus, theysuperficially have the regular past-tense form-even in the presenttense. Stemberger (1981) points out that it is common in inflectionallanguages not to add an additional inflection to base forms that alreadyappear to have the inflection. Not all verbs ending in /t/ or /d/ showno change between present and past (in fact the majority of such verbs
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 TABLE 8
 NUMBER OF REGULAR VERBS OF EACH TYPE
 Frequency
 Suffix Example High Medium Low
 End in dental I ‘-d/ start 0 94 13
 End in voiceless / t / look 1 64 30consonant
 End in voiced Id/ move 1 176 29consonant orvowel
 in English do show a change between present and past tense), but thereis a reasonably large group-the Type I verbs of Bybee and Slobin-thatdo show this trend. Bybee and Slobin (1982) suggest that childrenlearn relatively early on that past-tense verbs in English tend to end in/t/ or /d/ and thus are able to correctly respond to the no-change verbsrather early. Early in learning, they suggest, children also incorrectlygeneralize this “no-change rule” to verbs whose present and past tensesdiffer.
 The pattern of performance just described shows up very clearly indata Bybee and Slobin (1982) report from an elicitation task withpreschool children. In this task, preschoolers were given the present-tense form of each of several verbs and were asked to produce thecorresponding past-tense form. They used the set of 33 verbs shown inTable 9.
 The results were very interesting. Bybee and Slobin found that verbsnot ending in t/d were predominately regularized and verbs ending int/d were predominately used as no-change verbs. The number ofoccurrences of each kind is shown in Table 10. These preschool
 TABLE 9
 VERBS USED BY BYBEE & SLOBIN
 Type of Verb Verb List
 Regular walk smoke melt pat smile climbVowel change drink break run swim throw meet shoot rideVowel change + t/d do buy lose sell sleep help teach catchNo change hit hurt set shut cut put beatOther go make build lend
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 TABLE 10
 18. LEARNING THE PAST TENSE 251
 TABLE 11
 REGULAR AND NO CHANGE RESPONSESTO t/d AND OTHER VERBS
 (Data from Bybee & Slobin, 1982)
 Verb Ending Regular Suffix No Change
 Not t/d 203 34
 t/d 42 157
 children have, at this stage, both learned to regularize verbs not endingin t/d and, largely, to leave verbs ending in t/d without an additionalending.
 Interestingly, our simulations show the same pattern of results. Thesystem learns both to regularize and has a propensity not to add anadditional ending to verbs already ending in t/d. In order to comparethe simulation results to the human data we looked at the performanceof the same verbs used by Bybee and Slobin in our simulations. Of the33 verbs, 27 were in the high- and medium-frequency lists and thuswere included in the training set used in the simulation. The other sixverbs (smoke, catch, lend, pat, hurt and shut) were either in the low-frequency sample or did not appear in our sample at all. Therefore, wewill report on 27 out of the 33 verbs that Bybee and Slobin tested.
 It is not clear what span of learning trials in our simulationcorresponds best to the level of the preschoolers in Bybee and Slobin’sexperiment. Presumably the period during which regularization isoccurring is best. The combined strength of the regularized alternativesexceeds correct response strength for irregulars from about Trial 11through Trials 20 to 30 depending on which particular irregular verbswe look at. We therefore have tabulated our results over three dif-ferent time ranges-Trials 11 through 15, Trials 16 through 20, andTrials 21 through 30. In each case we calculated the average strengthof the regularized response alternatives and of the no-change responsealternatives. Table 11 gives these strengths for each of the differenttime periods.
 The simulation results show clearly the same patterns evident in theBybee and Slobin data. Verbs ending in t/d always show a strongerno-change response and a weaker regularized response than those notending in t/d. During the very early stages of learning, however, theregularized response is stronger than the no-change response-even ifthe verb does end with t/d. This suggests that the generalization thatthe past tense of t/d verbs is formed by adding /*d/ is stronger thanthe generalization that verbs ending in t/d should not have an ending
 AVERAGE SIMULATED STRENGTHS OFREGULARIZED AND NO-CHANGE RESPONSES
 Time Period Verb Ending Regularized No Change
 11-15 not t/d 0.44 0.10tld 0.35 0.27
 16-20 not t/d 0.32 0.12t/d 0.25 0.35
 21-30 not t/d 0.52 0.11tld 0.32 0.41
 added. However, as learning proceeds, this secondary generalization ismade (though for only a subset of the t/d verbs, as we shall see), andthe simulation shows the same interaction that Bybee and Slobin (1982)found in their preschoolers.
 The data and the simulations results just described conflate twoaspects of performance, namely, the tendency to make no-change errorswith r/d verbs that are not no-change verbs and the tendency to makecorrect no-change responses to the t/d verbs that are no-change verbs.Though Bybee and Slobin did not report their data broken down by thisfactor, we can examine the results of the simulation to see whether infact the model is making more no-change errors with t/d verbs forwhich this response is incorrect. To examine this issue, we return tothe full corpus of verbs and consider the tendency to make no-changeerrors separately for irregular verbs other than Type I verbs and for reg-ular verbs.
 Erroneous no-change responses are clearly stronger for both regularand irregular r/d verbs. Figure 8A compares the strength of theerroneous no-change responses for irregular verbs ending in t/d (TypesII and V) versus those not ending in r/d (Types III, IV, VI, VII, andVIII). The no-change response is erroneous in all of these cases.Note, however, that the erroneous no-change responses are stronger forthe t/d verbs than for the other types of irregular verbs. Figure 8Bshows the strength of erroneous no-change responses for regular verbsending in t/d versus those not ending in r/d. Again, the responsestrength for the no-change response is clearly greater when the regularverb ends in a dental.
 We also compared the regularization responses for irregular verbswhose stems end in t/d with irregulars not ending in t/d. The resultsare shown in Figure 8C. In this case, the regularization responses areinitially stronger for verbs that do not end in t/d than for those that do.
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 0.01 ’ ’ ’ ’ ’ ’0 4 0 6 0 1 2 0 1 6 0 2 0 0
 Trials
 Reg ending in t/d
 0.00 40 00 120 160 200
 Trials
 Irreg ending in t/
 6 0 1 2 0
 Trials
 Thus, we see that even when focusing only on erroneous responses, thesystem shows a greater propensity to respond with no change to t/dverbs, whether or not the verb is regular, and a somewhat greater ten-dency to regularize irregulars not ending in t/d.
 There is some evidence in the literature on language acquisition thatperformance on Type I verbs is better sooner than for irregular verbsinvolving vowel changes-Types III through VIII. Kuczaj (1978)reports an experiment in which children were to judge the grammatical-ity of sentences involving past tenses. The children were given sen-tences involving words like hit or hitted or ate or eated and askedwhether the sentences sounded “silly.” The results, averaged over threeage groups from 3;4 to 9;0 years, showed that 70 percent of theresponses to the no-change verbs were correct whereas only 31 percentof the responses to vowel-change irregular verbs were correct. Most ofthe errors involved incorrect acceptance of a regularized form. Thus,the results show a clear difference between the verb types, with per-formance on the Type I verbs superior to that on Type III through VIIIverbs.
 The simulation model too shows better performance on Type I verbsthan on any of the other types. These verbs show fewer errors thanany of the other irregular verbs. Indeed the error rate on Type I verbsis equal to that on the most difficult of the regular verbs. Table 12gives the average number of Wickelfeatures incorrectly generated (outof 460) at different periods during the learning processes for no-change(i.e., Type I) irregular verbs, vowel-change (i.e., Type III-VIII) irregu-lar verbs, regular verbs ending in t/d, regular verbs not ending in t/d,and regular verbs ending in t/d whose stem is a CVC (consonant-vowel-consonant) monosyllable. The table clearly shows thatthroughout learning, fewer incorrect Wickelfeatures are generated forno-change verbs than for vowel-change verbs. Interestingly, the table
 TABLE 12
 AVERAGE NUMBER OF WICKELFEATURES INCORRECTLY GENERATED
 TrialIrregular Verbs Regular Verbs
 Number Type 1 Types III-VIII Ending in t/d Not Ending in t/d CVt/d
 FIGURE 8. A: The strength of erroneous no-change responses for irregular verbs endingin a dental versus those not ending in a dental. B: The strength of erroneous no-changeresponses for regular verbs ending in a dental versus those not ending in a dental. C:The strength of erroneous regularization responses for irregular verbs ending in a dentalversus those not ending in a dental.
 11-15 89.8 123.9 74. I 82.8 87.316-20 57.6 93.7 45.3 51.2 60.521-30 45.5 78.2 32.9 37.4 47.931-50 34.4 61.3 22.9 26.0 37.351-100 18.8 39.0 11.4 12.9 21.5101-200 11.8 21.5 6.4 7.4 12.7
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 also shows that one subset of regulars are no easier than the Type Iirregulars. These are the regular verbs which look on the surface mostlike Type I verbs, namely, the monosyllabic CVC regular verbs endingin t/d. These include such verbs as bat, wait, shout, head, etc.Although we know of no data indicating that people make more no-change errors on these verbs than on multisyllabic verbs ending in t/d,this is a clear prediction of our model. Essentially what is happening isthat the model is learning that monosyllables ending in t/d sometimestake no additional inflection.8 This leads to quicker learning of the no-change verbs relative to other irregular verbs and slower learning ofregular verbs which otherwise look like no-change verbs. It should benoted that the two regular verbs employed by Bybee and Slobin whichbehaved like no-change verbs were both monosyllables. It would beinteresting to see if whether no-change errors actually occur with verbslike decide or devote.
 Types III-VUI: Vowel-change verbs. To look at error patterns onvowel-change verbs (Types III-VIII), Bybee and Slobin (1982) analyzeddata from the spontaneous speech of preschoolers ranging from 1% to 5years of age. The data came from independent sets of data collected bySusan Ervin-Tripp and Wick Miller, by Dan Slobin, and by Zell Green-berg. In all, speech from 31 children involving the use of 69 irregularverbs was studied. Bybee and Slobin recorded the percentages of regu-larizations for each of the various types of vowel-change verbs. Table13 gives the percentages of regularization by preschoolers, ranked frommost to fewest erroneous regularizations. The results show that thetwo verb types which involve adding a t/d plus a vowel change (TypesIII and IV) show the least regularizations, whereas the verb type inwhich the present tense ends in a diphthong (Type VIII) shows by farthe most regularization.
 It is not entirely clear what statistic in our model best corresponds tothe percentage of regularizations. It will be recalled that we collectedresponse strength measures for four different response types for irregu-lar verbs. These were the correct response, the no-change response,the base+ed regularization response, and the past +ed regularizationresponse. If we imagine that no-change responses are, in general, diffi-cult to observe in spontaneous speech, perhaps the measure that wouldbe most closely related to the percentage of regularizations would bethe ratio of the sum of the strengths of the regularization responses to
 8 Though the model does not explicitly encode number of syllables, monosyllabicwords are distinguished from multisyllabic words by the fact that the former contain noWickelphones of the form ,Cv. There are no no-change verbs in English containing suchWickelphones.
 TABLE 13
 PERCENTAGE OF REGULARIZATIONBY PRESCHOOLERS
 (Data from Bybee & Slobin, 1982)
 PercentageVerb Type Example Regularizations
 VIII blew 80VI sang 55V bit 34
 VII broke 32III felt 13IV caught 10
 the sum of the strengths of regularization responses and the correctresponse-that is,
 (base+ed + past+ed)(base+ed + past-ked i- correct) ’
 As with our previous simulation, it is not entirely clear what portionof the learning curve corresponds to the developmental level of thechildren in this group. We therefore calculated this ratio for severaldifferent time periods around the period of maximal overgeneralization.Table 14 shows the results of these simulations.
 The spread between different verb classes is not as great in the simu-lation as in the children’s data, but the simulated rank orders show a
 TABLE 14
 STRENGTH OF REGULARIZATION RESPONSESRELATIVE TO CORRECT RESPONSES
 AverageTrials Trials Trials Trials
 Data 11-15 16-20 21-30 1 l-30R a n k _Order Type Percent Type Ratio Type Ratio Type Ratio Type Ratio
 1 VIII 80 VIII .86 VIII .76 VIII .61 VIII .712 VI 55 VII .80 VII .74 VII .61 VII .693 V 34 VI .76 V .60 IV .48 V .564 VII 32 V .72 IV .59 v .46 IV .565 III 13 IV .69 III .57 III .44 III .536 IV 10 111 .67 VI .52 VI .40 VI .52

Page 23
                        

256 PSYCHOLOGICAL PROCESSES18. LEARNING THE PAST TENSE 257
 remarkable similarity to the results from the spontaneous speech of thepreschoolers, especially in the earliest time period. Type VIII verbsshow uniformly strong patterns of regularization whereas Type III andType IV verbs, those whose past tense involves adding a t/d at the end,show relatively weak regularization responses. Type VI and Type VIIverbs produce somewhat disparate results. For Type VI verbs, thesimulation conforms fairly closely to the children’s speech data in theearliest time period, but it shows rather less strength for regularizationsof these verbs in the later time periods and in the average over Trials11-30. For Type VII verbs, the model errs in the opposite direction:Here it tends to show rather greater strength for regularizations of theseverbs than we see in the children’s speech. One possible reason forthese discrepancies may be the model’s insensitivity to word frequency.Type VI verbs are, in fact, relatively low-frequency verbs, and thus, inthe children’s speech these verbs may actually be at a relatively earlierstage in acquisition than some of the more frequent irregular verbs.Type VII verbs are, in general, much more frequent-in fact, on theaverage they occur more than twice as often (in the gerund form) inthe Kucera-Francis count than the Type VI verbs. In our simulations,all medium-frequency verbs were presented equally often and the dis-tinction was not made. A higher-fidelity simulation including finer gra-dations of frequency variations among the verb types might lead to acloser correspondence with the empirical results. In any case, theseverbs aside, the simulation seems to capture the major features of thedata very nicely.
 Bybee and Slobin attribute the pattern of results they found to factorsthat would not be relevant to our model. They proposed, for example,that Type III and IV verbs were more easily learned because the finalt/d signaled to the child that they were in fact past tenses so the childwould not have to rely on context as much in order to determine thatthese were past-tense forms. In our simulations, we found these verbsto be easy to learn, but it must have been for a different reason sincethe learning system was always informed as to what the correct pasttense really was. Similarly, Bybee and Slobin argued that Type VIIIverbs were the most difficult because the past and present tenses wereso phonologically different that the child could not easily determinethat the past and present tenses of these verbs actually go together.Again, our simulation showed Type VIII verbs to be the most difficult,but this had nothing to do with putting the past and present tensetogether since the model was always given the present and past tensestogether.
 Our model, then, must offer a different interpretation of Bybee andSlobin’s findings. The main factor appears to be the degree to whichthe relation between the present and past tense of the verb is
 idiosyncratic. Type VIII verbs are most difficult because the relation-ship between base form and past tense is most idiosyncratic for theseverbs. Thus, the natural generalizations implicit in the population ofverbs must be overcome for these verbs, and they must be overcomein a different way for each of them. A very basic aspect of the mappingfrom present to past tense is that most of the word, and in particulareverything up to the final vowel, is unchanged. For regular verbs, allof the phonemes present in the base form are preserved in the pasttense. Thus, verbs that make changes to the base form are goingagainst the grain more than those that do not; the larger the changes,the harder they will be to learn. Another factor is that past tenses ofverbs generally end in /t/ or /d/ .
 Verbs that violate the basic past-tense pattern are all at a disadvan-tage in the model, of course, but some suffer less than others becausethere are other verbs that deviate from the basic pattern in the sameway. Thus, these verbs are less idiosyncratic than verbs such asgo/ went, see/saw, and draw/drew which represent completely idiosyn-cratic vowel changes. The difficulty with Type VIII verbs, then, is sim-ply that, as a class, they are simply more idiosyncratic than other verbs.Type III and IV verbs (e.g., feel/felt, catch/caught), on the other hand,share with the vast bulk of the verbs in English the feature that thepast tense involves the addition of a t/d. The addition of the t/d makesthese verbs easier than, say, Type VII verbs (e.g., come/came) becausein Type VII verbs the system must not only learn that there is a vowelchange, but it must also learn that there is not an addition of t/d to theend of the verb.
 Type VI verbs (sing/sang, drag/drug) are interesting from this pointof view, because they involve fairly common subregularities not foundin other classes of verbs such as those in Type V. In the model,the Type VI verbs may be learned relatively quickly because of thissubregularity.
 Types of regularization. We have mentioned that there are two dis-tinct ways in which a child can regularize an irregular verb: The childcan use the base+ed form or the past +ed form. Kuczaj (1977) hasprovided evidence that the proportion of past+ed forms increases, rela-tive to the number of base+ed forms, as the child gets older. Hefound, for example, that the nine youngest children he studied hadmore base + ed regularizations than past + ed regularizations whereasfour out of the five oldest children showed more past+ed thanbase +ed regularizations. In this section, we consider whether ourmodel exhibits this same general pattern. Since the base form and thepast-tense form are identical for Type I verbs, we restrict our analysisof this issue to Types II through VIII.
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 Figure 9 compares the average response strengths for base+ed andpast+ed regularizations as a function of amount of training. The resultsof this analysis are more or less consistent with Kuczaj’s findings.Early in learning, the base+ed response alternative is clearly thestronger of the two. As the system learns, however, the two cometogether so that by about 100 trials the base+ed and the past+edresponse alternatives are roughly equally strong. Clearly, the simula-tions show that the percentage of regularizations that are past+edincreases with experience-just as Kuczaj found in children. In addi-tion, the two curves come together rather late, consistent with the factreported by Kuczaj (1977), that these past +ed forms predominate fo;the most part in children who are exhibiting rather few regularizationerrors of either type. Of the four children exhibiting more past+edregularizations, three were regularizing less than 12% of the time.
 A closer look at the various types of irregular verbs shows that thiscurve is the average of two quite different patterns. Table 15 shows theoverall percentage of regularization strength due to the base+ed alter-native. It is clear from the table that the verbs fall into two generalcategories, those of Types III, IV, and VIII which have an overallpreponderance of base+ed strength (the percentages are all above 5)and Types II, VII, V, and VI which show an overall preponderance ofpast+ed strength (the percentages are all well below .5). The majorvariable which seems to account for the ordering shown in the table isthe amount the ending is changed in going from the base form to the
 0 4 0 8 0 1 2 0
 Trials
 FIGURE 9. Average response strength for base+ed and past+ed responses for verbTypes II through VIII.
 TABLE 15
 PERCENTAGE OF REGULARIZATIONSTRENGTH DUE TO BASE+ ED
 Verb Type Percent base +ed Examples
 III 0.77 sleep/sleptIV 0.69 catch/caught
 VIII 0.68 see/ sawII 0.38 spend/ spent
 VII 0.38 come/cameV 0.37 bite/ bitVI 0.26 sing/sang
 past-tense form. If the ending is changed little, as in sing/sang orcome/came, the past+ed response is relatively stronger. If the pasttense involves a greater change of the ending, such as see/saw, orsleep/slept, then the past+ed form is much weaker. Roughly, the ideais this: To form the past+ed for these verbs two operations must occur.The normal past tense must be created, and the regular ending must beappended. When these two operations involve very different parts ofthe verb, they can occur somewhat independently and both can readilyoccur. When, on the other hand, both changes occur to the same por-tion of the verb, they conflict with one another and a clear past+edresponse is difficult to generate. The Type II verbs, which do show anoverall preponderance of past +ed regularization strength, might seemto violate this pattern since it involves some change to the end in itspast-tense form. Note, however, that the change is only a one featurechange from /d/ to /t/ and thus is closer to the pattern of the verbsinvolving no change to the final phonemes of the verb. Figure 1OAshows the pattern of response strengths to base+ed and past+ed regu-larizations for verb Types II, VII, V, and VI which involve relatively lit-tle change of the final phonemes from base to past form. Figure 1OBshows the pattern of response strengths to base+ed and past+ed forverb Types III, IV, and VIII. Figure 10A shows very clearly the patternexpected from Kuczaj’s results. Early in learning, base+ed responsesare by far the strongest. With experience the past+ed responsebecomes stronger and stronger relative to the base+ed regularizationsuntil, at about Trial 40, it begins to exceed it. Figure 10B shows a dif-ferent pattern. For these verbs the past+ed form is weak throughoutlearning and never comes close to the base+ed regularization response.Unfortunately, Kuczaj did not present data on the relative frequency ofthe two types of regularizations separately for different verb types.
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 Transfer to Novel Verbs
 A
 Verb Types II, V, VI and VII
 0.0 I I I I I- -
 0 4 0 8 0 1 2 0
 Trials1 6 0 2 0 0
 Verb Types III, IV and VIII
 10 . 3
 0 . 2
 0.1
 0.00 4 0 8 0 1 2 0 1 6 0 2 0 0
 Trials
 FIGURE 10. A: The pattern of response strengths to base+ed and past+ed regulariza-tions for verb Types II, V, VI, and VII. B: The pattern of response strengths tobase+ed and past +ed for verb Types III, IV, and VIII.
 Thus for the present, this difference in type of regularization responsesremains an untested prediction of the model.
 To this point we have only reported on the behavior of the systemon verbs that it was actually taught. In this section, we consider theresponse of the model to the set of 86 low-frequency verbs which itnever saw during training. This test allows us to examine how well thebehavior of the model generalizes to novel verbs. In this section wealso consider responses to different types of regular verbs, and weexamine the model’s performance in generating unconstrainedresponses.
 Overall degree of transfer. Perhaps the first question to ask is howaccurately the model generates the correct features of the new verbs.Table 16 shows the percentage of Wickelfeatures correctly generated,averaged over the regular and irregular verbs. Overall, the performanceis quite good. Over 90 percent of the Wickelfeatures are correctly gen-erated without any experience whatsoever with these verbs. Perform-ance is, of course, poorer on the irregular verbs, in which the actualpast tense is relatively idiosyncratic. But even there, almost 85 percentof the Wickelfeatures are correctly generated.
 Unconstrained responses. Up until this point we have always pro-ceeded by giving the model a set of response alternatives and letting itassign a response strength to each one. This allows us to get relativeresponse strengths among the set of response alternatives we have pro-vided. Of course, we chose as response alternatives those which wehad reason to believe were among the strongest. There is the possibil-ity, however, that the output of the model might actually favor someother, untested alternative some of the time. To see how well the out-put of the model is really doing at specifying correct past tenses orerrors of the kind that children actually make, we must allow the modelto choose among all possible strings of phonemes.
 To do this, we implemented a second version of the binding network.This version is also described in the Appendix. Instead of a
 TABLE 16
 PROPORTION OF WICKELFEATURESCORRECTLYGENERATED
 Regular .92Irregular .84Overall .91
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 competition among alternative strings, it involves a competition amongindividual Wickelphone alternatives, coupled with mutual facilitationbetween mutually compatible Wickelphones such as #kA and kAm. 9.The results from the free-generation test are quite consistent with
 our expectations from the constrained alternative phase, though theydid uncover a few interesting aspects of the model’s performance thatwe had not anticipated. In our analysis of these results we have con-sidered only responses with a strength of at least .2. Of the 86 testverbs, There were 65 cases in which exactly one of the alternativesexceeded .2. Of these, 55 were simple regularization responses, fourwere no-change responses, three involved double marking of regularverbs, (e.g., type was responded to with /tIptAd/), and there was onecase of a vowel change (e.g., slip/slept). There were 14 cases in whichtwo alternatives exceeded threshold and one case in which threeexceeded threshold. Finally, in six cases, no response alternativeexceeded threshold. This occurred with the regular verbs jump, pump,soak, warm, trail, and glare. In this case there were a number of alterna-tives, including the correct past-tense form of each of these verbs,competing with a response strength of about .l.
 Table 17 shows the responses generated for the 14 irregular verbs.The responses here are very clear. All of the above-thresholdresponses made to an irregular verb were either regularizationresponses, no-change responses (to Type I and V verbs as expected) orcorrect vowel-change generalizations. The fact that bid is correctly gen-erated as the past for bid, that wept is correctly generated as the past forweep, and that clung is correctly generated as a past tense for cling illus-trates that the system is not only sensitive to the major regular past-tense pattern, but is sensitive to the subregularities as well. It shouldalso be noted that the no-change responses to the verbs grind and windoccurs on monosyllabic Type V verbs ending in t/d, again showing evi-dence of a role for this subregularity in English past-tense formation.
 Of the 72 regular verbs in our low-frequency sample, the six verbsmentioned above did not have any response alternatives above thresh-old. On 48 of the remaining 66 regular verbs, the only responseexceeding threshold was the correct one. The threshold responses tothe remaining 18 verbs are shown in Table 18.
 TABLE 17
 THE MODEL’S RESPONSES TO UNFAMILIARLOW-FREQUENCY IRREGULAR VERBS
 VerbType
 Presented Phonetic Phonetic English ResponseWord Input Response Rendition Strength
 I bidthrust
 /bid/ /bid//-rr^st/ /rr* st^d/
 /bend//lend/
 / bend^ d/ (bended) 0.28/lend-d/ (lended) 0.70
 (bid)(thrusted)
 / krEPt/ (creeped)/ WEPt / (weeped)/wept / (wept)
 0.550.57
 II bendlend
 III creep / krEP/weep I WE PI
 0.510.340.33
 IV catch / kacf I kactl
 f brEd*d/hndl/ wtnd/
 / klir\id//kl-N//did//stikt/
 (catched) 0.67
 V breedgrindwind
 / brEd//wnd// wtnd/
 (breeded) 0.48(grind) 0.44(wind) 0.37
 / terd/
 VI cling / kliN/ (clinged) 0.28(clung) 0.23
 (diggedl 0.22(sticked) 0.53
 dig /dig/stick /stik/
 VII tear lterl (teared) 0.90
 Note that for 12 of the 18 verbs listed in the table, the correctresponse is above threshold. That means that of the 66 regular verbs towhich any response at all exceeded threshold, the correct responseexceeded threshold in 60 cases. It is interesting to note, also, that themodel never chooses the incorrect variant of the regular past tense. Asshown in Table 8, verbs ending in a /t/ or /d/ take /*d/ in the pasttense; verbs ending in unvoiced consonants take /t/, and verbs endingin vowels or voiced consonants take /d/. On no occasion does themodel assign a strength greater than .2 an incorrect variant of the pasttense. Thus, the model has clearly learned the substructure of the reg-ular correspondence and adds the correct variant to all different typesof base forms. These results clearly demonstrate that the model acts inaccordance with the regular pattern for English verbs and that it canapply this pattern with a high level of success to novel as well as fami-liar verbs.
 In addition to the regular responses, five of the responses were no-change responses. In three cases the no-change response was to a verbending in t/d. Four of the responses followed the pattern of Type IIIverbs, modifying the vowel and adding a final /t/. Thus, for example,
 9 The major problem with this method of generating responses is that it is tremen-dously computer intensive. Had we used this method to generate responses throughoutthe learning phase, we estimate that it would have taken over fhree years of computer timeto complete the learning phase alone ! This compares to the 260 hours of computer timethe learning phase took with the response alternatives supplied. It took about 28 hours tocomplete the response generation process in testing just the 86 low-frequency verbs usedin this section of the study. Of course, in biological hardware, this would not be a prob-lem since the processing would actually occur in parallel.
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 speaking, incorrect, they all indicate a sensitivity to the regular andsubregular patterns of the English past tense.
 Perhaps the most surprising result evident from the table is theoccurrence of a double past marker on the responses to seven of theverbs. Although we know of no references to this phenomenon in theliterature, we expect that children (and adults) do occasionally makethis kind of error. It is interesting, and possibly significant, that allseven of these responses occurred to verbs whose correct past tense isthe addition of a /t/. It would be interesting to see whether children’serrors of this type follow a similar pattern.
 Finally, there were just four responses that involved the addition ormodification of consonants. These were maded as a past tense of mate,squawked as a past tense for squat, membled as a past tense for mail, andtoureder as a past tense for tour. It is unlikely that humans would makethese errors, especially the last two, but these responses are, for themost part, near threshold. Furthermore, it seems likely that many ofthese responses could be filtered out if the model incorporated anauto-associative network of connections among the output units. Sucha network could be used to clean up the output pattern and would prob-ably increase the tendency of the model to avoid bizarre responses.Unfortunately, we have not yet had the chance to implement thissuggestion.
 TABLE 18
 SYSTEM RESPONSES TO UNFAMILIAR LOW-FREQUENCY REGULAR VERBS
 VerbType
 PresentedWord
 PhoneticInput
 PhoneticResponse
 EnglishRendition
 ResponseRendition
 End int/d
 guard
 kid
 /gard/
 /kid/
 /wrd/ (guard)/gard^d/ (guarded)
 /kid/ (kid)/kid-d/ (kidded)
 0.290.26
 0.390.24
 0.430.23
 0.270.220.21
 mate /mAt/ /mAt^d/ (mated)/mAd^d/ (maded)
 squat /skw*t/ /skw*t^d/ (squated)/skw*t/ (squat)
 /skw*kt/ (squawked)
 End inunvoiced
 carp lkarpl
 /drip/
 lkarpt //kcwrpt^d /
 /dript^d//dript/
 /mapt^d// mwt/
 hPt//SW
 (carped)(carpted)
 (dripted)(dripped)
 (mapted)happed)
 0.280.21
 0.280.22
 0.240.22
 0.430.27
 0.420.28
 0.40
 0.290.22
 0.40
 0.59
 0.33
 consonant drip
 map I mapI
 shape /SAP/ (shaped)(shipped)
 (sipped)(sepped)
 (slept)
 Summary. The system has clearly learned the essential characteris-tics of the past tense of English. Not only can it respond correctly tothe 460 verbs that it was taught, but it is able to generalize and transferrather well to the unfamiliar low-frequency verbs that had never beenpresented during training. The system has learned about the conditionsin which each of the three regular past-tense endings are to be applied,and it has learned not only the dominant, regular form of the pasttense, but many of the subregularities as well.
 It is true that the model does not act as a perfect rule-applyingmachine with novel past-tense forms. However, it must be noted thatpeople-or at least children, even in early grade-school years-are notperfect rule-applying machines either. For example, in Berko’s classic(1958) study, though her kindergarten and first-grade subjects did oftenproduce the correct past forms of novel verbs like spew, mott, and rick,they did not do so invariably. In fact, the rate of regular past-tenseforms given to Berko’s novel verbs was only 51 percent.‘O Thus, we see
 sip /sip/ /SW/wt/
 slip
 smoke
 /slip/
 / smOk/I SW/
 /smOkt^d//smOk/
 /snaptAd/
 /steptAd/
 /trpt^d/
 (smokted)(smoke)
 (snapted)
 (stepted)
 (typted)
 snap
 step
 type
 I snap/
 I step/
 /QP/
 End in brown / brwn/ / brwnd/ (browned) 0.46voiced / br*nd/ (brawned) 0.39consonantor vowel hug /hW /hW (hug) 0.59
 mail /rnA^I/ / mA A Id/ (mailed) 0.38/ memb^ Id/ (membled) 0.23
 tour /tur/ /turd* r/ (toureder) 0.31/turd/ (toured) 0.25
 her novel verbs.two novel verbsonly 33 percent
 10 Unfortunately, Berko included only one regular verb to compare toThe verb was melt. Children were 73 percent correct on this verb. Thethat required the same treatment as me/t (mott and bodd) each receivedcorrect responses.
 we have the past of sip rendered as sept, presumably on the model ofsleep/slept, keep/ kept, sweep/swept, etc. Interestingly, three of the fourcases involved verbs whose base form ended in /p/ just as in themodels listed above. Even though these last responses are, strictly
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 little reason to believe that our model’s “deficiencies” are significantlygreater than those of native speakers of comparable experience.
 CONCLUSIONS
 We have shown that our simple learning model shows, to a remark-able degree, the characteristics of young children learning the morphol-ogy of the past tense in English. We have shown how our model gen-erates the so-called U-shaped learning curve for irregular verbs and thatit exhibits a tendency to overgeneralize that is quite similar to the pat-tern exhibited by young children. Both in children and in our model,the verb forms showing the most regularization are pairs such asknow/knew and see/saw, whereas those showing the least regularizationare pairs such as feel/felt and catch/caught. Early in learning, ourmodel shows the pattern of more no-change responses to verbs endingin t/d whether or not they are regular verbs, just as young children do.The model, like children, can generate the appropriate regular past-tense form to unfamiliar verbs whose base form ends in various con-sonants or vowels. Thus, the model generates an /*d/ suffix for verbsending in t/d, a /t/ suffix for verbs ending in an unvoiced consonant,and a /d/ suffix for verbs ending in a voiced consonant or vowel.
 In the model, as in children, different past-tense forms for the sameword can coexist at the same time. On rule accounts, such transitionalbehavior is puzzling and difficult explain. Our model, like human chil-dren, shows an relatively larger proportion of past+ed regularizationslater in learning. Our model, like learners of English, will sometimesgenerate past-tense forms to novel verbs which show sensitivities to thesubregularities of English as well as the major regularities. Thus, thepast of cring can sometimes be rendered crang or crung. In short, oursimple learning model accounts for all of the major features of theacquisition of the morphology of the English past tense.
 In addition to our ability to account for the major known features ofthe acquisition process, there are also a number of predictions that themodel makes which have yet to be reported. These include:
 l We expect relatively more past+ed regularizations to irregularswhose correct past form does not involve a modification of thefinal phoneme of the base form.
 l We expect that early in learning, a no-change response willoccur more frequently to a CVC monosyllable ending in t/dthan to a more complex base verb form.
 l We expect that the double inflection responses (/driptAd/) willoccasionally be made by native speakers and that they willoccur more frequently to verbs whose stem is ends in /p/ or/k/.
 The model is very rich and there are many other more specific predic-tions which can be derived from it and evaluated by a careful analysisof acquisition data.
 We have, we believe, provided a distinct alternative to the view thatchildren learn the rules of English past-tense formation in any explicitsense. We have shown that a reasonable account of the acquisition ofpast tense can be provided without recourse to the notion of a “rule” asanything more than a description of the language. We have shown that,for this case, there is no induction problem. The child need not figureout what the rules are, nor even that there are rules. The child neednot decide whether a verb is regular or irregular. There is no questionas to whether the inflected form should be stored directly in the lexiconor derived from more general principles. There isn’t even a question(as far as generating the past-tense form is concerned) as to whether averb form is one encountered many times or one that is being gen-erated for the first time. A uniform procedure is applied for producingthe past-tense form in every case. The base form is supplied as inputto the past-tense network and the resulting pattern of activation isinterpreted as a phonological representation of the past form of thatverb. This is the procedure whether the verb is regular or irregular,familiar or novel.
 In one sense, every form must be considered as being derived. Inthis sense, the network can be considered to be one large rule for gen-erating past tenses from base forms. In another sense, it is possible toimagine that the system simply stores a set of rote associations betweenbase and past-tense forms with novel responses generated by “on-line”generalizations from the stored exemplars.
 Neither of these descriptions is quite right, we believe. Associationsare simply stored in the network, but because we have a superpositionalmemory, similar patterns blend into one another and reinforce eachother. If there were no similar patterns (i.e., if the featural representa-tions of the base forms of verbs were orthogonal to one another) therewould be no generalization. The system would be unable to generalizeand there would be no regularization. It is statistical relationshipsamong the base forms themselves that determine the pattern ofresponding. The network merely reflects the statistics of the featuralrepresentations of the verb forms.
 We chose the study of acquisition of past tense in part because thephenomenon of regularization is an example often cited in support of

Page 29
                        

268 PSYCHOLOGICAL PROCESSES
 the view that children do respond according to general rules oflanguage. Why otherwise, it is sometimes asked, should they generateforms that they have never heard ? The answer we offer is that they doso because the past tenses of similar verbs they are learning show sucha consistent pattern that the generalization from these similar verbsoutweighs the relatively small amount of learning that has occurred onthe irregular verb in question. We suspect that essentially similar ideaswill prove useful in accounting for other aspects of language acquisi-tion. We view this work on past-tense morphology as a step toward arevised understanding of language knowledge, language acquisition, andlinguistic information processing in general.
 ACKNOWLEDGMENTS
 This research was supported by ONR Contracts N00014-82-C-0374, NR667-483 and N00014-79-C-0323, NR 667-437, by a grant from the Sys-tem Development Foundation, and by a Research Scientist CareerDevelopment Award MH00385 to the second author from the NationalInstitute of Mental Health.
 18. LEARNING THE PAST TENSE 269
 APPENDIX
 One important aspect of the Wickelfeature representation is that itcompletely suppressed the temporal dimension. Temporal informationis stored implicitly in the feature pattern. This gives us a representa-tional format in which phonological forms of arbitrary length can berepresented. It also avoids an a priori decision as to which part of theverb (beginning, end, center, etc.) contains the past-tense inflection.This grows out of the learning process. Unfortunately, it has its nega-tive side as well. Since phonological forms do contain temporal infor-mation, we need to have a method of converting from the Wickel-feature representation into the time domain-in short, we need adecoding network which converts from the Wickelfeature representa-tion to either the Wickelphone or a phonological representational for-mat. Since we have probabilistic units, this decoding process must beable to work in the face of substantial noise. To do this we devised aspecial sort of decoding network which we call a binding network.Roughly speaking, a binding network is a scheme whereby a number ofunits compete for a set of available features-finally attaining a strengththat is proportional to the number of features the units account for.We proceed by first describing the idea behind the binding network,then describing its application to produce the set of Wickelphonesimplicit in the Wickelfeature representation, and finally to produce theset of phonological strings implicit in the Wickelfeatures.
 Binding Networks
 The basic idea is simple. Imagine that there are a set of inputfeatures and a set of output features. Each output feature is consistentwith certain of the input features, inconsistent with certain other of theinput features, and neutral about still other of the input features. Theidea is to find a set of output features that accounts for as many as pos-sible of the output features while minimizing the number of inputfeatures accounted for by more than one output feature. Thus, wewant each of the output features to compete for input features. Themore input features it captures, the stronger its position in the competi-tion and the more claim it has on the features it accounts for. Thusconsider the case in which the input features are Wickelfeatures and theoutput features are Wickelphones. The Wickelphones compete amongone another for the available Wickelfeatures. Every time a particularWickelphone “captures” a particular Wickelfeature, that input feature no
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 longer provides support for other Wickelphones. In this way, the sys-tem comes up with a set of more or less nonoverlapping Wickelphoneswhich account for as many as possible of the available Wickelfeatures.This means that if two Wickelphones have many Wickelfeatures incommon (e.g., & and kAm) but one of them accounts for morefeatures than the other, the one that accounts for the most features willremove nearly all of the support for the very similar output featurewhich accounts for few if any input features uniquely. The binding net-work described below has the property that if two output units are com-peting for a set of input features, each will attain a strength propor-tional to the number of input features uniquely accounted for by thatoutput feature divided by the total number of input features uniquelyaccounted for by any output feature.
 This is accomplished by a network in which each input unit has afixed amount of activation (in our case we assumed that it had a totalactivation value of 1) to be distributed among the output units con-sistent with that input feature. It distributes its activation in proportionto the strength of the output feature to which it is connected. This isthus a network with a dynamic weight. The weight from input unit j tooutput unit i is thus given by
 aiw. = -
 ‘Jc ak.
 where kj ranges over the set of output units consistent with input unitsj. The total strength of output unit k at time t is a linear function ofits inputs at time t - 1 and is thus given by
 ak (t ) = c i& Wkjk (t ) = Jk
 ik& (t - 1)I 'k‘k
 where jk ranges over the set of input features consistent with outputfeature k, Ilk ranges over the set of output features consistent withinput feature jk ,is 0 otherwise.
 and 5 takes on value 1 if input feature j is present and
 We used the binding network described above to find the set ofWickelphones which gave optimal coverage to the Wickelfeatures in theinput. The procedure was quite effective. We used as the set of outputall of the Wickelphones that occurred anywhere in any of the 500 or soverbs we studied. We found that the actual Wickelphones were alwaysthe strongest when we had 80 percent or more of the correct Wickel-features. Performance dropped off as the percentage of correct
 18. LEARNING THE PAST TENSE 271
 Wickelfeatures dropped. Still when as few as 50 percent of the Wickel-features were correct, the correct Wickelphones were still the strongestmost of the time. Sometimes, however, a Wickelphone not actually inthe input would become strong and push out the “correct” Wickel-phones. If we added the constraint that the Wickelphones must fittogether to form an entire string (by having output features activatefeatures that are consistent neighbors), we found that more than 60percent of correct Wickelfeatures lead to the correct output string morethan 90 percent of the time.
 The binding network described above is designed for a situation inwhich there is a set of input features that is to be divided up among aset of output features. In this case, features that are present, but notrequired for a particular output feature play no role in the evaluation ofthe output feature. Suppose, however, that we have a set of alternativeoutput features, one of which is supposed to account for the entire pat-tern. In this case, input features that are present, but not consistent,with a given output feature must count against that output feature.One solution to this is to have input units excite consistent output unitsaccording the the rule given above and to inhibit inconsistent outputunits. In the case in which we tried to construct the entire phonologicalstring directly from a set of Wickelfeatures we used the followingactivation rule:
 ak (t ) = c ijk wkjk (t ) - ciik‘h ‘k
 where lk indexes the input features that are inconsistent with outputfeature k. In this case, we used as output features all of the strings ofless than 20 phonemes which could be generated from the set of Wick-elphones present in the entire corpus of verbs. This is the procedureemployed to produce responses to the lowest frequency verbs as shownin Tables 17 and 18.
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