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Abstract
 The central objective of this project is demonstrating the capabilities of Artificial Neural
 Network implementations in recognizing extended sets of optical language symbols. The
 applications of this technique range from document digitizing and preservation to handwritten
 text recognition in handheld devices.
 The classic difficulty of being able to correctly recognize even typed optical language symbols is
 the complex irregularity among pictorial representations of the same character due to variations
 in fonts, styles and size. This irregularity undoubtedly widens when one deals with
 handwritten characters.
 Hence the conventional programming methods of mapping symbol images into matrices,
 analyzing pixel and/or vector data and trying to decide which symbol corresponds to
 which character would yield little or no realistic results. Clearly the needed methodology will
 be one that can detect �proximity� of graphic representations to known symbols and make
 decisions based on this proximity. To implement such proximity algorithms in the conventional
 programming one needs to write endless code, one for each type of possible irregularity or
 deviation from the assumed output either in terms of pixel or vector parameters, clearly not a
 realistic fare.
 An emerging technique in this particular application area is the use of Artificial Neural Network
 implementations with networks employing specific guides (learning rules) to update the links
 (weights) between their nodes. Such networks can be fed the data from the graphic analysis of
 the input picture and trained to output characters in one or another form. Specifically some
 network models use a set of desired outputs to compare with the output and compute an error to
 make use of in adjusting their weights. Such learning rules are termed as Supervised Learning.
 One such network with supervised learning rule is the Multi-Layer Perceptron (MLP) model. It
 uses the Generalized Delta Learning Rule for adjusting its weights and can be trained for a set of
 1

Page 2
                        

input/desired output values in a number of iterations. The very nature of this particular model is
 that it will force the output to one of nearby values if a variation of input is fed to the network
 that it is not trained for, thus solving the proximity issue. Both concepts will be discussed in the
 introduction part of this report.
 The project has employed the MLP technique mentioned and excellent results were obtained for
 a number of widely used font types. The technical approach followed in processing input images,
 detecting graphic symbols, analyzing and mapping the symbols and training the network for a set
 of desired Unicode characters corresponding to the input images are discussed in the subsequent
 sections. Even though the implementation might have some limitations in terms of functionality
 and robustness, the researcher is confident that it fully serves the purpose of addressing the
 desired objectives.
 2
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1. Introduction
 1.1 Artificial Neural Networks
 Modeling systems and functions using neural network mechanisms is a relatively new and
 developing science in computer technologies. The particular area derives its basis from the way
 neurons interact and function in the natural animal brain, especially humans. The animal brain is
 known to operate in massively parallel manner in recognition, reasoning, reaction and damage
 recovery. All these seemingly sophisticated undertakings are now understood to be attributed to
 aggregations of very simple algorithms of pattern storage and retrieval. Neurons in the brain
 communicate with one another across special electrochemical links known as synapses. At a time
 one neuron can be linked to as many as 10,000 others although links as high as hundred
 thousands are observed to exist. The typical human brain at birth is estimated to house one
 hundred billion plus neurons. Such a combination would yield a synaptic connection of 1015,
 which gives the brain its power in complex spatio-graphical computation.
 Unlike the animal brain, the traditional computer works in serial mode, which is to mean
 instructions are executed only one at a time, assuming a uni-processor machine. The illusion of
 multitasking and real-time interactivity is simulated by the use of high computation speed and
 process scheduling. In contrast to the natural brain which communicates internally in
 electrochemical links, that can achieve a maximum speed in milliseconds range, the
 microprocessor executes instructions in the lower microseconds range. A modern processor such
 as the Intel Pentium-4 or AMD Opteron making use of multiple pipes and hyper-threading
 technologies can perform up to 20 MFloPs (Million Floating Point executions) in a single
 second.
 It is the inspiration of this speed advantage of artificial machines, and parallel capability of the
 natural brain that motivated the effort to combine the two and enable performing complex
 �Artificial Intelligence� tasks believed to be impossible in the past. Although artificial neural
 3
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networks are currently implemented in the traditional serially operable computer, they still utilize
 the parallel power of the brain in a simulated manner.
 Neural networks have seen an explosion of interest over the last few years, and are being
 successfully applied across an extraordinary range of problem domains, in areas as diverse as
 finance, medicine, engineering, geology and physics. Indeed, anywhere that there are problems
 of prediction, classification or control, neural networks are being introduced. This sweeping
 success can be attributed to a few key factors:
 Power: Neural networks are very sophisticated modeling techniques capable of modeling
 extremely complex functions. In particular, neural networks are nonlinear. For many years linear
 modeling has been the commonly used technique in most modeling domains since linear models
 have well-known optimization strategies. Where the linear approximation was not valid (which
 was frequently the case) the models suffered accordingly. Neural networks also keep in check
 the curse of dimensionality problem that bedevils attempts to model nonlinear functions with
 large numbers of variables.
 Ease of use: Neural networks learn by example. The neural network user gathers representative
 data, and then invokes training algorithms to automatically learn the structure of the data.
 Although the user does need to have some heuristic knowledge of how to select and prepare data,
 how to select an appropriate neural network, and how to interpret the results, the level of user
 knowledge needed to successfully apply neural networks is much lower than would be the case
 using (for example) some more traditional nonlinear statistical methods.
 1.2 The Multi-Layer Perceptron Neural Network Model
 To capture the essence of biological neural systems, an artificial neuron is defined as follows:
 It receives a number of inputs (either from original data, or from the output of other
 neurons in the neural network). Each input comes via a connection that has a strength
 (or weight); these weights correspond to synaptic efficacy in a biological neuron. Each
 neuron also has a single threshold value. The weighted sum of the inputs is formed, and
 4
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the threshold subtracted, to compose the activation of the neuron (also known as the post-
 synaptic potential, or PSP, of the neuron). 
 The activation signal is passed through an activation function (also known as a transfer
 function) to produce the output of the neuron.
 If the step activation function is used (i.e., the neuron's output is 0 if the input is less than zero,
 and 1 if the input is greater than or equal to 0) then the neuron acts just like the biological neuron
 described earlier (subtracting the threshold from the weighted sum and comparing with zero is
 equivalent to comparing the weighted sum to the threshold). Actually, the step function is rarely
 used in artificial neural networks, as will be discussed. Note also that weights can be negative,
 which implies that the synapse has an inhibitory rather than excitatory effect on the neuron:
 inhibitory neurons are found in the brain.
 This describes an individual neuron. The next question is: how should neurons be connected
 together? If a network is to be of any use, there must be inputs (which carry the values of
 variables of interest in the outside world) and outputs (which form predictions, or control
 signals). Inputs and outputs correspond to sensory and motor nerves such as those coming from
 the eyes and leading to the hands. However, there also can be hidden neurons that play an
 internal role in the network. The input, hidden and output neurons need to be connected together.
 A typical feedforward network has neurons arranged in a distinct layered topology. The input
 layer is not really neural at all: these units simply serve to introduce the values of the input
 variables. The hidden and output layer neurons are each connected to all of the units in the
 preceding layer. Again, it is possible to define networks that are partially-connected to only some
 units in the preceding layer; however, for most applications fully-connected networks are better.
 The Multi-Layer Perceptron Neural Network is
 perhaps the most popular network architecture in
 use today. The units each perform a biased
 weighted sum of their inputs and pass this
 activation level through an activation function to
 5
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produce their output, and the units are arranged in a layered feedforward topology. The network
 thus has a simple interpretation as a form of input-output model, with the weights and thresholds
 (biases) the free parameters of the model. Such networks can model functions of almost arbitrary
 complexity, with the number of layers, and the number of units in each layer, determining the
 function complexity. Important issues in Multilayer Perceptrons (MLP) design include
 specification of the number of hidden layers and the number of units in each layer.
 Fig.1 A Typical Feedforward Network
 Most common activation functions are the logistic and hyperbolic tangent sigmoid functions.
 The project used thehyperbolic tangent function:  and derivative: .
 2.3 Optical Language Symbols
 Several languages are characterized by having their own written symbolic representations
 (characters). Thesecharacters are either a delegate of a specific audioglyph, accent or whole
 words in some cases. In terms of structure world language characters manifest various levels of
 organization. With respect to this structure there always is an issue of compromise between ease
 of construction and space conservation. Highly structured alphabets like the Latin set enable easy
 construction of language elements while forcing the use of additional space. Medium structure
 alphabets like the Ethiopic (Ge�ez) conserve space due to representation of whole audioglyphs
 and tones in one symbol, but dictate the necessity of having extended sets of symbols and thus a
 difficult level of use and learning. Some alphabets, namely the oriental alphabets, exhibit a very
 low amount of structuring that whole words are delegated by single symbols. Such languages are
 composed of several thousand symbols and are known to need a learning cycle spanning whole
 lifetimes.
 Representing alphabetic symbols in the digital computer has been an issue from the beginning of
 the computer era. The initial efforts of this representation (encoding) was for the alphanumeric
 set of the Latin alphabet and some common mathematical and formatting symbols. It was not 6
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until the 1960�s that a formal encoding standard was prepared and issued by the American
 computer standards bureau ANSI and named the ASCII Character set. It is composed of and 8-
 bit encoded computer symbols with a total of 256 possible unique symbols. In some cases certain
 combination of keys were allowed to form 16-bit words to represent extended symbols. The final
 rendering of thecharacters on the user display was left for the application program in order to
 allow for various fonts and styles to be implemented.
 At the time, the 256+ encoded characters were thought of suffice for all the needs of computer
 usage. But with the emergence of computer markets in the non-western societies and the internet
 era, representation of a further set of alphabets in the computer was necessitated. Initial attempts
 to meet this requirement were based on further combination of ASCII encoded characters to
 represent the new symbols. This however led to a deep chaos in rendering characters especially
 in web pages since the user had to choose the correct encoding on the browser. Further difficulty
 was in coordinating the usage of key combinations between different implementers to ensure
 uniqueness.
 It was in the 1990s that a final solution was proposed by an independent consortium to extend
 the basic encoding width to 16-bit and accommodate up to 65,536 unique symbols. The new
 encoding was named Unicode due to its ability to represent all the known symbols in a single
 encoding. The first 256 codes of this new set were reserved for the ASCII set in order to
 maintain compatibility with existing systems. ASCII characters can be extracted form a
 Unicode word by reading the lower 8 bits and ignoring the rest or vise versa, depending on the
 type of endian (big or small) used.
 The Unicode set is managed by the Unicode consortium which examines encoding requests,
 validate symbols and approve the final encoding with a set of unique 16-bit codes. The set still
 has a huge portion of it non-occupied waiting to accommodate any upcoming requests. Ever
 since it�s founding, popular computer hardware and software manufacturers like Microsoft
 have accepted and supported the Unicode effort.
 As an aside the researcher mentions that the Ethiopic alphabet (commonly known as Ge�ez) is
 represented from 1200H � 137FH in the Unicode set.
 7
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2. Technical Overview
 2.1 Introduction
 8
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The operations of the network implementation in this project can be summarized by the
 following steps:
 Training phase
 o Analyze image for characters
 o Convert symbols to pixel matrices
 o Retrieve corresponding desired output character and convert to Unicode
 o Lineraize matrix and feed to network
 o Compute output
 o Compare output with desired output Unicode value and compute error
 o Adjust weights accordingly and repeat process until preset number of iterations
 Testing phase
 o Analyze image for characters
 o Convert symbols to pixel matrices
 o Compute output
 o Display character representation of the Unicode output
 Essential components of the implementation are:
 Formation of the network and weight initialization routine
 Pixel analysis of images for symbol detection
 Loading routines for training input images and corresponding desired output characters
 in special files namedcharacter trainer sets (*.cts)
 Loading and saving routines for trained network (weight values)
 9
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Character to binary Unicode and vice versa conversion routines
 Error, output and weight calculation routines
 2.1.1 Network Formation
 The MLP Network implemented for the
 purpose of this project is composed of 3
 layers, one input, one hidden and one
 output.
 The input layer constitutes of 150 neurons
 which receive pixel binary data from a
 10x15 symbol pixel matrix. The size of this
 matrix was decided taking into
 consideration the average height and width
 of character image that can be mapped
 without introducing any significant pixel
 noise.
 The hidden layer constitutes of 250 neurons whose number is decided on the basis of optimal
 results on a trial and error basis.
 The output layer is composed of 16 neurons corresponding to the 16-bits of Unicode encoding.
 To initialize the weights a random function was used to assign an initial random number which
 lies between two preset integers named �weight_bias. The weight bias is selected from trial
 and error observation to correspond to average weights for quick convergence.
 Fig. 2 The Project MLP Network
 2.1.2 Symbol image detection10
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The process of image analysis to detect character symbols by examining pixels is the core part
 of input set preparation in both the training and testing phase. Symbolic extents are recognized
 out of an input image file based on the color value of individual pixels, which for the limits of
 this project is assumed to be either blackRGB(255,0,0,0) or white RGB(255,255,255,255). The
 input images are assumed to be in bitmap form of any resolution which can be mapped to an
 internal bitmap object in the Microsoft Visual Studio environment. The procedure also assumes
 the input image is composed of only characters and any other type of bounding object like a
 boarder line is not taken into consideration.
 The procedure for analyzing images to detect characters is listed in the following algorithms:
 i. Determining character lines
 Enumeration of character lines in a character image (�page�) is essential in delimiting the
 bounds within which the detection can proceed. Thus detecting the next character in an image
 does not necessarily involve scanning the whole image all over again.
 Algorithm:
 1. start at the first x and first y pixel of the image pixel(0,0), Set number of lines to 0
 2. scan up to the width of the image on the same y-component of the image
 a. if a black pixel is detected register y as top of the first line
 b. if not continue to the next pixel
 c. if no black pixel found up to the width increment y and reset x to scan the next
 horizontal line
 3. start at the top of the line found and first x-component pixel(0,line_top)
 4. scan up to the width of the image on the same y-component of the image
 a. if no black pixel is detected register y-1 as bottom of the first line. Increment
 number of lines
 11
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b. if a black pixel is detected increment y and reset x to scan the next horizontal line
 5. start below the bottom of the last line found and repeat steps 1-4 to detect subsequent
 lines
 6. If bottom of image (image height) is reached stop.
 ii. Detecting Individual symbols
 Detection of individual symbols involves scanning character lines for orthogonally separable
 images composed of black pixels.
 Algorithm:
 1. start at the first character line top and first x-component
 2. scan up to image width on the same y-component
 a. if black pixel is detected register y as top of the first line
 b. if not continue to the next pixel
 3. start at the top of the character found and first x-component, pixel(0,character_top)
 4. scan up to the line bottom on the same x-component
 a. if black pixel found register x as the left of the symbol
 b. if not continue to the next pixel
 c. if no black pixels are found increment x and reset y to scan the next vertical line
 5. start at the left of the symbol found and top of the current line, pixel(character_left,
 line_top)
 6. scan up to the width of the image on the same x-component
 a. if no black characters are found register x-1 as right of the symbol
 12
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b. if a black pixel is found increment x and reset y to scan the next vertical line
 7. start at the bottom of the current line and left of the symbol,
 pixel(character_left,line_bottom)
 8. scan up to the right of the character on the same y-component
 a. if a black pixel is found register y as the bottom of the character
 b. if no black pixels are found decrement y and reset x to scan the next vertical line
 Fig 3. Line and Character boundary detection
 From the procedure followed and the above figure it is obvious that the
 detected character bound might not be the actual bound for the character in question. This is an
 issue that arises with the height and bottom alignment irregularity that exists with printed
 alphabetic symbols. Thus a line top does not necessarily mean top of allcharacters and a line
 bottom might not mean bottom of all characters as well.
 Hence a confirmation of top and bottom for the character is needed.
 An optional confirmation algorithm implemented in the project is:
 A. start at the top of the current line and left of the character
 B. scan up to the right of the character
 1. if a black pixels is detected register y as the confirmed top13
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2. if not continue to the next pixel
 3. if no black pixels are found increment y and reset x to scan the next horizontal
 line
 Fig 4. Confirmation of Character boundaries
 2.1.3 Symbol Image Matrix Mapping
 The next step is to map the symbol image into a corresponding two dimensional binary matrix.
 An important issue to consider here will be deciding the size of the matrix. If all the pixels of the
 symbol are mapped into the matrix, one would definitely be able to acquire all the distinguishing
 pixel features of the symbol and minimize overlap with other symbols. However this strategy
 would imply maintaining and processing a very large matrix (up to 1500 elements for a 100x150
 pixel image). Hence a reasonable tradeoff is needed in order to minimize processing time which
 will not significantly affect the separability of the patterns. The project employed a sampling
 strategy which would map the symbol image into a 10x15 binary matrix with only 150 elements.
 Since the height and width of individual images vary, an adaptive sampling algorithm was
 implemented. The algorithm is listed below:
 Algorithm:
 a. For the width (initially 20 elements wide)
 1. Map the first (0,y) and last (width,y) pixel components directly to the first (0,y) and last
 (20,y) elements of the matrix
 2. Map the middle pixel component (width/2,y) to the 10th matrix element
 14
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3. subdivide further divisions and map accordingly to the matrix
 b. For the height (initially 30 elements high)
 1. Map the first x,(0) and last (x,height) pixel components directly to the first (x,0) and last
 (x,30) elements of the matrix
 2. Map the middle pixel component (x,height/2) to the 15th matrix element
 3. subdivide further divisions and map accordingly to the matrix
 c. Further reduce the matrix to 10x15 by sampling by a factor of 2 on both the width and the
 height
 Fig. 5 Mapping symbol images onto a binary matrix
 In order to be able to feed the matrix data to the network (which is of a single dimension) the
 matrix must first be linearized to a single dimension. This is accomplished with a simple routine
 with the following algorithm:
 1. start with the first matrix element (0,0)
 2. increment x keeping y constant up to the matrix width
 a. map each element to an element of a linear array (increment array index)
 b. if matrix width is reached reset x, increment y
 15
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3. repeat up to the matrix height (x,y)=(width, height)
 Hence the linear array is our input vector for the MLP Network. In a training phase all such
 symbols from the trainer set image file are mapped into their own linear array and as a whole
 constitute an input space. The trainer set would also contain a file of character strings that
 directly correspond to the input symbol images to serve as the desired output of the training. A
 sample mini trainer set is shown below:
  
 Fig. 6 Input Image and Desired output text files for the sample Mini-Tahoma trainer set
 B. Training
 Once the network has been initialized and the training input space prepared the network is ready
 to be trained. Some issues that need to be addressed upon training the network are:
 How chaotic is the input space? A chaotic input varies randomly and in extreme range
 without any predictable flow among its members.
 How complex are the patterns for which we train the network? Complex patterns are
 usually characterized by feature overlap and high data size.
 What should be used for the values of:
 o Learning rate
 o Sigmoid slope
 o Weight bias
 How many Iterations (Epochs) are needed to train the network for a given number of
 input sets?16
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What error threshold value must be used to compare against in order to prematurely stop
 iterations if the need arises?
 Alphabetic optical symbols are one of the most chaotic input sets in pattern recognitions studies.
 This is due to the unpredictable nature of their pictorial representation seen from the sequence of
 their order. For instance the Latin alphabetic consecutive character �A� and �B� have
 little similarity in feature when represented in their pictorial symbolic form. The figure below
 demonstrates the point of chaotic and non-chaotic sequence with the Latin and some
 factious character set:
 Fig. 7 Example of chaotic and non-chaotic symbol sequences
 The complexity of the individual pattern data is also another issue in character recognition.
 Each symbol has a large number of distinct features that need to be accounted for in order to
 correctly recognize it. Elimination of some features might result in pattern overlap and the
 minimum amount of data required makes it one of the most complex classes of input space in
 pattern recognition.
 Other than the known issues mentioned, the other numeric parameters of the network are
 determined in real time. They also vary greatly from one implementation to another according to
 the number of input symbols fed and the network topology.
 For the purpose of this project the parameters use are:
 Learning rate = 150
 Sigmoid Slope = 0.014
 Weight bias = 30 (determined by trial and error)
 Number of Epochs = 300-600 (depending on the complexity of the font types)
 17
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Mean error threshold value = 0.0002 (determined by trial and error)
 Algorithm:
 The training routine implemented the following basic algorithm
 1. Form network according to the specified topology parameters
 2. Initialize weights with random values within the specified �weight_bias value
 3. load trainer set files (both input image and desired output text)
 4. analyze input image and map all detected symbols into linear arrays
 5. read desired output text from file and convert each character to a binary Unicode value
 to store separately
 6. for each character :
 a. calculate the output of the feed forward network
 b. compare with the desired output corresponding to the symbol and compute error
 c. back propagate error across each link to adjust the weights
 7. move to the next character and repeat step 6 until all characters are visited
 8. compute the average error of all characters
 9. repeat steps 6 and 8 until the specified number of epochs
 a. Is error threshold reached? If so abort iteration
 b. If not continue iteration
 Flowchart:
 The flowchart representation of the algorithm is illustrated below
 18
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C. Testing
 The testing phase of the implementation is simple and straightforward. Since the program is
 coded into modular parts the same routines that were used to load, analyze and compute network
 parameters of input vectors in the training phase can be reused in the testing phase as well.
 The basic steps in testing input images for characters can be summarized as follows:
 Algotithm:
 load image file
 analyze image for character lines
 for each character line detect consecutive character symbols
 19
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o analyze and process symbol image to map into an input vector
 o feed input vector to network and compute output
 o convert the Unicode binary output to the corresponding character and render to a
 text box
 Flowchart:
 20
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3. Results and Discussion
 The network has been trained and tested for a number of widely used font type in the Latin
 alphabet. Since the implementation of the software is open and the program code is scalable, the
 inclusion of more number of fonts from any typed language alphabet is straight forward.
 The necessary steps are preparing the sequence of input symbol images in a single image file
 (*.bmp [bitmap] extension), typing the corresponding characters in a text file (*.cts
 [character trainer set] extension) and saving the two in the same folder (both must have the
 same file name except for their extensions). The application will provide a file opener dialog for
 the user to locate the *.cts text file and will load the corresponding image file by itself.
 Although the results listed in the subsequent tables are from a training/testing process of symbol
 images created with a 72pt. font size the use of any other size is also straight forward by
 preparing the input/desired output set as explained. The application can be operated with symbol
 images as small as 20pt font size.
 Note: Due to the random valued initialization of weight values results listed represent only
 typical network performance and exact reproduction might not be obtained with other trials.
 3.1 Results for variation in number of Epochs
 Number of characters=90, Learning rate=150, Sigmoid slope=0.014
 21
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Font Type
 300 600 800
 № of
 wrongcharacters% Error
 № of
 wrongcharacters% Error
 № of
 wrongcharacters% Error
 Latin Arial 4 4.44 3 3.33 1 1.11
 Latin Tahoma 1 1.11 0 0 0 0
 Latin Times Roman 0 0 0 0 1 1.11
 3.2 Results for variation in number of Input characters
 Number of Epochs=100, Learning rate=150, Sigmoid slope=0.014
 Font Type
 20 50 90
 № of
 wrongcharacters% Error
 № of
 wrongcharacters% Error
 № of
 wrongcharacters% Error
 Latin Arial 0 0 6 12 11 12.22
 Latin Tahoma 0 0 3 6 8 8.89
 Latin Times Roman 0 0 2 4 9 10
 3.3 Results for variation in Learning rate parameter
 Number of characters=90, Number of Epochs=600, Sigmoid slope=0.014
 Font Type
 50 100 120
 № of
 wrongcharacters% Error
 № of
 wrongcharacters% Error
 № of
 wrongcharacters% Error
 Latin Arial 82 91.11 18 20 3 3.33
 Latin Tahoma 56 62.22 11 12.22 1 1.11
 Latin Times Roman 77 85.56 15 16.67 0 0
 3.4. Performance Observation
 3.4.1. Influence of parameter variation
 22
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i. Increasing the number of iterations has generally a positive proportionality relation to the
 performance of the network. However in certain cases further increasing the number of
 epochs has an adverse effect of introducing more number of wrong recognitions. This
 partially can be attributed to the high value of learning rate parameter as the network
 approaches its optimal limits and further weight updates result in bypassing the optimal
 state. With further iterations the network will try to �swing� back to the desired state
 and back again continuously, with a good chance of missing the optimal state at the final
 epoch. This phenomenon is known as over learning.
 ii. The size of the input states is also another direct factor influencing the performance. It is
 natural that the more number of input symbol set the network is required to be trained for
 the more it is susceptible for error. Usually the complex and large sized input sets require
 a large topology network with more number of iterations. For the above maximum set
 number of 90 symbols the optimal topology reached was one hidden layer of 250
 neurons.
 iii. Learning rate parameter variation also affects the network performance for a given limit
 of iterations. The less the value of this parameter, the lower the value with which the
 network updates its weights. This intuitively implies that it will be less likely to face the
 over learning difficulty discussed above since it will be updating its links slowly and in a
 more refined manner. But unfortunately this would also imply more number of iterations
 is required to reach its optimal state. Thus a trade of is needed in order to optimize the
 overall network performance. The optimal value decided upon for the learning parameter
 is 150.
 3.5 Pictorial representation overlap anomalies
 One can easily observe from the results listing that the entry for the �Latin Arial� font type
 has, in general, the lowest performance among its peers. This has been discovered to arise due to
 an overlap in the pictorial representation of two of its symbols, namely the upper case letter
 �I� (�I� in Times Roman) and the lower case letter �l� (�l� in Times Roman).
 23

Page 24
                        

Fig. 8 Matrix analysis for both lower case �l� (006Ch) and upper case �I� (0049h) of
 the Arial font.
 This would definitely present a logically non-separable recognition task to the network as the
 training set will be instructing it to output one state for a symbolic image and at some other time
 another state for the same image. This will be disturbing not only the output vectors of the
 two characters but also nearby states as well as can be seen in the number of wrong characters.
 The best state the network can reach in such a case is to train itself to output one vector for both
 inputs, necessitating a wrong state to one of the output. Still this optimal state can be reached
 only with more number of iterations which for this implementation was 800. At such high
 number of epochs the other sets tend to jump into over learning states as discussed above.
 3.6 Orthogonal inseparability
 Some symbol sequences are orthogonally inseparable. This is to mean there can not be a vertical
 line that passes between the two symbols without crossing bitmap areas of either. Such images
 could not be processed for individual symbols within the limits of the project since it requires
 complex image processing algorithms. Some cases are presented below:
 24
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Fig 9. Some orthogonally inseparable symbolic combinations in the Latin alphabet
 FUNCTIONAL REQUIREMENTSHardware Requirements:
 OS: Windows XP or Windows Vista/ 7.
 Processor: Preferably 1.0 GHz or Greater.
 RAM: 512 MB or Greater.
 Software Requirements:
 J2ee
 Java 1.6
 Software Requirements
 Java is a programming language expressly designed for use in the distributed environment of the
 Internet. It was designed to have the "look and feel" of the C++ language, but it is simpler to use
 than C++ and enforces a completely object-oriented view of programming. Java can be used to
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create complete applications that may run on a single computer or be distributed among servers
 and clients in a network. It can also be used to build small application modules or applets for use
 as part of a Web page. Applets make it possible for a Web page user to interact with the page.
 Java History and Development
 Java Milestones
 1990: Programmer Patrick Naughton starts "Project Green" at Sun Labs.
 1991: Programmer James Gosling created new language ("Oak"), based on C++.
 Mid 1993: Release of Mosaic WWW browser from NCSA.
 1994: WWW Rise in Popularity. Oak renamed "Java", prototype Java WWW browser.
 January 1995: Hot Java/Java Development Kit released for Solaris.
 Summer 1995: Linux and Windows 95 ports of Java available.
 Autumn 1995: Java Beta 1 released. Java applet support announced for Netscape Navigator 2.0.
 December 1995: Sun/Netscape announces JavaScript. Microsoft and IBM announce intention to
 license Java technology.
 23 January 1996: Java 1.0 released
 James Gosling an employee of Sun started a new project. He created a new language based on
 C++, but which eliminated many of that language’s shortcomings. This language was designed
 with many goals in mind. It was to be fast, portable and safe to use for embedded systems. The
 name of this language was Oak (now named Java due to trademark clash). In 1993 Mosaic
 browser was released and started one of the biggest global infatuations, the World-Wide-Wed
 (WWW). Later that same year, a web browser was written in Oak. With the release of this
 browser, Oaks potential for Internet programming became apparent. It took C++ 10 years to
 become as popular as Java became in 20 months.
 Java differs from C++ in many different main ways:
 o No functions (Being and entirely object oriented language)
 o No pointers
 o No global methods or variables
 o No operator overloading
 o No multiply inheritance
 o No Pre-processor
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o No header files
 When you compile a Java program, you don’t get an exe file, you get a class file. This class file is
 highly portable binary code. Pure Java binaries are dependent only on the Java Virtual Machine (JVM).
 Once this interpreter machine has been ported to the target architecture, the Java binaries will run
 unmodified. The JVM is a software interpreter that presents (through either hardware or software) a set
 of defined features upon which Java code relies.
 Java Bytecode
 Java API
 Java Virtual Machine
 Web Browser
 Native Methods
 Operating System
 Hardware
 Figure 3.1 Java Architecture.
 Class Loader
 Bytecode Verifier
 Libraries Interpreter/
 Security Manger
 JIT Compiler
 Host Platform
 Figure 3.2 Java Virtual Machine.
 What is Swing and the JFC 27
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The Abstract Window Toolkit (AWT) was the original toolkit that was packaged with Java for
 developing User Interfaces (UIs). This toolkit was not original designed to be anything like a
 high-powered user interface toolkit to be used by more then half a million developers. It was
 designed to support the development of simple user interfaces for simple applets used in web
 pages. A lot of the 'normal' components found today in almost all UI toolkits weren't includes in
 the AWT, such as scroll panes, printing support, keyboard navigation and popup menus. The
 AWT was badly designed and was based on a peer-based architecture. Peers are native user
 interface components delegated to by wafer-thin AWT objects. Which left the AWT classes a
 mere shell around somewhat complex native peers? This design allowed the Java creators to turn
 out components in record time (six weeks). These components are called heavyweight
 components as they were associated with a native peer component and were rendered in their
 own native window.
 Realizing that if something was not done with the UI toolkit, the Java community was likely to
 split over a standard user interface toolkit. Javasoft struck a deal with Netscape who had been
 working on a set of lightweight classes based on concepts from NEXTSTEP's user interface
 toolkits. This deal brought into place the Java Foundation Classes (JFC), which include the
 Swing toolkit, which is a collection of over 40 lightweight components, which is four times the
 number of components provided by the AWT. In addition to providing lightweight replacements
 for the AWT's heavyweights, Swing also provides a wealth of additional components to facilitate
 the development of graphical user interfaces.
 Lightweight components do not have native peers and aren't rendered in their own heavyweight
 container windows. Because these lightweight components are rendered in their container's
 window and not a window of their own, lightweight must ultimately be contained in a
 heavyweight container. As a result, Swing frames, applets and dialogs must be heavyweight to
 provide a window into which lightweight Swing components can draw.
 Swing supports the concept of a pluggable look and feel. By modifying the look and feel of an
 application the users can create the Windows, Motif, Macintosh or Metal (Java own look and
 feel) look and feel on platforms other then the selected look and feel.
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Figure 3.3 Two different look and feels of Java ( Metal Motif Windows)
 The down side to swing is its speed. Due to the fact that the components are lightweight and are
 entirely written in Java code, they are rendered much slower then their AWT counter parts.
 Applications that use Swing can run notably slower then if they used the AWT toolkit. However
 this does not pose any big problems to today’s standard desktop computer of 600 MHz and up.
 What is Java 2D
 Also included in the Java Foundation Classes (JFC), is the Java 2D APIs used for
 developing/manipulating graphics.
 The Java 2D Application Programming Interface (API) is a set of classes that can be used to
 create high quality graphics. It includes features like geometric transformation, alpha
 compositing, bi-directional text layout, image processing, antialiasing and many more classes.
 Before Java 2D the AWT's graphics toolkit had some serious limitations:
 o Few fonts were supported.
 o Rotate or scaling wasn't included.
 o All lines were drawn with a single-pixel thickness.
 o Gradients, special fills and patterns weren't included.
 Along with the other Java Media APIs, the Java 2D API was developed to empower developers
 to create applications that incorporate advanced user interfaces. The design goals for the Java 2D
 API include:
 o Supporting high-quality, platform-independent graphics, text, and images
 o Delivering a simple and compact 2D graphics and imaging solution
 o Leveraging Java's "Write Once, Run Anywhere" paradigm in order to provide
 consistent access to 2D graphics across major Java platforms
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o Complementing other Java technologies, thus providing an integrated media
 solution for Java
 Java 2D Features
 Graphics Antialiased rendering
 Bezier paths
 Transforms
 Compositing
 Arbitrary fill styles
 Stroking parameters for lines and curves
 Transparency
 Text Extended font support
 Advanced text layout
 Images Flexible in-memory image layouts
 Extended imaging operations, such as convolution,
 lookup tables, and affine transformations
 Devices Hooks for supporting arbitrary graphics devices such as
 printers and screens
 Color Management ICC profile support
 Color conversion from different color spaces
 Arbitrary color spaces
 Benefits for Developers
 Figure 3.4 Java 2D classes
 The Java 2D API provides many benefits to developers who want to incorporate graphics, text,
 and images into their applications and applets. In other words, the Java 2D API benefits virtually
 all Java developers. By enabling the incorporation of sophisticated graphics and text, the Java 2D
 API makes it possible to create Java programs that provide a richer end-user experience. With
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the Java 2D API, you have the necessary support to create real-world applications that meet the
 expectations of today's user for font, graphics, and image capabilities.
 The Java 2D API is part of a set of class libraries that are designed to enable you to develop full-
 featured Java programs. With these libraries, developers have the essential tools to build
 applications that meet market needs. They make it possible to reach a broad audience running
 applications on any Java enabled platform.
 Images
 The Java 2D API provides a full range of features for handling images by supplementing the
 image-handling classes in java.awt and java.awt.image with several new classes, including:
 BufferedImage, Tile, Channel, ComponentColorModel and ColorSpace.
 These classes give us greater control over images. They allow us to create images in color spaces
 other than RGB and characterize colors for accurate reproduction. The Java 2D API
 BufferedImage class allows us to specify exactly how pixels are laid out in an in-memory image.
 Like all other graphic elements, images are altered by the Transform object associated with the
 Graphics2D object when they are drawn. This means that images can be scaled, rotated, skewed,
 or otherwise transformed just like text and paths. However, images maintain their own color
 information, represented by a color model for interpreting color data, rather than using the
 current color. Images can also be used as the rendering target of a Graphics2D.
 I make extensive use of BufferedImage, BufferedImageOp, Transform, ConvolveOp, Kernel,
 Graphics2D, and LookupOp in my projects which are all classes in the Java 2D package.
 Naming Conventions
 The Java language has standard naming conventions. The reason for these conventions is so
 people can read code more easily and understand it quicker then if these conventions were not in
 place. Classes start with a capital letter, and each word in the class also starts with one. The class
 name for a buffered image would be BufferedImage, the file input stream is named
 FileInputStream etc. Objects start with a small letter, the first letter of other words in the name
 start with a capital, an object named "bits per pixel" would be bitsPerPixel and so on. Packages
 are a group of classes and are named the same way as an object. So java.awt.image is a package
 and java.awt.Image is a class. I have used these naming conventions through out my code.
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Hardware Requirements
 User will use the mouse as a selecting device and keyboard will be use to name the image which
 is to be uploaded. There are no communicating interfaces.
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5. Appendix
 A. ASCII Table of codes
 1. Character Codes Chart 1 (0-127)
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2. Character Codes Chart 2 (128-255)
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