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2 © 2009 IBM Corporation
 IBM Power Systems
 Agenda
 2009 IBM i Storage overview
 New IBM Storage Technology
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3 © 2009 IBM Corporation
 IBM Power Systems
 2009 IBM i Storage Strategic changes
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4 © 2009 IBM Corporation
 IBM Power Systems
 IBM i Storage past to present - Capacity
 Many small drives, relatively full
 Increasing drive density creating performance/capacity imbalance
 OS or Storage Virtualization increases usable capacity
 Performance vs Capacity
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5 © 2009 IBM Corporation
 IBM Power Systems
 IBM i Storage past to present - Alternatives
 Only integrated drives available
 In 2000 FC drives become available
 IBM i 6.1 and Power 6 changes the whole landscape
 Choice
 Enterprise Disk StorageIntegrated Disk Storage
 New storage types being added
 Entry Disk Storage Mid-range DS, XIV
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6 © 2009 IBM Corporation
 IBM Power Systems
 IBM i Storage past to present – Pool/Drive types
 IBM i Storage pooling types
 IBM i 6.1/Power6 Drive Types
 HDD Performance, HDD Capacity or SSD
 Choice
 FC Disk StorageIntegrated Disk Storage
 System ASP User ASP Independent ASP
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7 © 2009 IBM Corporation
 IBM Power Systems
 IBM i and Virtualization
 Operating Environment virtualization– Sub-division of processing and memory for Application instances (Sub-systems)
 – Virtualized storage
 – Multiple Database environments per OS instance
 – Host Multiple OS instances
 IASP – Application -1
 IASP – Application -2
 IASP – Journaling
 Reduce archive costs
 with lower cost storage
 in IASP
 ASP1 (SYSBAS) – Application n
 User ASP
 MemoryPools
 ProcessorPriorityActivity
 Subsystems
 Single IBM i instance
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8 © 2009 IBM Corporation
 IBM Power Systems
 IBM i compared to Open storage IBM i has always been considered separate because it’s Mission Critical
 LPAR 1
 LPAR 2
 LPAR 3
 Maybe 10TB
 OpenStorage
 Maybe 20TB -100TB
 High PerformanceFC DrivesSSDs
 High CapacitySATA Drives
 DS8000 Blended Storage
 Lowers overall cost and managementOpen Systems adopt higher availability
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9 © 2009 IBM Corporation
 IBM Power Systems
 De-Duplication and Virtual Tape Many customers want to reduce
 – Backup times
 – Amount of tape storage and size of libraries
 – Magnetic media
 TS7650G ProtecTIER De-Duplication Gateway
 High PerformanceFC DrivesSSD’s
 High CapacitySATA Drives
 DS8000 Blended Storage
 PowerSystems
 OpenSystems
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10 © 2009 IBM Corporation
 IBM Power Systems
 Advanced functions with IBM i and DS8000
 FlashCopy– Traditional vs Offline backup
 – Pre/Post backup tasks from BRMS
 – BRMS Network function
 – Pre/Post processing backup
 – FlashCopy Space Efficient
 Point in TimeFlashCopy
 End of Day Batch
 Independent ASP Based
 Prod LPAR Backup LPAR
 FlashCopy 1
 FlashCopy 2
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11 © 2009 IBM Corporation
 IBM Power Systems
 Moving IBM i to DS8000
 Simple disk migration Attach new FC adapters/LUNs Use IBM i built migration code
 (STRASPBAL)
 i 6.1
 Sys ASP
 iASP
 IntegratedDisk
 DS8000• Attach new IOAs• Attach new DS8xxx• Disk-Migrate-While-Active• Remove integrated disk
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12 © 2009 IBM Corporation
 IBM Power Systems
 Advanced functions with IBM i and DS8000
 OS Upgrade
 V5R4M5 i 6.1
 V5R4M5 i 6.1
 Upgrade at Vary On
 V5R4M5
 FlashCopy
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13 © 2009 IBM Corporation
 IBM Power Systems
 IBM Disk Storage Portfolio
 Distributed Systems HeterogeneousMainframe, System i
 EnterpriseClass
 Midrange
 DS8000For clients requiring:• One solution for mainframe & open systems
 platforms• Disaster Recovery
 • across 3 sites• across 2 sites > 100 km apart
 • Secure encryption• Continuous availability, no downtime for upgrades• Best-in-class response time• Dedicated rack
 SVCFor clients requiring:• Virtualization of
 multiple vendor environments, including IBM, EMC, HP and others
 DS4000/5000For customers requiring:• Open systems environment support, including IBM i support• Cost efficient storage for capacity < 50TBs• Modular storage
 DS6000For clients requiring mid-range mainframe support. DS8 compatible
 XIVFor clients requiring:• Open systems
 environment support• Future-proof capacity
 expansion and management
 • Web 2.0 workloads• Dedicated Rack
 NAS
 N seriesFor clients with: • Combined NAS
 (file) and SAN requirements
 • Simple two-site high availability
 SoFSFor customers with massive IO / backup / restores
 SVC EEEntry Edition forlow midrange clients with limited capacityrequirements
 Entry
 DS3000• Modular storage• Affordable disk shelves behind SVC EE
 DCS9900 (HPC and Digital Media clients only)Supercomputing
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14 © 2009 IBM Corporation
 IBM Power Systems
 2009 Storage Overview
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15 © 2009 IBM Corporation
 IBM Power Systems
 © Copyright IBM Corporation 2008
 Key Evolutionary I/O Technology Transitions
 1. SCSI to SAS to SFF/SDD
 2. PCI / PCI-X / PCI-X DDR to PCIe
 3. RIO/HSL to 12X
 4. IBM i : IOP-based to Smart IOA
 ,2008 PCIe available in 520/550/570 CEC, 2009 expand to I/O drawer
 Disk = 3.5-inch & SFFRemovable media SAS & SATA
 12X (SDR) and 12X DDR
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16 © 2009 IBM Corporation
 IBM Power Systems
 © Copyright IBM Corporation 2008
 I/O Bus Insights Chart
 Bus Technology GA Cables Host Adapter Power Models Bus chips / loop
 19” Drawers / loop
 PCI Slots / loop
 PCI Tech PCI Max GB/s
 RIO-2/G(HSL-2)
 2006 RIO-2 RIO-G
 GX+ RIO 520, 550, 560 570, 595
 6 6 36 PCI-X 1 GB/s
 12X SDR 2007 12X or 12X DDR
 GX+ 12X 520, 550, 560 570
 8 4 24 PCI-X DDR
 2 GB/s
 12X DDR 2008 12X DDR GX++ 520, 550, 595 6 2 20 PCIe 4 GB/s
 Notes:• RIO-G/HSL-2 drawers cannot run on 12X buses• A 12X SDR drawer can attach to a 12X DDR host adapter, but will run at 12X SDR speeds
 (12X SDR drawers = #5796/5714-G30, #5797/5798)• Both CEC and I/O Drawer must have 12X DDR technology to get 12X DDR speeds
 • New 2009 Drawers (#5802, #5803/5873) are 12X DDR capable• Cannot mix 12X SDR and 12X DDR drawers on the same 12X loop
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17 © 2009 IBM Corporation
 IBM Power Systems
 IBM i Storage 2009 and beyond
 Typical storage for i5/OS and IBM i has been integrated SCSI
 Customers will migrate from SCSI to SAS drives and adapters
 New SAS disk adapter
 SSD drives
 Storage becoming increasingly integrated with HA/DR
 Many new storage choices available and was started 2008– New Fiber Channel Adapter technology
 – New Virtual environments
 – New Integrated Adapters
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18 © 2009 IBM Corporation
 IBM Power Systems
 PCI-X DDR 1.5GB Cache SAS RAID Adapter
 1. Critical to quickly moving IBM i customers off use of SCSI disk drives.
 • Already had SCSI version of this controller• Provides great disk performance (also true for AIX/Linux)
 2. Great controller for SSD providing highest performance • AIX, IBM i or Linux
 Industry unique• 1.5GB write cache• 1.6GB read cache
 Huge Cache SAS RAID Disk/SSD Controller
 #5904#5906 (BSC for 24-inch)
 #5908 (BSC for 19-inch)
 CCIN = 572F/575C

Page 19
                        

20 © 2009 IBM Corporation
 IBM Power Systems
 © Copyright IBM Corporation 2008
 IBM i support of 380MB Disk Controller
 First high performance PCIe controller for IBM i
 #5802/5803 12X PCIe I/O drawers with SFF disk drives performance range expanded.
 Paired controllers provide redundancy of controller and write cache
 IBM i 6.1 joins AIX/Linux in providing this function
 #5903 PCIe 380MB cache 8x, Dual-x4, 3Gb SAS RAID
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21 © 2009 IBM Corporation
 IBM Power Systems
 © Copyright IBM Corporation 2008
 PCIe 380MB Cache RAID Adapter
 PCIe 380MB cache 8x, Dual-x4, 3Gb SAS RAID Runs SAS HDD and SSD
 – HDD in #5802, #5803, #5886, 560/570 CEC
 – SSD in #5886 and 560/570 CEC …. and #5802/5803 as of Oct
 Protection features
 – Battery (hot swap maintenance) protecting cache
 – Always paired with another #5903 for redundancy of adapter and write cache
 Features:
 – 380 MB write cache (can be turned on or off by AIX, always on for IBM i)
 – Dual port adapter
 – AIX/Linux: RAID 0, RAID 10, RAID 5, RAID 6, hot spare
 – IBM i: mirroring, RAID 5, RAID 6, hot spare
 – Power 560/570 Split Backplane 3/3 (AIX/Linux) and 0/6 (AIX/IBM i/Linux)
 AIX 5.3, SLES10.2, RHEL5.2 or later IBM i supported October 2009 with i 6.1.1
 #5903CCIN = 574E
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22 © 2009 IBM Corporation
 IBM Power Systems
 © Copyright IBM Corporation 2008
 #5903 vs #5904/6/8 Comparison
 Pair of #5903 One #5904/6/8Write cache 380MB write cache (physically
 2x380MB, but mirrored)1500MB effective* write cache
 Read cache 0 read cache 1600MB effective* read cache
 PCI slots required PCIe (two) PCI-X (two adjacent)
 Max drives attached ** 48 HDD 9*** SSD
 60 HDD 8 SSD
 Rule of thumb – “typical” max HDD attached – yours may vary
 12 – 18 (maybe up to 24) 24 – 30 (maybe up to 36)
 Rule of thumb – “typical” max SSD attached – yours may vary
 3 – 4 may max out with busy SSD & “typical” write/read mix
 5 – 6 may max out with busy SSD
 * uses compression, physical cache smaller than effective** with busy drives, adapter becomes the performance bottleneck*** quantity 9 picked for packaging convenience, 5904/6/8 actually capable of larger number SSDs than 5903
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23 © 2009 IBM Corporation
 IBM Power Systems
 © Copyright IBM Corporation 2008
 Active/Active Performance Enhancement
 Active/Active capability associated with “paired” or “dual” SAS controllers (not mirrored)
 – For #5901, #5902, #5903, #5904/6/8, #5912 (not #5900)
 – For POWER6 (AIX, IBM i, Linux), POWER5 (AIX, Linux)
 – “Dual Storage IOA configuration” in documentation Enhancement compared to Active/Passive (currently used by AIX and Linux)
 – “Load balancing” of work on dual SAS controllers
 – Depending on workload can allow more throughput over same hardware configuration
 – Helpful to both SSD and HDD
 – Most helpful when dealing with lots of reads and with situations trying to handle reading a lot of data …. low impact to boot drives, application binaries, load source
 – Must have more than one array under controller pair, else active/passive used
 Cntrl
 Cntrl
 System
 Cntrl
 Cntrl
 1
 2System
 Read/
 Write
 “Standby” except for cache content copy
 Active/Passive Active/Active
 Read/ Write
 Write
 1
 2
 WriteRead/
 Write

Page 23
                        

24 © 2009 IBM Corporation
 IBM Power Systems
 © Copyright IBM Corporation 2008
 SAS Hard Disk Drive (HDD) Options
 SFF AIX/Linux formatted IBM i formatted
 10k 73 GB n/a
 10k 146 GB n/a
 15K 73 GB 69 GB
 15k 146 GB 139GB **
 3.5” AIX/Linux formatted IBM i formatted
 10k n/a n/a
 15k 73 GB 69 GB
 15k 146 GB 139 GB
 15k 300 GB 283 GB *
 15k 450 GB 428 GB *
 3.5-inch and SFF (2.5-inch) offer different capacity and rpm options
 ** IBM i 6.1 required
 SFF drive (front/back)
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25 © 2009 IBM Corporation
 IBM Power Systems
 © Copyright IBM Corporation 2008
 HDD: 2.5-inch SFF Pro’s/Con’s versus 3.5-inch
 SFF (Small Form Factor Disk) Pro’s SFF is much more energy/heat efficient (will vary by rpm and by capacity)
 – SFF around 8.4W max while 3.5-inch around 16-18W max
 SFF bays implemented in new PCIe 12X I/O drawer (#5802/5803) More drives in the same physical space
 – 8 vs 6 in 520/550 CEC Long term, SFF is expected to be sold by IBM longer than 3.5-inch. (Withdrawal from
 marketing of 3.5-inch is still a long way out and no date as of October l 2009 has set …. But five years from now will probably have happened.)
 SFF Con’s Today, SFF has much lower maximum capacity per drive
 – SFF max today is 139/146GB per 15k rpm
 – 3.5-inch max today is 428/450 GB for 15k rpm
 – Today there is no SFF disk-only I/O drawer (like the 3.5-inch #5886 EXP12S)
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 IBM Power Systems
 © Copyright IBM Corporation 2008
 Hot Spare RAID/Mirroring Reduces Exposure Window
 RAID Disk Controller 1RAID Disk
 Controller 1
 RAID Hot Spare added with IBM i5.4 with V5R4M5 LICMirroring Hot Spare added IBM i 6.1.1
 Disk array 1 Disk array 2 Disk array
 RAID Disk Controller 2RAID Disk
 Controller 2Hot spare
 Hot spare
 • For internal/integrated disk • 1-to-n hot spares per disk controller• Hot spare must match capacity of disks in array or mirrored pair • If disk fails, hot spare automatically used as replacement drive. Rebuild
 operation automatically started and disk brought on-line when rebuild complete.
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 IBM Power Systems
 Solid State Drives (SSD) a general overview• Most people in the room have SSD technology in their pocket
 • SSD order of magnitude change to latencies•Hardware , Firmware, OS ,and Apps will all be affected
 • Performance density will change •Physical size, shear number of components vs total
 power draw per IO/s supported•Fast random access
 • Cheaper than Hard Disk Drives (HDD) when compared on IO/s but other wise will be very expensive for just capacity • There is a finite wear out
 •Design point is 100% Write 24x7 = 7 years. •When you add a read % life could be as long as HDD
 • IBM Power is committed to provide SSD technology
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 IBM Power Systems
 Traditional IO Path
 Memory
 ProcessorAdapter
 Disk
 Cache
 < 10’s ns
 ~100 ns
 1,000,000 -8,000,000 ns
 • Access speed between components is vastly different• Disk capacity is growing very rapidly• Disk access speed is not growing rapidly
 • Processor vs Disk 80,000x• Memory vs Disk 8000x
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 IBM Power Systems
 New IO Path Options – Hardware/Performance
 Memory
 Processor
 Adapter
 HDD
 Cache
 SDD428GB 146GB 69GB
 ~200,000 ns
 1,000,000 -8,000,000 ns
 < 10’s ns
 ~100 ns
 NS= Nanoseconds
 Three types of disk in one partition
 • Access speed between components is vastly different• Disk capacity is growing very rapidly• Disk access speed is not growing rapidly
 • Processor vs Disk 80,000x• Memory vs Disk 8000x
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30 © 2009 IBM Corporation
 IBM Power Systems
 New IO Path Options – Storage Pool Options428GB 146GB 69GB
 428GB 146GB 69GB
 IASP SYSASP
 SYSASP• Can accommodate all disk types in System ASP
 • Can split system into multiple ASP types
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31 © 2009 IBM Corporation
 IBM Power Systems
 Associated Bank Reduces Batch Run Time by 40% with SSDs
 Bank needed to reduce month end batch run time from 4+ hours to under 3
 SSDs cut 1.5 hours from batch run time – Plus a 16% reduction in # of disk drives
 Leveraged recent IBM i enhancements– Directed 8 DB2 Objects (table, index, view) to
 SSD
 Batch Performance Runs
 0
 1
 2
 3
 4
 5
 Ho
 urs
 72 Drives 72 Drives + 8 SSD 60 Drives + 4 SSD
 # of SAS Disk
 Drives
 # of SSDs
 Batch Run Time
 72 0 4:22
 72 8 2:43
 60 4 2:48
 40% Reduction
 Source: IBM Power Systems Performance and Benchmark Center 5-23-09
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 IBM Power Systems
 SSD Performance
 0
 1000
 2000
 3000
 4000
 5000
 6000
 7000
 8000
 SSD HDD
 Power Consumption in Watts Required for 135K IOPS
 performance
 0
 5000
 10000
 15000
 20000
 25000
 30000
 SSD HDD
 Random I/O’s per second(Sustained )
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33 © 2009 IBM Corporation
 IBM Power Systems
 © Copyright IBM Corporation 2008
 Enhanced SSD Throughput – October 2009
 Skip-ops support added– AIX, IBM i, Linux
 – IBM i 5.4 and 6.1.0 via PTF Helps with overall performance of SSD+SAS controller combination Up to 40% total SSD throughput improvement, though your specific benefit is
 application dependent– AIX/Linux probably up to 20% SSD improvement because skip-ops less heavily leveraged
 compared to IBM i Can allow more work to be done by the same set of drives/controllers ….
 more throughput– Does not change the speed of the SSD performance (doesn’t further shrink batch window
 or speed up response time), but can mean fewer SSDs/controllers needed in configuration
 – Can reduce the need for additional SSDs to handle future additional work Up to 40%more
 Thr
 ough
 put
 No skip-ops With skip-ops
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 IBM Power Systems
 Many Systems Buy “Extra” Disk Arms for Performance
 HDD % utilization of capacity is held low to help ensure higher I/O performance and more consistent response time - arm movement, spinning platter an issue
 Write cache and read cache attempt to buffer the impact
 SDD % utilization of capacity not restricted Often less than 30-50% full for performance sensitive workloads
 Can run at up to nearly 100% full
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35 © 2009 IBM Corporation
 IBM Power Systems
 Mixed SSD + HDD Can be Great Solution
 May be able to use larger HDD and/or a larger % capacity usedColdHot
 Hot data may be only 10-20% capacity, but represent 80-90% activity
 SSD offers best price performance when focused on “hot” data HDD offers best storage cost, so focus it on “cold” data …. sort of a hierarchal approach
 It is typical for data bases to have a large percentage of data which is infrequently used (“cold”) and a small percentage of data which is frequently used (“hot”)
 Can run SSD close to 100% capacity
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 IBM Power Systems
 IBM i Load Balancer
 Industry leading automated capability Monitors partition/ASP using “trace”
 – User turns trace on during a peak time– User turns trace off after reasonable
 sample time– Negligible performance impact expected– Tool monitors “reads” to identify hot data
 Upon command, automatically moves hot data to SSD, cold data to HDD
 – Minimal performance impact, done in background
 Can remonitor and rebalance any time– Probably a weekly or monthly activity– Perhaps less often if data not volatile
 IBM i intelligent hot/cold placement makes a big difference vs normal IBM striping / scattering of data across all drives.
 This example 72 HDD + 16 SSD
 Trans/min
 Appl
 icat
 ion
 Resp
 onse
 tim
 e
 72 HDD + 16 SSD No Balance
 72 HDD + 16 SSD Data Balanced
 Predicting/analyzing what % of data is hot for presale analysis to help size the number of SSD required:
 • Use PEX tool/output • Output from monitor (will need technical person to interpret)
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37 © 2009 IBM Corporation
 IBM Power Systems
 Storage Virtualization
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38 © 2009 IBM Corporation
 IBM Power Systems
 Which disk storage and IBM i
 More options with POWER6 and IBM i
 Traditional integrated storage
 External disk attach
 Virtualized/Hosted disk storage
 Drawer Housed DS8000
 DS3000DS4000DS5000
 IBM i Host
 P4
 Power Systems Model
 Bare metalP1
 System UnitHoused
 WhichDisk storage?
 Logical Partitions
 VIOS Host
 P5
 P2
 P3
 IBM i
 IBM i SVC
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40 © 2009 IBM Corporation
 IBM Power Systems
 Possible IBM i hosted implementation POWER6 1
 P1 P1
 P2
 P3
 P2
 P3
 Consolidate one multi-partition system or multiple systems to one
 Current many adapters required for a partition Now adapters can be virtualized Storage on host can be internal or external (no SVC support)
 IBM i
 Client partitions can beIBM i, AIX or Linux

Page 39
                        

41 © 2009 IBM Corporation
 IBM Power Systems
 Possible IBM i hosted implementation POWER6 2
 P1
 P13P2
 P3
 P3
 P12
 Native partitions can exist along side client partitions Now many partitions can be virtualized
 IBM i
 IBM i
 IBM iIBM i
 IBM i
 IBM i
 P1IBM i
 P12IBM i
 P2IBM i
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42 © 2009 IBM Corporation
 IBM Power Systems
 Disk ASP options
 P13
 P3
 P12
 Client partitions can be configured to different ASPs
 P26 SYSBAS
 P3 SYSBAS
 P13 ASP or IASP
 Real disk inP13 SYSBAS,ASP or IASP
 P1P2
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 IBM Power Systems
 IBM i and VIOS options
 P13
 P3
 P12
 Client partitions can be IBM i, AIX or Linux VIOS can attach many IBM Storage Systems
 P12 SYSBAS
 P3 SYSBAS
 P12 ASP or IASP
 LUNs ownedBy VIOS
 P1P2
 VIOS
 Storage can beFC external,SVC
 DS3400DS4700DS4800DS5300DS8100DS8300
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 IBM Power Systems
 P13VIOS
 IBM i and VIOS and SVC
 P13P1
 P12
 Mulitple VIOS partitions can be configured SVC can act a glass pane to many storage types
 P12 SYSBAS
 P3 SYSBAS
 P12 ASP or IASP
 External Storage
 VIOS
 SVC
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47 © 2009 IBM Corporation
 IBM Power Systems
 IBM i 6.1 and SAN
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48 © 2009 IBM Corporation
 IBM Power Systems
 IBM i Storage roadmap
 High E
 nd Mid R
 ange Entry
 HistoricallyIntegrated plus High End SAN
 Transition
 High E
 nd Mid R
 ange Entry
 Complementary Options
 P6 and beyond
 6.1 EnablesIntegrated
 SAN
 Integrated
 SAN
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49 © 2009 IBM Corporation
 IBM Power Systems
 IBM and IBM i 6.1 SAN Focus
 Smart IOA on Power5 with IBM ii 6.1 8GB Smart IOA Dual Port (IOPless) ANNOUNCED SVC support via VIOS Additional models of DS Family (DS3400, DS5300) via VIOS 4GB Smart IOA Dual Port (IOPless) Additional model of DS Family (DS4700/DS4800) via VIOS IPL from Tape via SAN Tagged Command Queuing Header Strip Merge 4 Gb Fiber Advanced ‘DS on iSeries’ education SAN on iSeries Redbook - 3 BRMS support for FlashCopy environment Boot from San (2847 IOA) CLI - Command Line Interface Additional i 6 LUN sizes for increased flexibility SAN on iSeries Redbook - 2 i 6 Multipath fiber 2Gb fiber iSeries Copy Services for IBM TotalStorage (a.k.a. Toolkit) Disk Magic and OS/400 Performance Tools coordination Enhance ESS cache algorithms for iSeries SAN on iSeries Redbook - 1 1 Gb Fiber
 …and more to come….
 Continuous, consistent IBM investment
 2000
 2009 and beyond
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50 © 2009 IBM Corporation
 IBM Power Systems
 SAN Enhancements
 New Fibre Channel Adapters – 4GB or 8GB, IOPless, Dual Port Adapters
 • Improve performance • Increase capacity with up to 64 LUNs per port• Enhance flexibility with support for disk & tape
 attachment• Add support for booting off tape
 – IBM i i 6.1 , POWER6/POWER5 systems, and DS8000
 – IBM I i 6.1 , POWER6 systems and DS6800
 Support for IBM’s Midrange Storage Solutions
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 IBM Power Systems
 SAN Performance Optimization
 4 Gbit Dual Port Fibre Adapters (no IOP required)– 8Gbit announced, not included in the chart
 Optimizes disk performance for SAN storage i 6.1, POWER6 processor-based systems, and IBM DS8000
 Performance based on specific workloads and configurations. Improvements shown are valid only for those workloads. Your results may vary and are dependent on the application and configuration.
 CPW Application
 0
 50
 100
 150
 200
 250
 0 20000 40000 60000 80000 100000 120000 140000 160000 180000
 Throughput (Transactions /Minute)
 Re
 sp
 on
 se
 Tim
 e
 (Mill
 ise
 co
 nd
 s)
 DS8000 IOP Based
 Direct Attach (internal)
 DS8000 w/IOPless
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54 © 2009 IBM Corporation
 IBM Power Systems
 Tagged Command Queuing with i 6
 Limited to 6 IO ops per LUN per path Can improve the number of IOs per LUN with multi-path and multiple
 connections: – 2 connections = 12 IOs per LUN
 – 3 connections = 18 IOs per LUN
 FC IOA
 FC IOA
 i 6 Storage management
 Up to 6 IO ops LUN per path
 PCI Bus
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55 © 2009 IBM Corporation
 IBM Power Systems
 Current SAN implementation Multipath IOP/IOA combination connection to external storage This just a graphic and does represent an actual config
 P1
 P2
 P3
 Load SourceLUNSIOP/IOA
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 IBM Power Systems
 POWER6 and i 6.1 SAN implementation
 Multipath Smart IOA combination connection to external storage
 2-port Smart (IOPless) IOA
 P1
 P2
 P3
 Load Source
 LUNS
 * All statements regarding IBM's future direction and intent are subject to change or withdrawal without notice, and represent goals and objectives only.
 LS
 LS
 LS
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 IBM Power Systems
 System i SAN evolution – were we started
 Minimum SAN configuration requirements– One integrated internal disk for load source per system or
 per LPAR
 – SCSI RAID Adapter for iSeries or IBM eServer™ i5 systems
 – IOP/IOAs for fibre channel SAN connectivity for System Storage
 – Additional LUN on System Storage® protecting integrated internal load source
 Recovery of mirrored load source required during:– Primary load source fails
 – Enabling system level (without IASP) functions using System Storage FlashCopy® or Remote Mirror and Copy (PPRC)
 Load source recovery steps requires additional steps, and can take considerable time
 IOP
 SCSI IOA
 IOP
 FC IOA
 IOP
 FC IOA
 Load Source
 LUN enabled with Remote Load Source Mirroring
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58 © 2009 IBM Corporation
 IBM Power Systems
 Applies to POWER6 and POWER5
 No load source required in CEC
 Load Source can be Multipathed
 Minimum SAN configuration requirements– Two IOAs recommended for redundant card protection
 Facilitates easier use of System Storage Copy Services functions
 FC IOA
 FC IOA
 Load Source
 Fibre Channel Load Source for i 6
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59 © 2009 IBM Corporation
 IBM Power Systems
 IBM i Quiesce Function
 Enables database suspend for any ASP
 Use for offline backup
 Especially valuable for IASP backup operations– Detach IASP in Geographic Mirror or FlashCopy
 Backup will still be considered ‘abnormal’ but much friendlier
 Works best with applications running commitment control
 Applications without commitment control may be OK but TEST
 Main Store
 Independent ASP
 System ASP
 FlashCopy
 Pinned Pagesremain
 Flush Memory
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 IBM i
 © Copyright IBM Corporation 2008
 Support for IBM Storage Systems with IBM i
 • Expanding storage options for IBM i clients with PowerVM VIOS
 SVC DS3000 DS4000 XIV DS5020 DS5000 DS6800 DS8000 DS8700
 Power Systems
 IBM i Version
 6.1 & POWER6
 6.1 & POWER6
 (DS3400)
 6.1 & POWER6
 6.1 & POWER6
 6.1 & POWER6
 6.1 & POWER6
 5.4 & 6.1POWER5
 /6
 5.4 & 6.1POWER5
 /6
 5.4 & 6.1POWER5
 /6
 IBM i Attach
 VIOS VIOS VIOS VIOS VIOS Direct* or VIOS
 Direct* Direct* or VIOS
 Direct* or VIOS
 Power Blades
 IBM i 6.1 (through
 VIOS)
 Yes(BCH)
 YesBCS DS3200BCH DS3400 and DS3200
 Yes (BCH)
 Yes (BCH)
 Yes(BCH)
 Yes No Yes(BCH)
 Yes(BCH)
 July 2009
 Planned for October 2009
 * Supports Smart IOA Fiber Adapter with IBM i 6.1
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 IBM Power Systems
 © Copyright IBM Corporation 2008
 Fibre Channel over Ethernet (FCoE)
 Save PCI slots Save switches Save space/electrical/cooling Simplify wiring Improve flexibility
 CEC or I/O drawer
 FC Switch
 Ethernet
 Ethernet and Fibre Channel cables
 Ethernet Switch
 CEC or I/O drawer
 FC
 Ethernet cable
 Ethernet device / switch
 Fibre Channel cable
 Fibre Channel (FC) device or FC switch
 rack
 FCoE Switch
 FCoE
 Ethernet cables
 CEC or I/O drawer
 rack
 Ethernet cable
 Ethernet device / switch or FCoE device / switch
 Fibre Channel cable
 Fibre Channel (FC) device or FC switch
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 IBM Power Systems
 © Copyright IBM Corporation 2008
 Converged Network Adapter (CNA)
 FCoE uses Converged Network Adapters (CNA) CNA run either Ethernet NIC traffic AND/OR Fibre Channel traffic
 – Enhanced Ethernet protocol supports FC traffic
 • Enhancements adds loss-less data transmission and additional management functions
 – FCoE also called FCoCEE – Fibre Channel over Converged Enhanced Ethernet Physically CNA use 10Gb Ethernet ports
 – Each port can run all NIC, all FC, or mixed NIC/FC traffic
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 IBM Power Systems
 © Copyright IBM Corporation 2008
 Implementing FCoE with Existing Networks
 Mixing FCoE and Existing FC and Ethernet networks easy and expected Most probable implementation is “from the edge” … adding FCoE with new equipment
 while keeping existing Ethernet and FC hardware/cabling in place until it make sense to replace with FCoE
 Ethernet Switches, adapters, cabling
 Ethernet Switches, adapters, cabling
 Ethernet Switches, adapters, cabling
 Fibre Channel Switches,
 adapters, cabling
 Fibre Channel Switches,
 adapters, cabling
 Fibre Channel Switches,
 adapters, cabling
 FCoE switches, adapters, cabling
 Note, if 1Gb Ethernet switch needed, FCoE does not provided this physical connection
 IBM announced two FCoE switches in July 2009, the IBM Converged Switch B32 (5758-B32) and the Cisco Nexus 5000 for IBM System Storage (3722-S51)
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 #5708 10Gb FCoE PCIe Dual Port Adapter
 #5708 is a CNA (Converged Network Adapter) Dual 10Gb ports
 – Physically are Ethernet ports
 – Each port can run all NIC, all FC, or mixed NIC/FC traffic
 – SR optical fiber cabling PCIe adapter supported on
 – POWER6 520/550/560/570/575/595 (located in CEC or I/O drawer PCIe slots)
 • AIX & Linux support– AIX 5.3 with the 5300-11 Technology Level, or later– AIX 6.1 with the 6100-04 Technology Level, or later– SUSE Linux Enterprise Server 10 Service Pack 3 or later– Red Hat Enterprise Linux 5.4 or later– SOD for NPIV function 1H 2010 through VIOS
 • VIOS support– VIOS 2.1.2.0 or later
 • IBM i support– NIC only supported only through VIOS, requires IBM i 6.1.1– SOD for FC and NPIV function 2H 2010 (both functions thru VIOS)
 • Firmware level required: 3.5.0 or later
 • PCIe 8x Gen 1 Adapter
 • CCIN = 2B3B
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 Data Deduplication
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 TS7650G ProtecTIER Overview
 Software solution that resides on standard Linux server Emulates a tape library unit, including drives, cartridges and robotics Uses FC-attached disk array as the backup medium (can be IBM DS8100/DS8300 or
 smaller DS models) Future connect to IBM i
 Backup Server
 FC
 Virtual Tape Library
 TS7650G
 Disk Array
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 Repository
 Backup Servers
 FC Switch ProtecTIERServer
 Disk Arrays
 HyperFactor
 MemoryResident Index
 “Filtered” data
 Existing Data
 New Data Stream
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 The Impact of HyperFactor
 Up to 25X the physical capacity*
 *10x is more typical
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 Primary Site
 Secondary Site Significant bandwidth reduction
 PT-server based replication
 Replication with ProtecTIER
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 Key Evolutionary I/O Technology Transitions
 1. SCSI to SAS to SFF/SDD
 2. PCI / PCI-X / PCI-X DDR to PCIe
 3. RIO/HSL to 12X
 4. IBM i : IOP-based to Smart IOA
 ,2008 PCIe available in 520/550/570 CEC, 2009 expand to I/O drawer
 Disk = 3.5-inch & SFFRemovable media SAS & SATA
 12X (SDR) and 12X DDR
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 The following are trademarks of the International Business Machines Corporation in the United States and/or other countries. For a complete list of IBM Trademarks, see www.ibm.com/legal/copytrade.shtml: AIX, AIX 5L, BladeCenter,Blue Gene, DB2, e-business logo, eServer, IBM, IBM Logo, Infoprint,IntelliStation, iSeries, pSeries, OpenPower, POWER5, POWER5+, Power Architecture, TotalStorage, Websphere, xSeries, z/OS, zSeries
 The following are trademarks or registered trademarks of other companies:Java and all Java based trademarks and logos are trademarks of Sun Microsystems, Inc., in the United States and other countries or bothMicrosoft, Windows,Windows NT and the Windows logo are registered trademarks of Microsoft Corporation in the United States, other countries, or both.Intel, Intel logo, Intel Inside, Intel Inside logo, Intel Centrino, Intel Centrino logo, Celeron, Intel Xeon, Intel SpeedStep, Itanium, and Pentium are trademarks or registered trademarksof Intel Corporation or its subsidiaries in the United States and other countries.UNIX is a registered trademark of The Open Group in the United States and other countries or both.Linux is a trademark of Linus Torvalds in the United States, other countries, or both.Other company, product, or service names may be trademarks or service marks of others.
 NOTES:Any performance data contained in this document was determined in a controlled environment. Actual results may vary significantly and are dependent on many factors including system hardware configuration and software design and configuration. Some measurements quoted in this document may have been made on development-level systems. There is no guarantee these measurements will be the same on generally-available systems. Users of this document should verify the applicable data for their specific environment.
 IBM hardware products are manufactured from new parts, or new and serviceable used parts. Regardless, our warranty terms apply.
 Information is provided “AS IS” without warranty of any kind.
 All customer examples cited or described in this presentation are presented as illustrations of the manner in which some customers have used IBM products and the results they may have achieved. Actual environmental costs and performance characteristics will vary depending on individual customer configurations and conditions.
 This publication was produced in the United States. IBM may not offer the products, services or features discussed in this document in other countries, and the information may be subject to change without notice. Consult your local IBM business contact for information on the product or services available in your area.
 All statements regarding IBM's future direction and intent are subject to change or withdrawal without notice, and represent goals and objectives only.
 Information about non-IBM products is obtained from the manufacturers of those products or their published announcements. IBM has not tested those products and cannot confirm the performance, compatibility, or any other claims related to non-IBM products. Questions on the capabilities of non-IBM products should be addressed to the suppliers of those products.
 Prices are suggested US list prices and are subject to change without notice. Starting price may not include a hard drive, operating system or other features. Contact your IBM representative or Business Partner for the most current pricing in your geography.
 Any proposed use of claims in this presentation outside of the United States must be reviewed by local IBM country counsel prior to such use.
 The information could include technical inaccuracies or typographical errors. Changes are periodically made to the information herein; these changes will be incorporated in new editions of the publication. IBM may make improvements and/or changes in the product(s) and/or the program(s) described in this publication at any time without notice.
 Any references in this information to non-IBM Web sites are provided for convenience only and do not in any manner serve as an endorsement of those Web sites. Thematerials at those Web sites are not part of the materials for this IBM product and use of those Web sites is at your own risk.
 IBM makes no representation or warranty regarding third-party products or services including those designated as ServerProven, ClusterProven or BladeCenter Interoperability Program products. Support for these third-party (non-IBM) products is provided by non-IBM Manufacturers.
 IBM may have patents or pending patent applications covering subject matter in this document. The furnishing of this document does not give you any license to these patents. Send license inquires, in writing, to IBM Director of Licensing, IBM Corporation, New Castle Drive, Armonk, NY 10504-1785 USA.
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