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1
 Nonparametric Steganalysis of QIM Steganographyusing Approximate EntropyHafiz Malik†, K. P. Subbalakshmi! and R. Chandramouli!
 † Electrical and Computer Engineering Department,University of Michigan - Dearborn, Dearborn, MI 48128
 ! Electrical and Computer Engineering Department,Stevens Institute of Technology, Hoboken, NJ 07030
 Abstract—This paper proposes an active steganalysis methodfor quantization index modulation (QIM) based steganography.The proposed nonparametric steganalysis method uses irregu-larity (or randomness) in the test-image to distinguish betweenthe cover-image and the stego-image. We have shown that plain-quantization (quantization without message embedding) inducesregularity in the resulting quantized-object, whereas message em-bedding using QIM increases irregularity in the resulting QIM-stego. Approximate entropy, an algorithmic entropy measure, isused to quantify irregularity in the test-image. The QIM-stegoimage is then analyzed to estimate secret message length. Tothis end, the QIM codebook is estimated from the QIM-stegoimage using first-order statistics of the image coefficients inthe embedding domain. The estimated codebook is then usedto estimate secret message. Simulation results show that theproposed scheme can successfully estimate the hidden messagefrom the QIM-stego with very low decoding error probability.For a given cover-object the decoding error probability dependson embedding rate and decreases monotonically, approachingzero as the embedding rate approaches one.
 Index Terms—Steganography, Steganalysis, Quantization In-dex Modulation, Dither Modulation, Entropy, Complexity, Ap-proximate Entropy, Algorithmic Entropy, Message Recovery,Embedding Rate
 I. INTRODUCTIONSteganalysis refers to the act of analyzing a given multime-
 dia data (e.g. images, video, audio etc.) for the presence of hid-den messages, with limited or no access to information regard-ing the embedding algorithm used. Existing steganalysis tech-niques may be classified into passive- or active-steganalysis[1] depending on whether the aim of the steganalyst is todetect the presence/absence of the hidden message only orto extract the hidden message. Passive steganalysis typicallydeals with detecting the presence or absence of the hiddenmessage and identifying the steganographic method used forembedding the hidden message. In contrast, the objectives ofactive steganalysis include one or more of the following: 1)estimation of the embedded message length, 2) estimationof location(s) of the embedded message, 3) estimation ofthe message embedding key used (if any), 4) extraction of
 Send correspondence to Hafiz Malik, E-mail: [email protected], Tel.:1 313 593 5677
 Send correspondence to K. P. Subbalakshami, E-mail:[email protected]
 Send correspondence to R. Chandramouli, E-mail: [email protected]
 the hidden message, and 5) estimation of parameters of theembedding algorithm.
 Quantization based data hiding schemes [2] are based onCosta’s seminal work [3] which gives the theoretical capac-ity of the Gaussian channel by modeling steganography ascommunication with side information. The ideal Costa scheme(ICS) achieves the theoretical upper bound for the capacityof all data hiding schemes under additive white Gaussiannoise attack. However, the ICS requires a random codebookof infinite length which makes it impractical [4]. Practicalrealizations of ICS include quantization index modulation(QIM) [2], scalar Costa scheme (SCS), dither modulation(DM), and quantization projection (QP), [4]. QIM-based datahiding schemes are commonly used for steganography dueto their high embedding capacity and controlled embeddingdistortion-robustness tradeoff.
 We now briefly discuss existing QIM steganalysis tech-niques and set the context of our work. Guillon et al [5]proposed a framework for steganalysis of SCS by modelingQIM steganography as an additive noise channel. Sullivanet al [6] proposed a steganalysis scheme for QIM steganog-raphy using supervised learning. Detection performance ofthe scheme proposed in [6] is constrained by the limitationsof learning-based steganalysis, that is, a separate classifiertraining is required for every new steganographic algorithm,and the detection performance depends on the selection offeatures used to train the classifier [7]. Work on non-learningbased QIM steganalysis techniques include [8] and [9]. Thesteganalysis scheme proposed in [8] is not applicable for stego-image generated using DM-based embedding, whereas thesteganalysis scheme proposed in [9] cannot extract hiddenmessages and cannot detect random partial embedding. Majorcontribution of this paper is to address limitations of existingparametric QIM steganalysis schemes. Specifically, we designa nonparametric steganalysis method for the stego-only attackscenario, i.e., only the stego-object is available for steganaly-sis.
 Passive QIM steganalysis have seen significant advancesin recent times [5], [6], [8]–[11]; active QIM steganalysis,on the other hand, is relatively underdeveloped. Few notableexceptions include Yu and Wang’s [12] and Wu et al’s [13]methods to estimate secret message length estimation formQIM stego by mathematically modeling QIM embedding
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 distortion as a function of embedding ratio (or secret messagelength) and use estimated model parameters for secret messagelength estimation. Similarly, Kim and Bae [14] and Lee atal’s [15] have proposed analytical approach using low levelstatistical features (mean and variance) for quantization stepsize estimation from QIM-stego audio signal subjected toscaling and additive white Gaussian noise attacks. Pevny andFridrich [11], [16] have also proposed a method to detectof double JPEG compression and a maximum likelihoodestimator of the primary quality factor. The proposed methoduses support vector machine classifiers with feature vectorsformed by histograms of low-frequency DCT coefficients.
 This paper proposes a nonparametric steganalysis schemefor QIM steganography using a measure of randomness (orirregularity) to distinguish between the cover and the stego.First we show that a sequence consisting of QIM-stego imagecoefficients tends to exhibit higher degree of irregularity(or randomness) than a plain-quantized image. This relativeirregularity in finite sequences can be used to distinguishbetween the cover and the stego images. Information theoryoffers several measures of entropy such as Shannon’s entropy[17], Kolmogorov-Sinai (KS) complexity [18], [19], Lempel-Ziv (LZ) complexity [20], approximate entropy (ApEn) [21]–[23], etc. However, the selection of a particular irregularitymeasure for the test-image depends on 1) the characteristicsof the underlying sources generating the cover-image, 2) thesize of the test-image, and 3) the knowledge of the cover-image statistics available to the steganalyst. The proposedsteganalysis scheme uses ApEn to measure randomness inthe test-image. Justification for selecting ApEn over otherrandomness metrics [17]–[20], is given in Section III. Sim-ulation results for both sequential embedding and randomembedding show that the proposed steganalysis technique candistinguish between the cover- and the stego-images with lowfalse positive rates, Pfp, and false negative rates, Pfn. Inparticular, the false positives rates are below 0.1 and the falsenegative rates are below 0.07 for DM-stego and below 0.12and 0.002 respectively for QIM-stego.
 Once the test-image is identified as a QIM-stego imageit is analyzed further to estimate the secret message length.The proposed scheme uses first-order statistics to estimatequantization step-size which is then used to estimate secretmessage length and extract the hidden message. Performanceof the proposed active steganalysis is evaluated for variousembedding rate, R ! {10"100}% (i.e., R% of the coefficientsare modified during message embedding process).
 In this paper, we assume gray-scale cover images of sizeN1 #N2, where 64 $ N1, N2 $ 512 and that the embeddingis done in the DCT domain. Moveover, a stego-only attackscenario is assumed which means that the prior probabilitiesof the underlying source symbols are not known to thesteganalyst.
 The rest of the paper is organized as follows. The re-quirements of QIM-steganalysis are discussed in Section II.Justification of using ApEn to capture randomness in thestego-image is provided in Section III. The outline of theproposed steganalysis scheme along with simulation resultsfor QIM-stego and dither modulation (DM)-stego detection
 are provided in Section IV. Details of the message estimationalgorithm from the QIM-stego image are discussed in SectionV. Concluding remarks and future directions are discussed inSection VI.
 II. STEGANALYSIS OF QIM STEGANOGRAPHYA key issue in QIM steganalysis is to distinguish between
 the following cases:1) the quantized-cover, xq , (quantized image obtained us-
 ing plain-quantization or without message embedding)and the QIM-stego, xQIM , (stego-image obtained usingQIM), and
 2) the cover, s, and the DM-stego, xDM , (stego obtainedusing DM).
 To design a parametric hypothesis test for stego detection,the probability mass functions of s, xq , xQIM , and xDM arerequired. Let Ps(s), Pxq (x), PxQIM (x), and PxDM (x), denoteprobability mass function (pmf ) of coefficients of the cover,quantized cover, QIM-stego, and DM-stego, respectively, inthe DCT domain. We assume s ! R, the set of all realnumbers.
 A. Quantization, QIM-steganography and DM-steganographyIn the case of plain-quantization, the quantizer output, say
 xk, is an integer multiple of the quantization step-size, !!, i.e.xk = k!!. The probability mass function of quantizer outputis determined by the unquantized DCT coefficients, si, i ={1, · · · , Nk}, falling in the range Sq(t) ! (t" k!!
 2 , t+ k!!
 2 ],i.e.,
 Pxq (xk) =!
 si"Sq(t)
 Ps(si) (1)
 where Nk is the number of coefficients in the range Sq(t) andk ! Z+ where Z+ denotes the set of all positive integers.
 In case of QIM steganography, two identical quantizers areused to encode a binary message sequence, M ! {0, 1}N , oflength N into the host data. Each quantizer is designed witha step-size ! = 2!! and is offset (shifted) from the otherby !/2. That is, Q0(x) = Q1(x) ± !/2, where Q0(·) andQ1(·) denote quantizers used to embed message bit ’0’ and’1’ respectively. The difference between plain-quantization andmessage embedding using QIM is illustrated in Fig. 1.
 For QIM with equiprobable message bits, Pr[m = 0] =Pr[m = 1] = 1
 2 , the probability of a given output, xk, can beexpressed as,
 PxQIM (xk) =1
 2
 !
 si"SQIM (t)
 Ps(si) (2)
 where SQIM (t) ! (t"!k/2, t+!k/2], xk = k!, and !k =k!.
 In case of dither modulation, two dither quantizers are usedto embed the message bits. A dither quantizer is obtainedby adding (or subtracting) a dither value du to the quantizeroutput, xk, where du is uniformly distributed noise over["!/4,!/4]. Therefore, the quantizer output covers the entirerange of the cover-image, unlike in the case of QIM or plainquantization. In this range, Pdu(du) = 2!/!, where ! is the
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 Fig. 1. Shown is the illustration of plain-quantization (in the upper panel) andbinary QIM (in the lower panel). The reconstruction grid points correspondingto ’O’ and ’X’ are used to embed message symbols ’0’ and ’1’ respectively,in the lower panel.
 granularity of the data. Data hiding based on DM can beexpressed as,
 xDMi(s,M) = Qmi(si+dui)"dui , i = 0, 1, · · · N"1. (3)
 xDMi is generated using one and only one value of dui .The theory of subtractive dither (SD) quantization [24], [25]can be used to determine the probability density function pdfPDM (x) of xDM . Let xDMi = Qmi(si + dui) " dui andquantization error "i = xDMi " si. Let us also assume thatrandom variables (rvs) s, M , and du are mutually independent.We use Schuchmans condition [24], [25] to determine the pdfof xDM as follows.
 Theorem 1. [Schuchmans Condition]In an SD quantizing system with step size !, the total error isstatistically independent of the system input for arbitrary inputdistributions if and only if the characteristic function (cf) ofthe dither, CFd, satisfies the condition
 CFd
 "k
 !
 #= 0 % k ! Z+ (4)
 Furthermore, the total error will be uniformly distributed forarbitrary input distributions if and only if this condition holds.
 Proof: Proof of this theorem can be found in [24], [25].
 As the dither vector, du, is uniformly distributed over["!/4,!/4] for DM-steganography, and the correspondingcf is a sinc function defined as,
 CFd(u) = sinc(u) ! sin(#u!/2)
 #u!/2(5)
 which satisfies Schuchmans condition, i.e. CFd
 $k!
 %= 0 %
 k ! Z+, the resulting quantization error, ", is uniformlydistributed over ["!/2,!/2] and statistically independent ofs. Now to determine PxDM (x), consider the following modelfor DM-steganography,
 xDM = s+ ". (6)
 In this case, PxDM (x) can be obtained by simply convolving
 pdf of ", P!(x), and Ps(x), where P!(x) is defined as,
 P!(x) =
 &'(
 ')
 "2! |x| < !/4"
 4! |x| = !/4
 0 otherwise,
 so,
 PxDM (xi) = (P! $ Ps) (x) (7)
 =!
 !
 !/4!
 k=#!/4
 Ps(si#k) (8)
 where, $ denotes convolution operation.Using the pmf (resp. pdf ) of the output of the QIM (resp.
 DM) quantizer, a likelihood ratio test (LRT) can be set up forstego detection. The LRT can be expressed as,
 L(x) ! PxQIM(x)
 Pxq (x)" % ( detect QIM-stego) (9)
 ! PxDM(x)
 Ps(x)" % (detect DM-stego) (10)
 where the decision threshold, % , can be minimized usingNeyman-Pearson rule which maximizes the probability ofdetection, Pd, for a given probability of false alarm, Pf [26].
 Substituting PxQIM (x) and Pxq (x) from Eq. (1 & 2) in Eq.(4):
 L(x) =N*
 i=1
 +12
 ,s"(xi#!/2,xi+!/2] Ps(s),
 s"(xi#!/4,xi+!/4] Ps(s)
 -(11)
 Eq. (11) shows that the likelihood statistic is a function of thecover pdf, Ps(s), and under stego-only attack scenario Ps(s)is not available at the stego detector. Therefore, parametricdetection based on Neyman-Pearson rule cannot be used todetect the QIM-stego image.
 Similarly, to detect DM-stego, we obtain the likelihood ratioby substituting PxDM (x) from Eq. (8) in Eq. (10):
 L(x) =N*
 i=1
 .
 /"!
 ,!/4k=#!/4 Ps(si#k)
 Ps(s)
 0
 1 (12)
 Eq. (12) shows that the likelihood statistic is also a func-tion of the cover pdf, Ps(s), therefore parametric detectorcannot be used for DM-stego detection either. An importantobservation however can be made from Eq. (11 & 12) thatmessage embedding using QIM or DM introduces smoothnessin the pmf of the resulting stego image. To highlight thisclaim further, we analyze the empirical pmf s (obtained usinghistograms) of the quantized-cover and the QIM-stego images.The empirical pmf s of DCT coefficients of the QIM-stego for! = {0.5, 4, 8} are shown in Fig. 2. Shown in Fig. 3 thecomparison of smoothing effect due plain-quantization andQIM. Some of the experimental observations on the differencebetween the QIM-stego and the quantized-cover images basedon their empirical pmf s are summarized below.
 Firstly, we note that the quantization (with and withoutmessageembedding) introduces smoothness in the pmf of theresulting quantized images. It can be observed from Fig. 2 thatas ! increases smoothing effect in the pmf of the resultingQIM-stego also increases according to the Eq. (11). Secondly,
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 Fig. 2. Shown are the empirical pmf s (based on histogram) of DCTcoefficients of the cover (top-left) and quantized DCT coefficients of the QIM-stego obtained with ! = {0.5, 4, 8}(top-right and the bottom-row)
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 Fig. 3. Shown are empirical pmf s of the quantized-cover (top-row) and thecorresponding QIM-stego (bottom-row)
 the quantizer step-size, !, controls the amount of smoothnessintroduced in the pmf of the quantized-image. Finally, quan-tization with message embedding (e.g. QIM) introduces moresmoothness than plain-quantization. It can be observed fromFig. 3 that for the same value of !, the QIM introduces moresmoothness than plain-quantization. Moreover, for large !(! & 4) message embedding using QIM splits the peak aroundzero in the cover pmf into three peaks (e.g. peaks P#!, P0,and P! around "!, 0, and ! respectively), which can be usedto distinguish between the quantized-cover and the QIM-stego.However, such visual attacks might not guarantee consistentresults especially when QIM-stego is generated using smallerquantization step-size or the the cover-image has smoothlyvarying pmf. Relative smoothness in the pmf of the test-imagecan be used to distinguish between the cover and the stego.Learning-based steganalysis techniques have been proposedin the past [6] to distinguish between the quantized-cover andthe QIM-stego, but as noted earlier, there are some inherentdisadvantages with these steganalysis schemes.
 To address the limitations of learning-based steganalysisschemes for QIM steganography, a nonparametric steganalysisscheme based on measure of randomness in the test-image isproposed here. The proposed scheme exploits relative random-ness in the test-image to distinguish between the cover- andthe stego-images.
 Theorem 2. If xq ! Q(s) is a quantized sequence obtainedusing plain-quantization (uniform quantization without mes-sage embedding) then,
 H (Q(s)) $ H(s) (13)
 where H(x) is Shannon’s entropy of rv x.
 Proof: The proof of this theorem is given in AppendixA.
 It is interesting to note that Theorem 1 gives similarinterpretation of a &-bit quantization of a continuous randomvariable, s, in terms of entropy as shown in [27] (see p. 229),which states that entropy of an &-bit quantization of s canbe approximated as h(s) + &, where h(s) denotes differentialentropy of a continuous random variable s.
 Theorem 3. If xQIM ! QQIM (s,m) is a quantized sequenceobtained using QIM (uniform quantization with message em-bedding) and xq ! Q(s) is a quantized sequence obtainedusing plain quantization (uniform quantization without mes-sage embedding) then,
 H (xQIM ) & H (xq) , (14)
 Proof: Let s = {si}Ni=1 be a real valued random sequenceto be quantized with associated (pdf) Ps. A uniform quantizerQN0(s) is defined as partition " = !k = [tk, tk+1), tk+1 >tk, k = {1, · · · , N0} where N0 is the number of equilengthpartitions, and a reconstruction codebook xk defined asQ(s) = xk, s ! !k. Let xq = {xk}N0
 k=1 be the plain-quantizeroutput. Similarity, let xQIM be the quantized sequence ob-tained by embedding a binary message m ! {0, 1}N (withPr[m = 0] = Pr[m = 1] = 1
 2 ) independent of s, using QIMquantizer with partition length !.
 The mutual information between the continuous randomvariable s and the corresponding discrete random sequence,xq = Q(s) obtained using plain-quantization can be expressedin the following two forms,
 I (s, Q(s)) = H (Q(s))"H (Q(s)|s) (15)= h (s)" h (s|Q(s)) (16)
 where H denotes Shannon’s entropy and h the differen-tial entropy. Since Q(s) is a deterministic function of s,H (Q(s)|s) = 0, hence self-information of the plain quantizeroutput can be expressed as,
 H (Q(s)) = h (s)" h (s|Q(s)) , (17)
 Similarly, mutual information between continuous randomvariable s and the corresponding discrete random sequence,xQIM = QQIM (s,m) obtained using QIM can be expressedin the following two forms,
 I (s, QQIM (s,m)) = H (QQIM (s))
 "H (QQIM (s)|s) (18)= h (s)" h (s|QQIM (s)) (19)
 In this case, QQIM (s) is a not a deterministic function ofs, therefore H (QQIM (s,m)|s) '= 0, hence self-informationthe QIM quantizer output can be expressed as,
 H (QQIM (s,m)) = h (s)" h (s|QQIM (s,m))
 +H (QQIM (s,m)|s) , (20)
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 Subtracting Eq. (17) from Eq. (20) we obtain,
 H (QQIM (s,m))"H (Q(s)) = h (s|Q(s)) (21)"h (s|QQIM (s,m))
 +H (QQIM (s,m)|s)(a)= h (s)" h (Q(s)) (22)
 "h (s|QQIM (s,m))
 +H (QQIM (s,m)|s)(b)( "h (Q(s)) (23)
 +H (QQIM (s,m))
 where (a) follows from the fact that h (s|Q(s)) = h (Q(s)|s)+h (s) " h (Q(s)), since Q(s) is a deterministic function of s,h (Q(s)|s) = 0 and (b) from the fact that
 h (s|QQIM (s,m)) = h (QQIM (s,m)|s) + h(s) (24)"h (QQIM (s,m))
 (c)( H (QQIM (s,m)|s) + h(s) (25)
 "H (QQIM (s,m))
 where (c) follows from the fact that h (QQIM (s,m)|s) (H (QQIM (s,m)|s) + log(!) and h (QQIM (s,m)) (H (QQIM (s,m)) + log(!).
 Since, h (Q(s)) $ 0 (differential entropy of discreter.v. can be consider $ 0 ( [27] Ch. 9, pp. 229)), andH (QQIM (s,m)) & 0)H (QQIM (s,m)) & H (Q(s))
 This fact is illustrated in Fig. 4. It can be observed fromFig. 4 that the distortion due to message embedding usingQIM is relatively more irregular (random) than the distortiondue to plain-quantization (especially in low-texture regions).This implies that coefficients of the quantized-cover image arerelatively more predictable (regular) than the correspondingcoefficients in the QIM-stego image. The proposed steganaly-sis scheme uses relative irregularity in the test-image to distin-guish between the cover, (s,xq), and the stego, (xQIM ,xDM ),images.
 The proposed schemes uses ApEn to access randomnessin the test-image. The next section provides motivation forusing ApEn to capture irregularity in the test-image alongwith a brief overview of other irregularity measures such asShannon’s entropy [17], Kolmogorov-Sinai (KS) complexity[18], [19], Lempel-Ziv (LZ) complexity [20], etc.
 III. WHY APPROXIMATE ENTROPY?The proposed steganalysis scheme uses irregularity in the
 test-image to attack QIM steganography 1. Entropy measur-ing tools in the information theory literature such as Shan-non’s entropy [17], Kolmogorov-Sinai (KS) complexity [18],[19], Lempel-Ziv (LZ) complexity [20], approximate entropy(ApEn) [21]–[23], etc. can be used to measure irregularity in
 1for rest of the paper QIM steganography means message embedding usingQIM or DM unless otherwise specified
 Quantized−Cover (with Δ = 2)
 QIM−Stego (with Δ = 2)
 Distortion due to Vanilla Quantization
 Distortion due to QIM
 Fig. 4. Illustration of quantization noise: quantized-cover and quantizationnoise (left); QIM-stego and the corresponding quantization noise (right)
 the test-image. However, selection of a particular irregularitymeasure in the test-image depends on 1) the characteristics ofthe underlying sources generating the cover-image, 2) the sizeof the test-image, and 3) whether the cover-image statistics isavailable to the steganalyst or not. Therefore, entropy measurespresented in [17]–[23] cannot be used blindly to quantify theirregularity of the time-series generated from the test-image.
 For example, KS complexity is an algorithmic measure[18], [19] which uses rate of information generation to clas-sify deterministic dynamical systems. But the KS complexitymethods fail to quantify time-series representing output of astochastic or mixed processes [21], [22]. Moreover, the KScomplexity is very sensitive to small amount of noise oroutliers. These inabilities of KS complexity to quantify irregu-larity in stochastic processes or noisy data can be attributed toits non-statistical framework used to calculate complexity inthe time-series. Therefore, the application of KS complexity
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 to practical time-series like the DCT coefficient of the test-image, will only evaluate noise not the properties of theunderlying sources. In addition, KS complexity requires largeamount of data (theoretically infinite sequence) to converge[28]. Therefore KS complexity cannot be used to quantifysmaller sequences, generated using test-images, based on theirestimated KS complexities.
 Shannon proposed entropy as a measure of randomness (orirregularity [17]) in the output of a probabilistic source thatgenerates an infinite sequence of symbols. Entropy charac-terizes the irregularity of a given source by the probabilitiesof symbols and blocks of symbols. Shannon’s probabilisticentropy [17] requires prior probabilities of the underlyingsource symbols or block of symbols to estimate irregularityin a given sequence. However it cannot be used in our case,as we assume stego-only attack scenario where probabilitiesof the symbols and block of symbols are not available to thesteganalyst.
 Pincus proposed an algorithmic entropy method, known asapproximate entropy (ApEn) in [21]–[23] to measure irreg-ularity (or complexity) in the finite sequences when priorprobabilities of symbols and blocks of symbols are not known.The ApEn makes no prior assumption on the sequence ofsymbols or the source generating it. The ApEn is motivated byShannon’s information-theoretic entropy of a Markov processrather than by the conditional complexity of algorithmic infor-mation theory [21]–[23]. The ApEn is very useful in discrimi-nating finite sequences based on their relative irregularity. TheApEn is a statistical tool designed to quantify irregularity inthe time-series [21]–[23]. Mathematically, ApEn is a naturalinformation theoretical parameter, i.e. the rate of entropy, foran approximating Markov chain to a process [22], [29]. TheApEn provides both noise filtering and artifacts suppressioncapabilities through suitable filtering threshold selection [22].In addition, despite algorithmic similarities, the ApEn is notan approximate value of the KS entropy [18], [19] rather it isa family of statistics parameterized by the filtering threshold,r, and embedding dimension, ' [21], [22], [30]. The salientfeatures of the ApEn make it an attractive candidate toaccess irregularity in the real-world practical finite or periodicsequences:
 • ApEn is an algorithmic entropy measure,• its robustness to the noise as long as noise is below a
 specified filtering threshold,• it is applicable to short sequences, for example, it is
 possible to estimate regularity with good confidence levelusing only a few hundred points,
 • a change in the estimated ApEn corresponds to changein the complexity of the underlying process, and
 • ApEn allows a direct computable alternative to severelynoncomputable approaches like KS complexity,
 The proposed steganalysis scheme uses ApEn to estimateirregularity in the test-image. An algorithm to calculate ApEnfrom a finite-length sequence and its mathematical interpreta-tion are discussed next.
 A. Approximate Entropy EstimationApproximate entropy is a regularity statistic that quantifies
 irregularity or fluctuations in a time-series, {x}n1 , where nis the number of observations of the time-series. The ApEnreflects the likelihood that blocks of length ' that are closetogether remain close together for blocks augmented by oneposition in the following observations. A time-series contain-ing many repetitive patterns (e.g. a regular sequence) exhibits arelatively small ApEn value, whereas a time-series consistingof less predictable patterns (or a more irregular sequence)exhibits higher ApEn value. A detailed description of thealgorithm for computing ApEn and its statistical propertiescan be found in [21]–[23], [31]–[33] and references therein.
 Definition of ApEn: Consider a time-series sequence,{x}n1 , consisting of n measurements equally spaced intime i.e. x1, x2, · · · , xn. For a fixed-positive integer 'and a positive real number r, consider embedding vec-tors u(1), u(2), · · · , u(n##+1) in R#, where u(i) =[xi, xi+1, · · · , xi+##1]. Let us define the correlation mea-sure, C#
 i (r), for every i, 1 $ i $ n" ' + 1,
 C#i (r) =
 [(# of vectors j $ (n" ' + 1)) | (d(ui,uj) $ r)]
 n" ' + 1(26)
 where d(ui,uj) is the L$ norm between vectors ui and uj ,which can be expressed as,
 d(ui,uj) = maxk=1,··· ,#
 | (u(i+ k " 1)" u(j + k " 1)) | (27)
 here the quantity C#i (r) is a fraction of patterns of length ' that
 resemble the pattern of the same length that begins at index i.In other words, C#
 i (r) measures the regularity (or frequency)of patterns similar to a given pattern of window length ' anda tolerance r.
 The approximate entropy, ApEn(', r, n), of a sequence{x}n1 , with parameters ', r, and n is defined as,
 ApEn(', r, n) =2##(r)" ##+1(r)
 3, (28)
 where
 ##(r) =
 ,n##+1i=1 ln C#
 i (r)
 n" ' + 1(29)
 and,
 ##(r)" ##+1(r) = Ei{log (Pr [(( $ r) | () $ r)])} (30)
 where ( = |u(j + ')" u(i+ ')|, ) = |u(j + k)" u(i+ k)|,k = 0, 1, · · · , ' " 1, Ei denotes average over i, and Pr[·|·] isconditional probability.
 The ApEn(', r, n)(·) measures the logarithmic frequencywith which blocks of length ' that are close together remainclose together for blocks augmented by one position. A smallervalue of ApEn implies regularity in the time-series, that is,similar patterns are highly predictable from additional similarmeasurements. Whereas, a large value of ApEn indicates thatthe underlying time-series is highly irregular. For a givenapplication ApEn(', r, n) should be considered as a family ofstatistics and for time-series comparisons a fixed set of valuesof ' and r should be used.
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 IV. STEGANALYSIS USING ApEn
 We used a measure of irregularity in the test-image to decideif the given image is stego or not. Irregularity in the test-image is measured in terms of estimated ApEn from thetest-image. To calculate ApEn from the test-image ( S, xq ,xQIM , or xDM ) using the ApEn(', r, n) algorithm outlinedin Section III-A, the test-image must be transformed into finitesequences. To this end, the test-image is segmented into non-overlapping blocks, of 8x8 pixels, and the two-dimensional(2D) DCT for each block is calculated. Each block in theDCT domain is then converted into a one-dimensional (1D)vector using zigzag ordering (commonly used during baselineJPEG compression [34]). These 1D blocks of the test-imageare used to generate 64 sequences, xi
 n, i = {0, · · · , 63}, eachof length n. Here n = *N1
 8 + # *N28 + where *x+ denote the
 largest integer not exceeding x. Fig. 5 illustrates the finite-length sequence generation process from the test-image.
 2D DCT
 Segment # 1
 Segment # n
 Image Segmentation
 Segment # 1 Segment # 2 63 n x 1
 n x
 Sequence Generation in DCT Domain
 Test Image I
 ZIGZAG ORDERING
 0 1 2 63
 0 1 2 63
 Fig. 5. Finite-length sequence generation from the test-image
 The resulting finite sequences are then analyzed to esti-mate randomness in the test-image. To estimate randomness(or irregularity) in the test-image, finite sequences, xi
 n, i ={1, · · · , 63} are analyzed using Eq. (28) which generates a63-dimensional vector of ApEn estimates, i.e.,
 ApEni = ApEn(xin, ', r, n), i = 1, · · · , 63 (31)
 This vector, ApEn, represents the randomness in the test-image and is used to distinguish between the cover- and thestego-image.
 A. Steganalysis of QIM-stegoTo investigate the effects of message embedding using
 QIM on the irregularity of the resulting QIM-stego image,the ApEn(', r, n) is calculated from S, xq and xQIM . Tothis end, two quantized images (e.g. xq and xQIM ) weregenerated from an uncompressed cover-image, S, of size256x256 using uniform quantizers with ! = 2 and !! = 1.To obtain quantized images, we used image number 47 of theimage database downloaded from [35] as a cover-image. Thecover-image was resized to 256x256 and converted to gray-scale. To embed binary message into the gray-scale cover-image using QIM, the cover-image was first segmented intonon-overlapping blocks, each of 8x8 pixels and then the2D DCT transform was applied to each block followed bymessage embedding using QIM. A 64 KB binary messagewas embedded in the cover-image using binary QIM which
 yielded the QIM-stego image. Similarly, the correspondingquantized-cover image was obtained. Both the quantized-coverand the QIM-stego images were then transformed into 64 1Dsequences each. The ApEn was estimated from these 1Dsequences generated from the AC coefficients (in the DCTdomain) of S, xq and xQIM , with parameter settings ' = 4and r = 0.1# *x. Fig. 6 shows plots of the estimated ApEnfrom S, xq , and xQIM in DCT domain. In Fig. 6 the horizontalaxis represents the sequence number (AC coefficients number)and the vertical axis represents the estimated ApEn (or levelof randomness in each sequence).
 0 10 20 30 40 50 600
 0.5
 1
 1.5
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 2.5
 3 ApEn : Quantized−Cover vs QIM−Stego
 Sequence no.
 ApEn
 ApEnxQIMApEnxq
 ApEnS
 mhighQIM
 mlow
 QIM
 mhighq
 mlowq
 Fig. 6. Plots of the estimated ApEn from S, xq , and xQIM in DCT domain
 Following observations can be made from Fig. 6:• The estimated ApEn from S remains approximately
 constant for all unquantized images sequences whichimplies that all unquantized images exhibit approximatelysame level of randomness.
 • In general, the estimated ApEn from xq and xQIM
 decreases from low to high frequency. Here low and highfrequency correspond to sequence number 1 to 32 andsequence number 32 to 63, respectively.
 • For both quantized-images, i.e. xq and xQIM , theestimated ApEn decreases at a higher rate in thelow frequency-coefficients than in the high frequency-coefficients.
 • The estimated ApEn from xQIM has lower gradient inboth frequency regions than the estimated ApEn fromxq .
 • Let mlow and mhigh denote gradient of the estimatedApEn in low and high frequency-coefficients respec-tively, and change in the gradient, +m, of the estimatedApEn. Then +m is given by
 +m = (mlow "mhigh)/mlow # 100 (32)
 The value of +m for the quantized-cover is well below50% (36% to be exact) and +m is well above 50% (85%to be exact) for the QIM-stego.
 • For QIM-stego, the estimated ApEn is approximatelyconstant for high frequency coefficients.
 • The estimated ApEn from the QIM-stego is higherthan the ApEn estimated from the quantized-cover inhigh frequency coefficients which implies that in highfrequency coefficients the QIM-stego is relatively moreirregular than the corresponding quantized-cover. Thishigher ApEn value in the QIM-stego compared to the
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 corresponding quantized-cover can be attributed to therandomness in the embedded message M .
 These observations indicate that variation in the gradient of theestimated ApEn from low to high frequency coefficients alongwith ApEn value in the high frequency coefficients can beused to distinguish between the quantized-cover and the QIM-stego. The proposed steganalysis scheme however uses relativechange in the gradient , +m, from low to high frequency-coefficients to detect QIM-stego image. A schematic dia-gram of the proposed steganalysis scheme against QIM-steganography is given in Fig. 7.
 Fig. 7. Schematic diagram of the proposed steganalysis scheme to distinguishbetween the quantized-cover and the QIM-stego
 B. Experimental Results for QIM-Stego
 Detection performance of the proposed steganalysis schemeto detect QIM steganography was tested for the followingmessage embedding strategies,
 • Sequential Embedding (SE): In this case, for each DCTblock, same set of AC coefficients is selected for messageembedding. In addition, for sequential embedding weconsidered the following two cases,
 1) all frequency embedding (AFE),where the message,M , is embedded into all AC coefficients of 8x8blocks in DCT domain using QIM, and
 2) mid-frequency embedding (MFE), where the mes-sage M is embedded into AC coefficient number5 to 32 of zigzag scanned 8x8 blocks in the DCTdomain. The MFE is commonly used to introducelower embedding distortion at the cost of embeddingcapacity but without compromising robustness ofthe embedded message.
 • Random Embedding (RE): In this case, for each DCTblock, a set of AC coefficients is selected randomly formessage embedding. For random embedding, embeddingrates R ! {0.3, 0.5, 0.7, 0.9, 1.0} are considered forrandom AC coefficient selection for message embedding.
 1) Sequential Embedding: Detection performance of theproposed steganalysis scheme for QIM steganography is eval-uated in terms of false rates, that is, false positive rate,Pfp, and false negative rate, Pfn. Image s from the Un-compressed Colour Image Database (UCID) [35] was usedto evaluate performance of the proposed steganalysis schemefor QIM-stego detection. This image database [35] contains1338 uncompressed color images, however results presentedin this paper are based on gray-scale versions of the first1000 images of the database [35]. Moreover, these 1000
 images of the database [35] were resized to 256x256. Two-thousand QIM-stego images were obtained by sequentiallyembedding 2000 random messages into first 1000 images ofthe database using QIM with ! = 2.0 (1000 QIM-stegoimages using AFE and 1000 QIM-stego images using MFE).Similarly, 1000 quantized-images were obtained by quantizingthese 1000 gray-scale images using !! = 1. The proposedsteganalysis scheme was then applied to the resulting 3000quantized images (1000 QIM-stego using AFE, 1000 QIM-stego using MFE, and 1000 quantized-cover). Shown in TableI is detection performance the proposed steganalysis scheme,these simulation results are generated with decision threshold+m = 50% and estimation parameters ' = 2, r = 0.1 # *x,and n = 1024. It is important to mention that, simulationresults for MFE listed in the Table I are generated using abruptchanges in the estimated ApEn from the test image at theinterfaces of message carrying coefficients, i.e., finite sequenceno. 5 (x5
 n) and finite sequence no. 32 (x32n ) was used for QIM-
 stego detection.
 TABLE ISTEGO DETECTION PERFORMANCE: Sequential Embedding
 Xq vs XQIM S vs XDM
 Error AFE MFE AFE MFEPfp 0.12 0.08 0.1 0.05Pfn 0.002 0.001 0.07 0.01
 It can be observed that Table I that the proposed non-parametric steganalysis scheme can successfully distinguishbetween the quantized-cover and the QIM-stego images withrelatively low false rates, e.g., Pfp < 0.12, Pfn < 0.02.In addition, MFE embedding is relatively less secure (heresecurity of an embedding algorithm is measured in termsof detection rate) that the AFE embedding, though MFEembedding introduces less distortion than AFE case. This ismainly because, detector for MFE is using different detectioncriterion and is exploiting prior knowledge about embeddingalgorithm.
 2) Random Embedding: Similarly, to evaluate performanceof the proposed scheme to attached QIM stego generatedusing random embedding, first 200 images of the Uncom-pressed Colour Image Database (UCID) [35] was used. Theselected 200 images of the database [35] were resized to256x256. One thousand QIM-stego images were obtained byembedding 200 random messages using QIM with ! = 4.0and embedding rate R ! {0.3, 0.5, 0.7, 0.9, 1.0}, here QIM-stego images were generated by randomly selecting R% ACcoefficients of the input image for message embedding andthe remaining (1 " R)% coefficients were quantized usingplain-quantizer (without message embedding) with !! = 2.Similarly, 200 quantized-images were obtained by quantizingselected 200 gray-scale images using plain-quantizer with!! = 2. The proposed steganalysis scheme was then appliedto the resulting 1200 quantized images (1000 QIM-stego usingRE, 200 quantized-cover using plain-quantizer). Shown inTable III is detection performance the proposed steganaly-sis scheme for various embedding rates. These simulationresults are generated with decision threshold +m = 40%,

Page 9
                        

9
 var{ApEn(xhigh)} $ 0.01 (here var{ApEn(xhigh)} de-notes variance of estimated ApEn from sequence number 32to 63) and ApEn estimation parameters ' = 4, r = 0.2# *x,and n = 1024.
 TABLE IIQIM-STEGO DETECTION PERFORMANCE: Random Embedding
 Embedding Rate RError 0.3 0.5 0.7 0.9 1.0Pfp 0.2 0.2 0.2 0.2 0.2Pfn 0.60 0.5 0.22 0.04 0.003
 It can be observed from Table II that false negative ratesPfn improves gradually as embedding rate, R, increases.In addition, in case of RE, lower embedding is relativelymore secure than the higher embedding rate. It is also worthmentioning that for embedding rate R < 1, random embed-ding is more secure than sequential embedding; consider, forexample, MFE and R = 0.5 in case of random embedding,false negative rates in case of RE is much higher than thenMFE. This is mainly because that in case of RE, detectoris not exploiting any knowledge about the either embeddingalgorithm or characterization of test image which is beingexploited for MFE detection.
 C. Steganalysis of the DM-StegoTo detect DM-stego based on irregularity in the test-image,
 the ApEn(', r, n) is calculated from the finite sequencesobtained from s, and xDM . The DM-stego was generated bysegmenting the cover-image into non-overlapping blocks, eachof 8x8 pixels, followed by 2D DCT transform. The DM-stegoimage, xDM , was obtained by embedding a binary messageand with ! = 2, and a dither vector du , U(0, 22/12).Shown in Fig. 8 are the plots of the estimated ApEn from thegray-scale cover-image, s, (image number 47 of the databasedownloaded from [35]) and the corresponding xDM (in DCTdomain) with ApEn parameters, ' = 4, r = 0.1 # *x, andn = 1024.
 0 10 20 30 40 50 60
 2.2
 2.4
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 2.8ApEn : Cover vs DM−Stego
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 ApEn
 ApEnSApEnxDM
 Fig. 8. Plots of the estimated ApEn from S, and xDM in DCT domain
 It can be observed from Fig. 8 that message embeddingusing DM reduces variance of the estimated ApEn, thatis, Var{ApEns} > Var{ApEnxDM
 }, where Var{x} denotesvariance of sequence x. We have observed through simulationresults that reduction in the variance of the estimated ApEnfrom the DM-stego is a function of the cover-image character-istics and quantization step-size used for message embedding.
 Therefore, variance of the estimated ApEn from the test-imagecannot be used to distinguish between the cover and the DM-stego, since we consider a blind steganalysis scheme where thesteganalyzer has no prior information about the host image orstego parameters. In addition, we have also observed that DMsteganography actually increases variance of the DM-stegocoefficients. To amplify the difference between the estimatedApEns and ApEnxDM from S and xDM respectively, wenormalized the estimated ApEn vector from the test-imageby its variance, i.e., nApEnx = ApEnx/*2x.
 The estimated normalized ApEn, nApEn, vector still can-not be used to distinguish between the cover and the DM-stego, as still only one vector is available to the steganalystto determine whether the test-image is a cove image or aDM-stego. To resolve this issue, a second test-image (sayDM2-stego) is generated by reprocessing the test-image. Thereprocessed test-image is obtained by encoding an arbitrarymessage M using DM with an arbitrary dither vector du
 and an arbitrary step-size, !. It has been observed that theestimated nApEn vectors from the DM(2)-stego and the test-image are very close in 63-dimensional space if the test-imageis a DM-stego image and are far apart otherwise. To illustratethis claim, we estimated nApEn vectors from S, xDM , andxDM(2) . Shown in Fig. 9 are the plots of the estimated nApEnvectors from S, xDM , and xDM(2) .
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 Fig. 9. Shown are the plots of normalized ApEn (nApEn) estimated fromS, xDM , and xDM(2).
 It can be observed from Fig. 9 that the estimated nApEnvectors from the DM(2)-stego and the DM-stego are veryclose, and the estimated nApEn vectors from the cover andthe DM-stego are far apart. This observation reveals that thedistance between the estimated nApEn vectors from the test-image and its corresponding reprocessed version (i.e. DM(2)-stego) can be used to distinguish between the cover and theDM-stego. A simple binary hypothesis based on the distancebetween the estimated nApEn vectors estimated from the test-image and DM(2)-stego can be used to detect DM-stego.
 The proposed steganalysis method to detect DM-stego issummarized as follows:
 1) the test-image is reprocessed to obtained DM(2)-stegoby embedding an arbitrary message, M , using DM witharbitrary parameters du and !.
 2) The nApEn vectors are estimated from both the test-image and the corresponding DM(2)-stego.
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 3) The Euclidian distance, D, between the estimatednApEn vectors from the test-image and the DM(2)-stego, defined as,
 D =
 455663!
 i=1
 7nApEn(t)
 i " nApEn(DM(2))i
 82, (33)
 is then used to distinguish between the cover and theDM-stego. Here, nApEn(t) and nApEn(DM(2)) denoteestimated normalized ApEn vectors estimated from thetest-image and the corresponding DM(2)-stego image,respectively.
 Schematic diagram of the proposed steganalysis scheme todistinguish between the cover and the DM-stego is given inFig. 10.
 Fig. 10. Schematic diagram of the proposed steganalysis scheme todistinguish between the cover and the DM-stego
 D. Experimental Results for DM-StegoDetection performance of the proposed scheme for DM
 steganography is also tested for sequential as well as randomembedding.
 1) Sequential Embedding: Detection performance of theproposed steganalysis scheme to attack DM-stego is alsoevaluated for the same image database [35] which was usedto evaluate performance of the QIM-stego detection. Two-thousand DM-stego images were obtained by sequentiallyembedding 2000 random messages into the first 1000 im-ages of the database [35] using DM with ! = 2.0 andan independent and uniformly distributed dither vectors du.Here, again these 1000 images were resized to 256x256and transformed to gray-scale for message embedding. Theproposed steganalysis scheme was then applied to the resulting3000 test-images (2000 DM-stego images and 1000 cover-images in the DCT domain). During the detection process,each test-image was reprocessed to obtain the correspondingDM(2)-stego image by embedding an independent message Musing randomly selected quantization step-size ! ! {1.0, 5.0},and an independent dither vector du into all AC coefficients.The nApEn vectors were estimated from each test-image andits corresponding DM(2)-stego image using ApEn parametersettings, ' = 2 and r = 0.1 # *x. Shown in Table Iare experimental results for 3000 test-images analyzed usingproposed scheme. Simulation results to detect DM-stego listed
 in Table I are based on quantization step-size ! = 2 anddecision threshold Th = 2.0. In addition, in case of MFE,abrupt jump around interfaces of modified coefficients, i.e.,finite sequence no. 5 (x5
 n) and finite sequence no. 32 (x32n )
 was used for DM-stego detection.It can be observed that Table I that the proposed non-
 parametric steganalysis scheme can successfully distinguishbetween the quantized-cover and the DM-stego images withrelatively low false rates, e.g., Pfp < 0.1, Pfn < 0.07,and MFE embedding is relatively less secure that the AFEembedding. This is mainly because, detector for MFE is usingdifferent detection criterion and is exploiting prior knowledgeabout embedding algorithm.
 2) Random Embedding: To evaluate performance of theproposed steganalysis scheme for random embedding case forDM, first 200 images of the (UCID) [35] was used. Theselected 200 images of the database [35] were resized to256x256. One thousand DM-stego images were obtained byembedding 200 random messages using DM method discussedin Section II with ! = 4.0 and and an independent and uni-formly distributed dither vectors du. Here, DM-stego imageswere generated by randomly selecting R% AC coefficientsof the input image for message embedding and the remaining(1"R)% coefficients remained unaltered. During the detectionprocess, each test-image was reprocessed to obtain the corre-sponding DM(2)-stego image by embedding an independentmessage M using randomly selected quantization step-size! ! {1.0, 8.0}, and an independent dither vector du. ThenApEn vectors were estimated from each test-image andits corresponding DM(2)-stego image using ApEn parametersettings, ' = 4 and r = 0.2 # *x. The proposed steganalysisscheme was tested for 1200 test images (1000 DM-stego usingRE and 200 cover images). Shown in Table III is detectionperformance the proposed steganalysis scheme for variousembedding rates i.e. R ! {0.3, 0.5, 0.7, 0.9, 1.0}. Simulationresults shown in Table III are based on quantization step-size! = 4.0 and decision threshold Th = 0.5.
 TABLE IIIDM-STEGO DETECTION PERFORMANCE: Random Embedding
 Embedding Rate RError 0.3 0.5 0.7 0.9 1.0Pfp 0.29 0.22 0.18 0.13 0.12Pfn 0.34 0.15 0.010 0.005 0.001
 It can be observed from Table III that the proposed schemefalse negative rates Pfn improves gradually as embedding rate,R, increases. In addition, in case of RE, lower embedding isrelatively more secure than the larger embedding. It is alsoworth mentioning that for embedding rate R < 1, randomembedding is more secure than sequential embedding.
 E. DiscussionExperimental results listed in Table I show that the pro-
 posed nonparametric steganalysis scheme can successfullydistinguish between the quantized-cover (cover) and the QIM-stego (DM-stego) images with relatively low false rates, e.g.,Pfp < 0.12, Pfn < 0.07. We also note that the mid-frequency
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 embedding (MFE) is less secure than the all-frequency em-bedding (AFE). This is an interesting observation, as a stego-image obtained using MFE carries approximately one-half ofmessage embedded into the stego image obtained using theAFE. Moreover, MFE introduces less embedding distortionthan AFE. Simulation results presented in Table I contradictthe fact that for a given data hiding scheme, a smaller payloadand/or lower embedding distortion provides better securitythan a larger payload and/or higher embedding distortion.
 The explanation of this effect is as follows. In the case ofMFE, additional knowledge about embedding algorithm andcharacterization of the test image (in terms of ApEn) wasexploited which contributed to superior detection performance.As in case of MFE, only mid-frequency coefficients are modi-fied during message embedding process, therefore, coefficientsof the resulting stego-image can be classified into two classes,say C1 and C2. Let coefficients which are modified duringmessage embedding process, e.g., finite sequence no. 5 (x5
 n)to 32 (x32
 n ), belong to class C1 and the remaining sequences toclass C2. Sequences belonging to class C1 exhibit higher levelof randomness than the sequences from class C2. Therefore,change in the randomness level from (x4
 n) to (x5n) and (x32
 n )to (x33
 n ) can be used to distinguish between the cover and thestego. This observation is illustrated in Fig. 11.
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 Fig. 11. Plots of the estimated ApEn from the cover, quantize-cover, andthe QIM-stego obtained using MFE
 It can be observed from Fig. 11 that there is an abruptchange in the estimated ApEn from (x32
 n ) to (x33n ). Therefore,
 in case of MFE, an abrupt change in the estimated irregularityin the sequences from C1 and C2 contribute to better detectionin case of MFE than AFE. In contrast, when AFE is used thereis no abrupt change in the estimated ApEn vector although,there is still enough distinction between the estimated ApEnsfrom the xQIM and the xq to distinguish between the stegoand cover images.
 Experimental results for random embedding shown in Ta-bles II and III shows that false negative rates Pfn for QIMas well as DM improve gradually as embedding rate, R,increases. In addition, in case of RE, lower embedding yieldsbetter security (measured in terms of detection rate) thanthe larger embedding and embedding rate R < 1, randomembedding is more secure than sequential embedding, forexample, MFE and R = 0.5 in case of random embedding,false negative rate in case of RE is much higher than thenMFE. This is mainly because that in case of RE, detectordoes not exploit any knowledge about the either the embedding
 algorithm or about the characterization of test image which isbeing exploited for MFE detection.
 V. MESSAGE RECOVERY
 This section will provide details of the proposed activesteganalysis framework. This active steganalysis framework isapplicable to QIM-stego images only. Once the test-image isidentified as a QIM-stego, next step is to estimate the hiddenmessage M , the secret key KM , and the hidden messagelength LM , from the QIM-stego. The proposed message re-covery process consists of two stages: 1) Codebook estimationstage, and 2) Message decoding stage.
 The proposed codebook estimation stage uses the first-orderstatistics of the QIM-stego image to estimate the quantizationstep-size, !, used for message embedding. The estimated step-size is then used to decode the hidden message from the QIM-stego. It is important to mention that the detection performanceof the message recovery from the QIM-stego directly dependson the accuracy of the estimated !.
 The proposed message recovery method assumes that theQIM-stego is obtained by embedding a plain-text rather thanan encrypted message (or cipher-text) using binary QIM inDCT domain. Moreover, no permutation is applied to theselected image coefficients during the message embeddingprocess. Let the embedding rate, 0 $ R $ 1, representsthe fraction of image coefficients used during message em-bedding. As, binary QIM encodes one bit of information ineach processed coefficient, therefore, a gray-scale image ofsize N1 # N2 can carry up to N = 63 # *N1
 8 +*N28 + bits
 at an embedding rate of 1 bit per pixel (bpp) (assumingDC coefficients are not modified during message embeddingprocess). Shown in Fig.12 is the schematic diagram of theproposed message recovery scheme. The next few sectionsoutline details of the proposed message recovery algorithm.
 Fig. 12. Schematic diagram of the proposed message recovery scheme
 A. Codebook or ! EstimationTo estimate quantization step-size, !, from the QIM-stego,
 a sequence, xN1 , is generated by selecting AC coefficients of
 the QIM-stego obtained by segmenting the QIM-stego into 8x8non-overlapping blocks and transforming them into the DCTdomain. The sequence xN
 1 is then analyzed to estimate the
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 underlying quantization step-size. Salient steps of the proposed!–estimation algorithm are outlined below:
 Step1: A sorted sequence sxN1 = sort(xN1 ) is obtained from
 xN1 by sorting xN
 1 in ascending order, i.e., xi $ xi+1, i ={1, · · · , N " 1}
 Step2: The first-difference of the sorted sequence, +xN1 , is
 calculated as, +xi = sxi+1 " sxi, i = {1, 2, · · ·N " 1}Step3: The following observations can be made on +xN
 1 :1) A run of consecutive zeros in +xN
 1 indicate samequantization bin Bni (or a reconstruction grid point),i = {1, 2, · · · , Nb} where Nb denotes total number ofbins in xN
 1 , i.e., 1 $ Nb $ N .2) These Nb quantization bins, Bni, i = {1, · · · , Nb},
 give Nb distinct reconstruction grid points, i.e., letBni = ki!, i = 1, · · · , Nb, where ki '= kj , - i '= j,and {ki, kj} ! Z+, here Z+ denote a set of positiveintegers.
 3) The number of coefficients in each bin gives the bincount, Bci, of the corresponding quantization bin, thatis,Bci =
 ,Nj=1 1[Bni](xj),
 where 1 is the indicator function.4) The first-difference of the sequence consisting of quan-
 tization bin candidates, Bn, yields integer multiples of! i.e. +Bn = Bni+1"Bni = t1!, -i, where t1 ! Z+.
 Step4: A sequence consisting of candidate values of !,Dlist, is obtained from Bn and +Bn by sorting them inascending order and removing repeated entries (if any), i.e.,Dlist = remove(sort(Bn : +Bn)), where Dlist(i) <Dlist(i+1), -i and Dlist(i) < Dlist(j), -i & j.
 Step5: A score vector W based on weighted sum ofmultiplicity count, mc, and bin count bc, of the correspondingentries of Dlist is calculated,
 wi = (1 · bci + (2 ·mci (34)
 where weighting coefficients (1 and (2 are positive realnumbers such that (1 +(2 = 1, here multiplicity count, mci,and bin count, bci, values of ith entry in the Dlist are definedas,
 1) multiplicity count, mci, gives the number of entriesin Dlist that are integer multiples of Dlist(i), i ={1, 2, · · · , 2Nb}, and mci is calculated as,
 mci =2Nb!
 i=1
 1[Z+](qi) (35)
 where qi is defined as,
 qi =Dlist(j)
 Dlist(i), j = {i+ 1, i+ 2, · · · , 2Nb " 1}, and
 2) the bin count, bci gives the number of coefficients in xthat are integer multiples of Dlist(i).
 Step6: Entry corresponding to the highest weighted sumscore in W is selected as an estimate of the quantization step-size, !. For example, if i! represents the index of the entryin W with the maximum count, i.e., wi! = max(W) then anestimate of ! is given as ! = Dlist(i!).
 B. Experimental Results for ! EstimationIn order to evaluate the performance of the proposed !–
 estimation algorithm, we applied the proposed algorithm to4032 QIM-stego images, 256# 256 pixels each. These QIM-stego images were obtained by embedding 438 random mes-sages in the first 64 images of the UCID [35] using binaryQIM with quantization step-size 0 < ! $ 2 in DCT domain.Embedding rates were in the range 0.1 $ R $ 1. Average(ave) and standard deviation (std) of the estimated step-size,!, for different embedding rates along with true ! usedduring message embedding are listed in Table IV. Estimated !listed in Table IV were obtained using weighting coefficients(1 = 0.25 and (2 = 0.75.
 TABLE IVESTIMATED STEP-SIZE ! AT DIFFERENT R
 Embedding Rate R1 0.8 0.6 0.5 0.3 0.1
 True ! Average Estimated Step-Size ! (std)0.25 0.25(0) 0.25(0) 0.25(0) 0.25(0) 0.25(0) 0.25(0)0.37 0.37(0) 0.37(0) 0.37(0) 0.37(0) 0.37(0) 0.37(0)0.5 0.5(0) 0.5(0) 0.5(0) 0.5(0) 0.5(0) 0.5(0)0.62 0.62(0) 0.62(0) 0.62(0) 0.62(0) 0.62(0) 0.62(0)0.75 0.75(0) 0.75(0) 0.75(0) 0.75(0) 0.75(0) 0.75(0)1.0 1.0(0) 1.0(0) 1.0(0) 1.0(0) 1.0(0) 1.0(0)1.25 1.25(0) 1.25(0) 1.25(0) 1.25(0) 1.25(0) 1.25(0)1.5 1.5(0) 1.5(0) 1.5(0) 1.5(0) 1.5(0) 1.5(0)2.0 2.0(0) 2.0(0) 2.0(0) 2.0(0) 2.0(0) 2.0(0)
 It can be observed from Table IV that the proposed! estimation algorithm has successfully estimated ! fromQIM-stego images carrying messages of different lengths.Simulation results listed in Table IV also reveal that theproposed scheme is insensitive to the quantization step-size,!. Moreover, it has also been observed through simulationsthat the proposed !–estimation algorithm occasionally failsto estimate accurate ! from the QIM-stego images of size256# 256 obtained by encoding message at R < 0.1. But, itis observed through extensive simulations that the proposedalgorithm always estimates ! accurately, when applied toQIM-stego-images of size N1 # N2 & 512 # 512, obtainedusing same QIM settings as for the QIM-stego images of size256 # 256, but embedding rates as low as 0.05 bpp. Thiswould indicate that to estimate ! accurately, the QIM-stegoshould carry at least T quantized coefficients. The value of theconstant T depends on the cover-image texture. We noted thatfor the image database downloaded from [35] T was 6000.
 C. Message DecodingThe estimated quantization step-size, !, is then used to
 estimate the hidden message, M , the embedding key KM ,and message length LM . The hidden message length can beestimated by simply calculating the number of stego coeffi-cients which are integer multiples of !. The hidden messagelength, LM , can be calculated as,
 LM =N!
 i
 1[k!, k"Z+](xi) (36)
 Similarly, indices of the stego coefficients corresponding tointeger multiples of ! give an estimate of the KM .
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 Given that the steganalyzer has given no a priori knowledgeabout the cover-image and the hidden message, determiningwhich quantizer was actually used to map message symbol1 (or 0) can only be resolved by trial and error. Therefore,there is an uncertainty in deciding whether reconstructiongrid points corresponding to odd multiples of ! was usedto encode message symbols ’0’ or even. To resolve thisuncertainty, the proposed scheme decodes two messages, onefor each quantizer selection possibility. Let the first estimatedmessage, say M0, correspond to that obtained by decodingreconstruction grid points corresponding to odd multiples of! as message symbol ’0’, and the second estimated message,M1, for ’1’. Here one extracted message, say M0, will havedecoding bit error rate, Pe . 0 as R . 1, whereas for M1,Pe . 1 as R . 1. The choice resulting in a ”meaningful”message is declared as the correct choice.
 D. Experimental Results for Message Recovery
 The proposed message recovery procedure was tested for600 QIM-stego images each of 256x256 pixels. These QIM-stego images were obtained by embedding 600 random mes-sages in the first 10 images of the UCID database [35]using binary QIM with data embedding rates in the region0.1 $ R $ 1 and step-size, !, equal to 2. The averagedecoding bit error rate along with its first-standard deviationspread in the estimated message from these 600 QIM-stegoimages is plotted in Fig. 13.
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 Fig. 13. Average decoding bit error rate as a function of embedding rate, R
 It has been observed experimentally that the average decod-ing bit error rate Pe depends 1) the cover-image statistics, and2) the embedding rate R.
 Experiments show that for a given 0.1 $ R $ 1 and !, theQIM-stego images obtained from low-texture images exhibithigher Pe than the QIM-stego images obtained from rich-texture cover-images. The higher decoding error in the low-texture QIM-stego images can be attributed to what we call thenatural binning to zero, that is, unquantized DCT coefficientsare naturally rounded to zero. This is mainly due to the factthat low-texture images exhibit relatively large number of ACcoefficients with value close to zero. These naturally quantizedcoefficients contribute to the decoding bit error as the decoderfalsely identifies such quantized coefficients as message car-riers. In addition, simulation results to investigate detectionperformance as a function of embedding rate revealed that
 natural binning to zero induced decoding error approaches 0as R approaches 1; this claim is illustrated in Figs. 14 and 15.
 Shown in the top panel of Fig. 14 and 15 are the locations(white colored pixels) used for message embedding. Shown inthe central panel are the estimated message locations (whitecolored pixels) using the proposed message decoding methodfrom the stego-images. Shown in the bottom panel are the er-rors (white colored pixels) in the estimated message. Messageswere embedded in these images using 8x8 non-overlappingblocks in DCT domain. It can be observed from Figs. 14and 15 that in general decoding bit error probability decreasesas message embedding rate increases. This is because as byincreasing the number of message carrying coefficients will si-multaneously reduce the number of coefficients susceptible tonatural binning to zero, hence lower decoding error. Moreover,we have also observed that the decoding bit error probabilitydepends on the stego-image texture, that is, low-texture image,e.g. Girl image, exhibits higher decoding bit error rate than therich-texture stego-image, e.g. Spring image. More specifically,plain (or low activity) regions in the stego-image are the majorsource of decoding bit error.
 Finally, to investigate the effect of image statistics onthe decoding error due to natural binning to zero in theestimated message two images were used, the Girl image(a low-texture image) and Spring image (rich-texture image).Shown in the Table V is the decoding error rates for the theseimages. These results are generated with the embedding rateR ! {0.1, 0.3, 0.5} and message embedding parameter ! = 2.
 TABLE VDECODING ERROR DUE TO Natural Binning to Zero
 Image Embedding Rate R0.1 0.3 0.5
 Error in the Estimated MessageGirl 19.0" 10!3 5.5" 10!3 1.3" 10!3
 Spring 5.9" 10!3 2.4" 10!3 0.46" 10!3
 Error rate in the estimated message listed in Table V showsthat Girl-stego exhibits higher decoding error compared toSpring-stego for all embedding rates. These simulation resultsindicate that it is easier to steganalyze QIM-stego images thatuse either one or all of the following: (1) large block sizes, (2)high embedding rate or (3) schemes that do not include zeroas one of the quantization grid point for message embedding.
 VI. CONCLUSION
 This paper presents a novel nonparametric steganalysisscheme to detect QIM-based data hiding. The proposed ste-ganalysis scheme is not learning based therefore capable ofaddressing limitations of learning-based steganalysis schemes.The proposed scheme uses normalized irregularity in the test-image, as measured by the approximate entropy, to distinguishbetween the quantized-cover and the QIM-stego images. Ex-perimental results presented show that the proposed steganaly-sis scheme can successfully distinguish between the cover andthe stego with low false rates Pfp < 0.12 and Pfp < 0.002 (incase of QIM embedding). In addition, the QIM-stego image
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 Fig. 14. Error in the estimated message location due to natural binning for different embedding rates: embedded message locations (first row), estimatedmessage locations (second row), and error in the estimated message locations due to natural binning (bottom row)
 is analyzed further to estimate quantization step-size which isthen used to recover the the location, length and the actualhidden message. Simulation results for message decodingshow that the proposed message recovery method discussed inthis paper is capable of detecting and decoding the embeddedmessage with very low decoding error probability Pe < 0.1.Currently we are investigating the performance of the proposedsteganalysis scheme to detect stego images carrying smallermessages embedded using non-sequential embedding.
 APPENDIX
 Proof of Theorem 2
 Proof: Let s = {si}Ni=1 be a real valued random se-quence to be quantized. Let Ps denotes its probability density
 function (pdf ). A quantizer QN0(s) is defined as a partition" = !k = [tk, tk+1), tk+1 > tk, k = {1, · · · , N0} where N0
 is the number of partitions, and a reconstruction codebookxk as Q(s) = xk if s ! !k. Let us assume, withoutloss of generality, that xk are distinct and the correspond-ing pmf of indexed quantizer output points is denoted bypk = Pr{Q(s) = xk} = Pr(s ! !k).
 Let us calculate randomness of QN0(s) = xN0 = {xk}N0k=1,
 using Shannon’s entropy, H , as,
 HN0 ! H (Q(s)) = "N0!
 k=1
 pk log(pk) (37)
 Now obtain the (N0 + 1)-partition quantizer, QN0+1(·), bydividing one partition in QN0(·), say !j , into two partitions
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 Fig. 15. Error in the estimated message location due to natural binning for different embedding rates: embedded message locations (first row), estimatedmessage locations (second row), and error in the estimated message locations due to natural binning (bottom row)
 !j1 and !j2. Let p$ and p% be the probabilities of thequantizer output points !j1 and !j2, respectively, where,
 p$ + p% = pj (38)
 Shannon’s entropy of the quantized signal obtained usingan (N0 + 1)-partition quantizer, i.e. QN0+1(s) = xN0 ={xk}N0+1
 k=1 , can be expressed as,
 HN0+1 = HN0 + pj log(pj)" p$ log p$ " p% log p% (39)
 Let µ ! p!
 pj, 0 $ µ < 1, and µ ! 1" µ. The last three terms
 on the right hand side (RHS) of Eq.(39) can be expressed as,
 f(µ) = pj log(pj)" µpj logµpj (40)"µpj log µpj
 = pj log(pj)" µpj [logµ+ log pj ] (41)"µpj [log µ+ log pj ]
 = " (µ logµ+ (1" µ) log(1" µ)) pj
 = H(µ)pj (42)
 where, H(µ) ! " (µ logµ+ (1" µ) log(1" µ)). Therefore,HN0+1 can be expressed as,
 HN0+1 = HN0 + f(µ) (43)HN0+1 = HN0 +H(µ)pj (44)
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 As f(µ) & 0,
 HN0+1 & HN0 ) H2%N0 & HN0 (45)
 And, as N0 . / we obtain an unquantized randomsequence.
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