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 ABSTRACT
 There has been an explosion of academic literature on stega-nography and steganalysis in the past two decades. With afew exceptions, such papers address abstractions of the hid-ing and detection problems, which arguably have becomedisconnected from the real world. Most published results,including by the authors of this paper, apply “in laboratoryconditions” and some are heavily hedged by assumptionsand caveats; significant challenges remain unsolved in orderto implement good steganography and steganalysis in prac-tice. This position paper sets out some of the importantquestions which have been left unanswered, as well as high-lighting some that have already been addressed successfully,for steganography and steganalysis to be used in the realworld.
 Categories and Subject Descriptors
 D.2.11 [Software Engineering]: Software Architectures—Information hiding; H.1.1 [Models and Principles]: Sys-tems and Information Theory—Information theory
 Keywords
 Steganography; Steganalysis; Security Models; Minimal Dis-tortion; Optimal Detection; Game Theory
 Permission to make digital or hard copies of all or part of this work forpersonal or classroom use is granted without fee provided that copies arenot made or distributed for profit or commercial advantage and that copiesbear this notice and the full citation on the first page. To copy otherwise, torepublish, to post on servers or to redistribute to lists, requires prior specificpermission and/or a fee.IH&MMSec’13, June 17–19, 2013, Montpellier, France.Copyright 2013 ACM 978-1-4503-2081-8/13/06 ...$15.00.
 1. INTRODUCTIONSteganography is now a fairly standard concept in com-
 puter science. One occasionally reads, in mainstream media,of criminals hiding information in digital media ([1, 4], see [3]for other links) and, recently, of malware using it to concealcommunications with command and control servers [5]. Inthe 1990s, the possibility of digital steganography served asan argument in debates about regulating cryptography, andit allegedly convinced some European governments to liber-alize the use of cryptography [31]. We also read of the desirefor certain privacy-enhancing technologies to use stegano-graphy to evade censorship [67]. If steganography becomescommonly used, so should steganalysis, though the conceptis not as well recognized in nonspecialist circles.
 However, where details of real-world use of steganographyare known, it is apparent that they bear little resemblanceto techniques described in modern literature. Indeed, theyoften suffer from flaws known to researchers for more thana decade. How has practice become so disconnected fromresearch? The situation is even more stark in steganaly-sis, where most researchers would agree that their detectorswork well only in laboratory conditions: unlike steganogra-phy, even if practitioners wanted and were technically able toimplement state-of-the-art detectors, their accuracy wouldbe uneven and unreliable.
 The starting point for scientific research is to make amodel of the problem. The real world is a messy place,and the model is an abstraction which removes ambiguities,sets certain parameters, and makes the problem amenable tomathematical analysis or empirical study. In this paper wecontend that knowledge is the most important componentin a model of the steganography and steganalysis problems.Does the steganographer have perfect knowledge about theirsource of covers? Does the steganalyst know the embeddingmethod used by the steganographer? There are many ques-tions of this type, often left implicit in early research.
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By considering different levels of knowledge, we identifya number of models of the steganography and steganalysisproblems. Some of them have been well-studied but, natu-rally enough, it is usually the simplest models which havereceived the most attention. Simple models may (or maynot) provide robust theoretical results giving lower or upperbounds, and they increase our understanding of the funda-mental problems, but they are tied to the laboratory. In thispaper we identify the models which bring both steganogra-phy and steganalysis nearer to the real world. In many casesthe scientific community has barely scratched their surface,and we highlight open problems which are, in the view ofthe authors, important to address in future research.
 At the present time, steganography and steganalysis re-search divides into two cover types: digital media (primarilycompressed and uncompressed images, but also video andaudio) and network traffic (timing channels and the contentof web traffic). The authors of this paper have their interestmainly in the former, and we contend that steganographyand steganalysis is significantly more sophisticated in thisdomain than in network channels. Although network-basedsteganography is perhaps closer to real-world implementa-tion, we will argue that the field needs to learn lessons fromdigital media steganography.
 Many of the principles in this paper apply to any type ofcover, but we shall be motivated by some general propertiesof digital media: the complexity of the cover and the lack ofperfect models, the relative ease of (visual) imperceptibilityas opposed to undetectability, and large capacity per object.When, in examples, we refer to spatial domain we mean un-compressed images, and DCT or transform domain refers toJPEG-compressed images, both grayscale unless otherwisementioned.
 The paper has a simple structure. In section 2 we discusscurrent solutions, and open problems, relevant to applyingsteganography in the real world. In section 3 we do the samefor steganalysis.
 The Steganography Problem
 We briefly recapitulate the steganography problem, refiningSimmons’ original Prisoners’ Problem [92] to the contempo-rary definition of steganography against a passive warden.
 A sender, often called Alice but who will throughout thepaper be known as the steganographer, wishes to send acovert communication or payload to a recipient. She pos-sesses a source of covers drawn from a larger set of possiblecommunications, and there exists a channel for the commu-nications (for most purposes we may as well suppose thatthe communication is unidirectional). The channel is moni-tored by an adversary, also known as an attacker or Wardenbut for the purposes of this paper called the steganalyst, whowishes to determine whether payload is present or not.
 One solution is to use a channel that the adversary isnot aware of. This is how traditional steganography has re-portedly been practiced since ancient times, and most likelyprevails in the Internet age [46]. Examples include tools thathide information in metadata structures, at the end of fileswhere standard parsers ignore it [103], or modifying networkpacket headers such as TCP time stamps [37]. (See [74] fora systematic discussion.)
 However, this approach is not satisfactory because it relieson the adversary’s ignorance, a form of“security through ob-scurity”. In Simmons’ formulation, inspired by conservative
 assumptions typical in cryptology, the steganalyst is grantedwide knowledge: the contents of the channel is perfectly ob-servable by both parties, writable by the steganographer,and (for the “passive Warden” case which dominates thispaper) read-only by the steganalyst. To enable undetecta-bility, we must assume that cover messages run through thechannel irrespective of whether hidden communication takesplace or not, but this is something that we will need to makemore precise later. The intended recipient of the covert pay-load is distinguished from the steganalyst by sharing a se-cret key with the steganographer (how such a key might beshared will be covered in section 2.5).
 As we shall see later, this model is still imprecise: the War-den’s aims, the parties’ knowledge about the cover source,and even their knowledge about each others’ knowledge, allcreate different versions of the steganography and steganal-ysis problems.
 We fix some notation used throughout the paper. Coverobjects generated by Alice’s source will be denoted by X,broken down where necessary into n elements (e.g. pixels inthe spatial domain pixels, or DCT coefficients in the trans-form domain) X1, . . . , Xn. The objects emitted by the ste-ganographer – which may be unchanged covers or payload-carrying stego objects – will be denoted Y, or sometimes Yβ
 where β denotes the size of the payload relative to the size ofthe cover (the exact scaling factor will be irrelevant). ThusY0 denotes a cover object emitted by the steganographer.
 In parts of the paper we will assume a probability distri-bution for cover and stego objects (even though, as we arguein section 2.1, this distribution is unknowable precisely): thedistribution of Yβ will be denoted Pβ , or if the distributiondepends on other parameters θ then P θ
 β . Thus P0 is the dis-tribution of cover objects from the steganographer’s source.
 2. STEGANOGRAPHYSteganographic embedding in a single grayscale image
 could be implemented in the real world, with a high de-gree of undetectability against contemporary steganalysis, ifpractitioners were to use today’s state of art. In this sectionwe begin by outlining that state of art, and highlighting theopen problems for its further improvement. However, thesame cannot be said of creating a steganographic channel ina stream of multiple objects — which is, after all, the es-sential aim for systems supporting censorship resistance —nor for robust key exchange, and our discussion is mainly ofopen problems barely treated by the literature.
 We begin, in section 2.1, with some results which livepurely in the laboratory. They apply to the security modelin which the steganographer understands her cover sourceperfectly, or has exponential amounts of time to wait fora perfect cover. In section 2.2 we move closer to the realworld, describing methods which help a steganographer tobe less detectable when embedding a given payload. Theyrequire, however, the steganographer to know a tractably-optimizable distortion function, which is really a propertyof her enemy. Such research was far from the real worlduntil recently, and is moving to practical applicability atthe present time. But it does not tell the steganographerwhether her size of payload is likely to be detectable; somepurely theoretical research is discussed in section 2.3, whichgives rules of thumb for how payload should scale as prop-erties of the cover vary, but it remains an open problem todetermine an appropriate payload for a given cover.
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In section 2.4 we modify the original steganography modelto better account for the repeated nature of communications:if the steganographer wants to create a covert channel, asopposed to a one-shot covert communication, new consid-erations arise. There are many open research problems inthis area. Section 2.5 addresses the key exchange betweenthe steganographer and her participant. The problem iswell-understood with a passive warden opponent, but in thepresence of an active warden it may even be impossible.
 Section 2.6 briefly surveys other ways in which weaknessesmay arise in practice, having been omitted from the model,and section 2.7 discusses whether the steganographer canencourage real-world situations favourable to her.
 2.1 The laboratory: perfect steganographyOne can safely say that perfectly secure steganography is
 now well understood. It requires that the distribution ofstego objects be identical to that of cover objects.
 In a model where the covers are sequences (usually of fixedlength) of symbols from a fixed alphabet, the steganographerfully understands the cover source if they know the distribu-tion of the symbols, including any conditional dependencebetween them. In such a case, perfect steganography is acoding problem and the capacity or rate (the number ofbits per cover symbol) of perfectly secure steganography isbounded by the entropy of the cover distribution. Construc-tions for such coding have been proposed, including the casesof a distortion-limited sender (the sender is limited in howmuch the cover can be modified) and even a power-limitedactive Warden (the Warden can inject a distortion of limitedpower), for i. i. d. and Markov sources [101].
 However, such a model of covers is necessarily artificial.The distinction between artificial and empirical cover sourceshas been proposed in [14] and is pivotal to the study of ste-ganography in digital media. Artificial sources prescribe aprobability distribution from which cover objects are drawn,whereas empirical sources take this distribution as givensomewhere outside the steganographic system, which wecould call reality. The steganographer can sample an em-pirical distribution, thereby obtaining projections of parts ofreality; she can estimate salient features to devise, calibrate,and test models of reality; but she arguably can never fullyknow it. The perfect security of the preceding construc-tions rests on perfect knowledge of the cover source, andany violation of this assumption breaks the security proof.In practical situations, it is difficult to guarantee such anassumption. In other words, secure steganography exists forartificial sources, but we can never be sure if the artificialsource exists in practice. More figuratively, artificial chan-nels sit in the corner of the laboratory farthest away fromthe real world. But they can still be useful as starting pointsfor new theories or as benchmarks.
 Perfect steganography is still possible, albeit at highercost, with empirical cover sources. If (1) secure crypto-graphic one-way functions exist, (2) the steganalyst is atmost equally limited in her knowledge about the cover sourceas the steganographer, and (3) the cover source can be effi-ciently sampled, then perfect steganography is possible (therejection sampler), but embedding requires an exponentialnumber of samples in the message length [14, Ch. 3]. Someauthors work around the inconvenient embedding complex-ity by tightening the third assumption and requiring thatsampling is efficient conditional to any possible history of
 transmitted cover objects [41, 85, 44], which is arguably asstrong as solving the original steganography problem.
 2.2 Optimal embeddingIf the steganographer has to use imperfect steganography,
 which does not preserve exactly the distribution of objects,how should she embed to be less detectable? Designing ste-ganography for empirical cover sources is challenging, butthere has been great progress in recent years. The stega-nographer must find a proxy for detectability, which we calldistortion. Then message embedding is formulated as sourcecoding with a fidelity constraint [91] – the sender hides hermessage while minimizing an embedding distortion [58, 79,39]. As well as providing a framework for good embedding,this permits one to compute the largest payload embeddablebelow a given embedding distortion, and thus evaluate theefficiency of a specific implementation (coding method).
 There are two challenges here: to design a good distortionfunction, and to find a method for encoding the message tominimize the distortion. We consider the latter problemfirst.
 Early steganographic methods were severely limited bytheir ability to minimize distortion tractably. The most pop-ular idea was to embed the payload while minimizing thenumber of changes caused (matrix embedding [21]). Count-ing the embedding changes, however, implicitly assumes thateach change contributes equally to detectability, which doesnot coincide with experimental experience.
 The idea of adaptive embedding, where each cover elementis assigned a different embedding cost, dates to the early daysof digital steganography [31]. A breakthrough technique wasto use syndrome-trellis codes (STCs) [29], which solve cer-tain versions of the adaptive embedding problem. The de-signer defines an additive distortion between the cover andstego objects in the form
 D(X,Y) =X
 i
 ρi(X, Yi), (1)
 where ρi ≥ 0 is a local distortion measure that is zero ifYi = Xi, and then embeds her message using STCs, whichminimize distortion between cover and stego objects for agiven payload.
 STCs only directly solve the embedding problem for dis-tortion functions that are additive in the above sense, orwhere an additive approximation is suitable. Recently, sub-optimal coding schemes able to minimize non-additive dis-tortion functions were proposed, thereby modelling interac-tions among embedding changes, using the Gibbs construc-tion. This can be used to implement embedding with an ar-bitrary distortion that can be written as a sum of locally sup-ported potentials [27]. Unfortunately, such schemes can onlyreach the rate-distortion bound for additive distortion mea-sures. Moving to wider classes of distortion function, alongwith provably optimal and practical coding algorithms, isan area of current research.Open Problem 1 Design efficient coding schemes for non-additive distortion functions.
 How, then, to define the distortion function? For the ste-ganographer, the distortion function is a property of herenemy, the steganalyst. If she were to know what steganal-ysis she is up against then it would be tempting to usethe same feature representation as her opponent, definingD(X,Y) = ||f(X) − f(Y)||, where f is the feature extrac-
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tion function. Such a distortion function, however, is non-additive and non-local in just about all feature spaces usedin steganalysis, which typically include histograms and high-order co-occurrences, created by a variety of local filters.One option is to make an additive approximation. Another,proposed in [27], is to create an upper bound to the distor-tion function, by writing its macroscopic features as a sum oflocally-supported functions (for example, the elements of aco-occurrence matrix can be written as the sum of indicatorfunctions operating on pairs of pixels). In such a case, thedistortion function can be bounded, using the triangle in-equality, leading to a tractable objective function for STCs.
 Even if the coding problem can be solved, such embed-ding presupposes knowledge of the right distortion function.An alternative is to design a distortion function which re-flects statistical detectability (against an optimal detector),but this is difficult to do, let alone the constraints of ourcurrent coding techniques. First attempts in these direc-tions adjusted parameters of a heuristically-defined distor-tion function, to give the smallest margin between classesin a selected feature space [28]. However, unless the featurespace is a complete statistical descriptor of the empiricalsource [61], such optimized schemes may, paradoxically, endup being more detectable [65], which brings us back to themain and rather difficult problem: modelling the source.
 Open Problem 2 Design a distortion function relating tostatistical detectability, e.g. via KL divergence (sect. 2.3).
 Design of heuristic distortion functions is currently a highlyactive research direction. It seems that the key is to assignhigh costs to changes to areas of a cover which are “pre-dictable” from other parts of the stego object or other in-formation available to the steganalyst. For example, onemay use local variance to compute pixel costs in spatial do-main images [97]. The embedding algorithm HUGO [79]uses an additive approximation of a weighted norm betweencover and stego features in the SPAM feature space [78],with high weights assigned to well-populated feature binsand low weights to sparsely populated bins that correspondto more complex content. An alternative distortion func-tion called WOW (Wavelet Obtained Weights) [40] uses abank of directional high-pass filters to assign high distortionwhere the content is predictable in at least one direction. Ithas been shown to resist steganalysis using rich models [35].A further development is published in these proceedings.
 One can expected that future research will turn to com-puter vision literature, where image models based on MarkovRandom Fields [102, 87, 94] are commonly trained and thenutilized in various Bayesian inference problems.
 In the domain of grayscale JPEG images, by far the mostsuccessful paradigm is to minimize the distortion w.r.t. theraw, uncompressed cover image, if available [58, 86, 100,43]. In fact, this “side-informed embedding” can be appliedwhenever the sender possesses a higher-quality “precover”that was quantized to obtain the cover. Currently, the mostsecure embedding method for JPEG images that does notuse any side information is the heuristically-built UniformEmbedding Distortion [39] that substantially improved theprevious state of the art: the nsF5 algorithm [36].
 Open Problem 3 Distortion functions which take accountof side information.
 We conclude by highlighting the scale of research advancesseen in embedding into grayscale (compressed or uncom-
 pressed) images. The earliest aims to reduce distortion at-tempted to correct macroscopic properties (e.g., an imagehistogram) by compensating embedding changes with ad-ditional correction changes, but in doing so made them-selves more detectable, not less. We have progressed througha painful period where distortion minimization could nottractably be performed, to the most recent adaptive meth-ods. However, we know of no literature addressing the par-allel problems:
 Open Problem 4 Distortion functions for colour imagesand video, which take account of correlations in these media.
 Network steganography has received substantial attentionfrom the information theory community through the analy-sis of covert timing channels [6, 98], which uses delays be-tween network packets to embed the payload. However, theimplementations are usually naive, using no distortion withrespect to delays of normal data [16, 12]. The design of theembedding schemes focuses mainly on robustness with re-spect to the network itself, because network steganographyis an active steganography problem. To the knowledge of theauthors, the only work that considers a statistical distortionbetween normal and stego traffic is provided in [9].
 2.3 Scaling lawsIn this section we discuss some theory which has rele-
 vance to real-world considerations. These results rest onsome information theory: the data processing theorem forKullback-Leibler (KL) divergence [69]. We are interestedin KL divergence between cover objects and stego objects,which we will denote DKL(P0||Pβ). Cachin [17] describedhow an upper bound on this KL divergence implies an up-per bound on the performance of any detector; we do notrepeat the argument here. What matters is that we can ana-lyze KL divergence, for a range of artificial models of coversand embedding, and obtain interesting conclusions.
 As long as the family of distributions P θ
 β satisfies certainsmoothness assumptions, for fixed cover parameters θ theTaylor expansion to the right of β = 0 is
 DKL(P θ
 0 ||Pθ
 β ) ∼ n
 2β
 2Iθ(0), (2)
 where n is the size of the objects and Iθ(0) is the so-calledFisher information. This can be interpreted in the follow-ing manner: in order to keep the same level of statisticaldetectability as the cover length n grows, the sender mustadjust the embedding rate so that nβ2 remains constant.This means that the total payload, which is nβ, must beproportional to
 √n. This is known as the square root law
 of imperfect steganography. Its effects were observed exper-imentally long before it was formally discovered first withinthe context of batch steganography [50], experimentally con-firmed [57], and finally derived for sources with memory [30],where the reader should look for a precise formulation.
 The law also tells us that the proper measure of securepayload is the constant of proportionality, Iθ(0), the Fisherinformation. The larger Iθ(0), the smaller the secure pay-load that can be embedded and vice versa. When prac-titioners design their steganographic schemes for empiricalcovers, one can say that they are trying to minimize Iθ(0),and it would be of immense value if the Fisher informationcould be determined for practical embedding methods. Butit depends heavily on the cover source, and particularly onthe likelihood of rare covers, which by definition is difficult
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to estimate empirically, and there has as yet been limitedprogress in this area, benchmarking [26] and optimizing [53]simple embedding only in restrictive artificial cover models.
 Open Problem 5 Robust empirical estimate of stegano-graphic Fisher information.
 What is remarkable about the square root law is that, al-though both asymptotic and proved only for artificial sources,it is robust and manifests in real life. This is despite thefact that practitioners detect steganography using empiricalclassifiers which are unlikely to approach the bound givenby KL divergence, and the fact that empirical sources donot match artificial models. Beware, though, that it tells ushow the secure payload scales when changing the numberof cover elements, without changing their statistical proper-ties — e.g. when cropping homogeneous images or creatinga panorama by simple composition — but not when a coveris resized, because resizing changes the statistical propertiesof the cover pixels by weakening (if downscaling without an-tialiasing) or strengthening (if using a resampling kernel)their dependencies.
 We can still say something about resized images, if weaccept a Markov chain cover model. When nearest neigh-bour resizing is used, one can compute numerically Iθ(0) asa function of the resizing factor (which should be thought ofas part of θ) [64]. This allows the steganographer to adjusther payload size with rescaling of the cover, and the theoryaligns robustly with experimental results.
 Open Problem 6 Derivation of Fisher information forother rescaling algorithms, and richer cover models.
 Finally, one can ask about the impact of quantization.This is relevant as practically all digital media are obtainedby processing and quantizing the output of some analoguesensor, and a JPEG image is obtained from a raw imageby quantizing the real-valued output of a transform. Forexample, how much larger payload can one embed in 10-bit grayscale images than in 8-bit? (Provided that both bitdepths are equally plausible on the channel.) How muchmore data can be hidden in a JPEG with quality factor98 than quality factor 75? We can derive (in an appropriatelimit) Iθ(0) ∼ △s, where △ > 0 is the quantization step ands is the quantization scaling exponent that can be calculatedfrom the embedding operation and the smoothness of theunquantized distribution [32]. In general, the smoother theunquantized distribution, the larger s is and the smaller theFisher information (larger secure payload). The exponent sis also larger for embedding operations that have a smooth-ing effect. Because the KL divergence is an error exponent,quantization has a profound effect on security. The experi-ments in [32] indicate that even simple LSB matching maybe practically undetectable in 10–12 bit grayscale images.However, unlike the scaling predicted by the square rootlaw, since the result for quantization depends strongly onthe distribution of the unquantized image, it cannot quan-titatively explain real life experiments.
 2.4 Multiple objectsSimmons’ 1983 paper used the term “subliminal channel”,
 but the steganography we have been describing is not fullya channel: it focused on embedding a certain length payloadin one cover object. For a channel, there must be infinitelymany stego objects (perhaps mixed with infinitely many in-nocent cover objects) transmitted by the steganographer.
 How do we adapt steganographic methods for embedding inone object to embedding in many? How should one allocatepayload between multiple objects? There has been very lit-tle research on this important problem, which is particularlyrelevant to hiding in network channels, where communica-tion is naturally repeated.
 In some versions of the model, this is fundamentally no dif-ferent from the simple steganography problem in one object.Take the case, for example, where the steganographer hasa fixed number of covers, and decides how to allocate pay-load amongst them (the batch steganography problem posedin [48]). Treating the collection as a single large object ispossible if the full message and all covers are instantly avail-able and go through the same channel (e. g., stay on the samedisk as a steganographic file system). In principle, this re-duces the problem to what has been said above. It is worthpointing out that local statistical properties are more likelyto change between covers than between symbols within onecover. However, almost all empirical practical cover sourcesare heterogeneous (non-stationary): samplers and distortionfunctions have to deal with this fact anyway. And knowingthe boundaries between cover objects is just another kind ofside information.
 The situation is more complicated in the presence of real-time constraints, such as requirements to embed and com-municate before the full message is known or before all cov-ers are drawn. This happens, for example, when tunnellingbilateral protocols through steganographic channels. Fewpublications have addressed the stream steganography prob-lem (in analogy to stream ciphers) [31, 52]. One interestingresult is known for payload allocation in infinite streams withimperfect embedding (and applies only to an artificial setupwhere distortion is exactly square in the amount of payloadper object): the higher the rate that payload is sent early,the lower the eventual asymptotic square root rate [52].
 A further generalization is to replace the “channel” by a“network”communications model, where the steganographerserves multiple channels, each governed by specific coversource conventions, and with realtime constraints emergingfrom related communications. Assuming a global passivesteganalyst who can relate evidence from all communica-tions, this becomes a very hard instance of a steganogra-phy problem, and one that seems relevant for censorship-resistant multiparty communication or to tunnel covert col-laboration [10].
 Open Problem 7 Theoretical approaches and practicalimplementations for embedding in multiple objects in thepresence of realtime constraints.
 2.5 Key exchangeA curious problem in a steganographic environment is that
 of key exchange. If a reliable steganographic system exists,can parties use that channel to communicate, without firstsharing a secret key? In the cryptographic world, Alice andBob use a public-key cryptosystem to effect a secret keyexchange, and then communicate with a symmetric cipher;one would assume that some similar exchange would enablecommunication with a symmetric stegosystem. However,a steganographic channel is fundamentally different from atraditional communications channel, due to its extra con-straint of undetectability. This constraint also limits ourability to transmit datagrams for key establishment.
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Key exchange has been addressed with several protocolsand, paradoxically, negative results. The first protocol forkey exchange under a passive warden [7] was later aug-mented to survive an active warden [8]. Here Alice andBob use a public embedding key to transmit traditional keyexchange datagrams: first a public encryption key, and thena session key encrypted with that public key. These data-grams are visible to the warden, but they are designed toresemble channel noise so that the warden cannot tell if thechannel is in use. This requires a complete lack of observablestructure in the keys.
 To prevent an active warden from altering the datagrams,the public embedding key is made temporarily private: firsta datagram is sent with a secret embedding key, and thenthis key is publicly broadcast after the stego object passesthe warden. In [22] it was argued that a key broadcast is notallowed in a steganographic setting, but that a key could beencoded as semantic content of a cover.
 This may seem to settle the problem, but recent resultsargue that these protocols, and perhaps any such protocols,are practically impossible because the datagrams are sensi-tive to even a single bit error. If an active warden can inflicta few errors, we have a problem due to a fundamental differ-ence between steganographic and traditional communicationchannels: we cannot use traditional error correction, becauseits presence is observable structure that betrays the exis-tence of a message. In [71], it was shown that this fragilitycannot be fixed in general: most strings are a few surgicalerrors away from a failed transmission; this allows key ex-change to be derailed with an asymptotically vanishing errorrate. It is not clear who will have the upper hand in prac-tice: an ever-vigilant warden can indefinitely postpone keyexchange with little error, but a brief opportunity to trans-mit some uncorrupted datagrams results in successful keytransmission, whereupon the warden loses.
 A final problem in steganographic key exchange is thestate of ignorance of sender and receiver, and the massivecomputational burden this implies. Because key datagramsmust resemble channel noise, nobody can tell if or when theyare being transmitted; by the constraints of the problem,neither Alice nor the warden can tell if Bob is participatingin a protocol, or innocently transmitting empty covers. Thisis solved by brute force: Bob assumes that the channel noiseof every image is a public key, and sends a reply. Alice makessimilar assumptions, both repeatedly attempting to generatea shared key until they produce one that works.
 Open Problem 8 Is this monstrous amount of compu-tation necessary, or is there a protocol with more efficientguesswork to allow Alice and Bob to converge on a key?
 2.6 Basic security principlesFinally, even when a steganographic method is secure, its
 security can be broken if there is information leakage of thesecret key, or of the steganography software. We recall somebasic principles that should be followed by the steganogra-pher, in order to avoid security pitfalls.- Her embedding key must be long enough to avoid exhaus-tion attacks [34], and any pseudorandom numbers generatedfrom it must be strong.- Whenever she wants to embed a payload in several images,she must avoid using the same embedding locations for each.Otherwise the steganalyst can use noise residuals to estimatethe embedding locations, reducing the entropy of the secret
 key [51]. One way to force the locations to vary is to add arobust hash of the cover to the seed.- She must act identically to any casual user of the commu-nication channel, which implies hiding also the use of stega-nographic software, and deleting temporary cover and stegoobjects. An actor that performs cover selection by emittingonly contents that are known to be difficult to analyze (suchas textured images) can seem suspicious in itself.
 Open Problem 9 How to perform cover selection, if atall? How to detect cover selection?- She has to beware of the pre- and post-processing opera-tions that can be associated with embedding. Double com-pression can be easily detected [80] and forensic details, suchas the ordering of different parts of a JPEG file, can exposethe processing path [38].- She should benchmark her embedding appropriately. In thecase of digital images for example, it is not because the soft-ware produces imperceptible embedding that the payload isundetectable. Image quality metrics such as the PSNR andpsychovisual metrics are of little interest in steganography.- Her device capturing the cover should be trusted, and con-tents generated from this device should also stay hidden.Covers must not be re-used.
 Several general principles should be kept in mind whendesigning a secure system. These include:- The Kerckhoffs Principle, that a system should remainsecure under the assumption that the adversary knows thesystem, although interpretations for steganography differ inwhether this includes knowledge of the cover source or not.- The Usability Principle (also due to Kerckhoffs), that asystem should be easy for a layperson to use correctly. Forexample, steganographic software should enforce a squareroot law rather than expecting an end user to apply it.- The Law of Leaky Abstractions [93], which requires us tobe aware of, for example, statistical models of cover sources,assumptions about the adversary, or the abstraction of ste-ganography as a generic communication channel. Even if wehave provable security within the model, reality may deviatefrom the model in a way that causes a security weakness.- The fact that steganographic channels are not communica-tions channels in the traditional sense, and their limitationsare different. Challenges of capacity, fidelity, and key ex-change must be examined anew.
 Open Problem 10 Are there abstractions that hold forsteganography? Are its building blocks securely compos-able?
 2.7 Engineering the real world forsteganography
 If we perfectly understood our cover sources, secure ste-ganography would reduce to a coding problem. Engineeringsecure steganography for the real world is so difficult pre-cisely because it requires us to understand the real worldas well as our artificial models. If there is a consensus thatthe real world needs secure steganography, a completely dif-ferent approach could be to engineer the real world so thatparts of it match the assumptions needed for security proofs.This implies changing the conventions, via protocols andnorms, towards more randomness in everyday communica-tions, so that more artificial channels knowingly exist in thereal world. For example, random nonces in certain proto-cols, or synthetic pseudorandom textures in video-games (if
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implemented with trustworthy randomness) already provideopportunities for steganographic channels. Adding more ofthese increases the secure capacity ([23] proposes a concretesystem). But this approach creates new challenges, manyoutside the domain of typical engineering, such as the so-cial coordination problem of giving up bandwidth across theboard to protect others’ communication relations, or the dif-ficulty of verifying the quality of randomness.
 Open Problem 11 Technical and societal aspects of in-ducing randomness in communications to simplify stegano-graphy.
 3. STEGANALYSISApproaches to the steganalysis problem depend heavily
 on the security model, and particularly on the steganalyst’sknowledge about the cover source and the behaviour of hisopponent. The most studied models are quite far fromreal-world application, and (unlike steganography) most re-searchers would agree that state of the art steganalysis couldnot yet be used effectively in the real world.
 Laboratory conditions apply in section 3.1, where we as-sume that the steganalyst has perfect knowledge of (1) thecover source, (2) the embedding algorithm used by the ste-ganographer, and (3) which object they should examine.This is as unrealistic as the parallel conditions in section2.1, but the laboratory work provides a conservative attackmodel, and still gives interesting insights into practice. Al-most all current steganalysis literature adheres to the modeldescribed in section 3.2, which weakens (1) so that the ste-ganalyst can only learn about the cover source by empiricalsamples; it is usually assumed that something similar to (2)still holds, and (3) must hold. This line of steganalysis re-search, which rests on binary classification, is highly refined,but weakening even slightly the security model leads to dif-ficult problems about learning.
 In section 3.3 we ask how a steganalyst could widen theapplication of binary classifiers by using them in combina-tion, and in 3.4 by moving to a model with complete igno-rance of the embedding method (and empirical knowledgeof the covers). Although these problems are known in ma-chine learning literature, there have been few steganalysisapplications.
 In section 3.5 we open the model still further, weaken-ing assumption (3), above, so that the steganalyst no longerknows exactly where to look: first, against one steganogra-pher making many communications, and then when moni-toring an entire network. This parallels section 2.4, and re-veals an essentially game-theoretic nature of steganographyand steganalysis, which is the topic of section 3.6. Again,there are many open problems.
 Finally, section 3.7 goes beyond steganalysis, to ask whatfurther information can be gleaned from stego objects.
 3.1 Optimal detectionThe most favourable scenario for the steganalyst occurs
 when the exact embedding algorithm is known, and thereis a statistical model for covers. In this case it is possibleto create optimal detection using statistical decision theory,although the framework is not (yet) very robust under lessfavourable conditions.
 The inspected medium Y = (Y1, . . . , YN ) is consideredas a set of N digital samples (not necessarily independent),and P θ
 β the distribution of stego object Yβ , after embedding
 at rate β. We are separating one parameter controlling theembedding, β, from other parameters of the cover source θ
 which in images might include size, camera settings, colourspace, and so on.
 When the embedding rate β and all cover parameters θ
 are known, the steganalysis problem is to choose between thefollowing hypotheses: H0 = {Y ∼ P θ
 0 } vs H1 = {Y ∼ P θ
 β }.These are two simple hypotheses, for which the Neyman-Pearson Lemma [70, Th. 3.2.1] provides a simple way todesign an optimal test, the Likelihood Ratio Test (LRT):
 δLRT =
 8
 >
 >
 >
 <
 >
 >
 >
 :
 H0 if Λ(Y) =P θ
 β [Y]
 P θ
 0[Y]
 < τ
 H1 if Λ(Y) =P θ
 β [Y]
 P θ
 0[Y]
 ≥ τ,
 (3)
 with Λ the likelihood Ratio (LR) and τ a decision threshold.The LRT is optimal in the following sense: among all the
 tests which guarantee a maximum false-alarm probabilityα ∈ (0, 1) the LRT maximizes the correct detection proba-bility. This is not the only possible measure of optimality,which we return to in section 3.6.
 Accepting, for a moment, the optimal detection frame-work, we can deduce some interesting “laboratory” results.Assume that pixels from a digital image are i. i. d.: then thestatistical distribution P θ of an image is its histogram. Ifcover samples follow a Gaussian distribution Xi ∼ N (µi, σ
 2
 i ),it has been shown [107] that the LR for the LSB replacementscheme can be written: Λ(Y) ∝
 P
 i(yi − yi)(yi − µi)/σ2
 i ,
 where k = k +(−1)k is the integer k with flipped LSB. ThisLR is similar to the well-known Weighted Stego-image statis-tic [33, 54] and justifies it post hoc as an optimal hypothesistest. Similarly, the LR for the LSB matching scheme can bewritten [18]: Λ(Y) ∝
 P
 i((yi − µi)
 2 − 1
 12)/σ4
 i . This showsthat optimal detection of LSB matching is essentially basedon pixel variance. Particularly since LSB matching has theeffect of masking the true cover variance, this explains it hasproved a tougher nut to crack than LSB replacement.
 However, the assumption that pixels can be modelled asi. i. d. random variables is unrealistic. Similarly, the model ofstatistically independent pixels following a Gaussian distri-bution (with different expectation and variance) is of limitedinterest in the real world.
 The description of the steganalysis problem in the frame-work of hypothesis testing theory emphasizes the practicaldifficulties. First, it seems highly unlikely that the embed-ding rate β would be known to a steganalyst, unless theyalready know that steganography is being used. And whenβ is unknown the design of an optimal statistical test be-comes much harder because the alternative hypothesis H1 iscomposite: it gathers different hypotheses, for each of whicha different most powerful test exists.
 There are two approaches to overcome this difficulty: de-sign a test which is locally optimal around a target embed-ding rate [19, 107] (again these tests rely on a statisticalmodel of pixels); or design a test which is universally optimalfor any embedding rate [18] (unfortunately their optimalityassumptions are seldom met outside “the laboratory”).
 Open Problem 12 Theoretically well-founded, and prac-tically applicable, detection of payload of unknown length.
 Second, it is also unrealistic to assume that the vector pa-rameter θ, which defines the statistical distribution of thewhole inspected medium, is perfectly known. In practice,
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these parameters are unknown and would have to be esti-mated using a model. Here one could employ the Gener-alized Likelihood Ratio Test (GLRT), which estimates un-known parameters in the LRT by the method of maximumlikelihood. Unfortunately, maximum likelihood estimatorsagain depend on a particular models of covers, and further-more the GLRT is not usually optimal.
 Although models of digital media are not entirely convinc-ing, a few have been used for steganalysis, e.g. [20], as wellas models of camera post-acquisition processing such as de-mosaicking and colour correction [95]. Much is unexplored.
 Open Problem 13 Apply models from the digital imagingcommunity, which do not require independence of pixels, tothe optimal detection framework.
 However, it is sobering to observe that a well-developeddetector based on testing theory and Laplacian model ofDCT coefficients [106] performs poorly in practice comparedto the rather simple WS detector adapted to the JPEG do-main [13]. As we have repeatedly stated, digital media ste-ganography is a particularly difficult domain in which tounderstand the covers.
 3.2 Binary classificationAbsent a model of covers, currently the best image stegan-
 alyzers are built using feature-based steganalysis and ma-chine learning. They rest on the assumption that the ste-ganalyst has some samples from the steganographer’s coversource, so that its statistical properties can be learned, andalso that they can create or otherwise obtain stego objectsfrom these covers (for example by knowing the exact em-bedding algorithm). Typically, one starts by representingthe media using a feature of a much smaller dimensionality,usually designed by hand using heuristic arguments. Then,a training database is created from the cover and stego ex-amples, and a binary classifier is trained to distinguish thetwo classes.
 Machine-learning steganalysis is fundamentally differentfrom statistical signal processing approaches because onedoes not need to estimate the distribution of cover and stegoimages. Instead, this problem is replaced with a much sim-pler one: merely to distinguish the two classes. Thus, onecan build classifiers that use high-dimensional features evenwith a limited number of training examples. When trainedon the correct cover source, feature-based steganalysis usu-ally achieves significantly better detection accuracy than an-alytically derived detectors (with the exception of LSB re-placement).
 There are two components to this approach: the features,and the classification algorithm.
 Image steganalysis features have been well-studied in theliterature. In the spatial domain, one usually starts by com-puting noise residuals, by creating and then subtracting anestimate of each cover pixel using its neighbours. The pixelpredictors are usually built from linear filters, such as localpolynomial models or 2-dimensional neighbourhoods, andcan incorporate nonlinearity using the operations of maxi-mum and minimum. The residuals improve the SNR (stegosignal to image content). Typically, residuals are truncatedand quantized into 2T + 1 bins, and the final feature vec-tor is the joint probability mass function (co-occurrence) orconditional probability distribution (transition matrix) of Dneighbouring quantized residuals [78]. The dimensionalityof this feature vector is (2T + 1)D, which quickly grows
 especially with the co-occurrence order D, though it cansomewhat be reduced by exploiting symmetry.
 In the JPEG domain, one can think of the DCT coeffi-cients already as residuals and form co-occurrences directlyfrom their quantized values. Since there exist dependen-cies among neighboring DCT coefficients both within a sin-gle 8 × 8 block as well as across blocks, one usually buildsfeatures as two-dimensional intra-block and inter-block co-occurrences [60]. It is also possible to build the co-occurrencesonly for specific pairs of DCT modes [62]. A comprehensivelist of source code for feature vectors for raw and compressedimages, along with references, is available at [2]. The cur-rent state of art in feature sets are unions of co-occurrencesof different filter residuals, so-called rich models. They tendto be high-dimensional (e.g., 30 000 or more) but they alsotend to exhibit the highest detection accuracy [35, 63].
 We note that, in parallel to the steganography situation,steganalysis literature is mostly specialized to grayscale im-ages: there exists only a little literature on steganalysis invideo, e.g. [15, 47], and for various kinds of network traf-fic analysis [16, 104, 12]. The latter methods only use basicstatistics such as the variance of inter-packet delays or quan-tiles of differences between arrival times. There is scope totransfer lessons from grayscale image steganalysis to thesedomains.Open Problem 14 Design features for colour images andvideo, which take account of correlations in these media, andrich features for network steganalysis.
 Another problem specific to steganalysis of network trafficis the difficulty of acquiring large and diverse data sets.
 The second component, the machine learning tool, is avery important part. When the training sets and featurespaces are small, the tool of choice is the support vectormachine (SVM) [88] with Gaussian kernel, and this was pre-dominant in the literature to 2011. But with growing featuredimensionality, one also needs larger training sets, and it be-comes computationally unfeasible to search for hyperparam-eters. Thus, recently, simpler classifiers have become morepopular. An example is the ensemble classifier [66], a col-lection of weak linear base learners trained on random sub-spaces of the feature space and on bootstrap samples of thetraining set. The ensemble reaches its decision by combiningthe decisions of individual base learners. (In contrast, deci-sion trees are not suitable for steganalysis, because amongthe features there is none that is strong alone.) When try-ing to move the tools from the laboratory to the real world,one likely needs to further expand the training set, whichmay necessitate online learning such as the simple percep-tron and its variants [72]. There has been little research inthis direction. Online learning also requires fast extractionof features, which is in tension with the trend towards usingmany different convolution filters.
 Although highly refined, the paradigm of training a bi-nary classifier has some limitations. First, it is essentiallya binary problem, which presupposes that the steganalystknows exactly the embedding method and payload size usedby their attacker. Dealing with unknown payload sizes hasbeen approached in two ways: quantitative steganalysis (seesection 3.7), or effectively using a uniform prior by creatingthe stego training set with random payload lengths [77]. Anunknown embedding method is more difficult and changesto the problem to either a multi-class classification (com-
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putationally expensive [76]) or one-class anomaly detection(section 3.4).
 A more serious weakness is that the classifier is only asgood as its training data. Although it is possible, in thereal world, that the steganalyst has access to the stegano-grapher’s cover source (e.g. he arrests her and seizes hercamera), it seems an unlikely situation. Thus the stegano-grapher must train the classifier on some other source. Thisleads to cover source mismatch, and the resulting classifiersuffers from decreased accuracy. The extent of this decreasedepends on the features and the classifier, in a way not yetfully understood. It is fallacious to try to train on a largeheterogeneous data set as somehow“representative”of mixedsources, because it guarantees a mismatch and may still bean unrepresentative mixture.
 Machine learning literature refers to the problem of do-main adaptation, which could perhaps be applied to thischallenge.
 Open Problem 15 Attenuate the problems of cover sourcemismatch.
 A final issue in moving machine-learning steganalysis tothe real world is the measure of detection accuracy. Popu-lar measures such as min 1
 2(PFP + PFN ) correspond to the
 minimal Bayes risk under equally likely cover and stego im-ages, which is doubtful in practice. Indeed, one might expectthat real-world steganography is relatively rarely observed,so real-world steganalysis should be required to have verylow false positive rates, yet steganalysis with very low falsepositive rates has hardly been studied. Even having a re-liable false positive rate would be a good start, and therehas been some research designing detectors with constantfalse-alarm rate (CFAR) [68], but it relies on artificial covermodels and is also vulnerable to cover source mismatch. Itshould be noted that establishing classification error proba-bilities remains unsolved in general [90].
 3.3 Adaptive classificationSuppose that, for different cover parameters θ, we have
 trained different specialized binary classifiers. One possi-bility is to select the optimal classifier for each observedstego object. This approach has been used to tackle imageswhich have double JPEG compression, and those with dif-ferent JPEG quality factors (in the absence of quantization-blind features, such images have to be considered as comingfrom completely different sources) [76]. A similar approachspecializing detectors to different covers has been pursuedin [42].
 This is a special case of fusion, where multiple classifiershave their answers combined in some weighted fashion. Itpresupposes that the cover parameters θ can reliably be es-timated from the observed stego image, and that trainingdata was available for all reasonable combinations of pa-rameters. It is also very expensive in terms of training. Inmachine learning this architecture is known as a mixture ofexperts [105].
 Open Problem 16 Apply other fusion techniques to ste-ganalysis.
 3.4 Universal steganalysisIt is not always realistic to assume that the embedder
 knows anything about the embedding algorithm used by thesteganographer. Universal steganalysis focuses on such a
 scenario, assuming that the steganalyst can draw empiricallyfrom the cover source but is otherwise ignorant. Despitebeing almost neglected by the community, such a problem isimportant for deployment of steganalysis in the real world.
 Universal steganalysis considers the following hypothesistest: H0 = {Y ∼ P θ
 0 } vs H1 = {Y ! P θ
 0 }. We can dis-tinguish two cases: either the cover source is entirely knownto the detector (θ is known and H0 is simple), or not (bothhypotheses are composite). The first version of the problemis unrealistic in the real world, for the reasons we previouslycited. The second shows that detector design is about mod-elling a cover source, and practical approaches resort to mod-elling the distribution of cover images in a space determinedby steganographic features. In comparison with the binaryhypothesis testing scenario of section 3.2, this problem ismuch more difficult, because learning a probability distri-bution is unavoidably more difficult than learning a classi-fier [96]. We must expect that universal steganalyzers haveinferior performance to targeted binary classifiers. In fact itis not straightforward to benchmark universal steganalysis,because there is no well-defined alternative hypothesis classfrom which to test for false negatives.
 Universal steganalysis can be divided into two types: su-pervised and unsupervised. The former uses samples fromthe cover-source to create the cover model, e.g. by usingone-class support vector machines [88] designed to solve theabove hypothesis test under a false positive constraint. Thisapproach has been investigated in [82, 73]. Obviously, theaccuracy of supervised steganalysis is limited if the trainingdata is not perfectly representative of the steganographer’scover source and, if mismatched, the accuracy might be asbad as random guessing.
 Unsupervised universal steganalysis tries to circumventthe problem of model mismatch by postponing building acover model until the classification phase. It analyses multi-ple images at once, assuming that most of them are covers,and is therefore a form of outlier detection. To our knowl-edge there is no literature dealing with this scenario in ste-ganalysis, though there are works dealing with it on the levelof actors, treated in section 3.5.
 Open Problem 17 Unsupervised universal steganalysis.
 The accuracy of universal steganalysis is to a large ex-tent determined by the steganographic features, and fea-tures suitable for binary classification are not necessarilyright for universal steganalysis. The features should be sen-sitive to changes caused by embedding, yet insensitive tovariations between covers (including perhaps unnatural butnon-steganographic processing techniques). Particularly inthe case of unsupervised learning, the latter condition re-quires them to have low dimension, because unsupervisedlearning cannot learn to ignore irrelevant noise. A smallnumber of features also facilitates training of supervised de-tectors, as it decreases the required number of samples tolearn the probability distribution. An unstudied problem istherefore:Open Problem 18 Design of features suitable for universalsteganalysis.
 3.5 Pooled and multi-actor steganalysisSo far, the security models have assumed that the stegan-
 alyst has one object to classify, or if they have many thenthey know exactly which one to look at. This is highly un-
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realistic and if steganalysis is to move to the real world itwill have to address the problem of pooled steganalysis [48]:combining evidence from multiple objects to say whetherthey collectively contain payload. It is in opposition to thesteganographic channel of section 2.4.
 Although posed in 2006, there has been little success inattacking this problem. One might say that it is no differentto binary steganalysis: simply train a classifier on multipleimages. But there are many practical problems to overcome:should the feature set be the sum total of features from indi-vidual images (if so, this loses information), or concatenated(in which case how does one impose symmetry under permu-tation)? To our knowledge, there has been no such detectorproposed in the literature, except for simple examples stud-ied when the problem was first posed [48, 49].
 A related problem which, to the best of our knowledge, hasnever been studied is sequential detection. When inspectingVOIP traffic, for instance, it would be interesting to performonline detection. The theoretically optimal detection is morecomplex because time-to-decision also has to be taken intoaccount. The statistical framework of sequential hypothesistests should be applicable [99].
 Open Problem 19 Any detector for multiple objects, orbased on sequential hypothesis tests.
 We can widen the steganalysis model still further, to arealistic scenario relevant to network monitoring, if the ste-ganalyst does not know even which user to examine. In thissituation the steganalyst intercepts many objects each frommany actors (e.g. social network users); their problem is todetermine which actor(s), if any, are using steganography insome or all of their images.
 This is the most challenging version of steganalysis, butrecent work [56, 55] has shown that the size of the problemcan be turned to the steganalyst’s advantage: by calibratingthe behaviour of actors (as measured through steganalysisfeatures) by the behaviour of the majority, steganographerscan potentially be determined in an unsupervised and uni-versal way. It amounts to an anomaly detection where theunit is the actor, not the individual object. This can berelated to unsupervised intrusion detection systems [24].
 This is a new direction in steganalysis and we say no moreabout it here, but highlight the danger of false accusations:
 Open Problem 20 Can steganographers be distinguishedfrom unusual (non-stego) cover sources, by a detector whichremains universal?
 3.6 Game theoretic approachesThe pooled steganalysis problem exposes an essentially
 game-theoretic situation. When a (batch) steganographerhides all their payload in one object, a certain type of de-tector is optimal; when they spread their payload in manyobjects, a different detector is optimal. These statementscan be proved in artificial models and observed in practice.Indeed, the same can be said of single images: if the embed-der always hides in noisy areas, the detector can focus theirattention there, and vice versa. A parallel situation mostlikely exists in non-media covers.
 Game theory offers an interesting perspective from whichto study steganography. If both steganographer and stegan-alyst know the cover source and are computationally uncon-strained, the steganographer can embed perfectly; with ashorter key if the steganalyst is computationally bounded.
 If the steganographer is computationally bounded, but notthe steganalyst, the best she can do is to minimize the KLdivergence, subject to her constraints. Another way to framethis is that she plays a minimax strategy against the best-possible detector [45].
 This may not add a lot of insight in the lab. But oncewe step out into the real world, where knowledge of thecover source is incomplete and computational constraintsdefy finding globally optimal distortion functions or detec-tors, then game theory becomes very useful. It offers awealth of solution concepts for situations where no maximinor minimax strategies exist. A popular one is the notion of aNash equilibrium. It essentially says that among two sets ofstrategies, one for the steganographer (choice of embeddingoperation, distortion function, parameters etc.) and one forthe steganalyst (feature space, detector, parameters such aslocal weights, etc.), there exist combinations where no playercan improve his or her outcome unilaterally. Although ex-ploitation of game theory for steganography has just begun,and we are aware of only four independent approaches [25,49, 75, 89], it seems to be a promising framework whichallows us to justify certain design choices, such as payloaddistribution in batch steganography or distortion functionsin adaptive steganography. This is a welcome step to replaceheuristics with (some) rigor in the messy scenarios of limitedknowledge and computational power, as we find them in thereal world.
 However, game theory for steganography is in its infancy,and there are substantial obstacles to be overcome, such as:
 Open Problem 21 Find equilibria for practical covers, andtransfer insights of game-theoretic solutions from current toymodels to the real world.
 3.7 Forensic steganalysisFinally, what does the steganalyst do after detecting hid-
 den data in an object? The next steps might be called foren-sic steganalysis, and only a few aspects have been studiedin the literature.
 If the aim of the steganalyst is to find targets for furthersurveillance, or to confirm the existence of already-suspectedcovert communication, circumstantial evidence such as sta-tistical steganalysis is probably sufficient in itself. But forlaw enforcement it is probably necessary to demonstrate thecontent of a message by extracting it, in which case the firststep is to determine the embedding algorithm. This prob-lem, largely neglected, has been studied in [81] for JPEGimages. The detection of different algorithms based on sta-tistical properties will not be perfect, as methods with simi-lar distortion functions and embedding changes are likely tobe confused, but this has not been studied for recent adap-tive embedding methods.
 Open Problem 22 Can statistical steganalysis recognizedifferent adaptive embedding algorithms?
 Some identify a specific implementation by a signature,effectively relying on implementation mistakes [11, 103], butthis is unsatisfactory in general.
 Once the embedding method is known, the next step isa brute-force search for the embedding key. Very little re-search has been done in this area, though two complemen-tary approaches have been identified: using headers to verifythe correctness of a key [84], and comparing statistics along
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potential embedding paths [34] in which the correct key de-viates from the rest.Open Problem 23 Is there a statistical approach to keybrute-forcing, for adaptive steganography?
 Additionally, forensic steganalysis includes estimation ofthe length of the hidden message (quantitative steganaly-sis). This knowledge is useful to prevent “plausible denia-bility”, where the steganographer hides two messages, oneof which is not incriminating and can be disclosed if forced.Such a scheme is uncovered if the total embedded payloadcan be estimated. Quantitative steganalysis is a regressionproblem parallel to binary classification, and the state ofthe art applies regression techniques to existing steganalysisfeatures [83, 59].
 4. CONCLUSIONSOver the last ten years, ad-hoc solutions to steganogra-
 phy and steganalysis problems have evolved into more re-fined techniques. There has been a disparity in the rate ofprogress: grayscale images have received most of the atten-tion, which should be transferred to colour images, video,other digital media, and non-media covers such as networktraffic. Such transfer would bring both steganography andsteganalysis closer to real-world implementation.
 For steganography, we have stressed the distortion-mini-mization paradigm, which only became practical with recentdevelopments in coding. There is no good reason not to usesuch a technique: there are efficiencies from the coding, andif there is a fear that current distortion functions might makedetection paradoxically easier, one can use this feedback toredesign the distortion function, and continue the cycle ofdevelopment. We expect further advances in coding to widenthe applicability of such techniques.
 For steganalysis, the binary classification case is well-deve-loped, but there is a need to develop techniques that workwith unknown algorithms, multiple objects, and multipleactors. Even the theoretical framework which we have high-lighted, that of KL divergence as a fundamental measure ofsecurity, has yet to be adapted to these domains.
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