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Preface
 In the setting of multiparty computation, sets of two or more parties with pri-vate inputs wish to jointly compute some (predetermined) function of theirinputs. The computation should be such that the outputs received by theparties are correctly distributed, and furthermore, that the privacy of eachparty’s input is preserved as much as possible, even in the presence of ad-versarial behavior. This encompasses any distributed computing task andincludes computations as simple as coin-tossing and broadcast, and as com-plex as electronic voting, electronic auctions, electronic cash schemes andanonymous transactions. The feasibility (and infeasibility) of multiparty com-putation has been extensively studied, resulting in a rather comprehensiveunderstanding of what can and cannot be securely computed, and under whatassumptions.
 The theory of cryptography in general, and secure multiparty computationin particular, is rich and elegant. Indeed, the mere fact that it is possible toactually achieve the aforementioned task is both surprising and intriguing.However, the focus of this book is not on the theory of secure computation(although a number of results with theoretical importance are studied here),but rather on the question of efficiency. Recently, there has been increasinginterest in the possibility of actually using secure multiparty computationto solve real-world problems. This poses an exciting challenge to the fieldof cryptography: Can we construct secure protocols (with rigorous proofs ofsecurity) that are truly efficient, and thus take the theory of secure computa-tion to the next step towards practice. We stress that this book is not about“practical cryptography”. We do not take systems considerations into ac-count, nor how protocols should be implemented and deployed. Instead, ouraim is to provide an introduction to the field of efficient protocol constructionand design. We hope that this book will make the field of secure computationin general, and efficient protocol construction in particular, more accessibleand will increase awareness regarding the importance of this vibrant field.
 vii
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Preface
 Outline. This book is divided into three distinct parts:
 • Introduction and definitions:We begin with a general introduction andsurvey of secure computation, followed by definitions of security under anumber of different adversary models. This part also includes importantmaterial regarding the properties of these definitions, and the relationsbetween them.
 • General constructions: In this part, we present secure protocols forgeneral secure computation. That is, we present protocols that can beapplied to any circuit computing any efficient function. Although this doesnot enable us to utilize specific properties of the function being computed,the resulting protocols can be efficient enough if the circuit and input arenot too large.
 • Specific constructions: Finally, we study secure protocols for specificproblems of interest. Two of the chapters in this part consider efficientconstructions of basic building blocks that are widely used in constructionsof secure protocols; namely, zero-knowledge (viaΣ protocols) and oblivioustransfer. The last two chapters study two specific examples of higher-levelprotocols; specifically, the secure computation of the kth ranked element(or median) of a distributed list, and secure search operations on databases.The constructions in this part demonstrate how specific properties of afunction being computed can be utilized to achieve greater efficiency.
 It goes without saying that the material presented in this book is far from anexhaustive study of results in the field. There are many alternative construc-tions achieving some of the results presented here, and many other problemsof interest for which efficient protocols have been constructed. In some placesthroughout, we have added pointers to additional readings of relevance.
 In order to not unnecessarily complicate the constructions and models,we have focused on the two-party case and consider only static adversariesand the stand-alone model. We do not claim that this is the best modelfor constructing protocols; indeed it is arguably too weak in many cases.However, we believe that it serves as a good setting for an initial study, as itis significantly cleaner than other more complex settings.
 Prerequisite knowledge. We assume that the reader is familiar with thebasics of theoretical cryptography. Thus, for example, we assume that readersknow what commitment schemes and zero-knowledge proofs are, and thatthey are comfortable with notions like pseudorandomness and computationalindistinguishability. In contrast, all the relevant definitions of secure two-party computation are presented here from scratch. Thus, this book can alsobe used as a first introduction to secure computation.
 Reading this book. Although there are advantages to reading this bookin sequential order, much of the book can be read “out of order”. It goeswithout saying that the chapter on definitions is needed for all later chapters.However, it is possible to read definitions as needed (e.g., read Section 2.2
 viii
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Preface
 and then Chapter 3, then Section 2.3 followed by Chapter 4, and so on).Regarding the general constructions in Part II of the book, the constructionsin Chapters 4 and 5 rely in a direct way on Chapter 3, and thus it is highlyrecommended to read Chapter 3 first. In contrast, Chapters 4 and 5 can beread independently of each other.
 The specific constructions in Part III can be read independently of thegeneral constructions in Part II. It is preferable to read Chapters 6 and 7first (and in order) because later protocols use the tools introduced in thesechapters. In addition, some of the oblivious transfer protocols of Chapter 7 usezero-knowledge proofs that are constructed in Chapter 6. Nevertheless, if oneis satisfied with referring to an arbitrary zero-knowledge proof or oblivioustransfer protocol, then the chapters in Part III can be read in any order.
 Book aims and its use for teaching a course. This book can be usedas a textbook for an introductory course on secure computation with a focuson techniques for achieving efficiency, as an entry point for researchers incryptography and other fields like privacy-preserving data mining who areinterested in efficient protocols for secure computation, and as a reference forresearchers already in the field. Regarding its use as a textbook, due to theflexibility regarding the order of reading this book (as described above), it ispossible to design courses with different focuses. For example, a more theo-retical course would spend considerable time on definitions and the generalconstructions of Part II of the book, whereas a more applied course wouldfocus more on the specific constructions in Part III. We remark also thatChapters 6 and 7 can serve as a nice opening to a course; the material is notas heavy as general secure computation and contains many interesting ideasthat can be attractive to students. When teaching a general introduction to(computational) secure computation, it is certainly possible to base much ofthe course on this book. However, in such a case we would also teach theGMW construction. A full treatment of this appears in [35, Chapter 7].
 Comments and errata. We will be more than happy to receive any(positive or negative) feedback that you have on this book, as well asany errors that you may find. Please email us your comments and erratato [email protected]. A list of known errata will be maintained athttp://www.cs.biu.ac.il/∼lindell/efficient-protocols.html.Acknowledgements. First and foremost, we would like to thank IvanDamgard for generously providing us with the text that formed the basisof Chapter 6 on Σ protocols. In addition, we would like to thank Oded Gol-dreich, Jonathan Katz and Eran Omri for providing us with constructiveadvice and comments on this book.
 Carmit Hazay: First, I would like to thank my co-author Yehuda Lindellwho was also my Ph.D. advisor. Yehuda introduced me to the area of securecomputation and has greatly contributed to my academic career. He is acontinuing source of inspiration and assistance, and I am grateful to him foran amazing journey which led to this book.
 ix
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Part I
 Introduction and Definitions
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In the first two chapters of this book we provide a general introductionto the field of secure computation, as well as rigorous definitions for securetwo-party computation in multiple models. Specifically, we consider securityin the presence of semi-honest and malicious adversaries, as well as introducethe notion of covert adversaries and security that is not based on the fullsimulation ideal/real-model paradigm.
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Chapter 1
 Introduction
 The focus of this book is on constructing efficient secure protocols for the two-party setting. In this introduction, we begin with a general high-level survey ofsecure multiparty computation. This places the topic of this book in its largercontext. Following this, we describe the basic results and techniques relatedto efficiency in secure computation. Finally, we conclude with a roadmap tothe book.
 1.1 Secure Multiparty Computation – Background
 Distributed computing considers the scenario where a number of distinct, yetconnected, computing devices (or parties) wish to carry out a joint compu-tation of some function. For example, these devices may be servers that holda distributed database system, and the function to be computed may be adatabase update of some kind. The aim of secure multiparty computation isto enable parties to carry out such distributed computing tasks in a securemanner. Whereas distributed computing classically deals with questions ofcomputing under the threat of machine crashes and other inadvertent faults,secure multiparty computation is concerned with the possibility of deliber-ately malicious behavior by some adversarial entity. That is, it is assumedthat a protocol execution may come under “attack” by an external entity, oreven by a subset of the participating parties. The aim of this attack may be tolearn private information or cause the result of the computation to be incor-rect. Thus, two important requirements on any secure computation protocolare privacy and correctness. The privacy requirement states that nothingshould be learned beyond what is absolutely necessary; more exactly, par-ties should learn their output and nothing else. The correctness requirementstates that each party should receive its correct output. Therefore, the ad-versary must not be able to cause the result of the computation to deviatefrom the function that the parties had set out to compute.
 3C. Hazay, Y. Lindell, Efficient Secure Two-Party Protocols, Information Security and Cryptography, DOI 10.1007/978-3-642-14303-8_1, © Springer-Verlag Berlin Heidelberg 2010
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4 1 Introduction
 The setting of secure multiparty computation encompasses tasks as simpleas coin-tossing and broadcast, and as complex as electronic voting, electronicauctions, electronic cash schemes, contract signing, anonymous transactions,and private information retrieval schemes. Consider for a moment the tasks ofvoting and auctions. The privacy requirement for an election protocol ensuresthat no coalition of parties learns anything about the individual votes ofother parties, and the correctness requirement ensures that no coalition ofparties can influence the outcome of the election beyond just voting for theirpreferred candidate. Likewise, in an auction protocol, the privacy requirementensures that only the winning bid is revealed (this may be desired), and thecorrectness requirement ensures that the highest bidder is indeed the partyto win (and so the auctioneer, or any other party, cannot bias the outcome).
 Due to its generality, the setting of secure multiparty computation canmodel almost every, if not every, cryptographic problem (including the classictasks of encryption and authentication). Therefore, questions of feasibilityand infeasibility for secure multiparty computation are fundamental to thetheory and practice of cryptography.
 Security in multiparty computation. As we have mentioned above, themodel that we consider is one where an adversarial entity controls some sub-set of the parties and wishes to attack the protocol execution. The partiesunder the control of the adversary are called corrupted, and follow the adver-sary’s instructions. Secure protocols should withstand any adversarial attack(where the exact power of the adversary will be discussed later). In orderto formally claim and prove that a protocol is secure, a precise definition ofsecurity for multiparty computation is required. A number of different def-initions have been proposed and these definitions aim to ensure a numberof important security properties that are general enough to capture most (ifnot all) multiparty computation tasks. We now describe the most central ofthese properties:
 • Privacy: No party should learn anything more than its prescribed output.In particular, the only information that should be learned about otherparties’ inputs is what can be derived from the output itself. For example,in an auction where the only bid revealed is that of the highest bidder,it is clearly possible to conclude that all other bids were lower than thewinning bid. However, this should be the only information revealed aboutthe losing bids.
 • Correctness: Each party is guaranteed that the output that it receives iscorrect. To continue with the example of an auction, this implies that theparty with the highest bid is guaranteed to win, and no party includingthe auctioneer can influence this.
 • Independence of Inputs: Corrupted parties must choose their inputs inde-pendently of the honest parties’ inputs. This property is crucial in a sealedauction, where bids are kept secret and parties must fix their bids inde-pendently of others. We note that independence of inputs is not implied
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 by privacy. For example, it may be possible to generate a higher bid with-out knowing the value of the original one. Such an attack can actually becarried out on some encryption schemes (i.e., given an encryption of $100,it is possible to generate a valid encryption of $101, without knowing theoriginal encrypted value).
 • Guaranteed Output Delivery: Corrupted parties should not be able to pre-vent honest parties from receiving their output. In other words, the ad-versary should not be able to disrupt the computation by carrying out a“denial of service” attack.
 • Fairness: Corrupted parties should receive their outputs if and only if thehonest parties also receive their outputs. The scenario where a corruptedparty obtains output and an honest party does not should not be allowedto occur. This property can be crucial, for example, in the case of contractsigning. Specifically, it would be very problematic if the corrupted partyreceived the signed contract and the honest party did not.
 We stress that the above list does not constitute a definition of security, butrather a set of requirements that should hold for any secure protocol. Indeed,one possible approach to defining security is to just generate a list of separaterequirements (as above) and then say that a protocol is secure if all of theserequirements are fulfilled. However, this approach is not satisfactory for thefollowing reasons. First, it may be possible that an important requirement wasmissed. This is especially true because different applications have differentrequirements, and we would like a definition that is general enough to captureall applications. Second, the definition should be simple enough so that itis trivial to see that all possible adversarial attacks are prevented by theproposed definition.
 The standard definition today (cf. [11] following [37, 5, 59]) therefore for-malizes security in the following general way. As a mental experiment, con-sider an “ideal world” in which an external trusted (and incorruptible) partyis willing to help the parties carry out their computation. In such a world,the parties can simply send their inputs over perfectly private channels tothe trusted party, which then computes the desired function and passes eachparty its prescribed output. Since the only action carried out by a party isthat of sending its input to the trusted party, the only freedom given to theadversary is in choosing the corrupted parties’ inputs. Notice that all of theabove-described security properties (and more) hold in this ideal computa-tion. For example, privacy holds because the only message ever received bya party is its output (and so it cannot learn any more than this). Likewise,correctness holds since the trusted party cannot be corrupted and so willalways compute the function correctly.
 Of course, in the “real world”, there is no external party that can be trustedby all parties. Rather, the parties run some protocol amongst themselveswithout any help. Despite this, a secure protocol should emulate the so-called “ideal world”. That is, a real protocol that is run by the parties (ina world where no trusted party exists) is said to be secure if no adversary

Page 21
                        

6 1 Introduction
 can do more harm in a real execution than in an execution that takes placein the ideal world. This can be formulated by saying that for any adversarycarrying out a successful attack in the real world, there exists an adversarythat successfully carries out the same attack in the ideal world. However,successful adversarial attacks cannot be carried out in the ideal world. Wetherefore conclude that all adversarial attacks on protocol executions in thereal world must also fail.
 More formally, the security of a protocol is established by comparing theoutputs of the adversary and honest parties in a real protocol execution totheir outputs in an ideal computation. That is, for any adversary attackinga real protocol execution, there exists an adversary attacking an ideal ex-ecution (with a trusted party) such that the input/output distributions ofthe adversary and the participating parties in the real and ideal executionsare essentially the same. Thus a real protocol execution “emulates” the idealworld. This formulation of security is called the ideal/real simulation paradigm.In order to motivate the usefulness of this definition, we describe why all theproperties described above are implied. Privacy follows from the fact thatthe adversary’s output is the same in the real and ideal executions. Since theadversary learns nothing beyond the corrupted party’s outputs in an idealexecution, the same must be true for a real execution. Correctness followsfrom the fact that the honest parties’ outputs are the same in the real andideal executions, and from the fact that in an ideal execution, the honest par-ties all receive correct outputs as computed by the trusted party. Regardingindependence of inputs, notice that in an ideal execution, all inputs are sentto the trusted party before any output is received. Therefore, the corruptedparties know nothing of the honest parties’ inputs at the time that they sendtheir inputs. In other words, the corrupted parties’ inputs are chosen indepen-dently of the honest parties’ inputs, as required. Finally, guaranteed outputdelivery and fairness hold in the ideal world because the trusted party alwaysreturns all outputs. The fact that it also holds in the real world again followsfrom the fact that the honest parties’ outputs are the same in the real andideal executions.
 We remark that the above informal definition is actually “overly ideal” andneeds to be relaxed in settings where the adversary controls half or more of theparticipating parties (that is, in the case where there is no honest majority).When this number of parties is corrupted, it is known that it is impossible toobtain general protocols for secure multiparty computation that guaranteeoutput delivery and fairness. In particular, it is impossible for two parties totoss an unbiased coin when one may be corrupt [17]. Therefore, the definitionis relaxed and the adversary is allowed to abort the computation (i.e., causeit to halt before termination), meaning that “guaranteed output delivery” isnot fulfilled. Furthermore, the adversary can cause this abort to take placeafter it has already obtained its output, but before all the honest partiesreceive their outputs. Thus “fairness” is not achieved. Loosely speaking, therelaxed definition is obtained by modifying the ideal execution and giving
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 the adversary the additional capability of instructing the trusted party tonot send outputs to some of the honest parties. Otherwise, the definitionremains identical and thus all the other properties are still preserved.
 Recently it has been shown that in the case of no honest majority, somenon-trivial functions can be securely computed with complete fairness [39].Despite this, we will forgo any attempt at achieving fairness because (a)general constructions cannot achieve fairness due to [17], and (b) we focus onefficient protocols and all currently known techniques for achieving fairnessfor non-trivial functions are inherently inefficient.
 We note that there are works that aim to provide intermediate notionsof fairness [77, 29, 6, 37, 40]. However, we limit our reference to the casesthat either (complete) fairness and output delivery are guaranteed, or neitherfairness (of any type) nor output delivery are guaranteed.
 Adversarial power. The above informal definition of security omits onevery important issue: the power of the adversary that attacks a protocolexecution. As we have mentioned, the adversary controls a subset of theparticipating parties in the protocol. However, we have not described thecorruption strategy (i.e., when or how parties come under the “control” ofthe adversary), the allowed adversarial behavior (i.e., does the adversary justpassively gather information or can it instruct the corrupted parties to actmaliciously), and what complexity the adversary is assumed to have (i.e., is itpolynomial time or computationally unbounded). We now describe the maintypes of adversaries that have been considered:
 1. Corruption strategy: The corruption strategy deals with the questionof when and how parties are corrupted. There are two main models:
 a. Static corruption model: In this model, the adversary is given a fixed setof parties whom it controls. Honest parties remain honest throughoutand corrupted parties remain corrupted.
 b. Adaptive corruption model: Rather than having a fixed set of corruptedparties, adaptive adversaries are given the capability of corrupting par-ties during the computation. The choice of whom to corrupt, and when,can be arbitrarily decided by the adversary and may depend on what ishas seen throughout the execution (for this reason it is called adaptive).This strategy models the threat of an external “hacker” breaking into amachine during an execution. We note that in this model, once a partyis corrupted, it remains corrupted from that point on.
 An additional model, called the proactive model [67, 13], considers thepossibility that parties are corrupted for a certain period of time only.Thus, honest parties may become corrupted throughout the computation(as in the adaptive adversarial model), but corrupted parties may alsobecome honest.
 2. Allowed adversarial behavior: Another parameter that must be de-fined relates to the actions that corrupted parties are allowed to take.Once again, there are two main types of adversaries:
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 a. Semi-honest adversaries: In the semi-honest adversarial model, even cor-rupted parties correctly follow the protocol specification. However, theadversary obtains the internal state of all the corrupted parties (includ-ing the transcript of all the messages received), and attempts to usethis to learn information that should remain private. This is a ratherweak adversarial model. However, it does model inadvertent leakage ofinformation by honest parties and thus is useful in some cases (e.g.,where the parties essentially trust each other but want to ensure thatnothing beyond the output is leaked). This model may also be of usein settings where the use of the “correct” software running the cor-rect protocol can be enforced. Semi-honest adversaries are also called“honest-but-curious” and “passive”.
 b. Malicious adversaries: In this adversarial model, the corrupted partiescan arbitrarily deviate from the protocol specification, according to theadversary’s instructions. In general, providing security in the presenceof malicious adversaries is preferred, as it ensures that no adversarialattack can succeed. However, protocols that achieve this level of securityare typically much less efficient. Malicious adversaries are also called“active”.
 These are the classic adversarial models. However, in some cases, an inter-mediate adversary model may be required. This is due to the fact that thesemi-honest adversary modeling is often too weak, whereas our protocolsthat achieve security in the presence of malicious adversary may be far tooinefficient. An intermediate adversary model is that of covert adversaries.Loosely speaking, such an adversary may behave maliciously. However, itis guaranteed that if it does so, then it will be caught cheating by thehonest parties with some given probability.
 3. Complexity: Finally, we consider the assumed computational complexityof the adversary. As above, there are two categories here:
 a. Polynomial time: The adversary is allowed to run in (probabilistic) poly-nomial time (and sometimes, expected polynomial time). The specificcomputational model used differs, depending on whether the adversaryis uniform (in which case, it is a probabilistic polynomial-time Turingmachine) or non-uniform (in which case, it is modeled by a polynomial-size family of circuits).
 b. Computationally unbounded: In this model, the adversary has no com-putational limits whatsoever.
 The above distinction regarding the complexity of the adversary yields twovery different models for secure computation: the information-theoreticmodel [9, 15] and the computational model [77, 35]. In the information-theoretic setting, the adversary is not bound to any complexity class (andin particular, is not assumed to run in polynomial time). Therefore, resultsin this model hold unconditionally and do not rely on any complexity or
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 cryptographic assumptions. The only assumption used is that parties areconnected via ideally private channels (i.e., it is assumed that the adver-sary cannot eavesdrop on or interfere with the communication betweenhonest parties).
 In contrast, in the computational setting the adversary is assumed to bepolynomial time. Results in this model typically assume cryptographic as-sumptions like the existence of trapdoor permutations. We note that it isnot necessary here to assume that the parties have access to ideally privatechannels, because such channels can be implemented using public-key en-cryption. However, it is assumed that the communication channels betweenparties are authenticated; that is, if two honest parties communicate, thenthe adversary can eavesdrop but cannot modify any message that is sent.Such authentication can be achieved using digital signatures [38] and apublic-key infrastructure.
 It is only possible to achieve information-theoretic security in the case ofan honest majority [9]. Thus, it is not relevant to the case of two-partycomputation, which is the focus of this book. We will therefore considerthe computational setting only.
 We remark that all possible combinations of the above types of adversarieshave been considered in the literature.
 Stand-alone computation versus composition. All of the above re-lates to the stand-alone model, where only a single protocol execution takesplace (or many take place but only one is “under attack”). A far more re-alistic model is that of concurrent general composition where many secure(and possibly insecure) protocols are executed together [12]. This is a strictlyharder problem to solve [14] and has been the focus of much work in the pastdecade. See [54] for a study of this topic.
 Feasibility of secure multiparty computation. The above-describeddefinition of security seems to be very restrictive in that no adversarial suc-cess is tolerated, irrespective of its strategy. Thus, one may wonder whetherit is even possible to obtain secure protocols under this definition, and ifyes, for which distributed computing tasks. Perhaps surprisingly, powerfulfeasibility results have been established, demonstrating that in fact, any dis-tributed computing task can be securely computed. We now briefly state themost central of these results for the case of malicious adversaries and staticcorruptions in the stand-alone model. Let m denote the number of partici-pating parties and let t denote a bound on the number of parties that maybe corrupted:
 1. For t < m/3 (i.e., when less than a third of the parties can be cor-rupted), secure multiparty protocols with guaranteed output delivery canbe achieved for any function in a point-to-point network, without anysetup assumptions. This can be achieved both in the computational set-
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 ting [35] (assuming the existence of trapdoor permutations) and in theinformation-theoretic (private channel) setting [9, 15].
 2. For t < m/2 (i.e., in the case of a guaranteed honest majority), securemultiparty protocols with fairness and guaranteed output delivery canbe achieved for any function assuming that the parties have access to abroadcast channel. This can be achieved in the computational setting [35](under the same assumptions as above), and in the information-theoreticsetting [73, 4].
 3. For t ≥ m/2 (i.e., when the number of corrupted parties is not limited), se-cure multiparty protocols (without fairness or guaranteed output delivery)can be achieved for any function assuming that the parties have access toa broadcast channel and in addition assuming the existence of enhancedtrapdoor permutations [77, 35, 32]. These feasibility results hold only inthe computational setting; analogous results for the information-theoreticsetting cannot be obtained when t ≥ m/2 [9].
 In summary, secure multiparty protocols exist for any distributed computingtask. In the computational model, this holds for all possible numbers of cor-rupted parties, with the qualification that when no honest majority exists,then fairness and guaranteed output delivery are not obtained. We note thatthe above results all hold with respect to malicious, static adversaries in thestand-alone model.
 This book – two-parties, static adversaries and the stand-alonemodel. As we have mentioned, adaptive corruption captures a real-worldthreat and as such protocols that are secure in the presence of such adver-saries provide a strong security guarantee. In addition, the stand-alone modelof computation is not the realistic model in which protocols are executedtoday. Nevertheless, the problem of constructing highly efficient two-partyprotocols that are secure in the presence of static adversaries in the stand-alone model serves as an important stepping stone for constructing protocolsin more complex settings. As we will see, it is already difficult to constructefficient protocols for static adversaries in the stand-alone model, and westrongly believe that a broad understanding of the problems that arise inmore restricted settings is needed before progressing to more complex set-tings. Our experience also shows us that the techniques developed for solvingthe problems of secure computation in the stand-alone model with staticadversaries are often useful also in the more complex setting of concurrentcomposition (with static or adaptive adversaries). For these reasons, we havechosen to focus solely on the stand-alone model and static adversaries in thisbook.
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 1.2 The GMW Protocol for Secure Computation
 As we have mentioned above, it has been shown that any probabilisticpolynomial-time two-party functionality can be securely computed in thepresence of malicious adversaries (without fairness or guaranteed output de-livery), assuming the existence of enhanced trapdoor permutations [35, 32].This powerful feasibility result – known as the GMW construction – is ob-tained in two stages. First, it is shown how to securely compute any function-ality in the presence of semi-honest adversaries. Then, a protocol compileris presented that takes any protocol that is secure in the presence of semi-honest adversaries and outputs a protocol that is secure in the presence ofmalicious adversaries.
 Security for semi-honest adversaries. A secure protocol is constructedbased on a Boolean circuit that computes the functionality in question. Thebasic idea behind the construction is for the parties to iteratively computethe gates in the circuit in an “oblivious manner”. This is achieved by havingthe parties first share their input bits; that is, for every input wire to thecircuit, the parties hold random bits α and β so that α⊕ β equals the actualinput bit associated with that wire. Then, for every (AND/OR/NOT) gate,the parties run a mini-protocol to compute random shares of the output ofthe gate, based on their given random shares of the inputs to the gate. Atthe end of the protocol, the parties hold random shares of the output wireswhich they can send to each other in order to reconstruct the actual output.The security of the protocol is derived from the fact that each party sees onlyrandom values (shares) throughout the protocol. Therefore, it learns nothingbeyond the output, as required.
 Compilation to security for malicious adversaries. The basic idea thatstands behind the GMW construction is to have the parties run a suitableprotocol that is secure in the presence of semi-honest adversaries, while forc-ing the potentially malicious participants to behave in a semi-honest manner.The GMW compiler therefore takes for input a protocol that is secure againstsemi-honest adversaries; from here on we refer to this as the “basic proto-col”. Recall that this protocol is secure in the case where each party followsthe protocol specification exactly, using its input and uniformly chosen ran-dom tape. We must therefore force a malicious adversary to behave in thisway. First and foremost, this involves forcing the parties to follow the pre-scribed protocol. However, this only makes sense relative to a given inputand random tape. Furthermore, a malicious party must be forced into usinga uniformly chosen random tape. This is because the security of the basicprotocol may depend on the fact that the party has no freedom in setting itsown randomness.1
 1 A good example of this is the semi-honest 1-out-of-2 oblivious transfer protocol of [25].The oblivious transfer functionality is defined by ((x0, x1), σ) 7→ (λ, xσ). In the protocol
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 In light of the above discussion, the GMW protocol compiler begins byhaving each party commit to its input. Next, the parties run a coin-tossingprotocol in order to fix their random tapes (clearly, this protocol must be se-cure against malicious adversaries). A regular coin-tossing protocol in whichboth parties receive the same uniformly distributed string is not sufficienthere. This is because the parties’ random tapes must remain secret. This issolved by augmenting the coin-tossing protocol so that one party receives auniformly distributed string (to be used as its random tape) and the otherparty receives a commitment to that string. Now, following these two steps,each party holds its own uniformly distributed random tape and a commit-ment to the other party’s input and random tape. Therefore, each party canbe “forced” into working consistently with the committed input and randomtape.
 We now describe how this behavior is enforced. A protocol specification isa deterministic function of a party’s view consisting of its input, random tapeand messages received so far. As we have seen, each party holds a commitmentto the input and random tape of the other party. Furthermore, the messagessent so far are public. Therefore, the assertion that a new message is computedaccording to the protocol is of the NP type (and the party sending themessage knows an adequateNP-witness to it). Thus, the parties can use zero-knowledge proofs to show that their steps are indeed according to the protocolspecification. As the proofs used are zero-knowledge, they reveal nothing.Furthermore, due to the soundness of the proofs, even a malicious adversarycannot deviate from the protocol specification without being detected. Wethus obtain a reduction of the security in the malicious case to the givensecurity of the basic protocol against semi-honest adversaries.
 Efficiency and the GMW construction. The complexity of the GMWprotocol for semi-honest adversaries is related to the size of the circuit neededto compute the functionality. Specifically, the parties need to run an oblivioustransfer (involving asymmetric computations) for every circuit of the gate.Although this results in a significant computational overhead, it is reasonablefor functionalities with circuits that are not too large. We remark that Yao’sprotocol for secure two-party computation is typically more efficient than theGMW construction. This is due to the fact that only symmetric operationsare needed for computing every gate of the circuit, and oblivious transfersare only used for the input bits. This means that Yao’s protocol scales better
 of [25], the receiver gives the sender two images of an enhanced trapdoor permutation,
 where the receiver knows only one of the preimages. The protocol works so that the receiver
 obtains xi if it knows the ith preimage (and otherwise it learns nothing of the value ofxi). Thus, were the receiver to know both preimages, it would learn both x0 and x1, in
 contradiction to the security of the protocol. Now, if the receiver can “alter” its random
 tape, then it can influence the choice of the images of the permutation so that it knowsboth preimages. Thus, the fact that the receiver uses a truly random tape is crucial to the
 security.
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 to large circuits than GMW. In Chapter 3 we present Yao’s protocol forsemi-honest adversaries in detail.
 As we have mentioned, the cost of achieving security in the presence ofsemi-honest adversaries is not insignificant. However, it is orders of magni-tude less than the cost of achieving security in the presence of maliciousadversaries. This is due to the fact that general zero-knowledge protocols forNP require a Karp reduction from a complex computational statement to alanguage like 3-colorability or Hamiltonicity. Thus, even when the underlyingprotocol for semi-honest adversaries is highly efficient, the compiled protocolfor malicious adversaries is typically not. We conclude that the GMW con-struction, and in particular the compilation of GMW from security in thepresence of semi-honest adversaries to security in the presence of maliciousadversaries, is to be viewed as a fundamental feasibility result, and not as amethodology for obtaining protocols in practice.2
 Despite what we have stated above, the GMW compilation paradigm hashad considerable influence over the construction of efficient protocols. Indeed,one way to efficiently achieve security in the presence of malicious adversariesis to design a protocol that is secure in the presence of semi-honest adver-saries (or a different notion that is weaker than security in the presence ofmalicious adversaries) in a particular way so that one can efficiently prove“correct behavior” in zero-knowledge. One example of a protocol that usesthis paradigm can be found in Section 7.4.
 In conclusion, the GMW construction proves that any efficient function-ality can be securely computed, even in the presence of a powerful maliciousadversary. The next step, given this feasibility result, is to construct moreefficient protocols for this task with the final aim of obtaining protocols thatcan be used in practice. This research goal is the focus of this book.
 1.3 A Roadmap to the Book
 This book is divided into three distinct parts. We now describe in detail thecontents of each part and the chapters therein.
 1.3.1 Part I – Introduction and Definitions
 In this chapter, we have provided a brief overview of the basic notions, con-cepts and results of secure computation. The aim of this overview is to place
 2 We stress that this should in no way be interpreted as a criticism of GMW; the GMW
 construction is a beautiful proof of the feasibility of achieving secure computation and is
 one of most fundamental results of theoretical cryptography.
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 the material covered in this book in its general context. In Chapter 2 wepresent a number of different definitions of secure two-party computation.We begin by presenting the classic definitions of security in the presence ofsemi-honest and malicious adversaries. As we have discussed above, on theone hand, the security guarantee provided when considering semi-honest ad-versaries is often insufficient. On the other hand, although protocols that aresecure in the presence of malicious adversaries provide a very strong securityguarantee, they are often highly inefficient. This motivates the search for al-ternative definitions that provide satisfactory security guarantees, and thatare more amenable to constructing highly efficient protocols. We considerthree such relaxations:
 1. Covert adversaries (Section 2.4): Physical security in the real world isachieved via deterrence. It is well known that an expert thief can breakinto almost anybody’s house and can steal most cars. If this is the case,then why aren’t there more expert thieves and why are most of our housesand cars safe? The answer to this is simply deterrence: most people do notwant to go to jail and so choose professions that are within the law. (Ofcourse, there are also many people who do not steal because it is immoral,but this is not relevant to our discussion here.) The notion of security inthe presence of covert adversaries utilizes the concept of deterrence in se-cure computation. Specifically, a protocol that achieves security under thisnotion does not provide a foolproof guarantee that an adversary cannotcheat. Rather, it guarantees that if an adversary does attempt to cheat,then the honest parties will detect this with some given probability (say0.5 or 0.9). Now, if such a protocol is run in a context where cheating canbe penalized, then this level of security can suffice. For example, if a secureprotocol is used by a consortium of cellphone companies who wish to carryout a statistical analysis of the usage behaviors of cellphone users, then acheating company (who tries to steal customer data from its competitors)will be penalized by removing them from the consortium.
 We remark that security in the presence of malicious adversaries is theanalogue of an armed security guard outside your house 24 hours a day. Itis much safer to protect your house in this way. However, the costs involvedare often not worth the gain.
 2. Non-simulation based definitions (Section 2.6): The definitions of securityfor semi-honest, malicious and covert adversaries all follow the ideal/real-model simulation-based paradigm. We consider two relaxations that donot follow this paradigm.
 a. Privacy only (Section 2.6.1): As we have discussed, the simulation-based method of defining security (via the ideal/real-model paradigm)guarantees privacy, correctness, independence of inputs and more. How-ever, in some cases, it may suffice to guarantee privacy without the otherproperties. For example, if a user wishes to search a database so thather search queries are kept private, then privacy alone may suffice.
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 b. One-sided simulation (Section 2.6.2): In many cases, it is very difficultto formalize a definition of security that guarantees privacy only. Thisis due to the fact that when a party receives output it learns somethingand we must try to state that it should learn nothing more. However,the output depends on the parties’ inputs and if these are not explicitthen it is unclear what the output should be. In contrast, it is very easyto define privacy when nothing should be learned; in such a case, privacycan be formalized via indistinguishability in the same way as encryption.The notion of one-sided simulation helps to define security for protocolproblems in which only one party is supposed to receive output. In sucha case, we require simulation (via the ideal/real-model paradigm) forthe party that receives input, and privacy only (via indistinguishability)for the party that does not receive output. Observe that correctnessand independence of inputs are not guaranteed when the party whodoes not receive output is corrupted. However, as in the example forprivacy only above, this is sometimes sufficient. The advantage of “one-sided simulation” over “privacy only” is that a general definition canbe given for any functionality in which only one party receives output.
 We stress that the “right definition” depends very much on the applicationbeing considered. In some cases, it is crucial that security in the presence ofmalicious adversaries be achieved; take for example computation over highlyconfidential data that can cause significant damage if revealed. However, inmany other cases, weaker notions of security can suffice, especially if thealternative is to not use a secure protocol at all (e.g., as may be the caseif the best protocols known for a task that provide security for maliciousadversaries are not efficient enough for use).
 In addition to presenting the above definitions of security, Chapter 2 con-tains the following additional material. In Section 2.3.3 we discuss the sur-prising fact that due to a quirk in the definitions, security in the presence ofmalicious adversaries does not always imply security in the presence of semi-honest adversaries. In Section 2.5 we show that in many cases it suffices toconsider restricted types of functionalities, enabling a simpler presentation.Finally, in Section 2.7 we state modular sequential composition theorems thatare very useful when proving the security of protocols.
 1.3.2 Part II – General Constructions
 A general construction is a protocol that can be used for securely computingany functionality. These constructions are typically based on a circuit forcomputing the functionality, and as such do not utilize any special propertiesof the functionality being computed. Thus, they cannot be used for complexcomputations applied to very large inputs. Despite this, it is important to
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 study these constructions for the following reasons. First, many useful tech-niques and methodologies can be learned from them. Second, in many cases,a larger protocol uses a smaller subprotocol that is obtained via a generalconstruction (an example of this is given in Chapter 8). Finally, as the effi-ciency of general constructions improves, we are able to use them for moreand more real problems [22, 71].
 Semi-honest adversaries. In Chapter 3 we present Yao’s protocol forachieving secure two-party computation in the presence of semi-honest ad-versaries [77]. This protocol works by having one party prepare an encryptedor garbled version of the circuit that can be decrypted to yield only one value,the output of the computation. When the circuit being computed is not toolarge, this protocol is very efficient. Specifically, the parties need O(1) asym-metric computations per input bit, and O(1) symmetric computations pergate of the circuit. In practice, symmetric computations are far more efficientthan asymmetric computations. Thus, a circuit with hundreds of thousandsof gates can be easily computed.
 Malicious adversaries. In Chapter 4 we present a protocol that achievessecurity in the presence of malicious adversaries [55]. This protocol is basedon Yao’s protocol for the semi-honest case, and includes significant machineryfor preventing the parties from cheating. The basic technique for achievingthis is called cut-and-choose. Specifically, one of the main problems thatarises when running Yao’s protocol with malicious adversaries is that theparty who constructs the garbled circuit can construct it incorrectly (sinceit is encrypted, this cannot be detected). In order to prevent such behavior,we have the party construct many copies of the circuit and then ask it toopen half of them. In this way, we can be sure that most of the remainingunopened circuits are correct. It turns out that this intuitive idea is veryhard to implement correctly, and many new problems arise when computingwith many circuits. As a result, the construction is much less efficient thanin the semi-honest case. However, it can still be run on circuits with tens ofthousands of gates, as will be discussed below.
 Covert adversaries. In Chapter 5 we present a protocol that is basedon the same idea as that in Chapter 4 but provides security only in thepresence of covert adversaries. The main idea is that in the context of covertadversaries it suffices to use cut-and-choose on many fewer circuits, and itsuffices to compute only one circuit at the end. This results in a protocolthat is much more efficient than that required to achieve security in thepresence of malicious adversaries. Roughly speaking, when the adversary isguaranteed to be caught with probability ϵ if it attempts to cheat, the costof the protocol is about O(1/ϵ) times the cost of Yao’s semi-honest protocol.Thus, for ϵ = 1/2 it is possible to compute circuits that contain hundreds ofthousands of gates, as in the semi-honest case.
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 Implementations of general protocols. Recent interest in the field ofefficient protocols has led to implementations that are useful for understand-ing the real efficiency behavior of the above protocols. One work which isof relevance here is an implementation of a protocol for securely computingthe AES function [71]. That is, one party holds a secret 128-bit symmetrickey k for the AES function and the other party holds a 128-bit input x.The computation is such that the first party learns nothing about x, whilethe second party learns AESk(x) and nothing else. Such a functionality hasmany applications, as we will see in Chapter 9. In [71], the exact protocols ofChapters 3, 4 and 5 were implemented for a circuit computing AES which hasapproximately 33,000 gates. The protocols were implemented using a numberof different optimizations. The best optimizations yielded running times ofseven seconds for the semi-honest protocol, 95 seconds for the covert protocoland 1,148 seconds for the malicious protocol. Although these running timesare not fast enough for real-time applications, they demonstrate that it isfeasible to carry out such computations on circuits that are large (tens ofthousands of gates). We expect that further efficiency improvements will notbe long coming, and believe that these times will be significantly reduced inthe not too distant future (especially for the malicious case).
 1.3.3 Part III – Specific Constructions
 As we have mentioned, the drawback of considering general constructions isthat it is not possible to utilize special properties of the functionality beingcomputed. In the final part of the book, we present protocols for specificproblems of interest. This part is also divided into two subparts. First, inChapters 6 and 7 we present some basic tools that are very useful for designingefficient protocols. Then, in Chapters 8 and 9 we study two specific problemsas a demonstration of how higher-level protocols can be constructed.
 Sigma protocols and efficient zero-knowledge. In Chapter 6 we showhow highly efficient zero-knowledge protocols can be constructed. As wehave discussed, security in the presence of malicious adversaries is typicallyachieved by forcing the parties to behave honestly. The immediate way to dothis is to force the parties to prove in zero-knowledge that they are followingthe protocol specification. Needless to say, a straightforward implementationof this idea is very inefficient. For this reason, many try to stay clear of explicitzero-knowledge proofs for enforcing honest behavior. However, in many casesit is possible to construct a protocol for which the zero-knowledge proof thatis needed is highly efficient. Many of these efficient zero-knowledge protocolsare constructed from a simpler primitive called a Σ-protocol. In Chapter 6we study Σ-protocols in depth and, among other things, present highly effi-cient generic transformations from Σ-protocols to zero-knowledge proofs ofmembership and zero-knowledge proofs of knowledge. These transformations
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 are very useful because it is far easier to construct a protocol and provethat it is a Σ-protocol than to construct a protocol and prove that it is azero-knowledge proof of knowledge.
 Oblivious transfer and applications. In Chapter 7 we construct obliv-ious transfer protocols that are secure under the definitions of privacy only,one-sided simulation, and full simulation-based security in the presence ofmalicious adversaries. The protocols that are presented progress in a naturalway from privacy only through one-sided simulation to full security. The fi-nal protocols obtained have only a constant number of exponentiations andas such are very efficient. In addition, we present optimizations for the casewhere many oblivious transfers need to be run, which is the case in manysecure protocols using oblivious transfer. We then conclude with protocols forpseudorandom function evaluation, which is a primitive that also has manyapplications.
 The kth-ranked element and search problems. In Chapters 8 and 9we show how to securely compute the kth-ranked element of two lists (with aspecial case being the median) and how to search databases and documentsin a secure manner. Admittedly, the choice of these two problems is arbitraryand is based on our personal preferences. Nevertheless, we believe that theyare interesting examples of how specific properties of the functionality inquestion can be used to solve the problem with high efficiency.
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Chapter 2
 Definitions
 In this chapter we present a number of definitions of security for secure com-putation. Specifically, in Sections 2.2 to 2.4 we present definitions of securityfor semi-honest, malicious and covert adversaries; all these definitions arebased on the ideal/real-model paradigm for formulating security. We beginwith the classic definitions of security in the presence of semi-honest andmalicious adversaries, and then proceed to the more recent notion of secu-rity in the presence of covert adversaries. In Section 2.5, we show that itoften suffices to consider restricted types of functionalities, which enables usto simplify the presentation of the general protocols in Chapters 3 to 5. InSection 2.6 we consider two relaxations of these definitions, for the case ofmalicious adversaries. Finally, in Section 2.7 we conclude with the issue ofsequential composition of secure protocols. We stress that since the focus ofthis book is secure two-party computation, all of the definitions are presentedfor the case of two parties only.
 2.1 Preliminaries
 We begin by introducing notation and briefly reviewing some basic notions;see [30] for more details. A function µ(·) is negligible in n, or just negligi-ble, if for every positive polynomial p(·) and all sufficiently large ns it holdsthat µ(n) < 1/p(n). A probability ensemble X = {X(a, n)}a∈{0,1}∗;n∈N isan infinite sequence of random variables indexed by a and n ∈ N. (Thevalue a will represent the parties’ inputs and n will represent the secu-rity parameter.) Two distribution ensembles X = {X(a, n)}a∈{0,1}∗;n∈N andY = {Y (a, n)}a∈{0,1}∗;n∈N are said to be computationally indistinguishable,
 denoted by Xc≡ Y , if for every non-uniform polynomial-time algorithm D
 there exists a negligible function µ(·) such that for every a ∈ {0, 1}∗ andevery n ∈ N,
 |Pr[D(X(a, n)) = 1]− Pr[D(Y (a, n)) = 1]| ≤ µ(n).
 19C. Hazay, Y. Lindell, Efficient Secure Two-Party Protocols, Information Security and Cryptography, DOI 10.1007/978-3-642-14303-8_2, © Springer-Verlag Berlin Heidelberg 2010
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 All parties are assumed to run in time that is polynomial in the securityparameter. (Formally, each party has a security parameter tape upon whichthat value 1n is written. Then the party is polynomial in the input on thistape. We note that this means that a party may not even be able to readits entire input, as would occur in the case where its input is longer than itsoverall running time.) We sometimes use ppt as shorthand for probabilisticpolynomial time.
 For a set X, we denote by x ←R X the process of choosing an element xof X under the uniform distribution.
 2.2 Security in the Presence of Semi-honest Adversaries
 The model that we consider here is that of two-party computation in thepresence of static semi-honest adversaries. Such an adversary controls one ofthe parties (statically, and so at the onset of the computation) and follows theprotocol specification exactly. However, it may try to learn more informationthan allowed by looking at the transcript of messages that it received andits internal state. Since we only consider static semi-honest adversaries here,we will sometimes omit the qualification that security is with respect to suchadversaries only. The definitions presented here are according to Goldreichin [32].
 Two-party computation. A two-party protocol problem is cast by spec-ifying a random process that maps pairs of inputs to pairs of outputs (onefor each party). We refer to such a process as a functionality and denoteit f : {0, 1}∗ × {0, 1}∗ → {0, 1}∗ × {0, 1}∗, where f = (f1, f2). That is,for every pair of inputs x, y ∈ {0, 1}n, the output-pair is a random variable(f1(x, y), f2(x, y)) ranging over pairs of strings. The first party (with input x)wishes to obtain f1(x, y) and the second party (with input y) wishes to obtainf2(x, y). We often denote such a functionality by (x, y) 7→ (f1(x, y), f2(x, y)).Thus, for example, the oblivious transfer functionality [72] is specified by((z0, z1), σ) 7→ (λ, zσ), where λ denotes the empty string. When the function-ality f is probabilistic, we sometimes use the notation f(x, y, r), where r isa uniformly chosen random tape used for computing f .
 Privacy by simulation. Intuitively, a protocol is secure if whatever can becomputed by a party participating in the protocol can be computed basedon its input and output only. This is formalized according to the simulationparadigm. Loosely speaking, we require that a party’s view in a protocolexecution be simulatable given only its input and output. This then impliesthat the parties learn nothing from the protocol execution itself, as desired.
 Definition of security. We begin with the following notation:
 • Let f = (f1, f2) be a probabilistic polynomial-time functionality and let πbe a two-party protocol for computing f .
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 • The view of the ith party (i ∈ {1, 2}) during an execution of π on(x, y) and security parameter n is denoted by viewπ
 i (x, y, n) and equals(w, ri,mi
 1, ...,mit), where w ∈ {x, y} (its value depending on the value
 of i), ri equals the contents of the ith party’s internal random tape, andmi
 j represents the jth message that it received.• The output of the ith party during an execution of π on (x, y) and security
 parameter n is denoted by outputπi (x, y, n) and can be computed from itsown view of the execution. We denote the joint output of both parties byoutputπ(x, y, n) = (outputπ1 (x, y, n), output
 π2 (x, y, n)).
 Definition 2.2.1 (security w.r.t. semi-honest behavior): Let f = (f1, f2) bea functionality. We say that π securely computes f in the presence of staticsemi-honest adversaries if there exist probabilistic polynomial-time algorithmsS1 and S2 such that
 {(S1(1n, x, f1(x, y)), f(x, y))}x,y,n
 c≡ {(viewπ1 (x, y, n), output
 π(x, y, n))}x,y,n ,
 {(S2(1n, y, f2(x, y)), f(x, y))}x,y,n
 c≡ {(viewπ2 (x, y, n), output
 π(x, y, n))}x,y,n ,
 x, y ∈ {0, 1}∗ such that |x| = |y|, and n ∈ N.
 The above states that the view of a party can be simulated by a probabilisticpolynomial-time algorithm given access to the party’s input and output only.We emphasize that the adversary here is semi-honest and therefore its viewin the execution of π is exactly as in the case where both parties followthe protocol specification. We note that it is not enough for the simulatorSi to generate a string indistinguishable from viewπ
 i (x, y). Rather, the jointdistribution of the simulator’s output and the functionality output f(x, y)must be indistinguishable from (viewπ
 i (x, y), outputπ(x, y)). This is necessary
 for probabilistic functionalities; see [11, 32] for a full discussion.
 A simpler formulation for deterministic functionalities. In the casewhere the functionality f is deterministic, a simpler definition can be used.Specifically, we do not need to consider the joint distribution of the simula-tor’s output with the protocol output. Rather we separately require correct-ness, meaning that
 {outputπ(x, y, n))}x,y∈{0,1}∗;n∈Nc≡ {f(x, y)}x,y∈{0,1}∗
 and, in addition, that there exist ppt S1 and S2 such that
 {S1(1n, x, f1(x, y))}x,y∈{0,1}∗;n∈N
 c≡ {viewπ1 (x, y, n)}x,y∈{0,1}∗;n∈N , (2.1)
 {S2(1n, y, f2(x, y))}x,y∈{0,1}∗;n∈N
 c≡ {viewπ2 (x, y, n)}x,y∈{0,1}∗;n∈N (2.2)
 The reason this suffices is that when f is deterministic, outputπ(x, y, n) mustequal f(x, y). Furthermore, the distinguisher for the ensembles can compute
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 f(x, y) by itself (because it is given x and y, the indices of the ensemble).See [32, Section 7.2.2] for more discussion.
 For simplicity of notation, we will often let n be the length of x and y. Inthis case, the simulators S1 and S2 do not need to receive 1n for input, andwe omit n from the view and output notations.
 An equivalent definition. A different definition of security for two-partycomputation in the presence of semi-honest adversaries compares the outputof a real protocol execution to the output of an ideal computation involv-ing an incorruptible trusted third party (as described in the Introduction).The trusted party receives the parties’ inputs, computes the functionalityon these inputs and returns to each its respective output. Loosely speak-ing, a protocol is secure if any real-model adversary can be converted into anideal-model adversary such that the output distributions are computationallyindistinguishable. We remark that in the case of semi-honest adversaries, thisdefinition is equivalent to the (simpler) simulation-based definition presentedhere; see [32]. This formulation of security will be used for defining securityin the presence of malicious adversaries below.
 Augmented semi-honest adversaries. Observe that by the definitionabove, a semi-honest party always inputs its prescribed input value, even ifit is corrupted. We argue that it often makes sense to allow a corrupted semi-honest party to modify its input, as long as it does so before the executionbegins. This is due to the following reasons. First, on a subjective intuitivelevel it seems to us that this is in the spirit of semi-honest behavior becausechoosing a different input is not “improper behavior”. Second, when protocolsachieving security in the presence of semi-honest adversaries are used as astepping stone for obtaining security in the presence of malicious adversaries,it is necessary to allow the semi-honest adversary to modify its input. Indeed,Goldreich introduces the notion of an augmented semi-honest adversary thatmay modify its input before the execution begins when showing how to obtainsecurity against malicious adversaries from protocols that are secure onlyin the presence of semi-honest adversaries [32, Sec. 7.4.4.1]. Finally, as wediscuss in Section 2.3.3, it is natural that any protocol that is secure inthe presence of malicious adversaries also be secure in the presence of semi-honest adversaries. Although very counterintuitive, it turns out that thisonly holds when the semi-honest adversary is allowed to change its input;see Section 2.3.3 for a full discussion. We present the definition of semi-honest adversaries above, where a corrupted party cannot change its input, forhistorical reasons only. However, we strongly prefer the notion of augmentedsemi-honest adversaries. We remark that a formal definition of this notion iseasily obtained via the ideal/real-model paradigm; see Section 2.3 below.
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 2.3 Security in the Presence of Malicious Adversaries
 In this section, we present the definition of security for the case of maliciousadversaries who may use any efficient attack strategy and thus may arbitrarilydeviate from the protocol specification. In this case, it does not suffice toconstruct simulators that can generate the view of the corrupted party. Firstand foremost, the generation of such a view depends on the actual inputused by the adversary; indeed this input affects the actual output received.However, in contrast to the case of semi-honest adversaries, the adversarymay not use the input that it is provided. Thus, a simulator for the casewhere P1 is corrupted cannot just take x and f(x, y) and generate a view(in order to prove that nothing more than the output is learned), becausethe adversary may not use x at all. Furthermore, beyond the possibility thata corrupted party may learn more than it should, we require correctness(meaning that a corrupted party cannot cause the output to be incorrectlydistributed) and independence of inputs (meaning that a corrupted partycannot make its input depend on the other party’s input). As discussed inthe overview in Section 1.1, in order to capture these threats, and others,the security of a protocol is analyzed by comparing what an adversary cando in the protocol to what it can do in an ideal scenario that is secure bydefinition. This is formalized by considering an ideal computation involvingan incorruptible trusted third party to whom the parties send their inputs.The trusted party computes the functionality on the inputs and returns toeach party its respective output. Loosely speaking, a protocol is secure ifany adversary interacting in the real protocol (where no trusted third partyexists) can do no more harm than if it were involved in the above-describedideal computation. See [11, 32] for more discussion on the advantages of thisspecific formulation.
 We remark that since we consider the two-party case, there is no honestmajority. It is therefore impossible to achieve fairness in general. Therefore,in the ideal setting we allow the adversary to obtain the corrupted party’soutput, without the honest party necessarily obtaining its output. We alsoremark that in defining security for two parties it is possible to consider onlythe setting where one of the parties is corrupted, or to also consider thesetting where none of the parties are corrupted, in which case the adversaryseeing the transcript between the parties should learn nothing. Since thislatter case can easily be achieved by using encryption between the parties wepresent the simpler formulation security that assumes that exactly one partyis always corrupted.
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 2.3.1 The Definition
 Execution in the ideal model. As we have mentioned, in the case ofno honest majority, it is in general impossible to achieve guaranteed outputdelivery and fairness. This “weakness” is therefore incorporated into the idealmodel by allowing the adversary in an ideal execution to abort the executionor obtain output without the honest party obtaining its output. Denote theparticipating parties by P1 and P2 and let i ∈ {1, 2} denote the index ofthe corrupted party, controlled by an adversary A. An ideal execution for afunction f : {0, 1}∗ × {0, 1}∗ → {0, 1}∗ × {0, 1}∗ proceeds as follows:
 Inputs: Let x denote the input of party P1, and let y denote the input ofparty P2. The adversary A also has an auxiliary input denoted by z.
 Send inputs to trusted party: The honest party Pj sends its receivedinput to the trusted party. The corrupted party Pi controlled by A mayeither abort (by replacing the input with a special aborti message), send itsreceived input, or send some other input of the same length to the trustedparty. This decision is made by A and may depend on the input value ofPi and the auxiliary input z. Denote the pair of inputs sent to the trustedparty by (x′, y′) (note that if i = 2 then x′ = x but y′ does not necessarilyequal y, and vice versa if i = 1).
 Early abort option: If the trusted party receives an input of the formaborti for some i ∈ {1, 2}, it sends aborti to all parties and the idealexecution terminates. Otherwise, the execution proceeds to the next step.
 Trusted party sends output to adversary: At this point the trustedparty computes f1(x
 ′, y′) and f2(x′, y′) and sends fi(x
 ′, y′) to party Pi
 (i.e., it sends the corrupted party its output).Adversary instructs trusted party to continue or halt: A sends ei-
 ther continue or aborti to the trusted party. If it sends continue, the trustedparty sends fj(x
 ′, y′) to party Pj (where Pj is the honest party). Other-wise, if A sends aborti, the trusted party sends aborti to party Pj .
 Outputs: The honest party always outputs the output value it obtainedfrom the trusted party. The corrupted party outputs nothing. The adver-sary A outputs any arbitrary (probabilistic polynomial-time computable)function of the initial input of the corrupted party, the auxiliary input z,and the value fi(x
 ′, y′) obtained from the trusted party.
 Let f : {0, 1}∗ × {0, 1}∗ → {0, 1}∗ × {0, 1}∗ be a two-party functionality,where f = (f1, f2), let A be a non-uniform probabilistic polynomial-timemachine, and let i ∈ {1, 2} be the index of the corrupted party. Then, theideal execution of f on inputs (x, y), auxiliary input z to A and securityparameter n, denoted by idealf,A(z),i(x, y, n), is defined as the output pairof the honest party and the adversary A from the above ideal execution.
 Execution in the real model. We next consider the real model in which areal two-party protocol π is executed (and there exists no trusted third party).
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 In this case, the adversary A sends all messages in place of the corruptedparty, and may follow an arbitrary polynomial-time strategy. In contrast, thehonest party follows the instructions of π.
 Let f be as above and let π be a two-party protocol for computing f .Furthermore, let A be a non-uniform probabilistic polynomial-time machineand let i ∈ {1, 2} be the index of the corrupted party. Then, the real executionof π on inputs (x, y), auxiliary input z toA and security parameter n, denotedby realπ,A(z),i(x, y, n), is defined as the output pair of the honest party andthe adversary A from the real execution of π.
 Security as emulation of a real execution in the ideal model. Havingdefined the ideal and real models, we can now define security of protocols.Loosely speaking, the definition asserts that a secure party protocol (in thereal model) emulates the ideal model (in which a trusted party exists). This isformulated by saying that adversaries in the ideal model are able to simulateexecutions of the real-model protocol.
 Definition 2.3.1 (secure two-party computation): Let f and π be as above.Protocol π is said to securely compute f with abort in the presence of maliciousadversaries if for every non-uniform probabilistic polynomial-time adversaryA for the real model, there exists a non-uniform probabilistic polynomial-timeadversary S for the ideal model, such that for every i ∈ {1, 2},{
 idealf,S(z),i(x, y, n)}x,y,z,n
 c≡{realπ,A(z),i(x, y, n)
 }x,y,z,n
 where x, y ∈ {0, 1}∗ under the constraint that |x| = |y|, z ∈ {0, 1}∗ and n ∈ N.
 The above definition assumes that the parties (and adversary) know theinput lengths (this can be seen from the requirement that |x| = |y| is balancedand so all the inputs in the vector of inputs are of the same length). We remarkthat some restriction on the input lengths is unavoidable because, as in thecase of encryption, to some extent such information is always leaked.
 2.3.2 Extension to Reactive Functionalities
 Until now we have considered the secure computation of simple functionalitiesthat compute a single pair of outputs from a single pair of inputs. However,not all computations are of this type. Rather, many computations have mul-tiple rounds of inputs and outputs. Furthermore, the input of a party in agiven round may depend on its output from previous rounds, and the outputsof that round may depend on the inputs provided by the parties in some orall of the previous rounds. A classic example of this is electronic poker. Inthis game, in the first phase cards are dealt to the players. Based on thesecards, bets are made and cards possibly thrown and dealt. The important
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 thing to notice is that in each round human decisions must be made basedon the current status. Thus, new inputs are provided in each round (e.g.,how much to bet and what cards to throw), and these inputs are based onthe current output (in this case, the output is the player’s current hand andthe cards previously played). A more cryptographic example of a multi-phasefunctionality is that of a commitment scheme. Such a scheme has a distinctcommitment and decommitment phase. Thus, it cannot be cast as a standardfunctionality mapping inputs to outputs.
 In the context of secure computation, multi-phase computations are typ-ically called reactive functionalities. Such functionalities can be modeled asa series of functions (f1, f2, . . .) where each function receives some state in-formation and two new inputs. That is, the input to function f j consists ofthe inputs (xj , yj) of the parties in this phase, along with a state input σj−1output by f j−1. Then, the output of f j is defined to be a pair of outputsf j1 (xj , yj , σj−1) for P1 and f j
 2 (xj , yj , σj−1) for P2, and a state string σj tobe input into f j+1. We stress that the parties receive only their private out-puts, and in particular do not receive any of the state information; in theideal model this is stored by the trusted party. Although the above definitionis intuitively clear, a simpler formulation is to define a reactive functionalityvia a multi-phase probabilistic polynomial-time Turing machine that receivesinputs and generates outputs (this is simpler because it is not necessary toexplicitly define the state at every stage). The trusted party then runs thismachine upon each new pair of inputs it receives and sends the generatedoutputs. In this formulation, the state information is kept internally by theTuring machine, and not explicitly by the trusted party. We remark that theformal ideal model remains the same, except that the trusted party runs areactive functionality (i.e., reactive Turing machine) instead of a single func-tion. In addition, once the corrupted party sends aborti, the ideal executionstops, and no additional phases are run.
 2.3.3 Malicious Versus Semi-honest Adversaries
 At first sight, it seems that any protocol that is secure in the presence ofmalicious adversaries is also secure in the presence of semi-honest adversaries.This is because a semi-honest adversary is just a “special case” of a maliciousadversary who faithfully follows the protocol specification. Although this iswhat we would expect, it turns out to be false [45]. This anomaly is due tothe fact that although a real semi-honest adversary is indeed a special caseof a real malicious adversary, this is not true of the respective adversaries inthe ideal model. Specifically, the adversary in the ideal model for maliciousadversaries is allowed to change its input, whereas the adversary in the idealmodel for semi-honest adversary is not. Thus, the adversary/simulator for thecase of malicious adversaries has more power than the adversary/simulator
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 for the case of semi-honest adversaries. As such, it may be possible to simulatea protocol in the malicious model, but not in the semi-honest model. We nowpresent two examples of protocols where this occurs.
 Example 1 – secure AND. Consider the case of two parties computing thebinary AND function f(x, y) = x ∧ y, where only party P2 receives output.Note first that if party P2 uses input 1, then by the output received it canfully determine party P1’s input (if the output is 0 then P1 had input 0, andotherwise it had input 1). In contrast, if party P2 uses input 0 then it learnsnothing about P1’s input, because the output equals 0 irrespective of thevalue of P1’s input. The result of this observation is that in the ideal model,an adversary corrupting P2 can always learn P1’s exact input by sendingthe trusted party the input value 1. Thus, P1’s input is always revealed.In contrast, in the ideal model with a semi-honest adversary, P1’s input isonly revealed if the corrupted party has input 1; otherwise, the adversarylearns nothing whatsoever about P1’s input. We use the above observationsto construct a protocol that securely computes the binary AND function inthe presence of malicious adversaries, but is not secure in the presence ofsemi-honest adversaries; see Protocol 2.3.2.
 PROTOCOL 2.3.2 (A Protocol for Binary AND)
 • Input: P1 has an input bit x and P2 has an input bit y.
 • Output: The binary value x ∧ y for P2 only.
 • The protocol:
 1. P1 sends P2 its input bit x.
 2. P2 outputs the bit x ∧ y.
 We have the following claims:
 Claim 2.3.3 Protocol 2.3.2 securely computes the binary AND function inthe presence of malicious adversaries.
 Proof. We separately consider the case where P1 is corrupted and the casewhere P2 is corrupted. If P1 is corrupted, then the simulator S receives fromA the bit that it sends to P2 in the protocol. This bit fully determines theinput of P1 to the function and so S just sends it to the trusted party, therebycompleting the simulation. In the case where P2 is corrupted, S sends input 1to the trusted party and receives back an output bit b. By the observationabove, b is the input of the honest P1 in the ideal model. Thus, the simulatorS just hands A the bit x = b as the value that A expects to receive fromthe honest P1 in a real execution. It is immediate that the simulation here isperfect.
 We stress that the above works because P2 is the only party to receiveoutput. If P1 also were to receive output, then S’s simulation in the case of a
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 corrupted P2 would not work. In order to see this, consider an adversary whocorrupts P2, uses input y = 0 and outputs its view in the protocol, includingthe bit x that it receives from P1. In this case, S cannot send y = 1 to thetrusted party because P1’s output would not be correctly distributed. Thus,it must send y = 0, in which case the view that it generates for A cannotalways be correct because it does not know the input bit x of P1.
 Claim 2.3.4 Protocol 2.3.2 does not securely compute the binary AND func-tion in the presence of semi-honest adversaries.
 Proof. Consider the simulator S2 that is guaranteed to exist for the casewhere P2 is corrupted; see (2.2) in Section 2.2. Then, S2 is given y and x∧ yand must generate the view of P2 in the computation. However, this viewcontains the value x that P1 sends to P2 in the protocol. Now, if y = 0 andx is random, then there is no way that S2 can guess the value of x withprobability greater than 1/2. We conclude that the protocol is not secure inthe presence of semi-honest adversaries.
 Example 2 – set union. Another example where this arises is the prob-lem of set union over a large domain where only one party receives output.Specifically, consider the function f(X,Y ) = (λ,X∪Y ) where X,Y ⊆ {0, 1}nare sets of the same size, and λ denotes the “empty” output. We claim thatthe protocol where P1 sends its set X to P2 is secure in the presence of ma-licious adversaries. This follows for the exact same reasons as above becausea corrupted P2 in the malicious model can replace its input set Y with a setY ′ of the same size, but containing random values. Since the sets containvalues of length n, it follows that the probability that X ∩ Y = ϕ is negligi-ble. Thus, the output that P2 receives completely reveals the input of P1. Incontrast, if a corrupted party cannot change its input, then when X ∩Y = ϕthe elements that are common to both sets are hidden. Specifically, if fiveelements are common to both sets, then P2 knows that there are five com-mon elements, but does not have any idea as to which are common. Thus,for the same reasons as above, the protocol is not secure in the presence ofsemi-honest adversaries. Once again, we stress that this works when only oneparty receives output; in the case where both parties receive output, securelycomputing this functionality is highly non-trivial.
 Discussion. It is our opinion that the above phenomenon should not beviewed as an “annoying technicality”. Rather it points to a problem in thedefinitions that needs to be considered. Our position is that it would be betterto define semi-honest adversaries as adversaries that are allowed to changetheir input before the computation starts (e.g., by rewriting the value on theirinput tape), and once the computation begins must behave in a semi-honestfashion as before. Conceptually, this makes sense because parties are allowedto choose their own input and this is not adversarial behavior. In addition,this model better facilitates the “compilation” of protocols that are secure inthe semi-honest model into protocols that are secure in the malicious model.
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 Indeed, in order to prove the security of the protocol of [35], and specificallythe compilation of a protocol for the semi-honest model into one that is securein the presence of malicious adversaries, Goldreich introduces the notion ofaugmented semi-honest behavior, which is exactly as described above; see Def-inition 7.4.24 in Section 7.4.4.1 of [30]. We stress that all protocols presentedin this book that are secure in the presence of semi-honest adversaries arealso secure in the presence of augmented semi-honest adversaries. Further-more, as stated in the following proposition, security in the malicious modelimplies security in the augmented semi-honest model, as one would expect.
 Proposition 2.3.5 Let π be a protocol that securely computes a functionalityf in the presence of malicious adversaries. Then π securely computes f inthe presence of augmented semi-honest adversaries.
 Proof. Let π be a protocol that securely computes f in the presence ofmalicious adversaries. Let A be an augmented semi-honest real adversaryand let S be the simulator for A that is guaranteed to exist by the securityof π (for every malicious A there exists such an S, and in particular for anaugmented semi-honest A). We construct a simulator S′ for the augmentedsemi-honest setting, by simply having S ′ run S. However, in order for this towork, we have to show that S ′ can do everything that S can do. In the ma-licious ideal model, S can choose whatever input it wishes for the corruptedparty; since S ′ is augmented semi-honest, it too can modify the input. Inaddition, S can cause the honest party to output abort. However, S ′ cannotdo this. Nevertheless, this is not a problem because when S is the simulatorfor an augmented semi-honest A it can cause the honest party to outputabort with at most negligible probability. In order to see this, note that whentwo honest parties run the protocol, neither outputs abort with non-negligibleprobability. Thus, when an honest party runs together with an augmentedsemi-honest adversary, it too outputs abort with at most negligible probabil-ity. This is due to the fact that the distribution over the messages it receivesin both cases is identical (because a semi-honest real adversary follows theprotocol instructions just like an honest party). This implies that the simu-lator for the malicious case, when applied to an augmented semi-honest realadversary, causes an abort with at most negligible probability. Thus, the aug-mented semi-honest simulator can run the simulator for the malicious case,as required.
 Given the above, it is our position that the definition of augmented semi-honest adversaries is the “right way” of modeling semi-honest behavior. Assuch, it would have been more appropriate to use this definition from scratch.However, we chose to remain with the standard definition of semi-honestadversaries for historical reasons.
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 2.4 Security in the Presence of Covert Adversaries
 2.4.1 Motivation
 In this chapter, we present a relatively new adversary model that lies betweenthe semi-honest and malicious models. The motivation behind the definitionis that in many real-world settings, parties are willing to actively cheat (andas such are not semi-honest), but only if they are not caught (and as suchthey are not arbitrarily malicious). This, we believe, is the case in manybusiness, financial, political and diplomatic settings, where honest behaviorcannot be assumed, but where the companies, institutions and individualsinvolved cannot afford the embarrassment, loss of reputation, and negativepress associated with being caught cheating. It is also the case, unfortunately,in many social settings, e.g., elections for a president of the country club.Finally, in remote game playing, players may also be willing to actively cheat,but would try to avoid being caught, or else they may be thrown out ofthe game. In all, we believe that this type of covert adversarial behavioraccurately models many real-world situations. Clearly, with such adversaries,it may be the case that the risk of being caught is weighed against the benefitsof cheating, and it cannot be assumed that players would avoid being caughtat any price and under all circumstances. Accordingly, the definition explicitlymodels the probability of catching adversarial behavior, a probability thatcan be tuned to the specific circumstances of the problem. In particular, wedo not assume that adversaries are only willing to risk being caught withnegligible probability, but rather allow for much higher probabilities.
 The definition. The definition of security here is based on the ideal/realsimulation paradigm (as in the definition in Section 2.3), and provides theguarantee that if the adversary cheats, then it will be caught by the honestparties (with some probability). In order to understand what we mean bythis, we have to explain what we mean by “cheating”. Loosely speaking,we say that an adversary successfully cheats if it manages to do somethingthat is impossible in the ideal model. Stated differently, successful cheatingis behavior that cannot be simulated in the ideal model. Thus, for example,an adversary who learns more about the honest parties’ inputs than whatis revealed by the output has cheated. In contrast, an adversary who usespseudorandom coins instead of random coins (where random coins are whatare specified in the protocol) has not cheated.
 We are now ready to informally describe the guarantee provided by thisnotion. Let 0 < ϵ ≤ 1 be a value (called the deterrence factor). Then, anyattempt to cheat by a real adversary A is detected by the honest partieswith probability at least ϵ. Thus, provided that ϵ is sufficiently large, anadversary that wishes not to be caught cheating will refrain from attemptingto cheat, lest it be caught doing so. Clearly, the higher the value of ϵ, thegreater the probability adversarial behavior is caught and thus the greater

Page 46
                        

2.4 Security in the Presence of Covert Adversaries 31
 the deterrent to cheat. This notion is therefore called security in the presenceof covert adversaries with ϵ-deterrent. Note that the security guarantee doesnot preclude successful cheating. Indeed, if the adversary decides to cheat itmay gain access to the other parties’ private information or bias the resultof the computation. The only guarantee is that if it attempts to cheat, thenthere is a fair chance that it will be caught doing so. This is in contrast tostandard definitions, where absolute privacy and security are guaranteed forthe given type of adversary. We remark that by setting ϵ = 1, the definitioncan be used to capture a requirement that cheating parties are always caught.
 Formalizing the notion. The standard definition of security (see Defini-tion 2.3.1) is such that all possible (polynomial-time) adversarial behavior issimulatable. Here, in contrast, we wish to model the situation that partiesmay successfully cheat. However, if they do so, they are likely to be caught.There are a number of ways of defining this notion. In order to motivate thisone, we begin with a somewhat naive implementation of the notion, and showits shortcomings:
 1. First attempt: Define an adversary to be covert if the distribution overthe messages that it sends during an execution is computationally indis-tinguishable from the distribution over the messages that an honest partywould send. Then, quantify over all covert adversaries A for the real world(rather than all adversaries). A number of problems arise with this defini-tion.
 • The fact that the distribution generated by the adversary can be dis-tinguished from the distribution generated by honest parties does notmean that the honest parties can detect this in any specific execution.Consider for example a coin-tossing protocol where the honest distri-bution gives even probabilities to 0 and 1, while the adversary managesto double the probability of the 1 outcome. Clearly, the distributionsdiffer. However, in any given execution, even an outcome of 1 does notprovide the honest players with sufficient evidence of any wrongdoing.Thus, it is not sufficient that the distributions differ. Rather, one needsto be able to detect cheating in any given execution.
 • The fact that the distributions differ does not necessarily imply thatthe honest parties have an efficient distinguisher. Furthermore, in orderto guarantee that the honest parties detect the cheating, they wouldhave to analyze all traffic during an execution. However, this analysiscannot be part of the protocol because then the distinguishers used bythe honest parties would be known (and potentially bypassed).
 • Another problem is that adversaries may be willing to risk being caughtwith more than negligible probability, say 10−6. With such an adver-sary, the proposed definition would provide no security guarantee. Inparticular, the adversary may be able to always learn all parties’ inputs,and risk being caught in one run in a million.
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 2. Second attempt. To solve the aforementioned problems, we first requirethat the protocol itself be responsible for detecting cheating. Specifically, inthe case where a party Pi attempts to cheat, the protocol may instruct thehonest parties to output a message saying that “party Pi has cheated” (werequire that this only happen if Pi indeed cheated). This solves the first twoproblems. To solve the third problem, we explicitly quantify the probabilitythat an adversary is caught cheating. Roughly, given a parameter ϵ, aprotocol is said to be secure against covert adversaries with ϵ-deterrent ifany adversary that is not “covert” (as defined in the first attempt) willnecessarily be caught with probability at least ϵ.
 This definition captures the spirit of what we want, but is still problematic.To illustrate the problem, consider an adversary that plays honestly withprobability 0.99, and cheats otherwise. Such an adversary can only everbe caught with probability 0.01 (because otherwise it is honest). However,when ϵ = 1/2 for example, such an adversary must be caught with prob-ability 0.5, which is impossible. We therefore conclude that an absoluteparameter cannot be used, and the probability of catching the adversarymust be related to the probability that it cheats.
 3. Final attempt. We thus arrive at the following approach. First, as men-tioned, we require that the protocol itself be responsible for detectingcheating. That is, if a party Pi successfully cheats, then with good proba-bility (ϵ), the honest parties in the protocol will all receive a message that“Pi cheated”. Second, we do not quantify only over adversaries that arecovert (i.e., those that are not detected cheating by the protocol). Rather,we allow all possible adversaries, even completely malicious ones. Then, werequire either that this malicious behavior can be successfully simulated(as in Definition 2.3.1), or that the honest parties receive a message thatcheating has been detected, and this happens with probability at least ϵtimes the probability that successful cheating takes place. We stress thatwhen the adversary chooses to cheat, it may actually learn secret infor-mation or cause some other damage. However, since it is guaranteed thatsuch a strategy will likely be caught, there is strong motivation to refrainfrom doing so. As such, we use the terminology covert adversaries to referto malicious adversaries that do not wish to be caught cheating.
 The above intuitive notion can be interpreted in a number of ways. Wepresent the main formulation here. The definition works by modifying theideal model so that the ideal-model adversary (i.e., simulator) is explicitlygiven the ability to cheat. Specifically, the ideal model is modified so that aspecial cheat instruction can be sent by the adversary to the trusted party.Upon receiving such an instruction, the trusted party tosses coins and withprobability ϵ announces to the honest parties that cheating has taken place(by sending the message corruptedi where party Pi is the corrupted party thatsent the cheat instruction). In contrast, with probability 1 − ϵ, the trustedparty sends the honest party’s input to the adversary, and in addition lets

Page 48
                        

2.4 Security in the Presence of Covert Adversaries 33
 the adversary fix the output of the honest party. We stress that in this casethe trusted party does not announce that cheating has taken place, and sothe adversary gets off scot-free. Observe that if the trusted party announcesthat cheating has taken place, then the adversary learns absolutely nothing.This is a strong guarantee because when the adversary attempts to cheat, itmust take the risk of being caught and gaining nothing.
 2.4.2 The Actual Definition
 We begin by presenting the modified ideal model. In this model, we add newinstructions that the adversary can send to the trusted party. Recall that inthe standard ideal model, the adversary can send a special aborti message tothe trusted party, in which case the honest party receives aborti as output. Inthe ideal model for covert adversaries, the adversary can send the followingadditional special instructions:
 • Special input corruptedi: If the ideal-model adversary sends corruptedi in-stead of an input, the trusted party sends corruptedi to the honest partyand halts. This enables the simulation of behavior by a real adversary thatalways results in detected cheating. (It is not essential to have this specialinput, but it sometimes makes proving security easier.)
 • Special input cheati: If the ideal-model adversary sends cheati instead of aninput, the trusted party tosses coins and with probability ϵ determines thatthis “cheat strategy” by Pi was detected, and with probability 1− ϵ deter-mines that it was not detected. If it was detected, the trusted party sendscorruptedi to the honest party. If it was not detected, the trusted partyhands the adversary the honest party’s input and gives the ideal-modeladversary the ability to set the output of the honest party to whatevervalue it wishes. Thus, a cheati input is used to model a protocol executionin which the real-model adversary decides to cheat. However, as required,this cheating is guaranteed to be detected with probability at least ϵ. Notethat if the cheat attempt is not detected then the adversary is given “fullcheat capability”, including the ability to determine the honest party’soutput.
 The idea behind the new ideal model is that given the above instructions,the adversary in the ideal model can choose to cheat, with the caveat that itscheating is guaranteed to be detected with probability at least ϵ. We stressthat since the capability to cheat is given through an “input” that is providedto the trusted party, the adversary’s decision to cheat must be made beforethe adversary learns anything (and thus independently of the honest party’sinput and the output).
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 We are now ready to present the modified ideal model. Let ϵ : N → [0, 1]be a function. Then, the ideal execution for a function f : {0, 1}∗×{0, 1}∗ →{0, 1}∗ × {0, 1}∗ with parameter ϵ proceeds as follows:
 Inputs: Let x denote the input of party P1, and let y denote the input ofparty P2. The adversary A also has an auxiliary input z.
 Send inputs to trusted party: The honest party Pj sends its receivedinput to the trusted party. The corrupted party Pi, controlled by A, mayabort (by replacing the input with a special aborti or corruptedi message),send its received input, or send some other input of the same length to thetrusted party. This decision is made by A and may depend on the inputvalue of Pi and the auxiliary input z. Denote the pair of inputs sent to thetrusted party by (x′, y′).
 Abort options: If a corrupted party sends aborti to the trusted party asits input, then the trusted party sends aborti to the honest party and halts.If a corrupted party sends corruptedi to the trusted party as its input, thenthe trusted party sends corruptedi to the honest party and halts.
 Attempted cheat option: If a corrupted party sends cheati to the trustedparty as its input, then the trusted party works as follows:
 1. With probability ϵ, the trusted party sends corruptedi to the adversaryand the honest party.
 2. With probability 1− ϵ, the trusted party sends undetected to the adver-sary along with the honest party’s input. Following this, the adversarysends the trusted party an output value τ of its choice for the honestparty. The trusted party then sends τ to Pj as its output (where Pj isthe honest party).
 If the adversary sent cheati, then the ideal execution ends at this point.Otherwise, the ideal execution continues below.
 Trusted party sends output to adversary: At this point the trustedparty computes f1(x
 ′, y′) and f2(x′, y′) and sends fi(x
 ′, y′) to Pi (i.e., itsends the corrupted party its output).
 Adversary instructs trusted party to continue or halt: After receiv-ing its output, the adversary sends either continue or aborti to the trustedparty. If the trusted party receives continue then it sends fj(x
 ′, y′) to thehonest party Pj . Otherwise, if it receives aborti, it sends aborti to thehonest party Pj .
 Outputs: The honest party always outputs the output value it obtainedfrom the trusted party. The corrupted party outputs nothing. The adver-sary A outputs any arbitrary (probabilistic polynomial-time computable)function of the initial inputs of the corrupted party, the auxiliary input z,and the value fi(x
 ′, y′) obtained from the trusted party.
 The output of the honest party and the adversary in an execution of theabove ideal model is denoted by idealscϵ
 f,S(z),i(x, y, n).
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 Notice that there are two types of “cheating” here. The first is the clas-sic abort and is used to model “early aborting” due to the impossibility ofachieving fairness in general when there is no honest majority. The othertype of cheating in this ideal model is more serious for two reasons: first, theramifications of the cheating are greater (the adversary may learn the hon-est party’s input and may be able to determine its output), and second, thecheating is only guaranteed to be detected with probability ϵ. Nevertheless,if ϵ is high enough, this may serve as a deterrent. We stress that in the idealmodel the adversary must decide whether to cheat obliviously of the honestparty’s input and before it receives any output (and so it cannot use theoutput to help it decide whether or not it is “worthwhile” cheating). We havethe following definition.
 Definition 2.4.1 (security – strong explicit cheat formulation [3]): Let fand π be as in Definition 2.2.1, and let ϵ : N→ [0, 1] be a function. Protocolπ is said to securely compute f in the presence of covert adversaries with ϵ-deterrent if for every non-uniform probabilistic polynomial-time adversary Afor the real model, there exists a non-uniform probabilistic polynomial-timeadversary S for the ideal model such that for every i ∈ {1, 2}:{
 idealscϵf,S(z),i(x, y, n)
 }x,y,z,n
 c≡{realπ,A(z),i(x, y, n)
 }x,y,z,n
 where x, y, z ∈ {0, 1}∗ under the constraint that |x| = |y|, and n ∈ N.
 2.4.3 Cheating and Aborting
 It is important to note that in the above definition, a party that halts mid-way through the computation may be considered a “cheat” (this is used inan inherent way when constructing protocols later). Arguably, this may beundesirable due to the fact that an honest party’s computer may crash (suchunfortunate events may not even be that rare). Nevertheless, we argue thatas a basic definition it suffices. This is due to the fact that it is possible forall parties to work by storing their input and random tape on disk beforethey begin the execution. Then, before sending any message, the incomingmessages that preceded it are also written to disk. The result of this is thatif a party’s machine crashes, it can easily reboot and return to its previousstate. (In the worst case the party will need to request a retransmit of the lastmessage if the crash occurred before it was written.) We therefore believe thatparties cannot truly hide behind the excuse that their machine crashed (itwould be highly suspicious that someone’s machine crashed in an irreversibleway that also destroyed their disk at the critical point of a secure protocolexecution).
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 Despite the above, it is possible to modify the definition so that honesthalting is never considered cheating. In order to do this, we introduce thenotion of “non-halting detection accuracy” so that if a party halts early,but otherwise does not deviate from the protocol specification, then it is notconsidered cheating. We formalize this by considering fail-stop adversaries whoact semi-honestly except that they may halt early. Formally:
 Definition 2.4.2 Let π be a two-party protocol, let A be an adversary, andlet i be the index of the corrupted party. The honest party Pj is said to de-tect cheating in π if its output in π is corruptedi; this event is denoted byoutputj(realπ,A(z),i(x, y, n)) = corruptedi. The protocol π is called non-halting detection accurate if for every fail-stop adversary A, the probabilitythat Pj detects cheating in π is negligible.
 Definition 2.4.1 can then be modified by requiring that π be non-haltingdetection accurate. We remark that although this strengthening is clearlydesirable, it may also be prohibitive. Nevertheless, as we will see in Chapter 5,it is possible to efficiently obtain this stronger guarantee for the case of generalprotocols.
 2.4.4 Relations Between Security Models
 In order to better understand the definition of security in the presence ofcovert adversaries, we present two propositions that show the relation be-tween security in the presence of covert adversaries and security in the pres-ence of malicious and semi-honest adversaries.
 Proposition 2.4.3 Let π be a protocol that securely computes some func-tionality f with abort in the presence of malicious adversaries, as in Defini-tion 2.3.1. Then, π securely computes f in the presence of covert adversarieswith ϵ-deterrent, for every 0 ≤ ϵ ≤ 1.
 This proposition follows from the simple observation that according toDefinition 2.3.1, there exists a simulator that always succeeds in its simula-tion. Thus, the same simulator works here (there is simply no need to eversend a cheat input).
 Next, we consider the relation between covert and semi-honest adversaries.As we have discussed in Section 2.3.3, security for malicious adversaries onlyimplies security for semi-honest adversaries if the semi-honest adversary isallowed to modify its input before the execution begins. This same argumentholds for covert adversaries and we therefore consider augmented semi-honestadversaries. We have the following:
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 Proposition 2.4.4 Let π be a protocol that securely computes some func-tionality f in the presence of covert adversaries with ϵ-deterrent, for ϵ(n) ≥1/poly(n). Then, π securely computes f in the presence of augmented semi-honest adversaries.
 Proof. Let π securely compute f in the presence of covert adversaries withϵ-deterrent, where ϵ(n) ≥ 1/poly(n). The first observation is that since honestparties cannot send abort, corrupted or cheat instructions in the ideal model,it holds that when both parties are honest in a real execution of π, the valuesabort and corrupted appear in the output with only negligible probability.
 Consider now the case of an augmented semi-honest adversary A thatcontrols one of the parties, and let S be the simulator for A. We claim thatS sends abort, corrupted or cheat in the ideal model with at most negligibleprobability. This is due to the fact that the output of the honest party in anexecution with A is indistinguishable from its output when both parties arehonest (because the distribution over the messages received by the honestparty in both executions is identical). In particular, the honest party in anexecution with A outputs abort or corrupted with at most negligible proba-bility. Now, in the ideal setting, an honest party outputs abort or corruptedwhenever S sends abort or corrupted (and so it can send these with onlynegligible probability). Furthermore, an honest party outputs corrupted withprobability ϵ whenever S sends cheat. Since ϵ ≥ 1/poly(n), it follows that Scan send cheat also with only negligible probability. We therefore have thatthe ideal model with such an S is the standard ideal model (with no cheatingpossibility), and the augmented semi-honest simulator can just run S. Westress that this only holds for the augmented semi-honest case, because Smay change the corrupted party’s inputs (we have no control over S) and sothe semi-honest simulator can only run S if it too can change the corruptedparty’s inputs.
 We stress that if ϵ = 0 (or is negligible) then the definition of covertadversaries requires nothing, and so the proposition does not hold for thiscase.
 We conclude that, as one may expect, security in the presence of covertadversaries with ϵ-deterrent lies in between security in the presence of mali-cious adversaries and security in the presence of semi-honest adversaries. If1/poly(n) ≤ ϵ(n) ≤ 1− 1/poly(n) then it can be shown that Definition 2.4.1is strictly different to both the semi-honest and malicious models (this is notdifficult to see and so details are omitted). However, as we show below, whenϵ(n) = 1 − µ(n), Definition 2.4.1 is equivalent to security in the presence ofmalicious adversaries (Definition 2.3.1).
 Stated differently, the following proposition shows that the definition ofsecurity for covert adversaries “converges” to the malicious model as ϵ ap-proaches 1. In order to make this claim technically, we need to deal with thefact that in the malicious model an honest party never outputs corruptedi,whereas this can occur in the setting of covert adversaries even with ϵ = 1.
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 We therefore define a transformation of any protocol π to π′ where the onlydifference is that if an honest party should output corruptedi in π, then itoutputs aborti instead in π′. We have the following:
 Proposition 2.4.5 Let π be a protocol and µ a negligible function. Then πsecurely computes some functionality f in the presence of covert adversarieswith ϵ(n) = 1−µ(n) under Definition 2.4.1 if and only if π′ securely computesf with abort in the presence of malicious adversaries.
 Proof. The fact that security in the presence of malicious adversaries impliessecurity in the presence of covert adversaries has already been proven inProposition 2.4.3 (observe that Proposition 2.4.3 holds for all ϵ, including ϵthat is negligibly close to 1). We now prove that security in the presence ofcovert adversaries under Definition 2.4.1 with ϵ that is negligibly close to 1implies security in the presence of malicious adversaries. This holds becauseif the ideal adversary does not send cheati then the ideal execution is thesame as in the regular ideal model. Furthermore, if it does send cheati, itis caught cheating with probability that is negligibly close to 1 and so theprotocol is aborted. Recall that by Definition 2.4.1, when the adversary iscaught cheating it learns nothing and so the effect is the same as an abort inthe regular ideal model (technically, the honest party has to change its outputfrom corruptedi to aborti as discussed above, but this makes no difference).We conclude that when ϵ is negligibly close to 1, sending cheati is the same assending aborti and so the security is the same as in the presence of maliciousadversaries.
 2.5 Restricted Versus General Functionalities
 In this section, we show that it often suffices to construct a secure protocolfor a restricted type of functionality, and the result to general functionalitiescan be automatically derived. This is most relevant for general constructionsthat are based on a circuit that computes the functionality in question. Aswe will see, in these cases the cost of considering the restricted types offunctionalities considered here is inconsequential. For the sake of clarity, ourgeneral constructions will therefore all be for restricted functionalities of thetypes defined below.
 The claims in this section are all quite straightforward. We thereforepresent the material somewhat informally, and leave formal claims and proofsas an exercise to the reader.
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 2.5.1 Deterministic Functionalities
 The general definition considers probabilistic functionalities where the outputf(x, y) is a random variable. A classic example of a probabilistic function-ality is that of coin-tossing. For example, one could define f(1n, 1n) to be auniformly distributed string of length n.
 We show that it suffices to consider deterministic functionalities whenconstructing general protocols for secure computation. Specifically, we showthat given a protocol for securely computing any deterministic functional-ity, it is possible to construct a secure protocol for computing any proba-bilistic functionality. Let f = (f1, f2) be a two-party probabilistic function-ality. We denote by f(x, y;w) the output of f upon inputs x and y, andrandom tape w (the fact that f is probabilistic means that it has a uni-formly distributed random tape). Next, define a deterministic functionalityg((x, r), (y, s)) = f(x, y; r ⊕ s), where (x, r) is P1’s input and (y, s) is P2’sinput, and assume that we have a secure protocol π′ for computing f ′. Wenow present a secure protocol π for computing f that uses π′ for computingf ′. Upon respective inputs x, y ∈ {0, 1}n, parties P1 and P2 choose uniformlydistributed strings r ←R {0, 1}q(n) and s ←R {0, 1}q(n), respectively, whereq(n) is an upper bound on the number of random bits used to compute f .They then invoke the protocol π′ for securely computing f ′ in order to bothobtain f ′((x, r), (y, s)) = f(x, y; r⊕ s). The fact that this yields a secure pro-tocol for computing f follows from the fact that as long as either r or s isuniformly distributed, the resulting w = r ⊕ s is also uniformly distributed.This reduction holds for the case of semi-honest, malicious and covert adver-saries.
 Observe that in the case of general protocols that can be used for securelycomputing any functionality, the complexity of the protocol for computingf ′ is typically the same as for computing f . This is due to the fact that thecomplexity of these protocols is related to the size of the circuit computingthe functionality, and the size of the circuit computing f ′ is of the same orderas the size of the circuit computing f . The only difference is that the circuitfor f ′ has q(n) additional exclusive-or gates, where q(n) is the length of f ’srandom tape.
 2.5.2 Single-Output Functionalities
 In the general definition of secure two-party computation, both parties receiveoutput and these outputs may be different. However, it is often far simplerto assume that only party P2 receives output; we call such a functionalitysingle-output. We will show now that this suffices for the general case. Thatis, we claim that any protocol that can be used to securely compute anyefficient functionality f(x, y) where only P2 receives output can be used to
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 securely compute any efficient functionality f = (f1, f2) where party P1
 receives f1(x, y) and party P2 receives f2(x, y). For simplicity, we will assumethat the length of the output of f1(x, y) is at most n, where n is the securityparameter. This can be achieved by simply taking n to be larger in case it isnecessary. We show this reduction separately for semi-honest and maliciousadversaries, as the semi-honest reduction is more efficient than the maliciousone.
 Semi-honest adversaries. Let f = (f1, f2) be an arbitrary probabilisticpolynomial-time computable functionality and define the single-output func-tionality f ′ as follows: f ′((x, r), (y, s)) = (f1(x, y) ⊕ r ∥ f2(x, y) ⊕ s) wherea∥b denotes the concatenation of a with b. Now, given a secure protocol π′
 for computing the single-output functionality f ′ where P2 only receives theoutput, it is possible to securely compute the functionality f = (f1, f2) asfollows. Upon respective inputs x, y ∈ {0, 1}n, parties P1 and P2 choose uni-formly distributed strings r ←R {0, 1}q(n) and s←R {0, 1}q(n), respectively,where q(n) is an upper bound on the output length of f on inputs of lengthn. They then invoke the protocol π′ for securely computing f ′ in order forP2 to obtain f ′((x, r), (y, s)); denote the first half of this output by v andthe second half by w. Upon receiving (v, w), party P2 sends v to P1, whichthen computes v ⊕ r and obtains f1(x, y). In addition, party P2 computesw ⊕ s and obtains f2(x, y). It is easy to see that the resulting protocol se-curely computes f . This is due to the fact that r completely obscures f1(x, y)from P2. Thus, neither party learns more than its own input. (In fact, thestrings f1(x, y)⊕r and f2(x, y)⊕s are uniformly distributed and so are easilysimulated.)
 As in the case of probabilistic versus deterministic functionalities, the sizeof the circuit computing f ′ is of the same order as the size of the circuitcomputing f . The only difference is that f ′ has one additional exclusive-orgate for every circuit-output wire.
 Malicious adversaries. Let f = (f1, f2) be as above; we construct a proto-col in which P1 receives f1(x, y) and P2 receives f2(x, y) that is secure in thepresence of malicious adversaries. As a building block we use a protocol forcomputing any efficient functionality, with security for malicious adversaries,with the limitation that only P2 receives output. As in the semi-honest case,P2 will also receive P1’s output in encrypted format, and will then hand itto P1 after the protocol concludes. However, a problem arises in that P2 canmodify the output that P1 receives (recall that the adversary may be mali-cious here). In order to prevent this, we add message authentication to theencrypted output.
 Let r, a, b ←R {0, 1}n be randomly chosen strings. Then, in addition tox, party P1’s input includes the elements r, a and b. Furthermore, define afunctionality g (that has only a single output) as follows:
 g((r, a, b, x), y) = (α, β, f2(x, y))
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 where α = r + f1(x, y), β = a · α + b, and the arithmetic operations aredefined over GF [2n]. Note that α is a one-time pad encryption of P1’s outputf1(x, y), and β is an information-theoretic message authentication tag of α(specifically, aα + b is a pairwise-independent hash of α). Now, the partiescompute the functionality g, using a secure protocol in which only P2 receivesoutput. Following this, P2 sends the pair (α, β) to P1. Party P1 checks whetherβ = a · α+ b; if yes, it outputs α− r, and otherwise it outputs abort2.
 It is easy to see that P2 learns nothing about P1’s output f1(x, y), and thatit cannot alter the output that P1 will receive (beyond causing it to abort),except with probability 2−n. We remark that it is also straightforward toconstruct a simulator for the above protocol. Formally, proving the security ofthis transformation requires a modular composition theorem; this is discussedin Section 2.7 below.
 As is the case for the previous reductions above, the circuit for computing gis only mildly larger than that for computing f . Thus, the modification abovehas only a mild effect on the complexity of the secure protocol (assumingthat the complexity of the original protocol, where only P2 receives output,is proportional to the size of the circuit computing f as is the case for theprotocol below).
 2.5.3 Non-reactive Functionalities
 As described in Section 2.3.2, a reactive functionality is one where the com-putation is carried out over multiple phases, and the parties may choose theirinputs in later phases based on the outputs that they have already received.Recall that such a reactive functionality can be viewed as a series of func-tionalities (f1, f2, . . .) such that the input to f j is the tuple (xj , yj , σj−1)and the output includes the parties’ outputs and state information σj ; see
 Section 2.3.2 for more details. We denote by f j1 and f j
 2 the correspondingoutputs of parties P1 and P2 from f j , and by σj the state output from f j .
 In this section, we show that it is possible to securely compute any reactivefunctionality given a general protocol for computing non-reactive function-alities. The basic idea behind the reduction is the same as for same-outputfunctionalities (for the semi-honest case) and single-output functionalities(for the malicious case). Specifically, the parties receive the same output asusual, but also receive random shares of the state at each stage; i.e., one partyreceives a random pad and the other receives the state encrypted by this pad.This ensures that neither party learns the internal state of the reactive func-tionality. Observe that although this suffices for the semi-honest case, it doesnot suffice for the case of malicious adversaries, which may modify the valuesthat they are supposed to input. Thus, for the malicious case, we also adda message authentication tag to prevent any party from modifying the shareof the state received in the previous stage.
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 Semi-honest adversaries. Let (f1, f2, . . .) be the series of functionalitiesdefining the reactive functionality. First, we define a series of functionalities(g1, g2, . . .) such that
 gj((xj , σ
 1j−1), (yj , σ
 2j−1)
 )=
 ((f j1 (xj , yj , σ
 1j−1 ⊕ σ2
 j−1), σ1j
 ),(f j2 (xj , yj , σ
 1j−1 ⊕ σ2
 j−1), σ2j
 ))where σ1
 j and σ2j are uniformly distributed strings under the constraint that
 σ1j ⊕ σ2
 j = σj (the state after the jth stage). That is, gj receives input
 (xj , σ1j−1) from P1 and input (yj , σ
 2j−1) from P2 and then computes f j on
 inputs (xj , yj , σj−1) where σj−1 = σ1j−1 ⊕ σ2
 j−1. In words, gj receives theparties’ inputs to the phase, together with a sharing of the state from theprevious round. Functionality gj then outputs the phase outputs to eachparty, and a sharing of the state from this round of computation.
 Malicious adversaries. As we have mentioned, the solution for semi-honestadversaries does not suffice when considering malicious adversaries becausenothing prevents the adversary from modifying its share of the state. Thisis solved by also having party P1 receive a MAC (message authenticationcode) key k1 and a MAC tag t1j = MACk2
 (σ1j ), where the keys k1, k2 are
 chosen randomly in the phase computation and σ1j is the share of the current
 state that P1 holds. Likewise, P2 receives k2 and t2j = MACk1(σ2j ). Then,
 the functionality in the (j + 1)th phase receives the parties’ phase-inputs,shares σ1
 j and σ2j of σj , keys k1, k2. and MAC-tags t1j , t
 2j . The functionality
 checks the keys and MACs and if the verification succeeds, it carries out thephase computation with the inputs and given state. By the security of theMAC, a malicious adversary is unable to change the current state, exceptwith negligible probability.
 2.6 Non-simulation-Based Definitions
 2.6.1 Privacy Only
 The definition of security that follows the ideal/real simulation paradigmprovides strong security guarantees. In particular, it guarantees privacy, cor-rectness, independence of inputs and more. However, in some settings, it maybe sufficient to guarantee privacy only. We warn that this is not so simpleand in many cases it is difficult to separate privacy from correctness and in-dependence of inputs. For example, consider a function f with the propertythat for every y there exists a xy such that f(xy, y) = y. Now, if party P1
 can somehow make its input x depend on P2’s input (something which is notpossible when independence of inputs is guaranteed), then it may be able to
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 always set x = xy and learn P2’s input in entirety. (We stress that althoughthis sounds far fetched, such attacks are actually sometimes possible.)
 Another difficulty that arises when defining privacy is that it typicallydepends very much on the function being computed. Intuitively, we wouldlike to require that if two different inputs result in the same output, thenno adversarial party can tell which of the two inputs the other party used.In other words, we would like to require that for every adversarial P1 andinput x, party P1 cannot distinguish whether P2 used y or y′ when the outputis f(x, y) and it holds that f(x, y) = f(x, y′). However, such a formulationsuffers from a number of problems. First, if f is 1–1 no privacy guarantees areprovided at all, even if it is hard to invert. Second, the formulation suffers fromthe exact problem described above. Namely, if it is possible for P1 to implicitlychoose x = xy based on y (say by modifying a commitment to y that itreceives from P2) so that f(xy, y) reveals more information about y than “theaverage x”, then privacy is also breached. Finally, we remark that (sequential)composition theorems, like those of Section 2.7, are not known for protocolsthat achieve privacy only. Thus, it is non-trivial to use protocols that achieveprivacy only as subprotocols when solving large protocol problems.
 Despite the above problems, it is still sometimes possible to provide aworkable definition of privacy that provides non-trivial security guaranteesand is of interest. Due to the difficulty in providing a general definition, wewill present a definition for one specific function in order to demonstrate howsuch definitions look. For this purpose, we consider the oblivious transferfunction. Recall that in this function, there is a sender S with a pair of inputstrings (x0, x1) and a receiver R with an input bit σ. The output of thefunction is nothing to the sender and the string xσ for the receiver. Thus,a secure oblivious transfer protocol has the property that the sender learnsnothing about σ while the receiver learns at most one of the strings x0, x1.Unfortunately, defining privacy here without resorting to the ideal model isvery non-trivial. Specifically, it is easy to define privacy in the presence of amalicious sender S∗; we just say that S∗ cannot distinguish the case where Rhas input 0 from the case where it has input 1. However, it is more difficultto define privacy in the presence of a malicious receiver R∗ because it doeslearn something. A naive approach to defining this says that for some bit b itholds that R∗ knows nothing about xb. However, this value of b may dependon the messages sent during the oblivious transfer and so cannot be fixedahead of time (see the discussion above regarding independence of inputs).
 Fortunately, for the case of two-message oblivious transfer (where the re-ceiver sends one message and the sender replies with a single message) it ispossible to formally define this. The following definition of security for obliv-ious transfer is based on [42] and states that replacing one of x0 and x1 withsome other x should go unnoticed by the receiver. The question of which ofx0, x1 to replace causes a problem which is solved in the case of a two-messageprotocol by fixing the first message; see below. (In the definition below weuse the following notation: for a two-party protocol with parties S and R,
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 we denote by viewS(S(1n, a), R(1n, b)) the view of S in an execution where
 it has input a, R has input b, and the security parameter is n. Likewise, wedenote the view of R by viewR(S(1
 n, a), R(1n, b)).
 Definition 2.6.1 A two-message two-party probabilistic polynomial-timeprotocol (S,R) is said to be a private oblivious transfer if the following holds:
 • Non-triviality: If S and R follow the protocol then after an executionin which S has for input any pair of strings x0, x1 ∈ {0, 1}∗, and R hasfor input any bit σ ∈ {0, 1}, the output of R is xσ.
 • Privacy in the case of a malicious S∗: For every non-uniform prob-abilistic polynomial-time S∗ and every auxiliary input z ∈ {0, 1}∗, it holdsthat
 {viewS∗(S∗(1n, z), R(1n, 0))}n∈Nc≡ {viewS∗(S∗(1n, z), R(1n, 1))}n∈N .
 • Privacy in the case of a malicious R∗: For every non-uniform de-terministic polynomial-time receiver R∗, every auxiliary input z ∈ {0, 1}∗,and every triple of inputs x0, x1, x ∈ {0, 1}∗ such that |x0| = |x1| = |x| itholds that either:
 {viewR∗ (S(1n, (x0, x1));R∗(1n, z))}n∈N
 c≡ {viewR∗(S(1n, (x0, x));R
 ∗(1n, z))}n∈N
 or
 {viewR∗ (S(1n, (x0, x1));R∗(1n, z))}n∈N
 c≡ {viewR∗(S(1n, (x, x1));R
 ∗(1n, z))}n∈N .
 The way to view the above definition of privacy in the case of a maliciousR∗ is that R∗’s first message, denoted by R∗(1n, z), fully determines whetherit should receive x0 or x1. If it determines for example that it should receivex0, then its view (i.e., the distribution over S’s reply) when S’s input is(x0, x1) is indistinguishable from its view when S’s input is (x0, x). Clearlythis implies that R∗ cannot learn anything about x1 when it receives x0 andvice versa. In addition, note that since R∗ sends its message before receivinganything from S, and since this message fully determines R∗’s input, we havethat the problem of independence of inputs discussed above does not arise.
 Note that when defining the privacy in the case of a malicious R∗ we choseto focus on a deterministic polynomial-time receiver R∗. This is necessary inorder to fully define the message R∗(z) for any given z, which in turn fullydefines the string xb that R∗(z) does not learn. By making R∗ non-uniform,we have that this does not weaken the adversary (since R∗’s advice tape canhold its “best coins”). We remark that generalizing this definition to protocolsthat have more than two messages is non-trivial. Specifically, the problem ofindependence of inputs described above becomes difficult again when morethan two messages are sent.
 The above example demonstrates that it is possible to define “privacyonly” for secure computation. However, it also demonstrates that this task
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 can be very difficult. In particular, we do not know of a satisfactory definitionof privacy for oblivious transfer with more than two rounds. In general, onecan say that when a party does not receive output, it is easy to formalizeprivacy because it learns nothing. However, when a party does receive output,defining privacy without resorting to the ideal model is problematic (andoften it is not at all clear how it can be achieved).
 We conclude with one important remark regarding “privacy-only” defini-tions. As we have mentioned, an important property of security definitionsis a composition theorem that guarantees certain behavior when the secureprotocol is used as a subprotocol in another larger protocol. No such generalcomposition theorems are known for definitions that follow the privacy-onlyapproach. As such, this approach has a significant disadvantage.
 2.6.2 One-Sided Simulatability
 Another approach to providing weaker, yet meaningful, security guaranteesis that of one-sided simulation. This notion is helpful when only one partyreceives output while the other learns nothing. As discussed above in Sec-tion 2.6.1, when a party should learn nothing (i.e., when it has no output),it is easy to define privacy via indistinguishability as for encryption. Specif-ically, it suffices to require that the party learning nothing is not able todistinguish between any two inputs of the other party.1 In contrast, the diffi-culty of defining privacy appropriately for the party that does receive outputis overcome by requiring full simulation in this case. That is, consider a pro-tocol/functionality where P2 receives output while P1 learns nothing. Then,in the case where P1 is corrupted we require that it not be able to learn any-thing about P2’s input and formalize this via indistinguishability. However,in the case where P2 is corrupted, we require the existence of a simulator thatcan fully simulate its view, as in the definition of Section 2.3. This is helpfulbecause it enables us to provide a general definition of security for problemsof this type where only one party receives output. Furthermore, it turns outthat in many cases, it is possible to achieve high efficiency when “one-sidedsimulation” is sufficient and “full simulation” is not required.
 It is important to note that this is a relaxed level of security and doesnot achieve everything we want. For example, a corrupted P1 may be ableto make its input depend on the other party’s input, and may also be ableto cause the output to be distributed incorrectly. Thus, this notion is notsuitable for all protocol problems. Such compromises seem inevitable giventhe current state of the art, where highly-efficient protocols that provide fullsimulation-based security in the presence of malicious adversaries seem very
 1 Note that this only makes sense when the party receives no output. Otherwise, if it does
 receive output, then the other party’s input has influence over that output and so it isunreasonable to say that it is impossible to distinguish between any two inputs.
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 hard to construct. We stress that P2 cannot carry out any attacks, becausefull simulation is guaranteed in the case where it is corrupted.
 The definition. Let f be a function f : {0, 1}∗×{0, 1}∗ → {0, 1}∗ with onlya single output which is designated for P2. Let realπ,A(z),i(x, y, n) denote theoutputs of the honest party and the adversary A (controlling party Pi) aftera real execution of protocol π, where P1 has input x, P2 has input y, A hasauxiliary input z, and the security parameter is n. Let idealf,S(z),i(x, y, n)be the analogous distribution in an ideal execution with a trusted party thatcomputes f for the parties and hands the output to P2 only. Finally, letviewAπ,A(z),i(x, y, n) denote the view of the adversary after a real executionof π as above. Then, we have the following definition:
 Definition 2.6.2 Let f be a functionality where only P2 receives output.We say that a protocol π securely computes f with one-sided simulation if thefollowing holds:
 1. For every non-uniform ppt adversary A controlling P2 in the real model,there exists a non-uniform ppt adversary S for the ideal model, such that{
 realπ,A(z),2(x, y, n)}x,y,z,n
 c≡{idealf,S(z),2(x, y, n)
 }x,y,z,n
 where n ∈ N, x, y, z ∈ {0, 1}∗ and |x| = |y|.2. For every non-uniform ppt adversary A controlling P1;{
 viewAπ,A(z),1(x, y, n)}x,y,y′,z,n
 c≡{viewAπ,A(z),1(x, y
 ′, n)}x,y,y′,z,n
 (2.3)
 where n ∈ N, x, y, y′, z ∈ {0, 1}∗ and |x| = |y| = |y′|.
 Note that the ensembles in (2.3) are indexed by two different inputs y andy′ for P2. The requirement is that A cannot distinguish between the caseswhere P2 used the first input y and the second input y′.
 2.7 Sequential Composition – Simulation-BasedDefinitions
 A protocol that is secure under sequential composition maintains its secu-rity when run multiple times, as long as the executions are run sequentially(meaning that each execution concludes before the next execution begins).Sequential composition theorems are theorems that state “if a protocol issecure in the stand-alone model under definition X, then it remains secureunder sequential composition”. Thus, we are interested in proving protocolssecure under Definitions 2.2.1, 2.3.1 and 2.4.1 (for semi-honest, malicious andcovert adversaries), and immediately deriving their security under sequential
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 composition. This is important for two reasons. First, sequential composi-tion constitutes a security goal within itself as security is guaranteed evenwhen parties run many executions, albeit sequentially. Second, sequentialcomposition theorems are useful tools that help in writing proofs of security.Specifically, when constructing a protocol that is made up of a number ofsecure subprotocols, it is possible to analyze the security of the overall pro-tocol in a modular way, because the composition theorems tell us that thesubprotocols remain secure in this setting.
 We do not present proofs of the sequential composition theorems for thesemi-honest and malicious cases as these already appear in [32]; see Sections7.3.1 and 7.4.2 respectively. However, we do present a formal statement ofthe theorems as we will use them in our proofs of security of the protocols. Inaddition, we provide a proof of sequential composition for the case of covertadversaries.
 Modular sequential composition. The basic idea behind the formulationof the modular sequential composition theorems is to show that it is possibleto design a protocol that uses an ideal functionality as a subroutine, andthen analyze the security of the protocol when a trusted party computes thisfunctionality. For example, assume that a protocol is constructed using obliv-ious transfer as a subroutine. Then, first we construct a protocol for oblivioustransfer and prove its security. Next, we prove the security of the protocolthat uses oblivious transfer as a subroutine, in a model where the parties haveaccess to a trusted party computing the oblivious transfer functionality. Thecomposition theorem then states that when the “ideal calls” to the trustedparty for the oblivious transfer functionality are replaced with real executionsof a secure protocol computing this functionality, the protocol remains secure.We begin by presenting the “hybrid model” where parties communicate bysending regular messages to each other (as in the real model) but also haveaccess to a trusted party (as in the ideal model).
 The hybrid model. We consider a hybrid model where parties both inter-act with each other (as in the real model) and use trusted help (as in theideal model). Specifically, the parties run a protocol π that contains “idealcalls” to a trusted party computing some functionalities f1, . . . , fp(n). Theseideal calls are just instructions to send an input to the trusted party. Uponreceiving the output back from the trusted party, the protocol π continues.The protocol π is such that fi is called before fi+1 for every i (this just de-termines the “naming” of the calls as f1, . . . , fp(n) in that order). In addition,if a functionality fi is reactive (meaning that it contains multiple stages likea commitment functionality which has a commit and reveal stage), then nomessages are sent by the parties directly to each other from the time thatthe first message is sent to fi to the time that all stages of fi have concluded.We stress that the honest party sends its input to the trusted party in thesame round and does not send other messages until it receives its output (thisis because we consider sequential composition here). Of course, the trusted
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 party may be used a number of times throughout the execution if π. However,each use is independent (i.e., the trusted party does not maintain any statebetween these calls). We call the regular messages of π that are sent amongstthe parties standard messages and the messages that are sent between partiesand the trusted party ideal messages. We stress that in the hybrid model, thetrusted party behaves as in the ideal model of the definition being considered.Thus, the trusted party computing f1, . . . , fp(n) behaves as in Section 2.3when malicious adversaries are being considered, and as in Section 2.4 forcovert adversaries.
 Sequential composition – malicious adversaries. Let f1, . . . , fp(n) beprobabilistic polynomial-time functionalities and let π be a two-party proto-col that uses ideal calls to a trusted party computing f1, . . . , fp(n). Further-more, let A be a non-uniform probabilistic polynomial-time machine and leti be the index of the corrupted party. Then, the f1, . . . , fp(n)-hybrid executionof π on inputs (x, y), auxiliary input z to A and security parameter n, de-
 noted hybridf1,...,fp(n)
 π,A(z),i (x, y, n), is defined as the output vector of the honest
 parties and the adversary A from the hybrid execution of π with a trustedparty computing f1, . . . , fp(n).
 Let ρ1, . . . , ρp(n) be a series of protocols (as we will see ρi takes the placeof fi in π). We assume that each ρi has a fixed number rounds that is thesame for all parties. Consider the real protocol πρ1,...,ρp(n) that is defined asfollows. All standard messages of π are unchanged. When a party is instructedto send an ideal message α to the trusted party to compute fj, it begins a realexecution of ρj with input α instead. When this execution of ρj concludeswith output y, the party continues with π as if y were the output receivedby the trusted party for fj (i.e., as if it were running in the hybrid model).
 The composition theorem states that if ρ1, . . . , ρp(n) securely computef1, . . . , fp(n) respectively, and π securely computes some functionality g inthe f1, . . . , fp(n)-hybrid model, then πρ1,...,ρp(n) securely computes g (in thereal model). As discussed above, the hybrid model that we consider here iswhere the protocols are run sequentially. Thus, the fact that sequential com-position only is considered is implicit in the theorem, via the reference to thehybrid model.
 Theorem 2.7.1 (modular sequential composition – malicious): Let p(n) bea polynomial, let f1, . . . , fp(n) be two-party probabilistic polynomial-time func-tionalities and let ρ1, . . . , ρp(n) be protocols such that each ρi securely com-putes fi in the presence of malicious adversaries. Let g be a two-party func-tionality and let π be a protocol that securely computes g in the f1, . . . , fp(n)-hybrid model in the presence of malicious adversaries. Then, πρ1,...,ρp(n) se-curely computes g in the presence of malicious adversaries.
 Sequential composition – covert adversaries. Let f1, . . . , fp(n), π andρ1, . . . , ρp(n) be as above. Furthermore, define πρ1,...,ρp(n) exactly as in themalicious model. Note, however, that in the covert model, a party may receive
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 corruptedk as output from ρj . In this case, as with any other output, it behavesas instructed in π (corruptedk may be received as output both when thereal ρj is run and when the trusted party is used to compute fj becausewe consider the covert ideal model here). The covert ideal model idealscdepends on the deterrent factor because this determines the probability withwhich the trusted party sends corrupted or undetected. Therefore, we referto the (f, ϵ)-hybrid model as one where the trusted party computes f anduses the given ϵ. When considering protocols ρ1, . . . , ρp(n) we will refer to the(f1, ϵ1), . . . , (fp(n), ϵp(n))-hybrid model, meaning that the trusted party usesϵi when computing fi (and the ϵ values may all be different). We have thefollowing:
 Theorem 2.7.2 Let p(n) be a polynomial, let f1, . . . , fp(n) be two-party prob-abilistic polynomial-time functionalities and let ρ1, . . . , ρp(n) be protocols suchthat each ρi securely computes fi in the presence of covert adversaries withdeterrent ϵi. Let g be a two-party functionality and let π be a protocol thatsecurely computes g in the (f1, ϵ1), . . . , (fp(n), ϵp(n))-hybrid model in the pres-ence of covert adversaries with ϵ-deterrent. Then, πρ1,...,ρp(n) securely com-putes g in the presence of covert adversaries with ϵ-deterrent.
 Proof (sketch). Theorem 2.7.2 can be derived as an almost immediatecorollary from the composition theorem of [11, 32] in the following way.First, define a special functionality interface that follows the instructions ofthe trusted party in Definition 2.4.1. That is, define a reactive functionality(see Section 2.3.2) that receives inputs and writes outputs (this functional-ity is modeled by an interactive Turing machine). The appropriate reactivefunctionality here acts exactly like the trusted party (e.g., if it receives acheati message when computing fℓ, then it tosses coins and with probabilityϵℓ outputs corruptedi to the honest party and with probability 1 − ϵℓ givesthe adversary the honest party’s input and lets it chooses its output). Next,consider the standard ideal model of Definition 2.3.1 with functionalities ofthe above form. It is easy to see that a protocol securely computes somefunctionality f under Definition 2.4.1 if and only if it is securely computesthe appropriately defined reactive functionality under Definition 2.3.1. Thissuffices because the composition theorem of [11, 32] can be applied to Defi-nition 2.3.1, yielding the result.
 Observe that in Theorem 2.7.2 the protocols ρ1, . . . , ρp(n) and π may allhave different deterrent values. Thus the proof of π in the hybrid model musttake into account the actual deterrent values ϵ1, . . . , ϵp(n) of the protocolsρ1, . . . , ρp(n), respectively.
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Part II
 General Constructions
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In the next three chapters, we present efficient constructions for generaltwo-party computation, meaning that the protocols can be used to solve anyfunctionality given a circuit that computes that functionality. The efficiencyof these constructions depends on the size of the circuit, and thus theseconstructions are useful for problems that have reasonably small circuits (de-pending on the level of security required, this can range from some thousandsof gates to a million). In addition, the techniques and paradigms used in thesegeneral constructions are important also for constructing efficient protocolsfor specific problems of interest.
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Chapter 3
 Semi-honest Adversaries
 In this chapter, we present Yao’s protocol for secure two-party computationin the presence of semi-honest adversaries. The protocol has a constant num-ber of rounds, and works by having the parties evaluate an “encrypted” or“garbled” circuit such that they learn nothing from the evaluation but theoutput itself. In particular, all intermediate values in the circuit evaluation(which can reveal more information than is allowed) remain hidden from bothparties. We present the protocol for the case of a deterministic, non-reactive,single-output functionality. As we have shown in Section 2.5, this sufficesfor obtaining the secure computation of any probabilistic, reactive two-partyfunctionality at approximately the same cost.
 3.1 An Overview of the Protocol
 Let f be a polynomial-time functionality (assume for now that it is deter-ministic), and let x and y be the parties’ respective inputs. The first stepis to view the function f as a boolean circuit C. In order to describe Yao’sprotocol, it is helpful to first recall how such a circuit is computed. Let x andy be the parties’ inputs. Then, the circuit C(x, y) is computed gate by gate,from the input wires to the output wires. Once the incoming wires to a gateg have obtained values α, β ∈ {0, 1}, it is possible to give the outgoing wiresof the gate the value g(α, β). The output of the circuit is given by the val-ues obtained in the output wires of the circuit. Thus, essentially, computinga circuit involves allocating appropriate zero-one values to the wires of thecircuit. In the description below, we refer to four different types of wires ina circuit: circuit-input wires (that receive the input values x and y), circuit-output wires (that carry the value C(x, y)), gate-input wires (that enter somegate g), and gate-output wires (that leave some gate g).
 We now present a high-level description of Yao’s protocol. The construc-tion is actually a “compiler” that takes any polynomial-time functionality
 53C. Hazay, Y. Lindell, Efficient Secure Two-Party Protocols, Information Security and Cryptography, DOI 10.1007/978-3-642-14303-8_3, © Springer-Verlag Berlin Heidelberg 2010
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 f , or actually a circuit C that computes f , and constructs a protocol forsecurely computing f in the presence of semi-honest adversaries. In a secureprotocol, the only value learned by a party should be its output. Therefore,the values that are allocated to all wires that are not circuit-output shouldnot be learned by either party (these values may reveal information aboutthe other party’s input that could not be otherwise learned from the output).The basic idea behind Yao’s protocol is to provide a method of computing acircuit so that values obtained on all wires other than circuit-output wires arenever revealed. For every wire in the circuit, two random values are specifiedsuch that one value represents 0 and the other represents 1. For example,let w be the label of some wire. Then, two values k0w and k1w are chosen,where kσw represents the bit σ. An important observation here is that even ifone of the parties knows the value kσw obtained by the wire w, this does nothelp it to determine whether σ = 0 or σ = 1 (because both k0w and k1w areidentically distributed). Of course, the difficulty with such an idea is that itseems to make computation of the circuit impossible. That is, let g be a gatewith incoming wires w1 and w2 and output wire w3. Then, given two randomvalues kσ1 and kτ2 , it does not seem possible to compute the gate because σand τ are unknown. We therefore need a method of computing the value ofthe output wire of a gate (also a random value k03 or k13) given the value ofthe two input wires to that gate.
 In short, this method involves providing “garbled computation tables”that map the random input values to random output values. However, thismapping should have the property that given two input values, it is onlypossible to learn the output value that corresponds to the output of the gate(the other output value must be kept secret). This is accomplished by viewingthe four possible inputs to the gate, k01 , k
 11 , k
 02, and k12 , as encryption keys.
 Then, the output values k03 and k13 , which are also keys, are encrypted underthe appropriate keys from the incoming wires. For example, let g be an ORgate. Then, the key k13 is encrypted under the pairs of keys associated withthe values (1, 1), (1, 0) and (0, 1). In contrast, the key k03 is encrypted underthe pair of keys associated with (0, 0). See Table 3.1 below.
 input wire w1 input wire w2 output wire w3 garbled computation table
 k01 k02 k03 Ek01(Ek0
 2(k03))
 k01 k12 k13 Ek01(Ek1
 2(k13))
 k11 k02 k13 Ek11(Ek0
 2(k13))
 k11 k12 k13 Ek11(Ek1
 2(k13))
 Table 3.1 Garbled OR Gate
 Notice that given the input wire keys kα1 and kβ2 corresponding to α andβ, and the four table values (found in the fourth column of Table 3.1), it is
 possible to decrypt and obtain the output wire key kg(α,β)3 . Furthermore, as
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 required above, this is the only value that can be obtained (the other keyson the input wires are not known and so only a single table value can be
 decrypted). In other words, it is possible to compute the output key kg(α,β)3
 of a gate, and only that key, without learning anything about the real valuesα, β or g(α, β). (We note that the values of the table are randomly ordered sothat a key’s position does not reveal anything about the value it is associatedwith. Despite this random ordering, the specific construction is such thatgiven a pair of input wire keys, it is possible to locate the table entry that isencrypted by those keys.)
 So far we have described how to construct a single garbled gate. A gar-bled circuit consists of garbled gates along with “output decryption tables”.These tables map the random values on circuit-output wires back to their cor-responding real values. That is, for a circuit-output wire w, the pairs (0, k0w)and (1, k1w) are provided. Then, after obtaining the key kγw on a circuit-outputwire, it is possible to determine the actual output bit by comparing the keyto the values in the output decryption table.1 Notice that given the keys as-sociated with inputs x and y, it is possible to (obliviously) compute the entirecircuit gate by gate. Then, having obtained the keys on the circuit-outputwires, these can be “decrypted” providing the result C(x, y).
 The above construction can be described metaphorically using “lockedboxes”. The basic idea, as above, is that every wire is allocated two padlockkeys; one key is associated with the bit 0 and the other with the bit 1.Then, for each gate four doubly locked boxes are provided, where each box isassociated with a row in the truth table computing the gate (i.e., one box isassociated with inputs (0, 0), another with (0, 1), and so on). The four boxesare locked so that each pair of keys (one from each input wire) opens exactlyone box. Furthermore, in each box a single key relating to the output wire ofthe gate is stored. This key is chosen so that it correctly associates the inputbits with the output bit of the gate. (For example, if the keys that open thebox are associated with 0 and 1 and the gate computes the and function,then the key inside the box is the key associated with 0 on the output wire.)
 The first important observation is that given the set of keys that are as-sociated with the parties’ inputs, it is possible to “compute the circuit” byopening the locked boxes one at a time (for each gate, only one box willopen). The process concludes at the output-gate boxes, which can containthe actual output rather than a key. The second important observation isthat the computation of the circuit reveals absolutely no information beyondthe output itself. This is due to the fact that the keys are not labelled and soit is impossible to know whether a given key is associated with 0 or with 1.This all holds under the assumption that the keys associated with the circuit-input wires are obtained in an “oblivious manner” that does not reveal theassociation with the parties’ inputs. Furthermore, we must assume that only
 1 Alternatively, in the output gates it is possible to directly encrypt 0 or 1 instead of k0wor k1w, respectively.
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 a single set of keys is provided (and so in each gate only a single box canbe opened). Of course, in the actual garbled-circuit construction, double en-cryption replaces doubly locked boxes and decryption keys replace physicalpadlock keys.
 We now proceed to informally describe Yao’s protocol. In this protocol, oneof the parties, henceforth the sender, constructs a garbled circuit and sendsit to the other party, henceforth the receiver. The sender and receiver theninteract so that the receiver obtains the input-wire keys that are associatedwith the inputs x and y (this interaction is described below). Given these keys,the receiver then computes the circuit as described, obtains the output andconcludes the protocol. This description only shows how the receiver obtainsits output, while ignoring the output of the sender. However, the receiver’soutput can include the sender’s output in encrypted form (where only thesender knows the decryption key). Then, the receiver can just forward thesender its output at the end of the computation. Since the sender’s output isencrypted, the receiver learns nothing more than its own output, as required.
 It remains for us to describe how the receiver obtains the keys for thecircuit-input wires. Here we differentiate between the inputs of the senderand the inputs of the receiver. Regarding the sender, it simply sends thereceiver the values that correspond to its input. That is, if its ith input bit is 0and the wire wi receives this input, then the sender just hands the receiverthe string k0i . Notice that since all of the keys are identically distributed,the receiver can learn nothing about the sender’s input from these keys.Regarding the receiver, this is more problematic. The sender cannot handit all of the keys pertaining to its input (i.e., both the 0 and 1 keys on thereceiver’s input wires), because this would enable the receiver to computemore than just its output. (For a given input x of the sender, this would enablethe receiver to compute C(x, y) for every y. This is much more informationthan a single value C(x, y).) On the other hand, the receiver cannot openlytell the sender which keys to send it, because then the sender would learn thereceiver’s input. The solution to this is to use a 1-out-of-2 oblivious transferprotocol [72, 25]. In such a protocol, a sender inputs two values x0 and x1 (inthis case, k0w and k1w for some circuit-input wire w), and a receiver inputs abit σ (in this case, corresponding to its appropriate input bit). The outcomeof the protocol is that the receiver obtains the value xσ (in this case, the keykσw). Furthermore, the receiver learns nothing about the other value x1−σ, andthe sender learns nothing about the receiver’s input σ. By having the receiverobtain its keys in this way, we obtain that (a) the sender learns nothing ofthe receiver’s input value, and (b) the receiver obtains only a single set ofkeys and so can compute the circuit on only a single value, as required. Thiscompletes our high-level description of Yao’s protocol.
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 3.2 Tools
 3.2.1 “Special” Private-Key Encryption
 Our construction uses a private-key encryption scheme that has indistinguish-able encryptions for multiple messages. Informally speaking, this means thatfor every two (known) vectors of messages x and y, no polynomial-time adver-sary can distinguish an encryption of the vector x from an encryption of thevector y. We stress that according to our construction of Yao’s garbled cir-cuit, the encryption scheme must be secure for multiple messages. Thereforeone-time pads cannot be used. In our proof of security, we will actually usean encryption scheme that is secure under chosen-plaintext attacks (strictlyspeaking this is not necessary, but it does simplify the presentation). We referthe reader to [32, Chapter 5] for formal definitions of secure encryption.
 We will require an additional property from the encryption scheme that weuse. Loosely speaking, we require that an encryption under one key will fallin the range of an encryption under another key with negligible probability.We also require that given the key k, it is possible to efficiently verify if agiven ciphertext is in the range of k. (These two requirements are very easilysatisfied, as demonstrated below.) The reason that we require these additionalproperties is to enable the receiver to correctly compute the garbled circuit.Recall that in every gate, the receiver is given two random keys that enable itto decrypt and obtain the random key for the gate-output wire; see Table 3.1.A problem that immediately arises here is how the receiver can know whichvalue is the intended decryption. (Note that it may be the case that all stringscan be decrypted.) By imposing the requirement that encryptions under onekey will almost never be valid encryptions under another key, and requiringthat this also be efficiently verifiable, it will hold that only one of the valueswill be valid (except with negligible probability). The receiver will then takethe (single) correctly decrypted value as the key for the gate-output wire. Wenow formally define the requirements on the encryption scheme:
 Definition 3.2.1 Let (G,E,D) be a private-key encryption scheme and de-
 note the range of a key in the scheme by Rangen(k)def= {Ek(x)}x∈{0,1}n.
 1. We say that (G,E,D) has an elusive range if for every probabilisticpolynomial-time machine A, every polynomial p(·) and all sufficientlylarge ns
 Prk←G(1n)[A(1n) ∈ Rangen(k)] <
 1
 p(n).
 2. We say that (G,E,D) has an efficiently verifiable range if there exists aprobabilistic polynomial-time machine M such that M(1n, k, c) = 1 if andonly if c ∈ Rangen(k).
 By convention, for every c /∈ Rangen(k), we have that Dk(c) = ⊥.
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 Notice that the requirements for an “elusive range” are quite weak. Inparticular, the machine A is oblivious in that it is given no information onk and no examples of ciphertexts within Rangen(k). Thus, A must “hit” therange with no help whatsoever.
 We now show that it is easy to construct encryption schemes with theabove properties. For example, let F = {fk} be a family of pseudorandomfunctions, where fk : {0, 1}n → {0, 1}2n for k ∈ {0, 1}n. Then, define
 Ek(x) = ⟨r, fk(r)⊕ x0n⟩
 where x ∈ {0, 1}n, r ←R {0, 1}n and x0n denotes the concatenation of xand 0n. A similar idea can be used to encrypt a message x ∈ {0, 1}ℓ(n) oflength ℓ(n) for an arbitrary polynomial ℓ(·), by setting the output of fk tobe of length ℓ(n) + n and concatenating n zeroes at the end.2 (This can beachieved efficiently in practice by using an appropriate mode of operationfor block ciphers.) The fact that this encryption scheme has indistinguish-able encryptions under chosen-plaintext attacks is well known. Regarding ouradditional requirements:
 1. Elusive range:Notice that if a truly random function frand was used insteadof fk, then the probability that a value c output by the machine A is inthe range of ⟨r, frand(r) ⊕ x0n⟩ is negligible. This follows from the factthat obtaining such a c involves finding a value r and then predicting thelast n bits of frand(r) (notice that these last n bits are fully revealed infrand(r) ⊕ x0n). Since frand is random, this prediction can succeed withprobability at most 2−n. Now, by the assumption that fk is pseudorandom,it follows that a polynomial-time machine A will also succeed in generatingsuch a c with at most negligible probability. Otherwise, such an A couldbe used to distinguish fk from a random function.
 2. Efficiently verifiable range: Given k and c = ⟨r, s⟩, it is possible to computefk(r) and verify that the last n bits of fk(r) equal the last n bits of s. Ifso, then it follows that c ∈ Rangen(k), and if not, then c /∈ Rangen(k).
 We stress that there are many possible ways to ensure that P2 will obtainthe correct output of a garbled gate. For example, as described in [63], explicit(and randomly permuted) indices may be used instead.3
 Double-encryption security. In Yao’s protocol, the private-key encryp-tion scheme is used in order to double encrypt values. As we have described,the protocol works by double encrypting four values, where each double en-cryption uses a different combination of the keys associated with the inputwires. Intuitively, given only two keys, it is possible to decrypt only one of the
 2 In fact, the string of 0s can have any super-logarithmic length. We set it to be of length
 n for simplicity.3 We chose this method somewhat arbitrarily. We feel some preference due to the fact
 that the gate description and circuit construction is the simplest this way. As we will see,however, some price is paid in the proof of correctness.
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 values. However, formally, this must be proven. We define a double encryp-tion experiment here and prove that any encryption scheme that is secureunder chosen-plaintext attacks is secure for double encryption here. We re-mark that the experiment does not look very natural. However, it is exactlywhat is needed in our proof of security. Let (G,E,D) be a private-key en-cryption scheme and assume without loss of generality that G(1n) returns astring of length n (i.e., the length of a key generated with security parame-ter 1n is exactly n). We write E(k0, k1,m) = Ek0(Ek1(m)). The experimentdefinition is as follows:
 ExptdoubleA (n, σ)
 1. The adversary A is invoked upon input 1n and outputs two keysk0 and k1 of length n and two triples of messages (x0, y0, z0) and(x1, y1, z1) where all messages are of the same length.
 2. Two keys k′0, k′1 ← G(1n) are chosen for the encryption scheme.
 3. A is given the challenge ciphertext
 ⟨E(k0, k′1, xσ), E(k′0, k1, yσ), E(k′0, k
 ′1, zσ)⟩
 as well as oracle access to E(·, k′1, ·) and E(k′0, ·, ·).4
 4. A outputs a bit b and this is taken as the output of the experiment.
 Security under double encryption simply means that the adversary outputs1 when σ = 0 with almost the same probability as it outputs 1 when σ = 1.
 Definition 3.2.2 An encryption scheme (G,E,D) is secure under chosendouble encryption if for every non-uniform probabilistic polynomial-time ma-chine A, every polynomial p(·) and all sufficiently large ns,∣∣∣Pr [ExptdoubleA (n, 1) = 1
 ]− Pr
 [ExptdoubleA (n, 0) = 1
 ]∣∣∣ < 1
 p(n).
 We now show that any encryption scheme that is secure (i.e., has indistin-guishable encryptions) under chosen-plaintext attacks, is secure under chosendouble encryption. We remark that all security here is in the non-uniformmodel (and so we assume security under chosen-plaintext attacks for non-uniform adversaries). It is well known that under chosen-plaintext attacks,security for a single message implies security for multiple messages (see [32,Section 5.4]), and we will thus assume this in our proof. For the sake of com-pleteness, we define the chosen-plaintext experiment for the case of multiple
 4 Note that in the ciphertexts that A receives, at least one of the keys used is unknown to
 A. In addition, the oracle access here means that A can provide any k and m to E(·, k′1, ·)and receive back E(k, k′1,m); likewise for E(k′0, ·, ·).
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 messages. In fact, we consider only the case of two messages, because thissuffices for our proof later.
 ExptcpaA (n, σ)
 1. A key k ← G(1n) is chosen and the adversary A is invoked withinput 1n and oracle access to Ek(·). The adversary A outputs twopairs of messages (x0, y0) and (x1, y1).
 2. The challenge ciphertexts c1 = Ek(xσ) and c2 = Ek(yσ) are com-puted.
 3. A is given the pair (c1, c2) as well as continued oracle access to Ek(·)4. A outputs a bit b and this is taken as the output of the experiment.
 The definition of security under chosen-plaintext attacks is analogous toDefinition 3.2.2 except that ExptdoubleA is replaced with ExptcpaA . We are nowready to state the lemma.
 Lemma 3.2.3 Let (G,E,D) be a private-key encryption scheme that hasindistinguishable encryptions under chosen-plaintext attacks in the presenceof non-uniform adversaries. Then (G,E,D) is secure under chosen doubleencryption.
 Proof. In order to prove this lemma, we define a modified experiment,denoted by Exptmod
 A (n, σ), which is exactly the same as ExptdoubleA (σ) exceptthat the y part of the challenge ciphertext does not depend on σ. Thatis, the challenge ciphertext equals ⟨E(k0, k
 ′1, xσ), E(k′0, k1, y0), E(k′0, k
 ′1, zσ)⟩;
 note that xσ and zσ are encrypted as before, but y0 is always encrypted (evenif σ = 1). Clearly,
 Pr[ExptdoubleA (n, 0) = 1
 ]= Pr
 [Exptmod
 A (n, 0) = 1]
 (3.1)
 because in both cases, the encrypted values are x0, y0 and z0. We will provethat for every non-uniform probabilistic polynomial-time adversary and forsome negligible function µ(·), the following two equations hold:∣∣∣Pr [Exptmod
 A (n, 0) = 1]− Pr
 [Exptmod
 A (n, 1) = 1]∣∣∣ < µ(n); (3.2)∣∣∣Pr [Exptmod
 A (n, 1) = 1]− Pr
 [ExptdoubleA (n, 1) = 1
 ]∣∣∣ < µ(n). (3.3)
 Combining Equations (3.1) to (3.3), we obtain that (G,E,D) is secure underchosen double encryption. We will prove (3.2); (3.3) is proven in an analogousway.
 We begin by modifying ExptmodA in the following way. First, we claim that
 indistinguishability holds even if the adversary A can choose k′0 by itself.(Observe that once the “y” value is always taken to be y0, the value σ is
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 found only in the encryptions of xσ and zσ. Since both of these values areencrypted with k′1, the adversary A cannot distinguish between them even ifit knows all other keys k0, k1 and k′0.) We can therefore let A choose k0, k1and k′0. Given that this is the case, we need not generate E(k′0, k1, y0) aspart of the challenge ciphertext (because given k′0 and k1, A can compute itby itself). For the same reason, we can remove the oracle E(k′0, ·, ·) from theexperiment. We therefore need only to prove that (3.2) holds for the further
 modified experiment Exptmod′
 A defined as follows:
 Exptmod′
 A (n, σ)
 1. The adversary A is invoked upon input 1n and outputs three keys k0,k1 and k′0 of length n and two pairs of messages (x0, z0) and (x1, z1)where all messages are of the same length.
 2. A key k′1 ← G(1n) is chosen for the encryption scheme.
 3. A is given ⟨E(k0, k′1, xσ), E(k′0, k
 ′1, zσ)⟩ as well as oracle access to
 E(·, k′1, ·).4. A outputs a bit b and this is taken as the output of the experiment.
 From what we have stated above, if we prove that the analogue of (3.2) holds
 for Exptmod′
 A , then (3.2) itself clearly also holds. However, Exptmod′
 A is nowalmost identical to ExptcpaA . The only differences are:
 1. In Exptmod′
 A the challenge ciphertext is first encrypted with k′1 (the secretkey) and then with k0 or k′0, whereas in ExptcpaA the challenge ciphertext isencrypted with the k′1 only. However, this clearly does not matter becausethe adversary attacking the CPA scheme with secret key k′1 can know k0and k′0 and so can compute this itself.
 2. In Exptmod′
 A the oracle given to the adversary is E(·, k′1, ·) whereas in ExptcpaAit is Ek(·). However, since k and k′1 play the same role as the secretly chosenkey, it is clear that given oracle Ek′
 1(·) it is possible to efficiently emulate
 the oracle E(·, k′1, ·). Therefore, this also makes no difference.
 We conclude that (3.2) follows from the security of (G,E,D) under chosen-plaintext attacks; the formal proof of this, and (3.3), can be derived in astraightforward way from the above discussion and is thus left as an exerciseto the reader. We conclude that (G,E,D) is secure under chosen doubleencryption, concluding the proof.
 3.2.2 Oblivious Transfer
 As we have mentioned, the 1-out-of-2 oblivious transfer functionality is de-fined by ((x0, x1), σ) 7→ (λ, xσ) where λ denotes the empty string. For the
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 sake of self-containment, we will briefly describe the oblivious transfer pro-tocol of [25], which is secure in the presence of semi-honest adversaries andassumes any enhanced trapdoor permutation.5 Our description will be forthe case where x0, x1 ∈ {0, 1}; when considering semi-honest adversaries, thegeneral case can be obtained by running the single-bit protocol many timesin parallel.
 PROTOCOL 3.2.4 (Oblivious Transfer)
 • Inputs: P1 has x0, x1 ∈ {0, 1} and P2 has σ ∈ {0, 1}.• The protocol:
 1. P1 randomly chooses a trapdoor permutation (f, t) from a family of en-hanced trapdoor permutations. P1 sends f (but not the trapdoor t) to P2.
 2. P2 chooses a random vσ in the domain of f and computes wσ = f(vσ). In ad-
 dition, P2 chooses a random w1−σ in the domain of f , using the “enhanced”sampling algorithm (see Footnote 5). P2 sends (w0, w1) to P1.
 3. P1 uses the trapdoor t and computes v0 = f−1(w0) and v1 = f−1(w1).
 Then, it computes b0 = B(v0) ⊕ x0 and b1 = B(v1) ⊕ x1, where B is ahard-core bit of f . Finally, P1 sends (b0, b1) to P2.
 4. P1 computes xσ = B(vσ)⊕ bσ and outputs xσ .
 Oblivious transfer – semi-honest model
 Theorem 3.2.5 Assuming that (f, t) are chosen from a family of enhancedtrapdoor permutations, Protocol 3.2.4 securely computes the 1-out-of-2 obliv-ious transfer functionality in the presence of static semi-honest adversaries.
 Recall that since the oblivious transfer functionality is deterministic, itsuffices to use the simplified definition of Equations (2.1) and (2.2). Thus,it is guaranteed that there exist simulators, denoted by Sot
 1 and Sot2 , that
 generate the appropriate views of parties P1 and P2, respectively. We remarkthat simulator Sot
 1 receives P1’s input (x0, x1) and outputs a full view of P1
 that includes the input (x0, x1), a random tape, and the incoming messagesthat P1 expects to see in a real execution (of course, this view output by Sot
 1 isonly computationally indistinguishable from a real view). Notice that P1 hasno output in the oblivious transfer functionality, and so Sot
 1 receives only P1’sinput. The simulator Sot
 2 receives P2’s input σ and output xσ and outputsa view, as described above. The proof of Theorem 3.2.5 can be found in [32,Section 7.3.2]. In Chapter 7, we present a number of efficient constructionsfor oblivious transfer with security for more powerful adversaries.
 5 Informally speaking, an enhanced trapdoor permutation has the property that it ispossible to sample from its range, so that given the coins used for sampling it is still hard
 to invert the value. See [32, Appendix C.1] for more details.
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 3.3 The Garbled-Circuit Construction
 In this section, we describe the garbled-circuit construction. Let C be aboolean circuit that receives two inputs x, y ∈ {0, 1}n and outputs C(x, y) ∈{0, 1}n (for simplicity, we assume that the input length, output length andthe security parameter are all of the same length n). We also assume that Chas the property that if a circuit-output wire comes from a gate g, then gateg has no wires that are input to other gates.6 (Likewise, if a circuit-inputwire is itself also a circuit-output, then it is not input into any gate.)
 We begin by describing the construction of a single garbled gate g in C.The circuit C is boolean, and therefore any gate is represented by a functiong : {0, 1} × {0, 1} → {0, 1}. Now, let the two input wires to g be labelledw1 and w2, and let the output wire from g be labelled w3. Furthermore, letk01, k
 11, k
 02, k
 12 , k
 03 , k
 13 be six keys obtained by independently invoking the key-
 generation algorithm G(1n); for simplicity, assume that these keys are also
 of length n. Intuitively, we wish to be able to compute kg(α,β)3 from kα1 and
 kβ2 , without revealing any of the other three values kg(1−α,β)3 , k
 g(α,1−β)3 , and
 kg(1−α,1−β)3 . The gate g is defined by the following four values:
 c0,0 = Ek01(Ek0
 2(k
 g(0,0)3 )),
 c0,1 = Ek01(Ek1
 2(k
 g(0,1)3 )),
 c1,0 = Ek11(Ek0
 2(k
 g(1,0)3 )),
 c1,1 = Ek11(Ek1
 2(k
 g(1,1)3 )),
 where E is from a private-key encryption scheme (G,E,D) that has indis-tinguishable encryptions under chosen-plaintext attacks, and has an elusiveefficiently verifiable range; see Section 3.2.1. The actual gate is defined by arandom permutation of the above values, denoted by c0, c1, c2, c3; from hereon we call them the garbled table of gate g. Notice that given kα1 and kβ2 , and
 the values c0, c1, c2, c3, it is possible to compute the output of the gate kg(α,β)3
 as follows. For every i, compute Dkβ2(Dkα
 1(ci)). If more than one decryption
 returns a non-⊥ value, then output abort. Otherwise, define kγ3 to be theonly non-⊥ value that is obtained. (Notice that if only a single non-⊥ value
 is obtained, then this will be kg(α,β)3 because it is encrypted under the given
 keys kα1 and kβ2 . Later we will show that except with negligible probability,only one non-⊥ value is indeed obtained.)
 We are now ready to show how to construct the entire garbled circuit. Letm be the number of wires in the circuit C, and let w1, . . . , wm be labels ofthese wires. These labels are all chosen uniquely with the following exception:
 6 This requirement is due to our labelling of gates described below; see Footnote 7. We
 note that this assumption on C increases the number of gates by at most n.
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 if wi and wj are both output wires from the same gate g, then wi = wj
 (this occurs if the fan-out of g is greater than one). Likewise, if a bit of aparty’s input enters more than one gate, then all circuit-input wires associatedwith this bit will have the same label.7 Next, for every label wi, choose twoindependent keys k0i , k
 1i ← G(1n); we stress that all of these keys are chosen
 independently of the others. Now, given these keys, the four garbled valuesof each gate are computed as described above and the results are permutedrandomly. Finally, the output or decryption tables of the garbled circuit arecomputed. These tables simply consist of the values (0, k0i ) and (1, k1i ) wherewi is a circuit-output wire. (Alternatively, output gates can just compute 0 or1 directly. That is, in an output gate, one can define cα,β = Ekα
 1(Ekβ
 2(g(α, β)))
 for every α, β ∈ {0, 1}.)The entire garbled circuit of C, denoted by G(C), consists of the garbled
 table for each gate and the output tables. We note that the structure of C isgiven, and the garbled version of C is simply defined by specifying the outputtables and the garbled table that belongs to each gate. This completes thedescription of the garbled circuit.
 Correctness. We now claim that the above garbled circuit enables correctcomputation of the function. That is, given the appropriate input strings andthe garbled table for each gate, it is possible to obtain the correct output. Itis at this point that we use the “special” properties of the encryption schemedescribed in Section 3.2.1.
 Claim 3.3.1 (correctness): Let x = x1 · · ·xn and y = y1 · · · yn be two n-bitinputs for C. Furthermore, let win1
 , . . . , winnbe the labels of the circuit-input
 wires corresponding to x, and let winn+1, . . . , win2n
 be the labels of the circuit-input wires corresponding to y. Finally, assume that the encryption schemeused to construct G(C) has an elusive and efficiently verifiable range. Then,given the garbled circuit G(C) and the strings kx1
 in1, . . . , kxn
 inn, ky1
 inn+1, . . . , kyn
 in2n,
 it is possible to compute C(x, y), except with negligible probability.
 Proof. We begin by showing that every gate can be “decrypted” correctly.Specifically, let g be a gate with incoming wires w1, w2 and outgoing wirew3. Then, we show that for every α, β ∈ {0, 1}, given kα1 and kβ2 and the
 garbled table of g, it is possible to determine kg(α,β)3 , except with negligible
 probability. More formally, let c0, c1, c2, c3 be the garbled table of gate g. We
 wish to find ci such that ci = Ekα1(Ekβ
 2(k
 g(α,β)3 )). We claim that, except with
 negligible probability, there exists a single i such that ci ∈ Rangen(kα1 ) and
 7 This choice of labelling is not essential and it is possible to provide unique labels for allwires. However, in such a case, the table of a gate with fan-out greater than 1 will have to
 be redefined so that the keys of all of the wires leaving the gate are encrypted. We chose
 this labelling because it seems to make for a simpler gate definition. We note, however,that due to this choice, we must assume that if a gate g has an output wire exiting from
 it, then it does not have another wire that exits it and enters another gate. As we havementioned, this increases the number of gates by at most n.
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 Dkα1(ci) ∈ Rangen(k
 β2 ). In other words, at most one of the values decrypts
 correctly (from here on we use this informal term to mean what is formallydescribed above).
 This follows from the fact that the encryption scheme has an elusive range.Specifically, recall that the gate was constructed by first choosing independentvalues for the gate-input and gate-output wires k01 , k
 11 , k
 02 , k
 12 , k
 03 , k
 13 . Next, the
 values c0, c1, c2 and c3 are computed. Now, assume that there are (at least)
 two values ci, cj such that ci ∈ Range(kα1 ) and Dkα1(ci) ∈ Rangen(k
 β2 ); likewise
 for cj . Without loss of generality, assume also that ci = Ekα1(Ekβ
 2(k
 g(α,β)3 ));
 i.e., assume that ci should be correctly decrypted. There are two cases re-garding cj :
 1. cj = Ekα1(Ek1−β
 2(z)) for z ∈ {k03 , k13}:
 By our assumption regarding cj , it follows that cj ∈ Range(kα1 ) and
 Dkα1(cj) ∈ Rangen(k
 β2 ). This means that Ek1−β
 2(z) ∈ Rangen(k
 β2 ). Next,
 as mentioned above, recall that k1−β2 , k03 , and k13 are all uniform and
 independent of kβ2 . Therefore, we can define a machine A that choosestwo random keys k′, k′′ ← G(1n) and outputs c = Ek′(k′′). The prob-ability that c ∈ Range(k) for k ← G(1n) equals the probability that
 Ek1−β2
 (z) ∈ Rangen(kβ2 ) (recall that z ∈ {k03 , k13}). Since the encryp-
 tion scheme (G,E,D) has an elusive range, we conclude that the prob-ability that c ∈ Rangen(k) is negligible. Therefore, the probability that
 Ek1−β2
 (z) ∈ Rangen(kβ2 ) is also negligible. This concludes this case.
 2. cj = Ek1−α1
 (z) for z = Ek′(k′′) where k′ ∈ {k02 , k12} and k′′ ∈ {k03 , k13}:In this case, we have that Ek1−α
 1(z) ∈ Rangen(k
 α1 ). Using the same ar-
 guments as above, and noticing once again that k1−α1 , k′ and k′′ are allindependent of kα1 , we have that this case occurs also with at most negli-gible probability.
 Now, given that in every gate at most one ci decrypts correctly, we prove theclaim. In order to do this, we define that the key k is correct for wire wi ifk = kγi , where γ ∈ {0, 1} is the value obtained on wire wi when computingthe ungarbled circuit C on inputs (x, y). By induction on the circuit, startingfrom the bottom and working up, we show that for every wire, the correctkey for the wire is obtained. This holds for the circuit-input wires by the factthat the keys kx1
 in1, . . . , kxn
 inn, ky1
 inn+1, . . . , kyn
 in2nare given, and is the base case of
 the induction. Assume that it is true for a gate g with gate-input wires wi andwj and let kαi and kβj be the respective keys held for these wires. Then, by
 the decryption procedure, it follows that the value kg(α,β)ℓ = Dkβ
 j(Dkα
 i(cα,β))
 is obtained, where wℓ is the output wire of the gate.8 Furthermore, by the
 8 This holds if there are no decryption errors (i.e., if for every k and every x, Dk(Ek(x)) =
 x). If there is a negligible error in the decryption, then we will inherit a negligible error
 probability here.
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 arguments shown above, this is the only value that is decrypted correctly.Therefore, the correct key for the output wire of gate g is also obtained. Thisconcludes the inductive step.
 It follows that the correct keys of the output wires of the circuit are ob-tained, except with negligible probability. That is, the keys obtained for thecircuit-output wires all correspond to the output value C(x, y). Therefore, thevalue obtained after using the output tables is exactly C(x, y), as required.
 Removing the error probability. The above construction allows for anegligible probability of error. This is due to two possible events: (a) in somegate more than one value decrypts correctly, or (b) in some gate, the correctvalue does not decrypt correctly. As we have mentioned in Footnote 8, thissecond event can occur if the encryption scheme has decryption errors. Thisproblem can be removed by using a scheme without decryption errors (thisis not a limitation because decryption errors can always be removed [23]).
 Regarding the first event causing error, this can be overcome in one of twoways. First, when constructing the circuit, it is possible to check that an errordoes not occur. Then, if an error has occurred, it is possible to reconstructthe garbled circuit again, repeating until no errors occur. (For this to work,we need to assume that the machine that verifies if a value is in the range of akey runs in deterministic polynomial time, as is the case in our construction.Alternatively, it suffices to assume that it has only a one-sided error and neverreturns 1 when a value is not in the range.) The problem with this approachis that the construction of the circuit now runs in expected, and not strict,polynomial time. Another approach is to use explicit randomly permutedindices, meaning that the decrypted values in the gates reveal exactly whichitem in the next table is to be opened. This approach was described in [63].
 3.4 Yao’s Two-Party Protocol
 As we have seen above, given the keys that correspond to the correct input,it is possible to obtain the correct output from the garbled circuit. Thus, theprotocol proceeds by party P1 constructing the garbled circuit and giving itto P2. Furthermore, P1 hands P2 the keys that correspond to x = x1 · · ·xn. Inaddition, P2 must obtain the keys that correspond to its input y = y1 · · · yn.However, this must be done carefully, ensuring the following:
 1. P1 should not learn anything about P2’s input string y.2. P2 should obtain the keys corresponding to y and no others. (Otherwise,
 P2 could compute C(x, y) and C(x, y′) for y′ = y, in contradiction to therequirement that C(x, y) and nothing else is learned.)
 The above two problems are solved by having P1 and P2 run 1-out-of-2 obliv-ious transfer protocols [72, 25]. That is, for every bit of P2’s input, the parties
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 run an oblivious transfer protocol where P1’s input is (k0n+i, k1n+i) and P2’s
 input is yi. In this way, P2 obtains the keys ky1
 n+1, . . . , kyn
 2n , and only thesekeys. In addition, P1 learns nothing about y. The complete description ap-pears in Protocol 3.4.1. We remark that the protocol is written for the case ofdeterministic single-output functionalities; see Section 2.5 for a justificationas to why this suffices.
 PROTOCOL 3.4.1 (Yao’s Two-Party Protocol)
 • Inputs: P1 has x ∈ {0, 1}n and P2 has y ∈ {0, 1}n.• Auxiliary input: A boolean circuit C such that for every x, y ∈ {0, 1}n it
 holds that C(x, y) = f(x, y), where f :{0, 1}n × {0, 1}n → {0, 1}n. We requirethat C is such that if a circuit-output wire leaves some gate g, then gate g has
 no other wires leading from it into other gates (i.e., no circuit-output wire is alsoa gate-input wire). Likewise, a circuit-input wire that is also a circuit-output
 wire enters no gates.
 • The protocol:
 1. P1 constructs the garbled circuit G(C) as described in Section 3.3, and sends
 it to P2.2. Let w1, . . . , wn be the circuit-input wires corresponding to x, and let
 wn+1, . . . , w2n be the circuit-input wires corresponding to y. Then,a. P1 sends P2 the strings kx1
 1 , . . . , kxnn .
 b. For every i, P1 and P2 execute a 1-out-of-2 oblivious transfer protocol in
 which P1’s input equals (k0n+i, k1n+i) and P2’s input equals yi.
 The above oblivious transfers can all be run in parallel.
 3. Following the above, P2 has obtained the garbled circuit and 2n keys cor-
 responding to the 2n input wires to C. Party P2 then computes the circuit,as described in Section 3.3, obtaining f(x, y).
 We now provide a formal proof that Protocol 3.4.1 securely computes thefunctionality f . Our proof could be simplified by relying on a compositiontheorem as in Section 2.7 (see [32, Section 7.3.1] for a statement and proof ofmodular sequential composition for the semi-honest case). However, we havechosen to provide a fully self-contained and direct proof of the security ofthe protocol. The rest of the proofs in this book will all rely on compositioninstead.
 Theorem 3.4.2 Let f : {0, 1}∗×{0, 1}∗ → {0, 1}∗ be a polynomial-time two-party single-output functionality. Assume that the oblivious transfer protocolis secure in the presence of static semi-honest adversaries, and that the en-cryption scheme has indistinguishable encryptions under chosen-plaintext at-tacks, and has an elusive and efficiently verifiable range. Then, Protocol 3.4.1securely computes f in the presence of static semi-honest adversaries.
 Proof. Intuitively, since the oblivious transfer protocol is secure, party P2
 receives exactly one key per circuit-input wire. Then, by the security of theencryption scheme, it is only able to decrypt one value in each gate. Fur-thermore, it has no idea if the value obtained in this decryption corresponds
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 to a 0 or a 1. Therefore, it learns nothing from this computation, except forthe output itself. We now formally prove this. Recall that since we considerdeterministic functionalities, we can use the simpler formulation of securityas stated in Equations (2.1) and (2.2); note that the separate correctness re-quirement has already been proven in Claim 3.3.1. We prove the simulationseparately when P1 is corrupted and when P2 is corrupted.
 A simplifying convention. In the proof below, we will use the simulatorsSot1 and Sot
 2 that exist for the oblivious transfer functionality in order togenerate views for the corrupted parties. In general, a view is represented asthe party’s input followed by its random tape and concluding with the seriesof incoming messages. In order to simplify the presentation, we will presentthe view of a party in a different order. Specifically, we will write the viewof a party in Protocol 3.4.1 – excluding the oblivious transfers – in the usualway. However, the view of the party in the oblivious transfers is written infull where it appears in the protocol transcript. That is, instead of splittingthe view in the oblivious transfers into input, random tape and incomingmessages, the input and random tape are written together with the incomingmessages. This clearly makes no difference and is just to simplify notation(the standard way of writing the view of a party can be received by a trivialtransformation of the view that we write below).
 Case 1 – P1 is corrupted
 Note that P1’s view in an execution of π consists only of its view in theoblivious transfer protocols. By the security of the oblivious transfer proto-col, P1’s view in the oblivious transfer executions can be generated withoutknowing P2’s input. The formal proof of this follows a rather standard hybridargument.
 We begin by describing the simulator S1: Upon input (x, f(x, y)), sim-ulator S1 uniformly chooses a random tape rC for P1 and generates thegarbled circuit that P1 would generate with randomness rC . Then, letk0n+1, k
 1n+1, . . . , k
 02n, k
 12n be the keys that correspond to P2’s input in the con-
 structed garbled circuit, and let Sot1 be the simulator that is guaranteed to
 exist for party P1 in the oblivious transfer protocol. For every i = 1, . . . , n,simulator S1 invokes the simulator SOT
 1 upon input (k0n+i, k1n+i) in order to
 obtain P1’s view in the ith oblivious transfer (since P1 has no output from theoblivious transfer, the simulator is invoked with its input only). Recall thatthe view generated by Sot
 1 is made up of the input (in this case (k0n+i, k1n+i)),
 a random tape, and a transcript of messages received. As we have mentioned,we will place the entire view of the party in the oblivious transfers togetherwith the message transcript. We have that S1 outputs(
 x, rC , Sot1 (k0n+1, k
 1n+1), . . . , S
 ot1 (k02n, k
 12n)
 ). (3.4)
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 This concludes the description of S1. We now prove that
 {S1(x, f(x, y))}x,y∈{0,1}∗c≡ {viewπ
 1 (x, y)}x,y∈{0,1}∗
 where S1(x, f(x, y)) is as shown in (3.4) and π denotes Protocol 3.4.1. We firstprove a hybrid argument over the simulated views for the oblivious transfers.That is, we define a hybrid distribution Hi in which the first i oblivioustransfers are simulated and the last n− i are real. Formally, let Hi(x, y, rC)denote the distribution{
 (x, rC , Sot1 (k0n+1, k
 1n+1), . . . , S
 ot1 (k0n+i, k
 1n+i),
 Rot1 ((k0n+i+1, k
 1n+i+1), yi+1), . . . , R
 ot1 ((k02n, k
 12n), yn))
 }where Rot
 1 ((k0n+j , k1n+j), yj) denotes the incoming messages from the appro-
 priate real oblivious transfer execution; these incoming messages are part ofviewot
 1 ((k0n+j , k1n+j), yj). Notice that the keys k0n+j , k
 1n+j here are as defined
 by the garbled circuit when generated with the random tape rC . Notice alsothat when rC is uniformly chosen, Hn(x, y, rC) equals the distribution thatappears in (3.4); i.e., it equals S1(x, f(x, y)). Furthermore, H0(x, y, rC) is ex-actly the same as viewπ
 1 (x, y). For simplicity, from here on we will assumethat x, y, rC are all of the same length, and in particular, are of length n.
 We now prove that {H0(x, y, rC)}c≡ {Hn(x, y, rC)}. By contradiction,
 assume that there exists a probabilistic polynomial-time distinguisher D anda polynomial p(·) such that for infinitely many ns (and x, y, rC ∈ {0, 1}n),
 |Pr[D(H0(x, y, rC)) = 1]− Pr[D(Hn(x, y, rC)) = 1]| > 1
 p(n).
 It follows that there exists an i such that for infinitely many x, y, rC ,
 |Pr[D(Hi(x, y, rC)) = 1]− Pr[D(Hi+1(x, y, rC)) = 1]| > 1
 np(n).
 We now use D to contradict the security of the oblivious transfer protocol.First, note that the only difference between Hi(x, y, rC) and Hi+1(x, y, rC)is that the random tape and transcript of the (i + 1)th oblivious trans-fer are according to viewot
 1 ((k0n+i+1, k1n+i+1), yi+1) in Hi and according to
 Sot1 (k0n+i+1, k
 1n+i+1) in Hi+1. Furthermore, given x, y, rC , i and a view v
 (which is either viewot1 ((k0n+i+1, k
 1n+i+1), yi+1) or Sot
 1 (k0n+i+1, k1n+i+1)) it is
 possible to construct a distribution H such that if v is from viewOT1 then
 H = Hi(x, y, rC) and if v is from Sot1 then H = Hi+1(x, y, rC). It therefore
 follows that for infinitely many inputs, it is possible to distinguish the view ofP1 in a real oblivious transfer execution from its simulated view with the sameprobability that it is possible to distinguish Hi(x, y, rC) from Hi+1(x, y, rC).However, this contradicts the security of the oblivious transfer protocol. We
 therefore conclude that {H0(x, y, rC)}c≡ {Hn(x, y, rC)}. (We remark that the
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 distinguisher that we construct here is non-uniform because it needs to havex, y, rC and i. For this reason, we defined non-uniform indistinguishability;see the beginning of Section 2.1.) We conclude that
 {S1(x, f(x, y))}c≡{(x, rC , R
 ot1 ((k0n, k
 1n), y1), . . . , R
 ot1 ((k02n, k
 12n), yn))
 }as required.
 Case 2 – P2 is corrupted
 In this case, we construct a simulator S2 that is given input (y, f(x, y)) andgenerates the view of P2 in Protocol 3.4.1. Notice that P2 expects to re-ceive a garbled circuit, and so S2 must generate such a circuit. Furthermore,this circuit must be such that P2 would obtain f(x, y) when computing thecircuit according to the protocol instructions. Of course, S2 cannot just hon-estly generate the circuit, because it does not know x. (Without knowingx, it would not know which of the keys k01 , k
 11 , . . . , k
 0n, k
 1n to hand to P2.) It
 therefore generates a “fake” garbled circuit that always evaluates to f(x, y),irrespective of which keys are used. This is achieved by using gate tables inwhich all four entries encrypt the same key, and therefore the values of theinput wires do not affect the value of the output wire. The crux of the proof isin showing that this circuit is indistinguishable from the real garbled circuitthat P2 receives in a real execution.
 In order to show this we use a hybrid argument. We first show that P2’sview in a real execution of the protocol is indistinguishable from a hybriddistribution Hot(x, y) in which the real oblivious transfers are replaced withsimulated ones. Next, we consider a series of hybrids Hi(x, y) in which onegate at a time is replaced in the real garbled circuit. The hybrid distributionsare such that H0(x, y) contains a real garbled circuit (and therefore equalsHot(x, y)). In contrast, distribution H|C|(x, y) contains the same fake circuitconstructed by S2 (and, as we will see, therefore equals S2(y, f(x, y))). By astandard hybrid argument, it follows that a distinguisher between H0(x, y)and H|C|(x, y) can be used to distinguish between two successive hybrids.However, the security of the encryption scheme that is used for generatingthe gate tables ensures that neighboring hybrids are computationally indis-tinguishable. We conclude that H0(x, y) is indistinguishable from H|C|(x, y),
 and so {S2(y, f(x, y))}c≡ {viewπ
 2 (x, y)}.We now formally describe S2. Simulator S2 begins by constructing a fake
 garbled circuit, denoted by G(C). This is accomplished as follows. For everywire wi in the circuit C, simulator S2 chooses two random keys ki and k′i.Next, the gates are computed: let g be a gate with input wires wi, wj andoutput wire wℓ. Then, g contains encryptions of the single key kℓ underall four combinations of the keys ki, k
 ′i, kj , k
 ′j that are associated with the
 input wires to g (in contrast, the key k′ℓ is not encrypted at all). That is, S2
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 computes the values
 c0,0 = Eki(Ekj (kℓ)), c0,1 = Eki(Ek′j(kℓ)),
 c1,0 = Ek′i(Ekj (kℓ)), c1,1 = Ek′
 i(Ek′
 j(kℓ)),
 and writes them in random order. This is carried out for all of the gatesof the circuit. It remains to describe how the output decryption tables areconstructed. Denote the n-bit output f(x, y) by z1 · · · zn (recall that this ispart of S2’s input), and denote the circuit-output wires by wm−n+1, . . . , wm.In addition, for every i = 1, . . . , n, let km−n+i be the (single) key encryptedin the gate from which wire wm−n+i left, and let k′m−n+i be the other key (asdescribed above). Then, the output decryption table for wire wm−n+i is givenby [(0, km−n+i), (1, k
 ′m−n+i)] if zi = 0, and [(0, k′m−n+i), (1, km−n+i)] if zi = 1.
 This completes the description of the construction of the fake garbled circuitG(C). (Notice that the keys km−n+1, . . . , km decrypt to z1 · · · zn = f(x, y)exactly.)
 Next, S2 generates the view of P2 in the phase where it obtains the keys.First, in the simulated view, it sets the keys that P2 receives from P1 inStep 2a of Protocol 3.4.1 to be k1, . . . , kn. (Recall that w1, . . . , wn are thecircuit-input wires associated with P1’s input x and that the keys for thesewires are k1, k
 ′1, . . . , kn, k
 ′n. Here, S2 takes the keys k1, . . . , kn. However, it
 could have taken k′1, . . . , k′n or any other combination and this would make
 no difference.) Next, let Sot2 be the simulator that is guaranteed to exist for
 the oblivious transfer protocol. Then, for every i = 1, . . . , n, simulator S2
 invokes the simulator Sot2 upon input (yi, kn+i) in order to obtain P2’s view
 in the ith oblivious transfer. (Here yi and kn+i are P2’s respective input andoutput in the ith oblivious transfer. As above, we use the keys kn+1, . . . , k2nassociated with the input wires for y. However, this choice is arbitrary andwe could have used k′n+1, . . . , k
 ′2n or any other combination.) Recall that the
 view generated by Sot2 is made up of the input (in this case yi), a random
 tape, and a transcript of messages received. Recall also that by convention,we place the entire view in the oblivious transfer (including the random tape)together. We therefore have that S2 outputs(
 y, G(C), k1, . . . , kn, Sot2 (y1, kn+1), . . . , S
 ot2 (yn, k2n)
 ).
 This concludes the description of S2. We now prove that
 {S2(y, f(x, y))}x,y∈{0,1}∗c≡ {viewπ
 2 (x, y)}x,y∈{0,1}∗ .
 First, observe that
 {viewπ2 (x, y)}
 ≡{(y,G(C), kx1
 1 , . . . , kxnn , Rot
 2 ((k0n+1, k1n+1), y1), . . . , R
 ot2 ((k02n, k
 12n), yn))
 }
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 where Rot2 ((k0n+i, k
 1n+i), yi) denotes the real transcript obtained from the view
 viewot2 ((k0n+i, k
 1n+i), yi). We also denote the hybrid distribution where the real
 oblivious transfers are replaced with simulated ones by
 Hot(x, y) = (y,G(C), kx11 , . . . , kxn
 n , Sot2 (y1, k
 y1
 n+1), . . . , Sot2 (yn, k
 yn
 2n)).
 We stress that in the hybrid distribution Hot, the garbled circuit G(C) thatappears is the real one and not the fake one. We first claim that
 {Hot(x, y)}x,y∈{0,1}∗c≡ {viewπ
 2 (x, y)}x,y∈{0,1}∗ . (3.5)
 The only difference between the distributions in (3.5) is due to the fact thatsimulated views of the oblivious transfers are provided instead of real ones.Indistinguishability therefore follows from the security of the oblivious trans-fer protocol. The formal proof of this is almost identical to the case where P1
 is corrupted, and is therefore omitted.Next, we consider a series of hybrid experiments Hi(x, y) in which one gate
 at a time is replaced in the real garbled circuit G(C) until the result is thefake garbled circuit G(C). Before we do this, we consider an alternative wayof constructing the fake garbled circuit G(C). This alternative constructionuses knowledge of both inputs x and y, but results in exactly the same fakegarbled circuit as that constructed by S2 that is given only y and f(x, y).(This is therefore just a mental experiment, or a different description of S2.Nevertheless, it is helpful in describing the proof.)
 The alternative construction works by first traversing the circuit from thecircuit-input wires to the circuit-output wires, and labelling all keys as activeor inactive. Intuitively, a key is active if it is used in order to compute thegarbled circuit upon input (x, y); otherwise it is inactive. Formally, a keykαa that is associated with wire wa is active if when computing the non-garbled circuit C on input (x, y), the bit that is obtained on wire wa equalsα. As expected, an inactive key is just any key that is not active. Now, thealternative construction of G(C) works by first constructing the real garbledcircuit G(C). Next, using knowledge of both x and y, all keys in G(C) arelabelled active or inactive (given x and y, it is possible to compute C(x, y) andobtain the real values on each wire). Finally, G(C) is obtained by replacingeach gate g as follows: Let wa be the wire that exits gate g. Then, recomputeg by encrypting the active key on wire wa with all four combinations of the(active and inactive) keys that are on the wires that enter g. This completesthe alternative construction.
 We claim that the circuit obtained in this alternative construction is iden-tically distributed to the circuit constructed by S2(x, f(x, y)). First, in bothconstructions, all gates contain encryptions of a single key only. Second, inboth constructions, the order of the ciphertexts in each gate is random. Fi-nally, in both constructions, the output decryption tables yield the sameresult (i.e., exactly f(x, y)). This last observation is due to the fact that in
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 the alternative construction, the output decryption table decrypts active keysto f(x, y) and these active keys are the only ones encrypted in the gates fromwhich the circuit-output wires exit. Likewise, in the circuit G(C), the onlykeys encrypted in the gates from which the circuit-output wires exit are thekeys that decrypt to f(x, y).
 Before proceeding we order the gates g1, . . . , g|C| of the circuit C as follows:if the input wires to a gate gℓ come from gates gi and gj , then i < ℓ andj < ℓ; this is called a topological sort of the circuit. We are now ready todefine the hybrid experiment Hi(x, y).
 Hybrid experiment Hi(x, y). In this experiment the view of P2
 in the oblivious transfers is generated in exactly the same way as inHOT(x, y). However, the garbled circuit is constructed differently. Asin the alternative construction of G(C), the first step is to constructthe real garbled circuit G(C) and then use x and y in order to labelall keys in G(C) as active or inactive. Next, the first i gates g1, . . . , giare modified as in the alternative construction. That is, let wa be thewire that exits gate gj for 1 ≤ j ≤ i. Then, recompute gj by encryptingthe active key on wire wa with all four combinations of the (activeand inactive) keys that are on the wires that enter gj . The remaininggates gi+1, . . . , g|C| are left unmodified, and are therefore as in the realgarbled circuit G(C).
 We claim that the distribution {H0(x, y)} equals {Hot(x, y)}. This followsfrom the fact that the only difference is that in H0(x, y) the keys are labelledactive or inactive. However, since nothing is done with this labelling, thereis no difference in the resulting distribution. Next, notice that in H|C|(x, y),the circuit that appears in the distribution is exactly the fake garbled circuitG(C) as constructed by S2. This follows immediately from the fact that inH|C| all gates are replaced, and so the circuit obtained is exactly that of thefull alternative construction described above.
 We wish to show that {H0(x, y)}c≡ {H|C|(x, y)}. Intuitively, this follows
 from the indistinguishability of encryptions. Specifically, the only differencebetween H0 and H|C| is that the circuit in H0 is made up of gates thatcontain encryptions of active and inactive keys, whereas the circuit in H|C|is made up of gates that contain encryptions of active keys only. Since onlyactive keys are seen by P2 during the computation of the garbled circuit, thedifference between H0 and H|C| cannot be detected.
 We prove that {H0(x, y)}c≡ {H|C|(x, y)} using a hybrid argument. That
 is, assume that there exists a non-uniform probabilistic polynomial-time dis-tinguisher D and a polynomial p(·) such that for infinitely many ns (andvalues x, y ∈ {0, 1}n),
 |Pr[D(H0(x, y)) = 1]− Pr[D(H|C|(x, y)) = 1]| > 1
 p(n).
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 Then, it follows that there exists an i such that
 |Pr[D(Hi−1(x, y)) = 1]− Pr[D(Hi(x, y)) = 1]| > 1
 |C| · p(n).
 We use D and x, y, i in order to construct a non-uniform probabilisticpolynomial-time distinguisher AE for the encryption scheme (G,E,D). Thehigh-level idea here is for AE to receive some ciphertexts from which it willconstruct a partially real and partially fake garbled circuit G′(C). However,the construction will be such that if the ciphertexts received were of one“type”, then the resulting circuit is according to Hi−1(x, y). However, ifthe ciphertexts received were of another “type”, then the resulting circuitis according to Hi(x, y). In this way, the ability to successfully distinguishHi−1(x, y) from Hi(x, y) yields the ability to distinguish ciphertexts, in con-tradiction to the security of the encryption scheme. We now formally provethe above intuition, using Lemma 3.2.3 that states that (G,E,D) is secureunder chosen double encryption.
 A concrete case. First, let us consider the concrete case where gi is an ORgate, and that wires wa and wb enter gi, and wire wc exits gi. Furthermore,assume that the wires wa and wb enter gate gi and no other gate. Finally,assume that when the inputs to the circuit are x and y, the wire wa obtainsthe bit 0 and the wire wb obtains the bit 1. Then, it follows that the keys k0aand k1b are active, and the keys k1
 a and k0b are inactive (we mark the inactive
 keys in bold in order to distinguish them from the active ones). Likewise, thekey k1c is active (because gi(0, 1) = 0 ∨ 1 = 1) and the key k0
 c is inactive.The difference between a real garbled gate gi and a fake garbled gate gi iswith respect to the encrypted values. Specifically, the real garbled OR gategi contains the following values:
 Ek0a(Ek0
 b(k0c)), Ek0
 a(Ek1
 b(k1c )), Ek1
 a(Ek0
 b(k1c)), Ek1
 a(Ek1
 b(k1c )) (3.6)
 In contrast, the fake garbled OR gate gi contains the following values whichare all encryptions of the active value k1c (recall that the input to gi equals 0and 1, and so the output is 1):
 Ek0a(Ek0
 b(k1c)), Ek0
 a(Ek1
 b(k1c )), Ek1
 a(Ek0
 b(k1c)), Ek1
 a(Ek1
 b(k1c )) (3.7)
 Thus, in this concrete case, the indistinguishability between the gates dependson the indistinguishability of a single encryption (of k0c versus k1c ) under theinactive key k0
 b . (In other cases, the indistinguishability may depend on bothinactive keys k1
 a and k0b , and may depend on more than one encryption under
 a key; see the general case below.) Indistinguishability follows directly fromthe definition of ExptdoubleA and security under chosen double encryption (seeDefinition 3.2.2 in Section 3.2.1).
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 Formally, we construct a non-uniform probabilistic polynomial-time ma-chine AE for ExptdoubleAE
 such that∣∣∣Pr [ExptdoubleAE(n, 1) = 1
 ]− Pr
 [ExptdoubleAE
 (n, 0) = 1]∣∣∣ ≥ 1
 |C|p(n).
 Upon input 1n, machine AE outputs keys k0a, k1b ← G(1n) and message triples
 (k0c , k1c , k
 1c ) and (k1c , k
 1c , k
 1c ). By the experiment Exptdouble, two keys are chosen.
 For the sake of consistency, we denote them by k1a and k0
 b . Then, machineAE receives either the ciphertexts
 ⟨Ek0a(Ek0
 b(k0c)),Ek1
 a(Ek1
 b(k1c )),Ek1
 a(Ek0
 b(k1c))⟩ (3.8)
 or the ciphertexts
 ⟨Ek0a(Ek0
 b(k1c)),Ek1
 a(Ek1
 b(k1c )),Ek1
 a(Ek0
 b(k1c))⟩ (3.9)
 depending on whether σ = 0 (the first case) or σ = 1 (the second case); notethat the only difference is that in the first case the first plaintext is k0c andin the second case the first plaintext is k1c . Denote the ciphertexts receivedby AE by (c1, c2, c3). Now, AE first computes the value c = Ek0
 a(Ek1
 b(k1c ));
 it can do this by itself because it knows both k0a and k1b , as well as k1c . Next,
 given c, AE generates the tuple ⟨c1, c, c3, c2⟩. The important point to no-tice here is that if AE received the ciphertexts in (3.8) then ⟨c1, c, c3, c2⟩is identical to the ciphertexts in (3.6). On the other hand, if AE receivedthe ciphertexts in (3.9) then ⟨c1, c, c3, c2⟩ is identical to the ciphertexts in(3.7). Therefore, if it is possible to distinguish between the gates in Equa-tions (3.6) and (3.7) with non-negligible probability, then AE can succeed inExptdoubleAE
 with non-negligible probability, in contradiction to the security ofthe encryption scheme.
 This does not yet suffice because we must still show how AE can generatethe rest of the Hi−1 or Hi distributions. Notice that AE knows the activekeys that enter gi (because it chose them itself), but does not know theinactive keys. We therefore show that the distributions can be constructedwithout knowledge of the inactive keys k1
 a and k0b . In order to show this, we
 distinguish between two cases:
 1. Case 1 – wb is a circuit-input wire: In this case, the keys associated withwire wb do not appear in any gates gj for j < i. However, keys that areassociated with circuit-input wires do appear in the distributionsHi−1 andHi: the keys kxi
 i appear directly and the keys kyi
 n+i are used to generatethe view of P2 in the oblivious transfers. Nevertheless, notice that the keysused here are all active. Therefore, AE can construct the distributions, asrequired. We note that AE uses the keys k0c and k1c from the experimentin order to construct the gates into which wire wc enters.
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 2. Case 2 – wb is not a circuit-input wire: In this case, the keys associatedwith wire wb can appear only in the gate gj from which wb exits. However,by our ordering of the gates, j < i. Therefore, in both Hi−1 and Hi, gategj contains encryptions of the active key k0b only. It follows that AE canconstruct the rest of the distribution, as required. (Again, as above, AE
 uses the keys k0c and k1c in this construction.)
 Now, as we have shown above, if AE participates in ExptdoubleAE(n, 0), then
 the gate gi is constructed as for a real garbled circuit. In contrast, if AE
 participates in ExptdoubleAE(n, 1), then the gate gi is constructed as for a fake
 garbled circuit. The only dependence between the gate gi and the rest of thedistribution Hi−1 or Hi is with respect to the keys k0c and k1c ; however, theseare known to AE and used appropriately. We therefore conclude that if AE
 participates in ExptdoubleAE(n, 0), then it generates a distribution H that equals
 Hi−1(x, y). In contrast, if it participates in ExptdoubleAE(n, 1), then it generates
 a distribution H that equals Hi(x, y). Distinguisher AE concludes by runningmachine D on the distribution H and outputting whatever D does. By thecontradicting assumption, machine D distinguishes Hi−1(x, y) from Hi(x, y)with probability 1/|C|p(n). That is, we have that for infinitely many ns
 |Pr[ExptdoubleAE(n, 0) = 1]− Pr[ExptdoubleAE
 (n, 1) = 1]|
 = |Pr[D(Hi−1(x, y)) = 1]− Pr[D(Hi(x, y)) = 1]| > 1
 |C|p(n)
 in contradiction to the security of the encryption scheme. It follows that
 {H0(x, y)}c≡ {H|C|(x, y)}. Having proven the argument with respect to a
 concrete case, we now move to the general case.
 The general case. Let gi be an arbitrary gate, let wa and wb be the wiresentering gi and let wc be the wire that exits gi. Furthermore, let α and β bethe respective values obtained on wa and wb in C(x, y). Note that this means
 that kαa and kβb are active, and k1−αa and k1−β
 b are inactive. Then, the realgarbled gate gi contains the following values (in a random order):
 Ekαa(Ekβ
 b(k
 gi(α,β)c )), Ekα
 a(E
 k1−βb
 (kgi(α,1−β)c )),
 Ek1−αa
 (Ekβb(k
 gi(1−α,β)c )), E
 k1−αa
 (Ek1−βb
 (kgi(1−α,1−β)c )).
 (3.10)
 In contrast, the fake garbled gate gi contains the following values which are
 all encryptions of the active value kgi(α,β)c :
 Ekαa(Ekβ
 b(k
 gi(α,β)c )), Ekα
 a(E
 k1−βb
 (kgi(α,β)c )),
 Ek1−αa
 (Ekβb(k
 gi(α,β)c )), E
 k1−αa
 (Ek1−βb
 (kgi(α,β)c )).
 (3.11)
 Thus, the indistinguishability between the gates depends on the indistin-guishability of encryptions under the inactive keys k1−α
 a and k1−βb . As above,
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 we use Exptdouble and security under chosen double encryption. The gate isgenerated in exactly the same way here as in the concrete case. Now, in therestricted case where both wires wa and wb enter the gate gi only, it is possi-ble to proceed in the same way as in the concrete case above. However, in themore general case wires wa and wb may enter multiple gates (in particular,one of the wires may enter a gate gj with j > i). In this case, AE cannot con-struct the rest of the circuit given only the active keys, because the inactivekeys k1−α
 a and k1−βb are used in more than one gate. (We stress that in order
 to prove the indistinguishability of the neighboring hybrid Hi−1 and Hi, it iscrucial thatAE is not given these inactive keys. Therefore, it cannot constructthese other gates itself.) This is solved by using the special chosen-plaintextattack of Exptdouble. Recall that in Exptdouble, the adversary has access to or-acles E(·, k′1, ·) and E(k′0, ·, ·), where k′0 =k1−α
 a and k′1 =k1−βb . Here, this
 means that the adversary can ask for encryptions under these inactive keys,as needed for constructing all of the other gates gai1 , . . . , g
 aij
 and gbi1 , . . . , gbij
 that use them. Once again, we have that in ExptdoubleAE(n, 0) the distribution
 generated by AE is exactly that of Hi−1(x, y), whereas in ExptdoubleAE(n, 1)
 the distribution generated by AE is exactly that of Hi(x, y). Therefore, asabove, we conclude that Hi−1(x, y) is indistinguishable from Hi(x, y) and so
 {H0(x, y)}c≡ {H|C|(x, y)}.
 Concluding the proof. Having proven that {H0(x, y)}c≡ {H|C|(x, y)}, we
 obtain that{(y, G(C), kx1
 1 , . . . , kxnn , Sot
 2 (y1, ky1
 n+1), . . . , Sot2 (yn, k
 yn
 2n))}
 c≡{(y,G(C), kx1
 1 , . . . , kxnn , Sot
 2 (y1, ky1
 n+1), . . . , Sot2 (yn, k
 yn
 2n))}
 ≡ {Hot(x, y)}. (3.12)
 Notice that the first distribution in (3.12) looks almost the same as thedistribution {S2(y, f(x, y))}. The only difference is that in S2(y, f(x, y))the keys k1, . . . , kn, kn+1, . . . , k2n are used instead of the keys kx1
 1 , . . . , kxnn ,
 ky1
 n+1, . . . , kyn
 2n. That is, the keys that S2 takes for the circuit-input wireshave no correlation to the actual input (unlike in a real execution). How-ever, in the fake garbled circuit G(C), there is no difference between kiand k′i because all combinations of keys are used to encrypt the same (ac-tive) key. Thus, the distribution over the keys k1, . . . , kn, kn+1, . . . , k2n andkx11 , . . . , kxn
 n , ky1
 n+1, . . . , kyn
 2n are identical in the fake garbled-circuit construc-tion. We therefore obtain that the first distribution in (3.12) is actually iden-tical to the distribution {S2(y, f(x, y))} and so
 {S2(y, f(x, y))}x,y∈{0,1}∗c≡ {Hot(x, y)}x,y∈{0,1}∗ .
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 Recalling that by (3.5), {Hot(x, y)}c≡ {viewπ
 2 (x, y)}, we conclude that
 {S2(y, f(x, y))}x,y∈{0,1}∗c≡ {viewπ
 2 (x, y)}x,y∈{0,1}∗
 as required.
 By Theorem 3.2.5 it is possible to securely compute the oblivious trans-fer functionality assuming the existence of enhanced trapdoor permutations.Furthermore, secure encryption schemes as required in Theorem 3.4.2 canbe constructed from one-way functions, and so also from enhanced trapdoorpermutations. Finally, recall that given a secure protocol for deterministicsingle-output functionalities, it is possible to obtain a secure protocol forarbitrary probabilistic reactive functionalities. Combining these facts withTheorem 3.4.2, we obtain the following corollary:
 Corollary 3.4.3 Let f = (f1, f2) be a probabilistic polynomial-time (possiblyreactive) functionality. Then, assuming the existence of enhanced trapdoorpermutations, there exists a constant-round protocol that securely computesf in the presence of static semi-honest adversaries.
 3.5 Efficiency of the Protocol
 In this book, we analyze the efficiency of protocols according to their roundcomplexity, bandwidth and local computation, where the latter is typicallydivided into the number of symmetric operations (which are generally veryfast) and asymmetric operations (which are slower). The reason for countingthe number of symmetric and asymmetric operations is that they usuallydominate the local computation of the parties in cryptographic protocols.Needless to say, in protocols or schemes where other computation dominates,this must be taken into account.
 In light of the above, we now analyze the complexity of Protocol 3.4.1by counting the number of rounds of communication, the number of asym-metric and symmetric computations, and the bandwidth (or overall length ofmessages sent):
 • Number of rounds: The protocol consists of only four rounds of com-munication (two messages are sent by each party). Note that the garbledcircuit itself and the strings kx1,
 1 , . . . , kxnn can be sent by P1 together with
 the first (or last) round of the oblivious transfer protocol. Thus, we havethree rounds of oblivious transfer and a final round where P2 sends P1
 the output of the circuit computation (the protocol for single-output func-tionalities does not have this round, but we included it for the generalcase). We remark that by using a two-round oblivious transfer protocol(see Section 7.2) that is secure in the presence of semi-honest adversariesunder the DDH assumption, we have three rounds overall.
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 • Asymmetric computations: The parties run a single oblivious transferprotocol for each bit of the input of P2. Thus, denoting the input of P2
 by y, we have that the protocol requires O(|y|) asymmetric operations.Being more exact, if we use the oblivious transfer protocol presented asProtocol 3.2.4, then P1 needs to sample a trapdoor permutation and thenP1 carries out one asymmetric computation (to compute wσ = f(vσ)) andP2 carries out two asymmetric computations (to invert v0 and v1). We notethat the most expensive operation is typically sampling the permutation-trapdoor pair. However, this can be carried out once for all the |y| oblivioustransfers. In addition, the protocol of Section 7.2 can be used, which ismore efficient.
 • Symmetric computations: In order to construct the circuit, P1 needsto prepare the garbled circuit gates; each such gate requires eight encryp-tions and so P1 carries out 8 · |C| symmetric computations. Then, in orderto compute the circuit, P2 needs to attempt to decrypt all values in a gateuntil it finds one that decrypts correctly. Thus, in the worse case P2 alsocarries out 8 · |C| symmetric computations. However, given that the val-ues in each gate are provided in a random order, the expected number ofsymmetric computations in every gate is four (to compute half) and thuswe expect P2 to carry out 4 · |C| symmetric computations.
 • Bandwidth: The bandwidth is comprised of the messages sent for theoblivious transfers and the garbled circuit (the keys kx1
 1 , . . . , kxnn sent by
 P1 are dominated by the size of the garbled circuit). Now, once again usingProtocol 3.2.4 for the oblivious transfers, and reusing the same trapdoorpermutation, we have that P2 sends P1 two asymmetric values per bittransferred. Thus, overall 2 · |y| asymmetric values are sent. In addition,P1 replies with two strings of the length of the symmetric keys. Thus de-noting by nasym the length of asymmetric values and by nsym the lengthof symmetric values (or keys), we have that the oblivious transfers involvesending 2 · |y| · (nasym + nsym) bits. In addition, P1 sends P2 the garbledcircuit itself, which is of size O(nsym · |C|). We remark that the constanthidden inside the O value is significant here. This is because each encryp-tion adds 2nsym bits to the length of the ciphertext (this is the case whenusing the construction of an encryption scheme with an elusive range thatappears in Section 3.2.1) and thus a single encryption of a symmetric keyyields a ciphertext of size 3nsym. Since this is encrypted again (for thedouble encryption of each key), we have that each double encryption is ofsize 5nsym. Each gate has four such encryptions and so we have that theoverall size of the circuit is 20 · nsym · |C|. We stress, however, that it ispossible to do this much more efficiently in practice; see [58, 71].
 In conclusion, when computing a function with a reasonably small circuit oninputs that are not too large, Yao’s protocol is very efficient. In some casesthis is what is needed. For example, in Chapter 8 it is necessary to use asubprotocol for comparing two numbers; the circuit for such a computationis small. Of course, it only suffices for the case of semi-honest adversaries.
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 We will deal with the case of malicious adversaries (which is what is reallyneeded in Chapter 8) in the coming chapter.
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Chapter 4
 Malicious Adversaries
 In this chapter, we show how to securely compute any deterministic, single-output non-reactive functionality in the presence of malicious adversaries. Aswe have shown in Section 2.5, this suffices for obtaining secure computationof any two-party probabilistic reactive functionality, with almost the samecomplexity.
 4.1 An Overview of the Protocol
 The protocol that we present in this chapter is based upon Yao’s garbled-circuit construction, as described in Chapter 3. There are a number of issuesthat must be dealt with when attempting to make Yao’s protocol secureagainst malicious adversaries rather than just semi-honest ones (beyond thetrivial observation that the oblivious transfer subprotocol must now be securein the presence of malicious adversaries).
 First and foremost, a malicious P1 must be forced to construct the garbledcircuit correctly so that it indeed computes the desired function. The methodthat is typically referred to for this task is called cut-and-choose. Accordingto this methodology, P1 constructs many independent copies of the garbledcircuit and sends them to P2. Party P2 then asks P1 to open half of them(chosen randomly). After P1 does so, and party P2 checks that the openedcircuits are correct, P2 is convinced that most of the remaining (unopened)garbled circuits are also constructed correctly. (If there are many incorrectlyconstructed circuits, then with high probability, one of those circuits willbe in the set that P2 asks to open.) The parties can then evaluate the re-maining unopened garbled circuits as in the original protocol for semi-honestadversaries, and take the majority output value.1
 1 The reason for taking the majority value as the output is that the aforementioned test
 only reveals a single incorrectly constructed circuit with probability 1/2. Therefore, if P1
 generates a single or constant number of “bad” circuits, there is a reasonable chance that
 81C. Hazay, Y. Lindell, Efficient Secure Two-Party Protocols, Information Security and Cryptography, DOI 10.1007/978-3-642-14303-8_4, © Springer-Verlag Berlin Heidelberg 2010
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 The cut-and-choose technique described above indeed solves the problem ofa malicious P1 constructing incorrect circuits. However, it also generates newproblems! The primary problem that arises is that since there are now manycircuits being evaluated, we must make sure that both P1 and P2 use the sameinputs in each circuit; we call these consistency checks. Consistency checks areimportant since if the parties were able to provide different inputs to differentcopies of the circuit, then they can learn information that is different fromthe desired output of the function. It is obvious that P2 can do so, since itobserves the outputs of all circuits, but in fact even P1, who only gets to seethe majority output, can learn additional information: Suppose, for example,that the protocol computes n invocations of a circuit computing the innerproduct of n-bit inputs. A malicious P2 could provide the inputs ⟨10 · · · 0⟩,⟨010 · · · 0⟩,. . . ,⟨0 · · · 01⟩, and learn all of P1’s input. If, on the other hand, P1 ismalicious, it could also provide the inputs ⟨10 · · · 0⟩, ⟨010 · · · 0⟩,. . . ,⟨0 · · · 01⟩.In this case, P2 sends it the value which is output by the majority of thecircuits, and which is equal to the majority value of P2’s input bits.
 Another problem that arises when proving security is that the simulatormust be able to fool P2 and give it incorrect circuits (even though P2 runsa cut-and-choose test). This is solved using rather standard techniques, likechoosing the circuits to be opened via a coin-tossing protocol. Yet anotherproblem is that P1 might provide corrupt inputs to some of P2’s possiblechoices in the OT protocols (for shorthand, we will sometimes use “OT”instead of “oblivious transfer”). P1 might then learn P2’s input based onwhether or not P2 aborts the protocol.
 We begin by presenting a high-level overview of the protocol. We thenproceed to describe the consistency checks, and finally the full protocol.
 4.1.1 High-Level Protocol Description
 We work with two security parameters. The parameter n is the security pa-rameter for the commitment schemes, encryption, and the oblivious transferprotocol. The parameter s is a statistical security parameter which specifieshow many garbled circuits are used. The difference between these parameters
 it will not be caught. In contrast, there is only an exponentially small probability that
 the test reveals no corrupt circuit and at the same time a majority of the circuits thatare not checked are incorrect. Consequently, with overwhelming probability it holds that
 if the test succeeds and P2 takes the majority result of the remaining circuits, the result is
 correct. We remark that the alternative of aborting in case not all the outputs are the same(namely, where cheating is detected) is not secure and actually yields a concrete attack.
 The attack works as follows. Assume that P1 is corrupted and that it constructs all of the
 circuits correctly except for one. The “incorrect circuit” is constructed so that it computesthe exclusive-or of the desired function f with the first bit of P2’s input. Now, if P2 policy
 is to abort as soon as two outputs are not the same then P1 knows that P2 aborts if, and
 only if, the first bit of its input is 1.
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 is due to the fact that the value of n depends on computational assumptions,whereas the value of s reflects the possible error probability that is incurredby the cut-and-choose technique and as such is a “statistical” security param-eter. Although it is possible to use a single parameter n, it may be possibleto take s to be much smaller than n. Recall that for simplicity, and in orderto reduce the number of parameters, we denote the length of the input by nas well.
 PROTOCOL 4.1.1 (high-level description): Parties P1 and P2 have re-spective inputs x and y, and wish to compute the output f(x, y) for P2.
 1. The parties decide on a circuit computing f . They then change the circuitby replacing each input wire of P2 with a gate whose input consists of snew input wires of P2 and whose output is the exclusive-or of these wires(an exclusive-or gate with s bits of input can be implemented using s−1exclusive-or gates with two bits of input). Consequently, the number ofinput wires of P2 increases by a factor of s. This is depicted in Figure 4.1.
 2. P1 commits to s different garbled circuits computing f , where s is a statis-tical security parameter. P1 also generates additional commitments to thegarbled values corresponding to the input wires of the circuits. These com-mitments are constructed in a special way in order to enable consistencychecks.
 3. For every input bit of P2, parties P1 and P2 run a 1-out-of-2 oblivioustransfer protocol in which P2 learns the garbled values of input wires cor-responding to its input.
 4. P1 sends to P2 all the commitments of Step 1.5. P1 and P2 run a coin-tossing protocol in order to choose a random string
 that defines which commitments and which garbled circuits will be opened.6. P1 opens the garbled circuits and committed input values that were chosen
 in the previous step. P2 verifies the correctness of the opened circuits andruns consistency checks based on the decommitted input values.
 7. P1 sends P2 the garbled values corresponding to P1’s input wires in theunopened circuits. P2 runs consistency checks on these values as well.
 8. Assuming that all of the checks pass, P2 evaluates the unopened circuitsand takes the majority value as its output.
 Fig. 4.1 Transforming one of P2’s input wires (Step 1 of Protocol 4.1.1)
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 4.1.2 Checks for Correctness and Consistency
 As can be seen from the above overview, P1 and P2 run a number of checks,with the aim of forcing a potentially malicious P1 to construct the circuitscorrectly and use the same inputs in (most of) the evaluated circuits. Thissection describes these checks. Unfortunately, we are unable to present theprotocol, nor prove its security, in a modular fashion. Rather, the correctnessand consistency checks are closely intertwined with the other parts of theprotocol. We will therefore describe the correctness and consistency checkshere, and describe the full protocol in Section 4.2. We hope that this improvesthe readability of the actual protocol.
 Encoding P2’s input: As mentioned above, a malicious P1 may providecorrupt input to one of P2’s possible inputs in an OT protocol. If P2 choosesto learn this input it will not be able to decode the garbled tables whichuse this value, and it will therefore have to abort. If P2 chooses to learn theother input associated with this wire then it will not notice that the firstinput is corrupt. P1 can therefore learn P2’s input based on whether or notP2 aborts. (Note that checking that the circuit is well formed will not helpin thwarting this attack, since the attack is based on changing P1’s inputto the OT protocol.) The attack is prevented by the parties replacing eachinput bit of P2 with s new input bits whose exclusive-or is used insteadof the original input (this step was described as Step 0 of Protocol 4.1.1,and is analyzed in Lemma 4.3.3). P2 therefore has 2s−1 ways to encode a 0input, and 2s−1 ways to encode a 1, and given its input it chooses an encodingwith uniform probability. The parties then execute the protocol with the newcircuit, and P2 uses oblivious transfer to learn the garbled values of its newinputs. As we will show, if P1 supplies incorrect values as garbled values thatare associated with P2’s input, the probability of P2 detecting this cheatingis almost independent (up to a bias of 2−s+1) of P2’s actual input. This is nottrue if P2’s inputs are not “split” in the way described above. The encodingpresented here increases the number of P2’s input bits and, respectively, thenumber of OTs, from n to ns. In [55] it is shown how to reduce the numberof new inputs for P2 (and thus OTs) to a total of only O(max(s, n)). Due toits complexity, we omit this improvement here.
 An unsatisfactory method for proving consistency of P1’s input: Con-sider the following idea for forcing P1 to provide the same input to all circuits.Let s be a security parameter and assume that there are s garbled copies ofthe circuit. Then, P1 generates two ordered sets of commitments for everyone of its input wires to the circuit. Each set contains s commitments: the“0 set” contains commitments to the garbled encodings of 0 for this wire inevery circuit, and the “1 set” contains commitments to the garbled encod-ings of 1 for this wire in every circuit. P2 receives these commitments fromP1 and then chooses a random subset of the circuits, which will be definedas check circuits. These circuits will never be evaluated and are used only for
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 checking correctness and consistency. Specifically, P2 asks P1 to de-garble allof the check circuits and to open the values that correspond to the checkcircuits in both commitment sets. (That is, if circuit i is a check circuit, thenP1 decommits to both the 0 encoding and 1 encoding of all the input wiresin circuit i.) Upon receiving the decommitments, P2 verifies that all openedcommitments from the “0 set” correspond to garbled values of 0, and that asimilar property holds for commitments from the “1 set”.
 It now remains for P2 to evaluate the remaining circuits. In order to dothis, P1 provides (for each of its input wires) the garbled values that areassociated with the wire in all of the remaining circuits. Then, P1 must provethat all of these values come from the same set, without revealing whetherthe set that they come from is the “0 set” or the “1 set” (otherwise, P2
 will know P1’s input). In this way, on the one hand, P2 does not learn theinput of P1, and on the other hand, it is guaranteed that all of the valuescome from the same set, and so P1 is forced into using the same input inall circuits. This proof can be carried out using, for example, the proofs ofpartial knowledge of [19]. However, this would require n proofs, each for svalues, thereby incurring O(ns) costly asymmetric operations, which we wantto avoid.
 Proving consistency of P1’s input: P1 can prove consistency of its inputswithout using public-key operations. The proof is based on a cut-and-choosetest for the consistency of the commitment sets, which is combined withthe cut-and-choose test for the correctness of the circuits. (Note that in theprevious proposal, there is only one cut-and-choose test, and it is for thecorrectness of the circuits.) We start by providing a high-level description ofthe proof of consistency: The proof is based on P1 constructing, for each ofits input wires, s pairs of sets of commitments. One set in every pair containscommitments to the 0 values of this wire in all circuits, and the other set isthe same with respect to 1. The protocol chooses a random subset of thesepairs, and a random subset of the circuits, and checks that these sets provideconsistent inputs for these circuits. Then the protocol evaluates the remainingcircuits, and asks P1 to open, in each of the remaining pairs, and only in oneset in every pair, its garbled values for all evaluated circuits. (In this way,P2 does not learn whether these garbled values correspond to a 0 or to a 1.)In order for the committed sets and circuits to pass P2’s checks, there mustbe large subsets C and S, of the circuits and commitment sets, respectively,such that every choice of a circuit from C and a commitment set from Sresults in a circuit and garbled values which compute the desired function f .P2 accepts the verification stage only if all the circuits and sets it chooses tocheck are from C and S, respectively. This means that if P2 does not abortthen circuits which are not from C are likely to be a minority of the evaluatedcircuits, and a similar argument holds for S. Therefore the majority result ofthe evaluation stage is correct. The exact construction is as follows:

Page 101
                        

86 4 Malicious Adversaries
 Stage 1 – Commitments: P1 generates s garbled versions of the circuit.Furthermore, it generates commitments to the garbled values of the wirescorresponding to P2’s input in each circuit. These commitments are gener-ated in ordered pairs so that the first item in a pair corresponds to the 0 valueand the second to the 1 value. The procedure regarding the input bits of P1
 is more complicated (see Figure 4.2 for a diagram explaining this construc-tion). P1 generates s pairs of sets of committed values for each of its inputwires. Specifically, for every input wire i of P1, it generates s sets of the form{Wi,j ,W
 ′i,j}sj=1; we call these commitment sets. Before describing the content
 of these sets, denote by kbi,r the garbled value that is assigned to the valueb ∈ {0, 1} in wire i of circuit r. Then, the sets Wi,j and W ′i,j both contains+ 1 commitments and are defined as follows. Let b←R {0, 1} be a randombit, chosen independently for every {Wi,j ,W
 ′i,j} pair. Define Wi,j to contain
 a commitment to b, as well as commitments to the garbled value correspond-ing to b in wire i in all of the s circuits, and define W ′i,j similarly, but with
 respect to 1 − b. In other words, Wi,j = {com(b), com(kbi,1), . . . , com(kbi,s)}and W ′i,j = {com(1−b), com(k1−bi,1 ), . . . , com(k1−bi,s )}. The fact that b is chosenrandomly means that with probability 1/2 the set Wi,j contains the commit-ments to values corresponding to 0, and with probability 1/2 it contains thecommitments to values corresponding to 1. We stress that in each of the pairs(Wi,1,W
 ′i,1), . . . , (Wi,s,W
 ′i,s) , the values that are committed to are the same
 because these are all commitments to the garbled values of the ith wire inall s circuits. The only difference is that independent randomness is used ineach pair for choosing b and constructing the commitments. We denote thefirst bit committed to in a commitment set as the indicator bit.
 Fig. 4.2 The commitment sets corresponding to P1’s first input wire
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 After constructing these circuits and commitment sets, party P1 sendsto P2 all of the s garbled circuits (i.e., the garbled gate tables and outputtables, but not the garbled values corresponding to the input wires), and allthe commitment sets. Note that if P1’s input is of length n, then there are snpairs of commitment sets, and a total of sn(2s+ 2) = O(s2n) commitments.
 Stage 2 – Challenge: Two random strings ρ, ρ′ ←R {0, 1}s are chosenand sent to P1 (in the actual protocol, these strings are determined via asimple coin-tossing protocol). The string ρ is a challenge indicating whichgarbled circuits to open, and the string ρ′ is a challenge indicating whichcommitment sets to open. We call the opened circuits check circuits and theunopened ones evaluation circuits. Likewise, we call the opened sets check setsand the unopened ones evaluation sets. A circuit (resp., commitment set) isdefined to be a check circuit (resp., check set) if the corresponding bit in ρ(resp., ρ′) equals 1; otherwise, it is defined to be an evaluation circuit (resp.,evaluation set).
 Stage 3 – Opening: First, party P1 opens all the commitments corre-sponding to P2’s input wires in all of the check circuits. Second, in all ofthe check sets P1 opens the commitments that correspond to check circuits.That is, if circuit r is a check circuit, then P1 decommits to all of the valuescom(k0i,r), com(k1i,r) in check sets, where i is any of P1’s input bits. Finally,for every check set, P1 opens the commitment to the indicator bit; i.e., theinitial value in each of the sets Wi,j ,W
 ′i,j . See Figure 4.3 for a diagram in
 which the values which are opened are highlighted (the diagram refers to onlyone of P1’s input wires in the circuit).
 Fig. 4.3 In every check set, the commitment to the indicator bit and the commitments
 corresponding to check circuits are all opened
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 Stage 4 – Verification: In this step, party P2 verifies that all of thecheck circuits were correctly constructed. In addition, it verifies that, withregard to P1’s inputs, all the opened commitments in sets whose first item isa commitment to 0 are to garbled encodings of 0; likewise for 1. These checksare carried out as follows. First, in all of the check circuits, P2 receives thedecommitments to the garbled values corresponding to its own input, and bythe order of the commitments P2 knows which value corresponds to 0 andwhich value corresponds to 1. Second, for every check circuit, P2 receivesdecommitments to the garbled input values of P1 in all the check sets, alongwith a bit indicating whether these garbled values correspond to 0 or to 1.It first checks that for every wire, the garbled values of 0 are all equal andthe garbled values of 1 are all equal. Then, the above decommitments enablethe complete opening of the garbled circuits (i.e., the decryption of all of thegarbled tables). Once this has been carried out, it is possible to simply checkthat the check circuits are all correctly constructed. Namely, that they agreewith a specific and agreed-upon circuit computing f .
 Stage 5 – Evaluation and Verification: Party P1 reveals the garbledvalues corresponding to its input: If i is a wire that corresponds to a bit of P1’sinput and r is an evaluation circuit, then P1 decommits to the commitmentskbi,r in all of the evaluation sets, where b is the value of its input bit. This isdepicted in Figure 4.4. Finally, P2 verifies that (1) for every input wire, all theopened commitments that were opened in evaluation sets contain the samegarbled value, and (2) for every i, j P1 opened commitments of evaluatedcircuits in exactly one of Wi,j and W ′i,j . If these checks pass, it continues toevaluate the circuit.
 Fig. 4.4 P1 opens the commitments that correspond to its input in the evaluation sets.
 In every evaluation set these commitments come from the same item in the pair
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 Intuition. Having described the mechanism for checking consistency, wenow provide some intuition as to why it is correct. A simple cut-and-choosecheck verifies that most of the evaluated circuits are correctly constructed.The main remaining issue is ensuring that P1’s inputs to most circuits areconsistent. If P1 wants to provide different inputs to a certain wire in twocircuits, then all the Wi,j (or W ′i,j) sets it opens in evaluation sets mustcontain a commitment to 0 in the first circuit and a commitment to 1 in theother circuit. However, if any of these sets is chosen to be checked, and thecircuits are among the checked circuits, then P2 aborts. This means that if P1
 attempts to provide different inputs to two circuits and they are checked, it iscaught. Now, since P2 outputs the majority output of the evaluated circuits,the effect of P1 providing different inputs has an influence only if it does thisin a majority of the evaluation circuits. However, this means that P1 providesdifferent inputs in a constant fraction of the circuits (if half of the circuits areevaluation circuits, then it must provide different inputs in at least a quarterof the circuits overall). However, in this case, the probability that P1 is notcaught (which happens whenever it provides different inputs in a circuit thatturns out to be a check circuit) is exponentially small in s.
 4.2 The Protocol
 We now describe the full protocol in detail. We use the notation com torefer to a perfectly binding commitment scheme, and comh to refer to aperfectly hiding commitment scheme (see [30] for definitions). The protocolbelow uses oblivious transfer that is secure in the presence of malicious ad-versaries. Furthermore, it uses “batch” oblivious transfer, which means thatmany executions are run in parallel. An efficient protocol that achieves thislevel of security can be found in Chapter 7.
 PROTOCOL 4.2.1 (protocol for computing f(x, y)):
 • Input: P1 has input x ∈ {0, 1}n and P2 has input y ∈ {0, 1}n.• Auxiliary input: a statistical security parameter s and the description
 of a circuit C0 such that C0(x, y) = f(x, y).• Specified output: party P2 should receive f(x, y) and party P1 should
 receive no output. (Recall that this suffices for the general case where bothparties receive possibly different outputs; see Section 2.5.2.)
 • The protocol:
 0. Circuit construction: The parties replace C0 with a circuit C whichis constructed by replacing each input wire of P2 by the result of anexclusive-or of s new input wires of P2, as depicted in Figure 4.1. Thenumber of input wires of P2 is increased from |y| = n to sn. Let thebit-wise representation of P2’s original input be y = y1 . . . yn. Denoteits new input as y = y1, . . . , yns. P2 chooses its new input at randomsubject to the constraint yi = y(i−1)·s+1 ⊕ · · · ⊕ yi·s.
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 1. Commitment construction: P1 constructs the circuits and commitsto them, as follows:a. P1 constructs s independent copies of a garbled circuit of C, denoted
 by GC1, . . . , GCs.b. P1 commits to the garbled values of the wires corresponding to P2’s
 input to each circuit. That is, for every input wire i corresponding toan input bit of P2, and for every circuit GCr, P1 computes the orderedpair (com(k0i,r), com(k1i,r)), where kbi,r is the garbled value associatedwith b on input wire i in circuit GCr.
 c. P1 computes commitment-sets for the garbled values that correspondto its own inputs to the circuits. That is, for every wire i that corre-sponds to an input bit of P1, it generates s pairs of commitment sets{Wi,j ,W
 ′i,j}sj=1, in the following way:
 Denote by kbi,r the garbled value that was assigned by P1 to the valueb ∈ {0, 1} of wire i in GCr. Then, for every j = 1, . . . , s, party P1
 chooses b←R {0, 1} (independently for each j) and computes
 Wi,j = ⟨com(b), com(kbi,1), . . . , comb(kbi,s)⟩, and
 W ′i,j = ⟨com(1−b), com(k1−bi,1 ), . . . , com(k1−bi,s )⟩.
 For each i, j, the sets are constructed using independent randomness,and in particular the value of b is chosen independently for everyj = 1, . . . , s. There is a total of ns commitment-sets. We divide theminto s supersets, where superset Sj is defined to be the set containingthe jth commitment set for all wires. Namely, it is defined as Sj ={(W1,j ,W
 ′1,j), . . . , (Wn,j ,W
 ′n,j)}.
 2. Oblivious transfers: For every input bit of P2, parties P1 and P2
 run a 1-out-of-2 oblivious transfer protocol in which P2 receives thegarbled values for the wires that correspond to its input bit (in everycircuit). That is, let cbi,r denote the commitment to the garbled value
 kbi,r and let dcbi,r denote the decommitment value for cbi,r. Furthermore,let i1, . . . , ins be the input wires that correspond to P2’s input.Then, for every j = 1, . . . , ns, parties P1 and P2 run a 1-out-of-2 batchoblivious transfer protocol in which:a. P1’s input is the pair of vectors ([dc
 0ij ,1
 , . . . , dc0ij ,s], [dc1ij ,1
 , . . . , dc1ij ,s]).
 b. P2’s input is its jth input bit yj (and its output should thus be
 [dcyj
 ij ,1, . . . , dc
 yj
 ij ,s]).
 3. Send circuits and commitments: P1 sends to P2 the garbled circuits(i.e., the gate and output tables), as well as all of the commitments thatit prepared above.
 4. Prepare challenge strings:a. P2 chooses a random string ρ2 ←R {0, 1}s and sends comh(ρ2) to P1.b. P1 chooses a random string ρ1 ∈ {0, 1}s and sends com(ρ1) to P2.c. P2 decommits, revealing ρ2.d. P1 decommits, revealing ρ1.
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 e. P1 and P2 set ρ = ρ1 ⊕ ρ2.The above steps are run a second time, defining an additional stringρ′.2
 5. Decommitment phase for check circuits: From here on, we referto the circuits for which the corresponding bit in ρ is 1 as check circuits,and we refer to the other circuits as evaluation circuits. Likewise, ifthe jth bit of ρ′ equals 1, then all commitment sets in superset Sj ={(Wi,j ,W
 ′i,j)}i=1...n are referred to as check sets; otherwise, they are
 referred to as evaluation sets.
 For every check circuit GCr, party P1 operates in the following way:a. For every input wire i corresponding to an input bit of P2, party P1
 decommits to the pair (com(k0i,r), com(k1i,r)) (namely to both of P2’sinputs).
 b. For every input wire i corresponding to an input bit of P1, party P1
 decommits to the appropriate values in the check sets {Wi,j ,W′i,j}.
 Specifically, P1 decommits to the com(k0i,r) and com(k1i,r) values in(Wi,j ,W
 ′i,j) for every check set Sj (see Figure 4.3). In addition, P1
 decommits to the indicator bits of these sets (i.e., to the first com-mitted value in each set) .
 For every pair of check sets (Wi,j ,W′i,j), party P1 decommits to the
 first value in each set (i.e., to the value that is supposed to be a com-mitment to the indicator bit, com(0) or com(1)).
 6. Decommitment phase for P1’s input in evaluation circuits: P1
 decommits to the garbled values that correspond to its inputs in evalu-ation circuits. Let i be the index of an input wire that corresponds toP1’s input (the following procedure is applied to all such wires). Let b bethe binary value that P1 assigns to input wire i. In every evaluation set(Wi,j ,W
 ′i,j), P1 chooses the set (out of (Wi,j ,W
 ′,j)), which corresponds
 to the value b. It then opens in this set the commitments that correspondto evaluation circuits, namely, to the values kbi,r, where r is an index ofan evaluation circuit (see Figure 4.4).
 7. Correctness and consistency checks: P2 performs the followingchecks; if any of them fails it aborts.a. Checking correctness of the check circuits: P2 verifies that each check
 circuit GCi is a garbled version of C. This check is carried out by P2
 first constructing the input tables that associate every garbled valueof an input wire to a binary value. The input tables for P2’s inputsare constructed by checking that the decommitments in Step 5a to the
 2 Recall that ρ and ρ′ are used to ensure that P1 constructs the circuits correctly anduses consistent input in each circuit. Thus, it may seem strange that they are generated
 via a coin-tossing protocol, and not just chosen singlehandedly by P2. Indeed, in order toprove the security of the protocol when P1 is corrupted, there is no need for a coin-tossing
 protocol here. However, having P2 choose ρ and ρ′ singlehandedly creates a problem for
 the simulation in the case where P2 is corrupted. We therefore use a coin-tossing protocolinstead.
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 pairs (com(k0i,r), com(k1i,r)) (where i is a wire index and r is a circuitindex) are valid, and then interpreting the first value to be associatedwith 0 and the second value to be associated with 1.
 Next, P2 checks the decommitments to P1’s inputs. This check in-volves first checking that the decommitment values of Step 5b arevalid. Then, P2 verifies that in each pair of check sets, one of(Wi,j ,W
 ′i,j) begins with a commitment to 0 (henceforth the 0 tuple),
 and the other begins with a commitment to 1 (henceforth the 1 tuple).Then P2 checks that for every wire, the values that are decommittedto in the 0 tuples in all check sets are all equal, and that a similarproperty holds for the 1 tuples. P2 then assigns the logical value of0 to all of the opened commitments in the 0 tuples, and the logicalvalue of 1 to the opened commitments in the 1 tuples.
 Finally, given all the garbled values to the input wires and their as-sociated binary values, P2 decrypts the circuit and compares it to thecircuit C.
 b. Verifying P2’s input in the check circuits: P2 verifies that P1’s decom-mitments to the wires corresponding to P2’s input values in the checkcircuits are correct, and agree with the logical values of these wires(the indicator bits). P2 also checks that the inputs it learned in theoblivious transfer stage for the check circuits correspond to its actualinput. Specifically, it checks that the decommitment values that it re-ceived in the oblivious transfer stage open the committed values thatcorrespond to the garbled values of its logical input (namely, that itreceived the first value in the pair if the input bit is 0 and the secondvalue if it is 1).3
 c. Checking P1’s input to evaluation circuits: Finally, P2 verifies thatfor every input wire i of P1 the following two properties hold:i. In every evaluation set, P1 chose one of the two sets and de-
 committed to all the commitments in it which corresponded toevaluation circuits.
 ii. For every evaluation circuit, all of the commitments that P1
 opened in evaluation sets commit to the same garbled value.8. Circuit evaluation: If any of the above checks fails, P2 aborts and
 outputs ⊥. Otherwise, P2 evaluates the evaluation circuits (in the sameway as for the semi-honest protocol of Yao). It might be that in certaincircuits the garbled values provided for P1’s inputs, or the garbled valueslearned by P2 in the OT stage, do not match the tables and so decryptionof the circuit fails. In this case P2 also aborts and outputs ⊥. Otherwise,P2 takes the output that appears in most circuits, and outputs it (theproof shows that this value is well defined).
 3 This check is crucial and thus the order of first running the oblivious transfer and thensending the circuits and commitments is not at all arbitrary.
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 4.3 Proof of Security
 The security of Protocol 4.2.1 is stated in the following theorem.
 Theorem 4.3.1 Let f : {0, 1}∗ × {0, 1}∗ → {0, 1}∗ be any polynomial-timetwo-party single-output functionality. Assume that the oblivious transfer pro-tocol is secure in the presence of static malicious adversaries, that com isa perfectly-binding commitment scheme, that comh is a perfectly-hiding com-mitment scheme, and that the garbled circuits are constructed as in Chapter 3.Then, Protocol 4.2.1 securely computes f in the presence of static maliciousadversaries.
 The theorem is proved in two stages: first for the case where P1 is corruptedand next for the case where P2 is corrupted.
 4.3.1 Security Against a Malicious P1
 Intuition. The proof constructs an ideal-model adversary/simulator whichhas access to P1 and to the trusted party, and can simulate the view of anactual run of the protocol. It uses the fact that the strings ρ, ρ′, which choosethe circuits and commitment sets that are checked, are uniformly distributedeven if P1 is malicious. The simulator runs the protocol until P1 opens thecommitments of the checked circuits and checked commitment sets, and thenrewinds the execution and runs it again with new random ρ, ρ′ values. Weexpect that about one quarter of the circuits will be checked in the firstexecution and evaluated in the second execution. For these circuits, in thefirst execution the simulator learns the translation between the garbled valuesof P1’s input wires and the actual values of these wires, and in the secondexecution it learns the garbled values that are associated with P1’s input(this association is learned from the garbled values that P1 sends to P2).Combining the two, it learns P1’s input x, which can then be sent to thetrusted party, completing the simulation.
 When examining the detailed proof, first note that the strings ρ, ρ′ com-puted in Step 4 of Protocol 4.2.1 are uniformly distributed even in the pres-ence of a malicious P1. This is due to the perfect hiding of P2’s commitmentsin the coin-tossing subprotocol. We say that a circuit GCi and a superset Sj
 agree if the checks in Step 7 of the protocol succeed when considering onlythe check circuit GCi and the superset of check sets Sj . In particular, thismeans that GCi computes the required function when the garbled values ofP1’s input wires are taken from Sj , and that these garbled values agree withthe indicator bit of the sets in Sj . This also means that the committed valuesof the garbled values of P2’s input wires in GCi are correctly constructed.

Page 109
                        

94 4 Malicious Adversaries
 (Some circuits might not agree with any set Sj , e.g., if they do not computef . Other circuits might agree with some supersets and not agree with others.)
 We begin by proving two lemmas that will be used in analyzing the simu-lation (described below). We say that a circuit is ε-bad if more than εs of thesupersets disagree with it. The following lemma shows that P2 aborts (withhigh probability) if more than εs of the circuits are ε-bad. We can thereforeconcentrate on the case where εs or fewer of the circuits are bad.
 Lemma 4.3.2 If at least εs of the circuits are ε-bad, then P2 aborts withprobability of at least 1− 2 · 2−εs.
 Proof. As a warm-up, suppose that there is a single ε-bad circuit. Then theprobability of P2 not aborting is at most 1/2+1/2 ·2−εs, i.e., the probabilitythat the bad circuit is not chosen as a check circuit plus the probabilitythat it is a check circuit but none of the disagreeing check sets are chosen(since the circuits and sets are chosen independently, we can just multiplythe probabilities in the latter case). Suppose now that there are j differentε-bad circuits. Then the probability of P2 not aborting is at most 2−j + (1−2−j)2−εs ≤ 2−j + 2−εs. Setting j = εs yields the lemma.
 The following lemma shows that P2 aborting does not reveal informationto P1 about P2’s input.
 Lemma 4.3.3 For any two different inputs y and y′ of P2 for the functionf , the difference between the probability that P2 aborts Protocol 4.2.1 whenits input is y and when its input is y′ is at most n2−s+1.
 Proof. P2 may abort Protocol 4.2.1 in Step 7(a) while checking the cor-rectness of the check circuits and the check sets. In this case, the decisionto abort is based on P1’s construction of the sets and circuits, and on therandom inputs of the parties, and is independent of P2’s input. The same istrue of Step 7(c) where P2 checks P1’s input to the evaluation circuits. InStep 7(b), however, P2 aborts based on whether the values it learned in theoblivious transfer invocations open P1’s commitments to the garbled valuesof P2’s input. This case must be examined in detail.
 Consider a specific input bit of P2. In Step 0 of Protocol 4.2.1 the circuitis changed so that this bit is computed as the exclusive-or of s new inputbits of P2. Consider the s new inputs which replace a single input wire of theoriginal circuit. Suppose that P1 provides in the OT protocol corrupt valuesto both garbled values of one of P2’s (new) input wires. Then P2 aborts withprobability 1 regardless of its input. If P1 provides a corrupt OT value toexactly one of the two possible OT choices of 1 ≤ j < s new wires, then P2
 aborts with probability 1 − 2−j , again regardless of the actual value of itsoriginal input. This holds because the values assigned by P2 to any propersubset of the s bits are independent of P2’s actual input. Assume now thatP1 corrupts one OT value for each of the s new wires (say all ‘1’ values).Then P2 aborts with probability 1 if its original input had one value (‘1’
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 in this example), and aborts with probability 1− 2−s+1 if its original inputhad the other value (in this example, P2 does not abort if its input is ‘0’and it chose only ‘0’ inputs in the s OT invocations). Therefore, for any twodifferent inputs y and y′ of P2 of length n bits each, the probability that P2
 aborts the protocol differs by at most n2−s+1, as required.
 We are now ready to prove the security of the protocol under simulation-based definitions. (For shorthand, from here on by “secure” we mean securein the presence of malicious adversaries.)
 Lemma 4.3.4 Assume that the oblivious transfer protocol is secure, thatthe commitment scheme comh is perfectly hiding, and that the commitmentscheme com is perfectly binding. Then, Protocol 4.2.1 is secure in the casewhere P1 is corrupted. (We say that a protocol is secure in the case where P1
 is corrupted if Definition 2.3.1 holds when the adversary A controls P1.)
 Proof. Let A be an adversary corrupting P1; we construct an ideal-modeladversary/simulator S. Since we assume that the oblivious transfer protocolis secure, we analyze the security of Protocol 4.2.1 in the hybrid model witha trusted party computing the oblivious transfer functionality.
 The simulator. The simulator S chooses a random input y′ for P2 anduses it in all but the last stage of the simulation. S receives all of the garbledcircuits and commitments from A. Simulator S then runs the coin-tossingphase (for preparing the challenge strings) as P2 would, and receives all ofthe required decommitments from A, including the garbled values that sup-posedly correspond to its input. S runs all of the checks that P2 would run. Ifany of the checks fail, S sends an abort message to A, sends ⊥ to the trustedparty and halts, outputting whatever A outputs. Otherwise, S rewinds Aand returns to the coin-tossing phase. Once again S runs this phase as P2
 would (but with new randomness) and runs all of the checks that P2 wouldrun. S continues this until all of the checks pass for a second time. Let α bethe output of A in this second successful execution (note that an honest P1
 has no output).Denote by ρ, ρ′ the (uniformly distributed) challenge strings from the first
 execution of S with A, and denote by ρ, ρ′ the challenge strings from thesecond execution. Furthermore, denote ρ = ρ1 · · · ρs and ρ = ρ1 · · · ρs. Now, ifthere are less than s/8 indices i for which ρi = 1 and ρi = 0, then S outputsfail1. Otherwise, let I be a subset of indices of size exactly s/8 for whichρi = 1 and ρi = 0 (it is easier to work with a fixed number of is that havethis property, so we choose them here). Then, for every i ∈ I, we have that inthe first execution GCi is a check circuit and in the second execution it is anevaluation circuit. Thus, S obtains all of the decommitments of GCi in thefirst execution (including the association of the garbled values correspondingto P1’s input, i.e., the decommitment to com(b) in the commitment-sets),and in the second execution it obtains the garbled values corresponding toP1’s input that P1 sends to P2. For each such i, it is possible to define P1’s
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 input in circuit GCi by associating the indicator bit obtained when GCi wasa check circuit with the garbled value sent by P1 when GCi was an evaluationcircuit. Thus, S obtains s/8 possible n-bit input vectors for P1. If no inputvalue appears more than s/16 times, then S outputs fail2. Otherwise, S setsx to be the value that appears more than s/16 times and sends it to thetrusted party. S then outputs α (the output of A in the second execution)and halts.
 Analysis. We claim that the view of A in the simulation with S is statisti-cally close to its view in a hybrid execution of Protocol 4.2.1 with a trustedparty computing the oblivious transfer protocol. We first claim that the dif-ference between the probability that P2 receives “abort” (i.e., ⊥) in an idealexecution with S and the probability that P2 outputs “abort” (i.e. ⊥) in areal execution with A is at most negligible. Observe that in the simulation,S uses a random input for its emulation of P2 instead of the real y that P2
 holds. This makes a difference when S checks the decommitments for thewires that are associated with P2’s input. (Notice that in the real protocolP2 also uses its input in oblivious transfer subprotocols. Nevertheless, in thehybrid model that we are analyzing here, A learns nothing about P2’s inputin the oblivious transfer because it is ideal.) Nevertheless, by Lemma 4.3.3 weknow that the probability of abort is at most negligibly different between thecase where P2 has a random input and the case where it has a specific inputy. From here on, we therefore consider the case where P2 does not abort theprotocol (i.e., does not output ⊥). We now prove that S outputs fail1 or fail2with at most negligible probability.
 Bounding fail1. The proof that fail1 occurs with negligible probability fol-lows from the Chernoff bound, as follows. Denote an index i as good if ρi = 1and ρi = 0. The probability of this event is 1/4, independently of other in-dices. Event fail1 happens if less than s/8 of the indices are good. Let Xi = 1if and only if index i is good. Then, Pr[Xi = 1] = 1/4 and the Chernoff boundimplies that
 Pr
 [s∑
 i=1
 Xi <s
 8
 ]= Pr
 [∑si=1 Xi
 s<
 1
 8
 ]≤ Pr
 [∣∣∣∣∑si=1Xi
 s− 1
 4
 ∣∣∣∣ > 1
 8
 ]< 2 · e−
 (1/8)2
 2·(1/4)·(3/4) ·s
 = 2 · e−s24
 < 2 · 2−s17 .
 Bounding fail2. We now show that the event fail2 occurs with negligibleprobability. Let ε = 1/16 and denote by many-bad the event that at least εsof the circuits are ε-bad (i.e., the event that s/16 of the circuits are 1/16-bad).
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 Denote by abort the event that S sends ⊥ to the trusted party. Lemma 4.3.2shows that Pr[¬abort | many-bad] ≤ 2 · 2−s/16.
 We begin by analyzing the probability that fail2 occurs given ¬many-bad;i.e., given the event that less than s/16 of the circuits are 1/16-bad. Con-sider the set of s/8 circuits GCi with i ∈ I. The definition of ¬many-badimplies that a majority of the s/8 circuits in I are not 1/16-bad. Thecircuits which are not 1/16-bad agree with at least 15s/16 of the com-mitment sets. The probability that any of these circuits does not agreewith a majority of the evaluation sets is negligible: this event only hap-pens if the number of evaluation sets is less than s/8, and the probabil-ity of this event happening can be bounded (using the Chernoff bound) by
 (s/8) · 2 · e−(3/8)2
 2·(1/2)2·s= (s/8) · e− 9s
 32 < 2−s2.5 . If a circuit agrees with a majority
 of the evaluation sets then the committed values of these sets open the circuitcorrectly. In the evaluation step, for each of its input wires P1 opens the val-ues for all evaluation circuits taken from the same commitment set. P2 andS check that the values opened for a wire in all sets are equal. For the goodcircuits in I these values agree with the same logical value (the indicator bitof the set). Therefore in this case a majority of the circuits in I obtain thesame logical input, and fail2 does not occur.
 When ε = 1/16, the previous argument shows that
 Pr[fail2 | ¬many-bad] < 2−s/2.5,
 and Lemma 4.3.2 shows that Pr[¬abort | many-bad] < 2 · 2−s/16. We areinterested in Pr[fail2], which we bound as follows:
 Pr[fail2] = Pr[fail2 ∧ abort] + Pr[fail2 ∧ ¬abort] = Pr[fail2 ∧ ¬abort]
 where the last equality is due to the fact that in the event of fail2 the simulatorS does not send ⊥ (and so ¬abort does not occur) and vice versa. Thus,Pr[fail2 ∧ abort] = 0. Now,
 Pr[fail2 ∧ ¬abort] = Pr[fail2 ∧ ¬abort ∧many-bad]
 + Pr[fail2 ∧ ¬abort ∧ ¬many-bad]
 ≤ Pr[¬abort ∧many-bad] + Pr[fail2 ∧ ¬many-bad].
 Combining the above and using the fact that for all two events X and Y itholds that Pr[X ∧ Y ] ≤ Pr[X | Y ] we conclude that
 Pr[fail2] ≤ Pr[¬abort | many-bad] + Pr[fail2 | ¬many-bad]
 < 2 · 2−s/16 + 2−s/2.5
 < 3 · 2−s/16.
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 Completing the proof. We now show that conditioned on S not outputtingany fail message, the view of A in the simulation is statistically close to itsview in an execution of Protocol 4.2.1. First note that the probability ofabort in the real and ideal executions is at most negligibly far apart (thisfollows from Lemma 4.3.3 and the fact that S uses a random input insteadof the one that the honest P2 has). Next, consider the case where abort doesnot occur. Recall that S just runs the honest P2’s instructions. The onlydifference is that in the event that all of S’s checks pass in the first execution(which is the event of no abort that we are considering here), it rewinds thesecond execution until this event occurs again. The final view of A is thenthe view that appears in this second execution in which this occurs. Since Suses independent random coins each time, and follows P2’s instructions eachtime, the above process results in a distribution that is identical to the viewof A in a real execution with P2.
 We now proceed to show that the joint distribution of S’s output (whichis just A’s output α) and the honest B2’s output, is computationally indis-tinguishable from the joint distribution of A and P2’s output in an executionof Protocol 4.2.1 (where an ideal oblivious transfer is used instead of theOT subprotocol). We will actually show statistical closeness. (This does notmean, however, that the overall protocol gives statistical security because ouranalysis is in the hybrid model for an oblivious transfer functionality and itdepends on the security of the actual oblivious transfer subprotocol used.) Inorder to prove this, we show that if the real P2 would have received the set ofevaluation circuits and decommitments that A sent in the second executionwith S, and it has input y, then it would compute f(x, y) in a majority ofthe circuits (where x is the input value that S sent to the trusted party com-puting f). This follows from the same argument that was used to show abovethat fail2 occurs with negligible probability: with all but negligible probabil-ity, most of the evaluation circuits are not ε-bad and they each agree witha majority of the evaluation sets. Denote these circuits as good (or ε-good)circuits. In particular, the committed values provided in these sets for P1’sinputs in these circuits correctly decrypt them according to their associationwith the indicator bit. P2 also checks that each of P1’s input wires receivesthe same garbled value in all sets. Therefore, the evaluation step is abortedunless P1 opens garbled values for the good circuits that agree with the samelogical value (the indicator bit of the set). The fact that these circuits aregood also implies that P2 obtains garbled values in the OT stage that agreewith its input. As a result, a majority of the evaluation circuits obtain thesame logical input (x, y) and compute f(x, y).
 It remains to show that S runs in expected polynomial time. In order tosee this, notice that aside from the rewinding, all of S’s work takes a strictpolynomial number of steps. Furthermore, each rewinding attempt also takesa strict polynomial number of steps. Now, denote by p the probability thatA responds correctly and so S’s checks all pass. Then, the probability thatS enters the rewinding phase equals p. Furthermore, the expected number of
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 rewinding attempts equals exactly 1/p (notice that S runs exactly the samestrategy in each rewinding attempt). Thus, the overall expected running timeof S equals poly(n, s) + p · 1/p · poly(n, s) = poly(n, s). This completes theproof of Lemma 4.3.4 and thus the case where P1 is corrupted.
 (We note one important subtlety in this part of the proof: the sequen-tial composition theorem of Section 2.7 was only proven for the case wherethe security of the subprotocol is proven via a simulator that runs in strictpolynomial time (see [48, 33] for a full discussion of this issue). Thus, themodular sequential composition theorem does not cover the case where thesimulator for the oblivious transfer subprotocol runs in expected polynomialtime. Despite this, we claim that this is no problem in our specific case. Inorder to see that S runs in expected polynomial time even if the oblivioustransfer protocol is proven secure using expected polynomial-time simulation,note that we can divide A into two parts. The first part runs up until the endof the oblivious transfer protocol and outputs state information; the secondpart takes the state information and continues until the end of the execution.Now, the simulator for the oblivious transfer protocol may result in an ex-pected polynomial-time adversary for the first part of A. However, the secondpart of A still runs in strict polynomial time, and S only rewinds this secondpart. Therefore, the overall running time of S – even after replacing the idealoblivious transfer functionality with a real protocol that may use expectedpolynomial-time simulation – is expected polynomial time, as required.)
 4.3.2 Security Against a Malicious P2
 Intuition. Intuitively, the security in this case is derived from the fact that(a) the oblivious transfer protocol is secure, and so P2 only learns a singleset of keys (corresponding to a single input y) for decrypting the garbledcircuits, and (b) the commitment schemes are hiding and so P2 does not knowwhat input corresponds to the garbled values that P1 sends it for evaluatingthe circuit. Of course, in order to formally prove security we construct anideal-model simulator S working with an adversary A that has corruptedP2. The simulator first extracts A’s input bits from the oblivious transferprotocol, and then sends the input y it obtained to the trusted party andreceives back τ = f(x, y). Given the output, the simulator constructs thegarbled circuits. However, rather than constructing them all correctly, foreach circuit it tosses a coin and, based on the result, either constructs thecircuit correctly, or constructs it to compute the constant function outputtingτ (the output is received from the trusted party). In order to make sure thatthe simulator is not caught cheating, it biases the coin-tossing phase so thatall of the correctly constructed garbled circuits are check circuits, and all ofthe other circuits are evaluation circuits (this is why the protocol uses joint
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 coin-tossing rather than let P2 alone choose the circuits to be opened).A thenchecks the correctly constructed circuits, and is satisfied with the result as ifit were interacting with a legitimate P1. A therefore continues the executionwith the circuits which always output τ . The proof is based on the followinglemma:
 Lemma 4.3.5 Assume that the oblivious transfer protocol is secure, thatcomh is a perfectly-hiding commitment scheme, and that com is a perfectly-binding commitment scheme. Then, Protocol 4.2.1 is secure in the case whereP2 is corrupted.
 Proof. As described above, the simulator works by constructing some ofthe circuits correctly and some of them incorrectly. Before proceeding withthe formal proof of the lemma, we show that it is possible to construct such“false circuits”, so that A cannot distinguish between them and correctlyconstructed circuits.
 Lemma 4.3.6 Given a circuit C and an output value τ (of the same length
 as the output of C) it is possible to construct a garbled circuit GC such that:
 1. The output of GC is always τ , regardless of the garbled values that areprovided for P1 and P2’s input wires, and
 2. If τ = f(x, y), then no non-uniform probabilistic polynomial-time adver-
 sary A can distinguish between the distribution ensemble consisting of GCand a single arbitrary garbled value for every input wire, and the distri-bution ensemble consisting of a real garbled version of C, together withgarbled values that correspond to x for P1’s input wires, and to y for P2’sinput wires.
 Proof (sketch). The proof of this lemma is taken from the proof of The-orem 3.4.2 (it is not stated in this way there, but is proven). We sketch the
 construction of GC here for the sake of completeness, and refer the reader toSection 3.4 for a full description and proof. The first step in the constructionof the fake circuit GC is to choose two random keys ki and k′i for every wirewi in the circuit C. Next, the gate tables of C are computed: let g be a gatewith input wires wi, wj and output wire wℓ. The table of gate g contains en-cryptions of the single key kℓ that is associated with wire wℓ, under all fourcombinations of the keys ki, k
 ′i, kj , k
 ′j that are associated with the input wires
 wi and wj to g. (This is in contrast to a real construction of the garbled cir-cuit that involves encrypting both kℓ and k′ℓ, depending on the function thatthe gate in question computes.) That is, the following values are computed:
 c0,0 = Eki(Ekj
 (kℓ)),
 c0,1 = Eki(Ek′
 j(kℓ)),
 c1,0 = Ek′i(Ekj (kℓ)),
 c1,1 = Ek′i(Ek′
 j(kℓ)).
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 The gate table for g is then just a random ordering of the above four values.This process is carried out for all of the gates of the circuit. It remains todescribe how the output decryption tables are constructed. Denote the n-bitoutput τ by τ1 · · · τn, and denote the circuit-output wires by wm−n+1, . . . , wm.In addition, for every i = 1, . . . , n, let km−n+i be the (single) key encryptedin the gate whose output wire is wm−n+i, and let k′m−n+i be the other key(as described above). Then, the output decryption table for wire wm−n+i isgiven by [(0, km−n+i), (1, k
 ′m−n+i)] if τi = 0, and [(0, k′m−n+i), (1, km−n+i)] if
 τi = 1. This completes the description of the construction of the fake garbledcircuit GC.
 Notice that by the above construction of the circuit, the output keys (orgarbled values) obtained by P2 for any set of input keys (or garbled values),equals km−n+1, . . . , km. Furthermore, by the above construction of the outputtables, these keys km−n+1, . . . , km decrypt to τ = τ1 · · · τn = τ exactly. Thus,property (1) of the lemma trivially holds. The proof of property (2) followsfrom a hybrid argument in which the gate construction is changed one at atime from the real construction to the above fake one (indistinguishabilityfollows from the indistinguishability of encryptions). The construction andproof of this hybrid are described in full in Section 3.3.
 We are now ready to begin with the formal proof of Lemma 4.3.5. Wedenote the number of input wires of P2 as n′ (P2 had originally n inputwires, but in Step 0 of the protocol they are expanded to n′ = ns wires, toprevent an attack by P1). Let A be an adversary controlling P2. We constructa simulator S as follows:
 1. S chooses garbled values for the input wires of P2 in s garbled circuits.That is, it chooses n′·s pairs of garbled values k0i and k1i , and constructs 2n′
 vectors of garbled values of length s. Denote the vectors v01 , v11 , . . . , v
 0n′ , v1n′ ,
 where vbi contains the garbled values in all circuits that are associatedwith the bit b for the input wire associated with P2’s ith input bit. Next,S computes the commitment and decommitment values for these vectors.That is, let cbi be a vector of commitments, with the jth element beinga commitment to the jth element of vbi . Likewise, let dcbi be a vector ofdecommitments, where the jth element of dcbi is the decommitment of thejth element of cbi .
 2. S invokes A upon its initial input and obtains the inputs that A sendsto the trusted party computing the oblivious transfer functionality (recallthat our analysis is in the hybrid model). Let yi denote the bit sent byA that corresponds to the ith oblivious transfer, and let y = y1, . . . , yn(note that y is not necessarily the same as A and S’s initial input). Shands A the vector of decommitments to garbled values dcyi
 i as if theyare the output for A from the trusted party in the ith computation of theoblivious transfer functionality.
 3. S externally sends y to the trusted party computing f and receives backτ = f(x, y).
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 4. S chooses a random string ρ←R {0, 1}s and constructs s garbled circuitsGC1, . . . GCs, as follows. Let ρ = ρ1, . . . , ρs. Then, for i = 1, . . . , s, if ρi = 1(and soGCi is a check circuit), simulator S constructs circuitGCi correctly(exactly as described in Step 1 of Protocol 4.2.1). Otherwise, if ρi = 0
 (and so GCi is an evaluation circuit), it constructs circuit GCi = GC asdescribed in Lemma 4.3.6. That is, it constructs a garbled circuit whoseoutput is always τ , regardless of the inputs used. The above constructionsuse the garbled values chosen for the input wires above. That is, the garbledvalues from v0i and v1i are used to define the input values for the ith wirein all of the s circuits (the jth value in vbi defines the value in the jthcircuit).S constructs the commitments and commitment sets as follows.
 • First, for every r such that ρr = 1 (and so GCr is a check circuit), thecommitment pairs (com(k0i,r), com(k1i,r)) that correspond to P2’s input
 wires in circuit GCr are computed correctly (note that kbi,r is the rth
 value in vbi and com(kbi,r) is taken from cbi ).• In contrast, for every j for which ρr = 0 (and so GCr is an evaluation
 circuit), these commitment pairs are computed as follows. Assume thatP2’s ith input bit is associated with wire i. Then, S sets kyi
 i,r to equal the
 rth garbled value in the vector vyi
 i , and sets k1−yi
 i,r to be the string of all
 zeros. S then defines the commitment pair to be (com(k0i,r), com(k1i,r)).• Second, S chooses a random string ρ′ ←R {0, 1}s and constructs the
 commitment-sets Wi,j and W ′i,j (of P1’s inputs), as follows. For everyinput wire i and for every j such that ρ′j = 0 (i.e., such that the setsWi,j
 and W ′i,j are evaluation sets), S generates the commitment-set Wi,j sothat the first commitment is com(0) and the rest are “correct” (i.e., asinstructed in the protocol). It then computes W ′i,j incorrectly, commit-ting to the exact same values as Wi,j (we stress that the commitmentsare computed using fresh randomness, but they are commitments to thesame values).
 • Finally, S constructs the commitment-sets for the values of j such thatρ′j = 1 (i.e., such that Wi,j and W ′i,j are check sets). Recall that thecommitment-set Wi,j is made up of an initial indicator commitment(to 0 or 1) followed by s commitments, where the rth commitmentcorresponds to the rth circuit; denote the rth commitment in Wi,j byW r
 i,j . Now, for every input wire i and every j such that ρ′j = 1:– For every r such that ρr = 1 (corresponding to a check circuit),
 simulator S places the correct commitments in W ri,j and W ′
 ri,j .
 – For every r such that ρr = 0 (corresponding to an evaluation circuit),simulator S places commitments to zeros. (These commitments arenever opened; see Figures 4.3 and 4.4.)
 S internally hands A the garbled circuits and commitments that it con-structed. (Note that the commitments corresponding to P1 and P2’s input
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 wires in all of the evaluation circuits contain only a single garbled valuefrom the pair associated with the wire. This will be important later on.)
 5. S simulates the coin-tossing (“prepare challenge strings”) phase with Aso that the outcome of ρ1 ⊕ ρ2 equals the string ρ that it chose above.If it fails, it outputs fail and halts. Likewise, the coin-tossing phase forthe second challenge string is also simulated so that the outcome is ρ′ aschosen above. Again, if it fails, it outputs fail and halts. We describe howthis is achieved below.
 6. S opens the commitments for check circuits and check sets for A, exactlyas described in Step 5 of Protocol 4.2.1.
 7. S internally hands A decommitments for the garbled values for each of theinput wires corresponding to P1’s input, in each of the evaluation circuits.In order to do this, S just chooses randomly betweenWi,j andW ′i,j for eachevaluation set, and decommits to the garbled values that are associatedwith the evaluation circuits.
 8. S outputs whatever A outputs and halts.
 If at any time during the simulation, A aborts (either explicitly or by send-ing an invalid message that would cause the honest P1 to abort), S haltsimmediately and outputs whatever A does.
 Analysis. We now show that the view of A in the above simulation byS is computationally indistinguishable from its view in a hybrid executionwith P1 where the oblivious transfer functionality is computed by a trustedparty. (For the sake of clarity, we will refer to A as a real adversary runninga real execution. However, this actually refers to A running the real protocolbut with an ideal oblivious transfer.) We note that since only A receivesoutput in this protocol, it suffices to consider the view of A only. Beforedemonstrating this, we show that the coin-tossing phases can be simulatedso that S outputs fail with at most negligible probability. Intuitively, thesimulation of this phase (for ρ) is carried out as follows:
 1. S receives a perfectly-hiding commitment c from A.2. S generates a perfectly-binding commitment c to a random string ρ and
 internally hands it to A.3. If A aborts without decommitting, then S halts the simulation immedi-
 ately and outputs whatever A outputs. Otherwise, let ρ2 be the valuedecommitted to by A.
 4. S rewinds A to after the point that it sends c, and sends it a new com-mitment c to the string ρ1 = ρ ⊕ ρ2 (where the result of the coin-tossingis supposed to be the string ρ).
 5. If A decommits to ρ2, then S has succeeded. Thus, it continues by decom-mitting to ρ1, and the result of the coin-tossing is ρ = ρ1 ⊕ ρ2.If A decommits to some ρ′2 = ρ2, then S outputs ambiguous.If A does not decommit (but rather aborts), then S continues by sending anew commitment to ρ1 = ρ2⊕ρ. Notice that S sends a commitment to the
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 same value ρ1, but uses fresh randomness in generating the commitmentsand executes Step 5 of the simulation again.
 Unfortunately, as was shown by [34], the above simulation strategy does notnecessarily run in expected polynomial time. Rather, it is necessary to first es-timate the probability that A decommits when it receives a commitment c toa random value ρ. Then, the number of rewinding attempts, when A is givena commitment to ρ1 = ρ⊕ ρ2, is truncated as some function of the estimate.In [34], it is shown that this strategy yields an expected polynomial-time sim-ulation that fails with only negligible probability (including the probabilityof outputting ambiguous). Furthermore, the simulation has the property thatthe view of A is computationally indistinguishable from its view in a realexecution. See Section 6.5.3 for a full detailed analysis of this exact proce-dure. Of course, the same strategy exactly is used for the simulation of thecoin-tossing phase for ρ′.
 We now continue with the analysis of the simulation. Intuitively, given thatthe above coin-tossing simulation succeeds, it follows that all of the check cir-cuits are correctly constructed, as in the protocol (because S constructs allthe circuits for which ρi = 1 correctly). Thus, the view of A with respectto these circuits is the same as in a real execution with an honest P1. Fur-thermore, the commitments for the evaluation circuits reveal only a singlegarbled value for each input wire. Thus, Lemma 4.3.6 can be applied.
 Formally, we prove indistinguishability in the following way. First, we mod-ify S into S ′, which works in exactly the same way as S except for how itgenerates the circuits. Specifically, S ′ is given the honest P1’s input value xand constructs all of the circuits correctly. However, it only uses the garbledvalues corresponding to x in the commitment-sets. That is, if the value ki,ℓis used in all of the commitment sets Wi,j and W ′i,j with respect to circuitℓ, then ki,ℓ is the garbled value associated with xi (i.e., the ith bit of x) incircuit ℓ (the other garbled value associated with the wire is associated with1 − xi). Everything else remains the same. In order to see that A’s view inan execution with S is indistinguishable from its view in an execution withS ′, we apply Lemma 4.3.6. In order to apply this claim, recall first that theevaluation circuits with S are all constructed according to GC, yielding out-put τ = f(x, y) where y is the input obtained from A and x is the honestparty’s input. In contrast, the evaluation circuits with S ′ are all correctlyconstructed. Note also that the input y obtained by S ′ from A is the samevalue as that obtained by S, which defines τ = f(x, y).4 Finally, note thatS ′ sends A the garbled values that correspond to P1’s input x. Thus, byLemma 4.3.6, A’s view with S is indistinguishable from its view with S ′.
 4 Note that there is one oblivious transfer for each input bit. Furthermore, the input of P1
 into these executions is a pair of vectors of s garbled values so that in the ith execution,the first vector contains all of the decommitments for garbled values that correspond to 0
 for the ith input wire of P2, and the second vector contains all of the decommitments for
 garbled values that correspond to 1 for the ith input wire of P2. This means that in everycircuit, A receives garbled values that correspond to the same input y.
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 (The full reduction here works by an adversary obtaining the garbled circuitsand values, and then running the simulation of S or S′. Specifically, it gen-erates all the check circuits correctly and uses the garbled values it obtainedto generate the evaluation sets and the commitments in the evaluation sets.However, it does not generate the evaluation circuits itself, but uses the onesthat it receives. If it receives real circuits, then it will obtain the distributionof S ′, and if it receives fake garbled circuits, then it will obtain the distribu-tion of S. We therefore conclude by Lemma 4.3.6 that these distributions areindistinguishable. We note that the full proof of this also requires a hybridargument over the many evaluation circuits, as opposed to the single circuitreferred to in Lemma 4.3.6.)
 Next, we construct a simulator S ′′ that works in the same way as S ′ exceptthat it generates all of the commitments correctly (i.e., as in the protocolspecification). Note that this only affects commitments that are never opened.Note also that S′′ is given x and so it can do this. The indistinguishabilitybetween S ′ and S ′′ follows from the hiding property of the commitmentscheme com. (The full reduction is straightforward and is therefore omitted.)
 Finally, note that the distribution generated by S′′ is the same as theone generated by an honest P1, except for the simulation of the coin-tossingphases. Since, as we have mentioned, the view of A in the simulation of thecoin-tossing is indistinguishable from its view in a real execution, we concludethat the view of A in the simulation by S′′ is indistinguishable from its viewin a real execution with P1. Combining the above steps, we conclude thatA’s view in the simulation with S is indistinguishable from its view in areal execution with P1. Recalling that our analysis actually applies to thehybrid model where the oblivious transfer is ideal, we conclude by applyingthe sequential composition theorem in order to obtain that A’s view in thesimulation with S is indistinguishable from its view in a completely realexecution with P1 (where even the oblivious transfer is real). This completesthe proof of Lemma 4.3.5 and thus the case where P2 is corrupted.
 Combining the cases. The proof of Theorem 4.3.1 is completed by com-bining Lemmas 4.3.4 and 4.3.5.
 4.4 Efficient Implementation of the Different Primitives
 In this section, we describe efficient implementations of the different buildingblocks of the protocol.
 Encryption scheme. As in the semi-honest construction of Chapter 3, theconstruction uses a symmetric key encryption scheme that has indistinguish-able encryptions for multiple messages and an elusive efficiently verifiablerange. Informally, this means (1) that for any two (known) messages x and y,no polynomial-time adversary can distinguish between the encryptions of x
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 and y, and (2) that there is a negligible probability that an encryption underone key falls into the range of encryptions under another key, and given akey k it is easy to verify whether a certain ciphertext is in the range of en-cryptions with k. See Chapter 3 for a detailed discussion of these properties,and for examples of easy implementations satisfying them. For example, theencryption scheme could be Ek(m) = ⟨r, fk(r) ⊕m0n⟩, where fk is a pseu-dorandom function keyed by k whose output is |m|+ n bits long, and r is arandomly chosen value.
 Commitment schemes. The protocol uses both unconditionally hidingand unconditionally binding commitments. Our goal should be, of course,to use the most efficient implementations of these primitives, and we there-fore concentrate on schemes with O(1) communication rounds (all commit-ment schemes we describe here have only two rounds). Efficient uncondi-tionally hiding commitment schemes can be based on number-theoretic as-sumptions, and use O(1) exponentiations (see, e.g., [69]). The most efficientimplementation is probably the one due to Damgard, Pedersen, and Pfitz-mann, which uses a collision-free hashing function and no other cryptographicprimitive [21]; see also [41]. Efficient unconditionally binding commitmentscan be constructed using the scheme of Naor [60], which has two rounds andis based on using a pseudorandom generator.
 Oblivious transfer. The protocol uses an oblivious transfer protocol whichis secure in the presence of malicious adversaries (and thus proven secureaccording to the real/ideal model simulation paradigm). Efficient protocolsfor this task can be found in Chapter 7.
 4.5 Efficiency of the Protocol
 The overhead of the protocol depends heavily on the statistical security pa-rameter s. The security proof shows that the adversary’s cheating probabilityis exponentially small in s. In particular, the adversary can cheat with prob-ability at most 2−s/17. We conjecture that this can be made significantlysmaller given a tighter analysis. Nevertheless, we have preferred to present afull and clear proof, rather than to overly optimize the construction at thecost of complicating the proof.
 We analyze the complexity of the protocol as above in Section 3.5. We donot count the cost of the oblivious transfers, and refer to Chapter 7 (and inparticular Sections 7.4.2 and 7.5 for an exact analysis of this cost):
 • Number of rounds: The number of rounds of communication in the pro-tocol equals the number of rounds required to run the oblivious transfersplus five.
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 • Asymmetric computations: In Protocol 4.2.1 each input bit of P2 isreplaced with s new input bits and therefore O(ns) oblivious transfers arerequired. We remark that in [55] it is shown how this can be reduced.
 • Symmetric computations: Each garbled circuit is of size |C| = |C0| +O(ns), and requires eight encryptions per gate for constructing the circuitand, as shown in Section 3.5, an expected four encryptions per gate forevaluating it. Since P2 checks half of the circuits (which involves construct-ing them from scratch) and evaluates half of the circuits, we conclude thatthe cost is 8|C| · s + 8|C| · s/2 + 4|C| · s/2 = 14|C|s symmetric encryp-tion/decryption operations. In addition, there are 2s(s+ 1) commitmentsfor each of the n inputs of P1. We conclude that there are approximately12s|C|+ 2s2n symmetric operations.
 • Bandwidth: The communication overhead of the protocol is dominatedby sending s copies of the garbled circuit and the commitment sets. Thecommunication overhead is therefore O(s|C|+ s2n) ciphertexts and com-mitment values.
 4.6 Suggestions for Further Reading
 Recently, a number of different approaches have been proposed for construct-ing efficient general protocols that are secure in the presence of malicious ad-versaries. In this chapter we have shown just one of these approaches. Otherapproaches include the following:
 • Jarecki and Shmatikov [47] designed a protocol in which the parties ef-ficiently prove, gate by gate, that their behavior is correct. The protocolruns in a constant number of rounds, and is based on the use of a specialhomomorphic encryption system, which is used to encode the tables ofeach gate of the circuit (compared to the use of symmetric encryption inYao’s original protocol and in the protocol presented above in this chap-ter). This protocol works in a completely different way than the protocolpresented above because it does not use the cut-and-choose technique.Rather, the circuit constructor proves in zero-knowledge that all gates arecorrectly constructed; this is carried out efficiently by utilizing propertiesof the homomorphic encryption scheme. The result is a protocol requiringa constant number of asymmetric operations per gate (and no symmetricoperations). Although this approach has the potential to yield an efficientsolution for circuits that are not too large, currently the exact numberof asymmetric operations required is 720, which is very large. If this con-stant could be reduced to a small number, this approach would be far moreappealing.
 • Nielsen and Orlandi [65] use the cut-and-choose technique but in a verydifferent way than in the protocol presented in this chapter. Specifically,the circuit constructor first sends the receiver many gates, and the receiver
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 checks that they are correctly constructed by asking for some to be opened.After this stage, the parties interact in a way that enables the gates to besecurely soldered (like Lego blocks) into a correct circuit. Since it is notguaranteed that all of the gates are correct, but just a vast majority, afault-tolerant circuit of size O(s · |C|/ log |C|) is constructed, where s isa statistical security parameter. The error as a function of s is 2−s andthe constant inside the “O” notation for the number of exponentiations is32 [66].
 • Ishai, Prabhakaran and Sahai [46] present a protocol that works by havingthe parties simulate a virtual multiparty protocol with an honest majority.The cost of the protocol essentially consists of the cost of running a semi-honest protocol for computing the multiplication of additive shares, forevery multiplication carried out by a party in a multiparty protocol withhonest majority. Thus, the actual efficiency of the protocol depends heavilyon the multiparty protocol to be simulated, and on the semi-honest proto-cols used for simulating the multiparty protocol. An asymptotic analysisdemonstrates that this method may be competitive. However, no concreteanalysis has been carried out, and it is currently an open question whetheror not it is possible to instantiate this protocol in a way that will be com-petitive with other known protocols.
 • Lindell and Pinkas [57] present a protocol that is built on the same conceptas the protocol in this chapter, but is significantly simpler and more effi-cient. The protocol relies on specific assumptions and tools that we presentin the second part of this book. For this reason we chose to present theprotocol of [55], and not its improved version [57].

Page 124
                        

Chapter 5
 Covert Adversaries
 In this chapter, we present protocols for securely computing any functionalityin the model of covert adversaries; see Section 2.4 for motivation and defini-tions of the model. We begin by presenting a protocol for oblivious transferthat is secure in the covert model. We present this protocol mainly for di-dactic reasons; it serves as a good warm-up for understanding how to provesecurity in this model. Nevertheless, we stress that more efficient oblivioustransfer protocols are known (both for the covert and malicious settings; seeSection 7.4 for an example).
 5.1 Oblivious Transfer
 In this section we will construct an efficient oblivious transfer protocol thatis secure in the presence of covert adversaries with ϵ-deterrent. We will firstpresent the basic scheme that considers a single oblivious transfer and ϵ =1/2. We will then extend this to enable the simultaneous (batch) executionof many oblivious transfers and also higher values of ϵ. Our constructions allrely on the existence of secure homomorphic encryption schemes.
 We remark that it is possible to use the highly efficient oblivious trans-fer protocol with full simulation-based security that appears in Chapter 7.This is due to the fact that security in the presence of malicious adversariesimplies security in the presence of covert adversaries; see Proposition 2.4.3.Nevertheless, we present the protocol here since it is more general and inaddition provides a good warm-up to proofs of security in this model.
 Homomorphic encryption. Intuitively, a public-key encryption scheme ishomomorphic if given two ciphertexts c1 = Epk(m1) and c2 = Epk(m2) it ispossible to efficiently compute Epk(m1+m2) without knowledge of the secretdecryption key or the plaintexts. Of course this assumes that the plaintextmessage space is a group; we actually assume that both the plaintext andciphertext spaces are groups (with respective group operations + and ·). A
 109C. Hazay, Y. Lindell, Efficient Secure Two-Party Protocols, Information Security and Cryptography, DOI 10.1007/978-3-642-14303-8_5, © Springer-Verlag Berlin Heidelberg 2010
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110 5 Covert Adversaries
 natural way to define this is to require that for all pairs of keys (pk, sk), allm1,m2 ∈ P and c1, c2 ∈ C with m1 = Dsk(c1) and m2 = Dsk(c2) it holdthat Dsk(c1 · c2) = m1 + m2. However, we actually need a stronger prop-erty. Specifically, we require that the result of computing c1 · c2, when c2 is arandom encryption of m2, is a random encryption of m1 +m2 (by a randomencryption we mean a ciphertext generated by encrypting the plaintext withuniformly distributed coins). This property ensures that if one party gener-ated c1 and the other party applied a series of homomorphic operations toc1 in order to generate c, then the only thing that the first party can learnfrom c is the underlying plaintext. In particular, it learns nothing about thesteps taken to arrive at c (e.g., it cannot know if the second party added m2
 in order to obtain an encryption of m1 +m2, or if it first added m3 and thenm4 where m2 = m3 + m4). We stress that this holds even if the first partyknows the secret key of the encryption scheme. We formalize the above by re-quiring that the distribution of {pk, c1, c1 · c2} is identical to the distributionof {pk,Epk(m1), Epk(m1 +m2)}, where in the latter case the encryptions ofm1 and m1 +m2 are generated independently of each other, using uniformlydistributed random coins. We denote by Epk(m) the random variable gener-ated by encrypting m with public key pk using uniformly distributed randomcoins. We have the following formal definition.
 Definition 5.1.1 A public-key encryption scheme (G,E,D) is homomorphicif for all n and all (pk, sk) output by G(1n), it is possible to define groupsM, C such that:
 • The plaintext space is M, and all ciphertexts output by Epk are elementsof C,1 and
 • For every m1,m2 ∈M it holds that
 {pk, c1 = Epk(m1), c1 · Epk(m2)} ≡ {pk,Epk(m1), Epk(m1 +m2)} (5.1)
 where the group operations are carried out in C and M, respectively.
 Note that in the left distribution in (5.1) the ciphertext c1 is used to gen-erate an encryption of m1+m2 using the homomorphic operation, whereas inthe right distribution the encryptions ofm1 andm1+m2 are independent. Animportant observation is that any such scheme supports the multiplicationof a ciphertext by a scalar, which can be achieved by computing multiple ad-ditions. Such encryption schemes can be constructed under the quadraticresiduosity, N -residuosity, decisional Diffie-Hellman (DDH) and other as-sumptions; see [68, 2] for some references. By convention, no ciphertext isinvalid. That is, any value that is not in the ciphertext group C is interpretedas an encryption of the identity element of the plaintext groupM.
 1 The plaintext and ciphertext spaces may depend on pk; we leave this implicit.
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 5.1.1 The Basic Protocol
 PROTOCOL 5.1.2 (OT from homomorphic encryption):
 • Inputs: Party P1 has a pair of strings (x0, x1) for input; P2 has a bit σ.Both parties have the security parameter 1n as auxiliary input. (In order tosatisfy the constraints that all inputs are of the same length, it is possibleto define |x0| = |x1| = k and give P2 (σ, 12k−1).)
 • Assumption: We assume that the group determined by the homomorphicencryption scheme with security parameter n is large enough to containall strings of length k. Thus, if the homomorphic encryption scheme onlyworks for single bits, we will only consider k = 1 (i.e., bit oblivious trans-fer).
 • The protocol:
 1. Party P2 chooses two sets of two pairs of keys:a. (pk01 , sk
 01)← G(1n); (pk02 , sk
 02)← G(1n) using random coins r0G, and
 b. (pk11 , sk11)← G(1n); (pk12 , sk
 12)← G(1n) using random coins r1G
 P2 sends (pk01, pk02) and (pk11 , pk
 12) to P1.
 2. Key generation challenge:a. P1 chooses a random coin b←R {0, 1} and sends b to P2.b. P2 sends P1 the random coins rbG that it used to generate (pkb1, pk
 b2).
 c. P1 checks that the public keys output by the key generation algorithmG when given input 1n and the appropriate portions of the randomtape rbG equal pkb1 and pkb2. If this does not hold, or if P2 did notsend any message here, P1 outputs corrupted2 and halts. Otherwise,it proceeds.Denote pk1 = pk1−b1 and pk2 = pk1−b2 .
 3. P2 chooses two random bits α, β ←R {0, 1}. Then:a. P2 computes
 c10 = Epk1(α), c20 = Epk2
 (1− α),
 c11 = Epk1(β), c21 = Epk2
 (1− β),
 using random coins r10, r20, r
 11 and r21, respectively.
 b. P2 sends (c10, c20) and (c11, c
 21) to P1.
 4. Encryption generation challenge:a. P1 chooses a random bit b′ ←R {0, 1} and sends b′ to P2.b. P2 sends r1b′ and r2b′ to P1 (i.e., P2 sends an opening to the ciphertexts
 c1b′ and c2b′).c. P1 checks that one of the ciphertexts {c1b′ , c2b′} is an encryption of
 0 and the other is an encryption of 1. If not (including the casewhere no message is sent by P2), P1 outputs corrupted2 and halts.Otherwise, it continues to the next step.
 5. P2 sends a “reordering” of the ciphertexts {c11−b′ , c21−b′}. Specifically, ifσ = 0 it sets c0 to be the ciphertext that is an encryption of 1, andsets c1 to be the ciphertext that is an encryption of 0. Otherwise, if
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 σ = 1, it sets c0 to be the encryption of 0, and c1 to be the encryptionof 1. (Only the ordering needs to be sent and not the actual ciphertexts.Furthermore, this can be sent together with the openings in Step 4b.)
 6. P1 uses the homomorphic property and c0, c1 as follows.a. P1 computes c0 = x0 ·E c0 (this operation is relative to the key pk1
 or pk2 depending on whether c0 is an encryption under pk1 or pk2)b. P1 computes c1 = x1 ·E c1 (this operation is relative to the key pk1
 or pk2 depending on whether c1 is an encryption under pk1 or pk2)P1 sends c0 and c1 to P2. (Notice that one of the ciphertexts is encryptedwith key pk1 and the other is encrypted with key pk2.)
 7. If σ = 0, P2 decrypts c0 and outputs the result (if c0 is encrypted underpk1 then P2 outputs x0 = Dsk1
 (c0); otherwise it outputs x0 = Dsk2(c0)).
 Otherwise, if σ = 1, P2 decrypts c1 and outputs the result.8. If at any stage during the protocol, P1 does not receive the next message
 that it expects to receive from P2 or the message it receives is invalid andcannot be processed, it outputs abort2 (unless it was already instructedto output corrupted2). Likewise, if P2 does not receive the next messagethat it expects to receive from P1 or it receives an invalid message, itoutputs abort1.
 We remark that the reordering message of Step 5 can actually be sent by P2
 together with the message in Step 4b. Furthermore, the messages of the key-generation challenge can be piggybacked on later messages, as long as theyconclude before the final step. We therefore have that the number of roundsof communication can be exactly four (each party sends two messages).
 Before proceeding to the proof of security, we present the intuitive argu-ment showing why Protocol 5.1.2 is secure. We begin with the case whereP2 is corrupted. First note that if P2 follows the instructions of the protocol,it learns only a single value x0 or x1. This is because one of c0 and c1 isan encryption of 0. If it is c0, then c0 = x0 ·E c0 = Epk(0 · x0) = Epk(0)(where pk ∈ {pk1, pk2}), and so c0 is a random encryption of 0 that is inde-pendent of x0, implying that nothing is learned about x0; similarly if it is c1then c1 = Epk(0) and so nothing is learned about x1. However, in general,P2 may not generate the encryptions c10, c
 11, c
 20, c
 21 properly (and so it may
 be that at least one of the pairs (c10, c20) and (c11, c
 21) are both encryptions
 of 1, in which case P2 could learn both x0 and x1). This is prevented by theencryption-generation challenge. That is, if P2 tries to cheat in this way thenit is guaranteed to be caught with probability at least 1/2. The above explainswhy a malicious P2 can learn only one of the outputs, unless it is willing tobe caught cheating with probability 1/2. This therefore demonstrates that“privacy” holds. However, we actually need to prove security via simulation,which involves showing how to extract P2’s implicit input and how to simu-late its view. Extraction works by first providing the corrupted P2 with theencryption-challenge bit b′ = 0 and then rewinding it and providing it withthe challenge b′ = 1. If the corrupted P2 replies to both challenges, then thesimulator can construct σ from the opened ciphertexts and the reordering
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 provided. Given this input, the simulation can be completed in a straight-forward manner; see the proof below. A crucial point here is that if P2 doesnot reply to both challenges then an honest P1 would output corrupted2 withprobability 1/2, and so this corresponds to a cheat2 input in the ideal world.
 We now proceed to discuss why the protocol is secure in the presence of acorrupt P1. In this case, it is easy to see that P1 cannot learn anything aboutP2’s input because the encryption scheme is semantically secure (and so acorrupt P1 cannot determine σ from the unopened ciphertexts). However,as above, we need to show how extraction and simulation work. Extractionhere works by providing encryptions so that in one of the pairs (c10, c
 20) or
 (c11, c21) both of the encrypted values are 1. If this pair is the one used (and
 not the one opened), then we have that c0 is an encryption of x0 and c1is an encryption of c1. An important point here is that unlike a real P2,the simulator can do this without being “caught”. Specifically, the simulatorgenerates the ciphertexts so that for a random b′ ←R {0, 1} it holds thatc11−b′ and c21−b′ are both encryptions of 1, whereas c1b′ and c2b′ are generatedcorrectly, one being an encryption of 0 and the other an encryption of 1. Then,the simulator “hopes” that the corrupted P1 asks it to open the ciphertextsc1b′ and c2b′ , which look like they should. In such a case, the simulator proceedsand succeeds in extracting both x0 and x1. However, if the corrupted P1 asksthe simulator to open the other ciphertexts (which are clearly invalid), thesimulator just rewinds the corrupted P1 and tries again. Thus, extractioncan be achieved. Regarding the simulation of P1’s view, this follows from thefact that the only differences between the above and a real execution arethe values encrypted in the ciphertexts c10, c
 20, c
 11, c
 21. These distributions are
 therefore indistinguishable by the semantic security of the encryption scheme.We now formally prove that Protocol 5.1.2 meets Definition 2.4.1 with
 ϵ = 12 .
 Theorem 5.1.3 Assuming that (G,E,D) constitutes a semantically securehomomorphic encryption scheme, Protocol 5.1.2 securely computes the obliv-ious transfer functionality ((x0, x1), σ) 7→ (λ, xσ) in the presence of covertadversaries with ϵ-deterrent for ϵ = 1
 2.
 Proof. We will separately consider the case where P2 is corrupted and thecase where P1 is corrupted. We note that although we construct two differentsimulators (one for each corruption case), a single simulator as required bythe definition can be constructed by simply combining them and workingappropriately given the identity of the corrupted party.
 Corrupted P2: Let A be a real adversary that controls P2. We construct asimulator S that works as follows:
 1. S receives (σ, 12k−1) and z as input and invokes A on this input.2. S plays the honest P1 with A as P2.
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 3. When S reaches the key generation challenge step, it first sends b = 0 andreceives back A’s response. Then, S rewinds A, sends b = 1 and receivesback A’s response.
 a. If both of the responses fromA would cause a corrupted output (meaninga response that would cause P1 to output corrupted2 in a real execution),S sends corrupted2 to the trusted party, simulates the honest P1 abortingdue to detected cheating, and outputs whatever A outputs.
 b. If A sends back exactly one response that would cause a corrupted out-put, then S sends cheat2 to the trusted party.i. If the trusted party replies with corrupted2, then S rewinds A and
 hands it the query for which A’s response would cause a corruptedoutput. S then simulates the honest P1 aborting due to detectedcheating, and outputs whatever A outputs.
 ii. If the trusted party replies with undetected and the honest P1’s in-put pair (x0, x1), then S plays the honest P1 with input (x0, x1) inthe remainder of the execution with A as P2. At the conclusion, Soutputs whatever A outputs.
 c. If neither of A’s responses causes a corrupted output, then S rewindsA, gives it a random b and proceeds as below.
 4. S receives ciphertexts c10, c20, c
 11, c
 21 from A.
 5. Next, in the encryption-generation challenge step, S first sends b′ = 0 andreceives backA’s response, which includes the reordering of the ciphertexts(recall that the reordered messages are actually sent together with theciphertext openings). Then, S rewinds A, sends b′ = 1 and receives backA’s response.
 a. If both of the responses from A would cause a corrupted output, S sendscorrupted2 to the trusted party, simulates the honest P1 aborting dueto detected cheating, and outputs whatever A outputs.
 b. If A sends back exactly one response that would cause a corrupted out-put, then S sends cheat2 to the trusted party.i. If the trusted party replies with corrupted2, then S rewinds A and
 hands it the query for which A’s response would cause a corruptedoutput. S then simulates the honest P1 aborting due to detectedcheating, and outputs whatever A outputs.
 ii. If the trusted party replies with undetected and the honest P1’s inputpair (x0, x1), then S plays the honest P1 with input (x0, x1) andcompletes the execution with A as P2. (Note that P1 has not yetused its input at this stage of the protocol. Thus, S has no problemcompleting the execution like an honest P1.) At the conclusion, Soutputs whatever A outputs.
 c. If neither of A’s responses would cause a corrupted output, then S usesthe reorderings to determine the value of σ. Specifically, S chooses arandom b′ and takes the reordering that relates to c11−b′ and c21−b′ (if
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 c11−b′ is an encryption of 1, then S determines σ = 0 and otherwise itdetermines σ = 1). The value b′ that is chosen is the one that S sendsto A and appears in the final transcript.
 S sends σ to the trusted party and receives back x = xσ. SimulatorS then completes the execution playing the honest P1 and using x0 =x1 = x.
 6. If at any point A sends a message that would cause the honest P1 to haltand output abort2, simulator S immediately sends abort2 to the trustedparty, halts the simulation and proceeds to the final “output” step.
 7. Output: At the conclusion, S outputs whatever A outputs.
 This completes the description of S. Denoting Protocol 5.1.2 as π and notingthat I here equals {R} (i.e., P2 is corrupted), we need to prove that for ϵ = 1
 2,{
 idealscϵOT,S(z),2(((x0, x1), σ), n)
 }c≡{realπ,A(z),2(((x0, x1), σ), n)
 }.
 It is clear that the simulation is perfect if S sends corrupted2 or cheat2 atany stage. This is due to the fact that the probability that an honest P1
 outputs corrupted2 in the simulation is identical to the probability in a realexecution (probability 1 in the case where A responds incorrectly to bothchallenges and probability 1/2 otherwise). Furthermore, in the case where Ssends cheat2 and receives back undetected, it concludes the execution usingthe true input of P1. The simulation until the last step is perfect (it involvesmerely sending random challenges); therefore the completion using the trueP1’s input yields a perfect simulation. The above is clearly true of abort2 aswell (because this can only occur before the last step where P1’s input isused).
 It remains to analyze the case where S does not send corrupted2, cheat2 orabort2 to the trusted party. Notice that in this case, A responded correctly toboth the key generation and encryption generation challenges. In particular,this implies that the keys pk1 and pk2 are correctly generated, and that Scomputes σ based on the encrypted values sent by A and the reordering.
 Now, if σ = 0, then S hands A the ciphertexts c0 = Epk(x0) and c1 =Epk′(0), where pk, pk′ ∈ {pk1, pk2} and pk = pk′, and if σ = 1, it hands A theciphertexts c0 = Epk(0) and c1 = Epk′(x1). This follows from the instructionsof S and the honest party (S plays the honest party with x0 = x1 = xσ andso cσ is an encryption of xσ and c1−σ is an encryption of 0). The importantpoint to notice is that these messages are distributed identically to the honestP1’s messages in a real protocol; the fact that S does not know x1−σ makes nodifference because for every x′ it holds that x′ ·Epk(0) = Epk(0). We note thatthis assumes that the homomorphic property of the encryption scheme holds,but this is given by the fact that pk1 and pk2 are correctly formed. Regardingthe rest of the messages sent by S, these are generated independently of P1’sinput and so exactly like an honest P1.
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 We conclude that the view of A as generated by the simulator S is iden-tical to the distribution generated in a real execution. Thus, its output isidentically distributed in both cases. (Since P1 receives no output, we do notneed to consider the output distribution of the honest P1 in the real and idealexecutions.) We conclude that{
 idealscϵOT,S(z),2(((x0, x1), σ), n)
 }≡
 {realπ,A(z),2(((x0, x1), σ), n)
 },
 completing this corruption case.
 Corrupted P1: Let A be a real adversary that controls P1. We construct asimulator S that works as follows:
 1. S receives (x0, x1) and z and invokes A on this input.2. S interacts with A and plays the honest P2 until Step 3 of the protocol.3. In Step 3 of the protocol, S works as follows:
 a. S chooses random bits b, α←R {0, 1};b. S computes:
 c1b = Epk1(α), c2b = Epk2
 (1− α),
 c11−b = Epk1(1), c21−b = Epk2
 (1);
 c. S sends c10, c20, c
 11, c
 21 to A.
 4. In the next step (Step 4 of the protocol), A sends a bit b′. If b′ = b, thenS opens the ciphertexts c1b and c2b as the honest P2 would (note that theciphertexts are “correctly” constructed). Otherwise, S returns to Step 3of the simulation above (i.e., it returns to the beginning of Step 3 of theprotocol) and tries again with fresh randomness.2
 5. S sends a random reordering of the ciphertexts c11−b and c21−b (the actualorder does not matter because they are both encryptions of 1).
 6. The simulator S receives from A the ciphertexts c0 and c1. S computesx0 = Dsk1(c0) and x1 = Dsk2(c1) (or x0 = Dsk2(c0) and x1 = Dsk1(c1),depending on which of c0, c1 is encrypted with pk1 and which with pk2),and sends the pair (x0, x1) to the trusted party as P1’s input.
 7. If at any stage in the simulation A does not respond, or responds withan invalid message that cannot be processed, then S sends abort1 to thetrusted party for P1’s inputs. (Such behavior from A can only occur beforethe last step and so before any input (x0, x1) has already been sent to thetrusted party.)
 8. S outputs whatever A outputs.
 2 This yields an expected polynomial-time simulation because these steps are repeated
 until b′ = b. A strict polynomial-time simulation can be achieved by just halting after n
 attempts. The probability that b′ = b in all of these attempts can be shown to be negligible,based on the hiding property of the encryption scheme.
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 Notice that S never sends cheat1 to the trusted party. Thus we actuallyprove standard security in this corruption case. That is, we prove that{
 idealOT,S(z),1((x0, x1, σ), n)}
 c≡{realπ,A(z),1((x0, x1, σ), n)
 }. (5.2)
 By Proposition 2.4.3, this implies security for covert adversaries as well. Inorder to prove Eq. (5.2), observe that the only difference between the viewof the adversary A in a real execution and in the simulation by S is due tothe fact that S does not generate c1b , c
 2b correctly. Thus, intuitively, Eq. (5.2)
 follows from the security of the encryption scheme. That is, we begin byshowing that if the view of A in the real and ideal executions can be distin-guished, then it is possible to break the security of the encryption scheme.We begin by showing that the view of A when interacting with an honest P1
 with input σ = 0 is indistinguishable from the view of A when interacting ina simulation with S.
 Let A′ be an adversary that attempts to distinguish encryptions under akey pk.3 Adversary A′ receives a key pk, chooses a random bit γ ←R {0, 1}and a random index ℓ←R {1, 2} and sets pk1−γℓ = pk. It then chooses the keys
 pk1−γ3−ℓ , pkγ1 and pkγ2 by itself and sends A the keys (pk01 , pk
 02) and (pk11 , pk
 12).
 When A replies with a bit b, adversary A′ acts as follows. If b = γ, A′ opensthe randomness used in generating (pkb1, pk
 b2) as the honest P2 would (A′ can
 do this because it chose (pkγ1 , pkγ2 ) by itself and γ = b). If b = γ, A′ cannot
 open the randomness as an honest P2 would. Therefore, A′ just halts. If Acontinues, then it sets pk1 = pk1−γ1 and pk2 = pk1−γ2 (and so pkℓ is the publickey pk that A′ is “attacking”). Now, A′ computes the ciphertexts c10, c
 20, c
 11, c
 21
 in the following way. A′ chooses α and β at random, as the honest P2 would.Then, for a random ζ adversary A′ computes c1ζ = Epk1
 (α), c2ζ = Epk2(1 −
 α), and c3−ℓ1−ζ = Epk3−ℓ(1). However, A′ does not compute cℓ1−ζ = Epkℓ
 (1).Rather, it outputs a pair of plaintexts m0 = 0,m1 = 1 for the externalencryption game and receives back c = Epk(mb) = Epkℓ
 (mb) (for b ←R
 {0, 1}). Adversary A′ sets cℓ1−ζ = c (i.e., to equal the challenge ciphertext)and continues playing the honest P2 until the end. In this simulation, A′ setsthe reordering so that c0 equals c3−ℓ1−ζ (that is, it is an encryption of 1).
 The key point here is that if A′ does not halt and b = 0, then the simula-tion by A′ is identical to a real execution between A and an honest P2 thathas input σ = 0 (because c0 = c3−ℓ1−ζ is an encryption of 1 and c1 = cℓ1−ζ isan encryption of 0, as required). In contrast, if A′ does not halt and b = 1,then the simulation by A′ is identical to the simulation carried out by S(because in this case they are both encryptions of 1). Finally, note that A′halts with probability exactly 1/2 in both cases (this is due to the fact that
 3 The game that A′ plays is that it receives a key pk, outputs a pair of plaintexts m0,m1,receives back a challenge ciphertext Epk(mb) for some b ∈ {0, 1}, and outputs a “guess”
 bit b′. An encryption scheme is indistinguishable if the probability that A′ outputs b′ = b
 is negligibly close to 12.
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 the distribution of the keys is identical for both choices of γ). Combining theabove together, we have that if it is possible to distinguish the view of A inthe simulation by S from a real execution with P2 that has input 0, then itis possible to distinguish encryptions. Specifically, A′ can just run the dis-tinguisher that exists for these views and output whatever the distinguisheroutputs.
 The above shows that the view of A in the simulation is indistinguishablefrom its view in a real execution with an honest P2 with input σ = 0. How-ever, we actually have to show that when the honest P2 has input σ = 0, thejoint distribution of A and the honest P2’s outputs in a real execution are in-distinguishable from the joint distribution of S and the honest P2’s outputs inthe ideal model. The point to notice here is that the output of the honest P2
 in both the real and ideal models is the value obtained by decrypting c0 usingkey pk3−ℓ. (In the real model this is what the protocol instructs the honestparty to output and in the ideal model this is the value that S sends to thetrusted party as P1’s input x0.) However, in this reduction A′ knows the asso-ciated secret-key to pk3−ℓ, because it chose pk3−ℓ itself. Thus, A′ can appendthe decryption of c0 to the view of A, thereby generating a joint distribution.It follows that if A′ received an encryption of m0 = 0, then it generates thejoint distribution of the outputs in the real execution, and if it received anencryption of m1 = 1, then it generates the joint distribution of the outputsin the ideal execution. By the indistinguishability of the encryption schemewe have that the real and ideal distributions are indistinguishable, complet-ing the proof of Eq. (5.2) for the case where σ = 0. The case for σ = 1 followsfrom an almost identical argument as above. Combining these two cases, wehave the output distribution generated by the simulator in the ideal modelis computationally indistinguishable from the output distribution of a realexecution.
 It remains to show that S runs in expected polynomial-time. Note that Srewinds if in the simulation it holds that b′ = b. Now, in the case where theciphertexts c10, c
 20, c
 11, c
 21 are generated as by the honest party (each pair con-
 taining an encryption of 0 and an encryption of 1), the probability that b′ = bis exactly 1/2 because the value of b′ is information-theoretically hidden. Incontrast, in the simulation this is not the case because c1b , c
 2b are “correctly”
 constructed, whereas c11−b, c21−b are both encryptions of 1. Nevertheless, if
 the probability that b′ = b is non-negligibly far from 1/2, then this can beused to distinguish an encryption of 0 from an encryption of 1 (the actualreduction can be derived from the reduction already carried out above and isthus omitted). It follows that the expected number of rewindings is at mostslightly greater than two, implying that the overall simulation runs in ex-pected polynomial time. As we have mentioned in Footnote 2, the simulationcan be made to run in strict polynomial time by aborting if for n consecu-tive trials it holds that b′ = b. By the argument given above, such an abortcan only occur with negligible probability. This concludes the proof of thiscorruption case, and thus of the theorem.
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 Discussion. We conclude this section with some important remarks anddiscussion regarding the construction and proof:
 The covert technique. The proof of Protocol 5.1.2 in the case whereP2 is corrupted relies heavily on the fact that the simulator can send cheatand therefore does not need to complete a “standard” simulation. Take forexample the case whereA (controlling P2) only replies with one valid responseto the encryption generation challenge. In this case, P2 can learn both x0 andx1 with probability 1/2. However, the simulator in the ideal model can neverlearn both x0 and x1. Therefore, the simulator cannot generate the correctdistribution. However, by allowing the simulator to declare a cheat, it cancomplete the simulation as required. This demonstrates why it is possible toachieve higher efficiency for this definition of security. We remark that theabove protocol is not non-halting detection accurate (see Definition 2.4.2).For example, a cheating P2 can send c10 = Epk1
 (α) and c20 = Epk1(α). Then, if
 P1 chooses b′ = 1 (thus testing c11 and c21), the adversary succeeds in cheatingand learning both of P1’s inputs. However, if P1 chooses b′ = 0, P2 can justabort at this point. This means that such an early abort must be consideredan attempt to cheat, and so P1 running with a fail-stop P2 must also outputcorrupted2.
 Malicious versus covert P1. We stress that we have actually proven some-thing stronger. Specifically, we have shown that Protocol 5.1.2 is secure inthe presence of a covert P2 with ϵ-deterrent for e = 1/2 as stated. However,we have also shown that Protocol 5.1.2 is (fully) secure with abort in thepresence of a malicious P1.
 Efficiently recognizable public keys. We remark that in the case whereit is possible to efficiently recognize that a public key is in the range of thekey generator of the public-key encryption scheme, it is possible to skip thekey generation challenge step in the protocol (P1 can verify for itself if thekey is valid).
 5.1.2 Extensions
 String oblivious transfer. In Protocol 5.1.2, x0 and x1 are elements in thegroup over which the homomorphic encryption scheme is defined. If this groupis large, then we can carry out string oblivious transfer. This is importantbecause later we will use Protocol 5.1.2 to exchange symmetric encryptionkeys. However, if the group contains only 0 and 1, then this does not suffice.In order to extend Protocol 5.1.2 to deal with string oblivious transfer, evenwhen the group has only two elements, we only need to change the last twosteps of the protocol. Specifically, instead of P1 computing a single encryptionfor x0 and a single encryption for x1, it computes an encryption for each bit.That is, denote the bits of x0 by x1
 0, . . . , xn0 , and likewise for x1. Then, P1
 computes c0 = x10 ·E c0, . . . , x
 n0 ·E c0 and c1 = x11 ·E c1, . . . , x
 n1 ·E c1.
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 Note that P2 can still only obtain one of the strings because if σ = 0 thenc1 just contains encryptions to zeroes, and vice versa if σ = 1.
 Batch oblivious transfer. We will use Protocol 5.1.2 in Yao’s protocolfor secure two-party computation. This means that we will run one oblivioustransfer for every bit of the input. In principle, these oblivious transfers canbe run in parallel, as long as the protocol being used remains secure underparallel composition. The classical notion of parallel composition considersthe setting where the honest parties run each execution obliviously of theothers (this is often called “stateless composition”). We do not know how toprove that our protocol composes in parallel in this sense. Nevertheless, wecan modify Protocol 5.1.2 so that it is possible to simultaneously run manyoblivious transfers with a cost that is less than that of running Protocol 5.1.2the same number of times in parallel. We call this batch oblivious transferin order to distinguish it from “parallel oblivious transfer” (which consid-ers stateless parallel composition, as described above). The batch oblivioustransfer functionality is defined as follows:
 ((x01, x
 11), . . . , (x
 0n, x
 1n), (σ1, . . . , σn)) 7→ (λ, (xσ1
 1 , . . . , xσnn )).
 Thus, we essentially have n oblivious transfers where in the ith such transfer,party P1 has input (x0i , x
 1i ) and P2 has input σi.
 The extension to Protocol 5.1.2 works as follows. First, the same public-key pair (pk1, pk2) can be used in all executions. Therefore, Steps 1 and 2remain unchanged. Then, Step 3 is carried out independently for all n bitsσ1, . . . , σn. That is, for every i, two pairs of ciphertexts encrypting 0 and 1(in random order) are sent. The important change comes in Step 4. Here,the same challenge bit b′ is used for every i. P1 then replies as it should,opening the appropriate c1b′ and c2b′ ciphertexts for every i. The protocol thenconcludes by P1 computing the c0 and c1 ciphertexts for every i, and P2
 decrypting.The proof of the above extension is almost identical to the proof of The-
 orem 5.1.3. The main point is that since only a single challenge is used forboth the key generation challenge and encryption generation challenge, theprobability of achieving b′ = b (as needed for the simulation) and b = γ (asneeded for the reduction to the security of the encryption scheme) remains1/2. Furthermore, the probability that a corrupted P2 will succeed in cheat-ing remains the same because if there is any i for which the encryptions arenot correctly formed, then P2 will be caught with probability 1/2.
 Higher values of ϵ. Finally, we show how it is possible to obtain highervalues of ϵ with only minor changes to Protocol 5.1.2. The basic idea isto increase the probability of catching a corrupted P2 in the case where itattempts to generate an invalid key pair or send ciphertexts in Step 3 thatdo not encrypt the same value. Let k = poly(n) be an integer. Then, firstP2 generates k pairs of public keys (pk11 , pk
 12), . . . , (pk
 k1 , pk
 k2 ) instead of just
 two pairs. P1 then asks P2 to reveal the randomness used in generating all
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 the pairs except for one (the unrevealed key pair is the one used in thecontinuation of the protocol). Note that if a corrupted P2 generated even onekey pair incorrectly, then it is caught with probability 1− 1/k. Likewise, inStep 3, P2 sends k pairs of ciphertexts where in each pair one ciphertext isan encryption of 0 and the other is an encryption of 1. Then, P1 asks P2
 to open all pairs of encryptions except for one pair. Clearly, P1 still learnsnothing about σ because the reordering is only sent on the ciphertext pairthat is not opened. Furthermore, if P2 generates even one pair of ciphertextsso that the ciphertexts are not correctly formed, then it will be caught withprobability 1− 1/k. The rest of the protocol remains the same. We concludethat the resulting protocol is secure in the presence of covert adversaries withϵ-deterrent where ϵ = 1−1/k. Note that this works as long as k is polynomialin the security parameter and thus ϵ can be made to be very close to 1, ifdesired. (Of course, this methodology cannot be used to make ϵ negligiblyclose to 1, because then k has to be super-polynomial.)
 Summary. We conclude with the following theorem, derived by combiningthe extensions above:
 Theorem 5.1.4 Assume that there exist semantically secure homomorphicencryption schemes. Then, for any k = poly(n) there exists a protocol thatsecurely computes the batch string oblivious transfer functionality
 ((x01, x
 11), . . . , (x
 0n, x
 n1 ), (σ1, . . . , σn)) 7→ (λ, (xσ1
 1 , . . . , xσnn ))
 in the presence of covert adversaries with ϵ-deterrent for ϵ = 1− 1k .
 Efficiency of the batch protocol. The protocol has four rounds of com-munication, and involves generating 2k encryption keys and carrying out 2knencryption operations, 2n homomorphic multiplications and n decryptions.Note that the amortized complexity of each oblivious transfer is 2k encryp-tions, two scalar multiplications with the homomorphic encryption schemeand one decryption. (The key generation which is probably the most ex-pensive is run 2k times independently of n. Therefore, when many oblivioustransfers are run, this becomes insignificant.)
 5.2 Secure Two-Party Computation
 In this section, we show how to securely compute any two-party functionalityin the presence of covert adversaries. We present a protocol for the strongexplicit cheat formulation, with parameters that can be set to obtain a widerange of values for the ϵ-deterrent. Our protocol is based on Yao’s protocolfor semi-honest adversaries; see Chapter 3.
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 5.2.1 Overview of the Protocol
 We begin by providing an intuitive explanation of what is needed to preventmalicious adversaries from cheating in Yao’s protocol, without being detected.Much of this discussion appeared in Chapter 4. Nevertheless, we repeat it herebecause the focus is slightly different, and because we want the material inthis chapter to be independent of Chapter 4.
 Intuitively, there are two main reasons why the original protocol of Yao isnot secure when the parties may be malicious. First, the circuit constructor P1
 may send P2 a garbled circuit that computes a completely different function.Second, the oblivious transfer protocol that is used when the parties can bemalicious must be secure for this case. The latter problem is solved here byusing the protocol guaranteed by Theorem 5.1.4. The first problem is solvedby having P1 send P2 a number of garbled circuits; denote this number by ℓ.Then, P2 asks P1 to open all but one of the circuits (chosen at random) inorder to check that they are correctly constructed. This opening takes placebefore P1 sends the keys corresponding to its input, so nothing is revealed byopening the circuits. The protocol then proceeds similarly to the semi-honestcase. The main point here is that if the unopened circuit is correct, thenthis will constitute a secure execution that can be simulated. However, if itis not correct, then with probability 1− 1/ℓ party P1 will have been caughtcheating and so P2 will output corrupted1 (recall, ℓ denotes the number ofcircuits sent). While the above intuition forms the basis for our protocol,the actual construction of the appropriate simulator is somewhat delicate,and requires a careful construction of the protocol. We note some of thesesubtleties hereunder.
 First, it is crucial that the oblivious transfers are run before the garbledcircuits are sent by P1 to P2. This is due to the fact that the simulator sends acorrupted P2 a fake garbled circuit that evaluates to the exact output receivedfrom the trusted party (and only this output), as described in Lemma 4.3.6.However, in order for the simulator to receive the output from the trustedparty, it must first send it the input used by the corrupted P2. This is achievedby first running the oblivious transfers, from which the simulator is able toextract the corrupted P2’s input.
 The second subtlety relates to an issue we believe may be a problem formany other implementations of Yao that use cut-and-choose. The problem isthat the adversary can construct (at least in theory) a single garbled circuitwith two sets of keys to all the input wires, where one set of keys decryptsthe circuit to the specified one (computing the function f) and another set ofkeys decrypts the circuit to an incorrect one (computing a different functionf ′). This is a problem because the adversary can supply “correct keys” to thecircuits that are opened and checked (which thus appear as circuits computingf), and “incorrect keys” to the circuit that is computed (and thus the functioncomputed is f ′ and not f). Such a strategy cannot be carried out without riskof detection for the keys that are associated with P2’s input because these
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 keys are obtained by P2 in the oblivious transfers before the garbled circuitsare even sent (thus if incorrect keys are sent for one of the circuits, P2 willdetect this if that circuit is opened). However, it is possible for a corrupt P1 tocarry out this strategy for the input wires associated with its own input. Weprevent this by having P1 commit to these keys and send the commitmentstogether with the garbled circuits. Then, instead of P1 just sending the keysassociated with its input, it sends the appropriate decommitments.
 A third subtlety that arises is due to the following potential attack. Con-sider a corrupted P1 that behaves exactly like an honest P1 except that in theoblivious transfers, it inputs an invalid key in the place of the key associatedwith 0 as the first bit of P2. The result is that if the first bit of P2’s input is1, then the protocol succeeds and no problem arises. However, if the first bitof P2’s input is 0, then the protocol will always fail and P2 will always de-tect cheating. Thus, P1’s decision to cheat may depend on P2’s private input,something that is impossible in the ideal model. In order to solve this problem,we use a circuit that computes the function g(x, y1, . . . , ym) = f(x,⊕m
 i=1yi),
 instead of a circuit that directly computes f . Then, upon input y, party P2
 chooses random y1, . . . , ym−1 and sets ym = (⊕m−1i=1 yi) ⊕ y. This makes no
 difference to the result because ⊕mi=1y
 i = y and so g(x, y1, . . . , ym) = f(x, y).However, this modification makes every bit of P2’s input uniform when con-sidering any proper subset of y1, . . . , ym. This helps because as long as P1
 does not provide invalid keys for all m shares of y, the probability of fail-ure is independent of P2’s actual input (because any set of m − 1 shares isindependent of y). Since m − 1 invalid shares are detected with probability1− 2−m+1 we have that P2 detects the cheating by P1 with this probability,independently of its input value. This method is used in Chapter 4 for thesame purpose. However, there we must set m to equal the security parameter.
 Intuitively, an adversary can cheat by providing an incorrect circuit orby providing invalid keys for shares. However, it is then detected with theprobabilities described above. Below, we show that when using ℓ circuits andsplitting P2’s input into m shares, we obtain ϵ = (1− 1/ℓ)(1− 2−m+1). Thisenables us to play around with the values of m and ℓ in order to optimizeefficiency versus ϵ-deterrent. For example, if we wish to obtain ϵ = 1/2 wecan use the following parameters:
 1. Set ℓ = 2 and m = n: This yields ϵ = (1 − 1/2)(1 − 2−n+1) which isnegligibly close to 1/2. However, since in Yao’s protocol we need to run anoblivious transfer for every one of P2’s input bits, this incurs a blowup ofthe number of oblivious transfers (and thus exponentiations) by n. Thus,this setting of parameters results in a considerable computational blowup.
 2. Set ℓ = 3 and m = 3: This yields ϵ = (1 − 1/3)(1 − 1/4) = 1/2. Thecomputational cost incurred here is much less than before because we onlyneed three oblivious transfers for each of P2’s input bits. Furthermore, thecost of sending three circuits is not much greater than two, and so theoverall complexity is much better.
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 Before proceeding to the protocol, we provide one more example of param-eters. In order to achieve ϵ = 9/10 it is possible to set ℓ = 25 and m = 5(setting ℓ = m = 10 gives 0.898, which is very close). This gives a signifi-cantly higher value of ϵ. We remark that such a setting of ϵ also assumes avalue of ϵ = 9/10 for the oblivious transfer protocol. As we have seen, thisinvolves a blowup of five times more computation than for oblivious transferwith ϵ = 1/2.
 5.2.2 The Protocol for Two-Party Computation
 We are now ready to describe the actual protocol. As in Chapter 4, we presenta protocol where only P2 receives output. The modifications required for thegeneral case are described in Section 2.5.
 PROTOCOL 5.2.1 (two-party computation of a function f):
 • Inputs: Party P1 has input x and party P2 has input y, where |x| = |y|. Inaddition, both parties have parameters ℓ and m, and a security parametern. For simplicity, we will assume that the lengths of the inputs are n.
 • Auxiliary input: Both parties have the description of a circuit C forinputs of length n that computes the function f . The input wires asso-ciated with x are w1, . . . , wn and the input wires associated with y arewn+1, . . . , w2n.
 • The protocol:
 1. Parties P1 and P2 define a new circuit C ′ that receives m + 1 inputsx, y1, . . . , ym each of length n, and computes the function f(x,⊕m
 i=1yi).
 Note that C ′ has n + mn input wires. Denote the input wires associ-ated with x by w1, . . . , wn, and the input wires associated with yi bywn+(i−1)m+1, . . . , wn+im, for i = 1, . . . , n.
 2. Party P2 chooses m − 1 random strings y1, . . . , ym−1 ←R {0, 1}n anddefines ym = (⊕m−1
 i=1 yi) ⊕ y, where y is P2’s original input (note that
 ⊕mi=1y
 i = y). The value ydef= y1, . . . , ym serves as P2’s new input of
 length mn to C′. (The input wires associated with P2’s new input arewn+1, . . . , wn+mn.)
 3. For each i = 1, . . . ,mn and β = 0, 1, party P1 chooses ℓ encryption keysby running G(1n), the key generator for the encryption scheme, ℓ times.The jth key associated with a given i and β is denoted by kjwn+i,β
 ; notethat this is the key associated with the bit β for the input wire wn+i inthe jth circuit. The result is an ℓ-tuple, denoted by
 [k1wn+i,β , . . . , kℓwn+i,β].
 (This tuple constitutes the keys that are associated with the bit β for theinput wire wn+i in all ℓ circuits.)
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 4. P1 and P2 run mn executions of an oblivious transfer protocol, as fol-lows. In the ith execution, party P1 inputs the pair(
 [k1wn+i,0, . . . , kℓwn+i,0], [k
 1wn+i,1, . . . , k
 ℓwn+i,1]
 )and party P2 inputs the bit yi (P2 receives keys [k1wn+i,yi , . . . , kℓwn+i,yi ]
 as output). The executions are run using a batch oblivious transfer func-tionality, as in Theorem 5.1.4. If a party receives a corruptedi or abortimessage as output from the oblivious transfer, it outputs it and halts.
 5. Party P1 constructs ℓ garbled circuits GC1, . . . , GCℓ using independentrandomness (the circuits are garbled versions of C′ described above).The keys for the input wires wn+1, . . . , wn+mn in the garbled circuitsare taken from above (i.e., in GCj the keys associated with wn+i are
 kjwn+i,0and kjwn+i,1
 ). The keys for the inputs wires w1, . . . , wn are cho-sen randomly, and are denoted in the same way.
 P1 sends the ℓ garbled circuits to P2.6. P1 commits to the keys associated with its inputs. That is, for every
 i = 1, . . . , n, β = 0, 1 and j = 1, . . . , ℓ, party P1 computes
 cjwi,β= com(kjwi,β
 ; rji,β)
 where com is a perfectly-binding commitment scheme, com(x; r) denotesa commitment to x using randomness r, and rji,β is a random string ofsufficient length to commit to a key of length n.
 P1 sends all of the above commitments. The commitments are sent asℓ vectors of pairs (one vector for each circuit); in the jth vector the ithpair is {cjwi,0
 , cjwi,1} in a random order (the order is randomly chosen
 independently for each pair).7. Party P2 chooses a random index γ ←R {1, . . . , ℓ} and sends γ to P1.8. P1 sends P2 all of the keys for the input wires in all garbled circuits ex-
 cept for GCγ (this enables a complete decryption of the garbled circuit),together with the associated mappings and the decommitment values.(I.e., for every i = 1, . . . , n + mn and j = γ, party P1 sends the keysand mappings (kjwi,0
 , 0), (kjwi,1, 1). In addition, for every i = 1, . . . , n
 and j = γ it sends the decommitments rji,0, rji,1.)
 9. P2 checks that everything that it received is in order. That is, it checks– that the keys it received for all input wires in circuits GCj (j = γ)
 indeed decrypt the circuits (when using the received mappings), andthe decrypted circuits are all C′;
 – that the decommitment values correctly open all the commitmentscjwi,β
 that were received, and these decommitments reveal the keys
 kjwi,βthat were sent for P1’s wires;
 – that the keys received in the oblivious transfers earlier match theappropriate keys that it received in the opening (i.e., if it received
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 [k1i , . . . , kℓi ] in the ith oblivious transfer, then it checks that kji from
 the oblivious transfer equals kjwn+i,yi from the opening).
 If all the checks pass, it proceeds to the next step. If not, it outputscorrupted1 and halts. In addition, if P2 does not receive this message atall, it outputs corrupted1.
 10. P1 sends decommitments to the input keys associated with its input forthe unopened circuit GCγ. That is, for i = 1, . . . , n, party P1 sends P2
 the key kγwi,xiand decommitment rγi,xi
 , where xi is the ith bit of P1’sinput.
 11. P2 checks that the values received are valid decommitments to the com-mitments received above. If not, it outputs abort1. If so, it uses the keysto compute C ′(x, y) = C′(x, y1, . . . , ym) = C(x, y), and outputs the re-sult. If the keys are not correct (and so it is not possible to compute thecircuit), or if P2 does not receive this message at all, it outputs abort1.
 Note that steps 8–10 are actually a single step of P1 sending a messageto P2, followed by P2 carrying out a computation. If during the execution,any party fails to receive a message or receives one that is ill-formed, itoutputs aborti (where Pi is the party that failed to send the message). Thisholds unless the party is explicitly instructed above to output corruptediinstead (as in Step 9).
 For reference throughout the proof, we provide a high-level diagram of theprotocol in Figure 5.1.
 We have motivated the protocol construction above and thus proceed di-rectly to prove its security. Note that we assume that the oblivious transferprotocol is secure with the same ϵ as above (of course, one can also use anoblivious transfer protocol that is secure in the presence of malicious adver-saries, because this is secure in the presence of covert adversaries for any ϵ).
 Theorem 5.2.2 Let ℓ and m be parameters in the protocol that are bothupper-bound by poly(n), and set ϵ = (1−1/ℓ)(1−2−m+1). Let f be any proba-bilistic polynomial-time function. Assume that the encryption scheme used togenerate the garbled circuits has indistinguishable encryptions under chosen-plaintext attacks (and has an elusive and efficiently verifiable range), and thatthe oblivious transfer protocol used is secure in the presence of covert adver-saries with ϵ-deterrent according to Definition 2.4.1. Then, Protocol 5.2.1securely computes f in the presence of covert adversaries with ϵ-deterrentaccording to Definition 2.4.1.
 Proof. Our analysis of the security of the protocol is in the (OT, ϵ)-hybridmodel, where the parties are assumed to have access to a trusted party com-puting the oblivious transfer functionality following the ideal model of 2.4.1;see Section 2.7. Thus the simulator that we describe will play the trustedparty in the oblivious transfer when simulating for the adversary. We sep-arately consider the case where P2 is corrupted and the case where P1 iscorrupted.
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 P1(x) P2(y)
 Define C′ Define C′
 P1’s wires: w1, . . . , wn P2’s wires:wn+1, . . . , wn+mn
 Choose keys for wires
 Input: keys for (n+ i)th
 wire in all circuits→ OBLIVIOUS TRANSFER → Input: ith input bit
 Output: keys for wire
 Garbled circuits GC1, . . . , GCℓ-Commitments cjwi,β
 to keys kjwi,β-
 � γChoose γ ←R {1, . . . , ℓ}
 All keys for circuits GCj , j = γ
 Decommitments to these keys-
 Check:(1) Circuit is C′
 (2) Key decommitments
 (3) Consistency of keyswith those from OT
 If no: output corrupted1If yes: proceed
 Keys for GCγ for P1’s input
 with assoc. decommitments-
 If decommits correctand circuit decrypts,
 compute circuit and
 output result
 Fig. 5.1 A high-level diagram of the protocol
 Party P2 is corrupted. Intuitively, the security in this case relies on thefact that P2 can only learn a single set of keys in the oblivious transfersand thus can decrypt the garbled circuit to only a single value as required.Formally, let A be a probabilistic polynomial-time adversary controlling P2.The simulator S fixes A’s random tape to a uniformly distributed tape andworks as follows:
 1. S chooses ℓ sets of mn random keys as P1 would.2. S plays the trusted party for the batch oblivious transfer with A as P2. S
 receives the input that A sends to the trusted party (as its input as P2 tothe oblivious transfers):
 a. If the input is abort2 or corrupted2, S sends abort2 or corrupted2 (re-spectively) to the trusted party computing f , simulates P1 abortingand halts (outputting whatever A outputs).
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 b. If the input is cheat2, S sends cheat2 to the trusted party. If it receivesback corrupted2, it hands A the message corrupted2 as if it received itfrom the trusted party, simulates P1 aborting and halts (outputtingwhatever A outputs). If it receives back undetected (and thus P1’s in-put x as well), then S works as follows. First, it hands A the stringundetected together with the nm pairs of vectors of random keys that itchose (note that A expects to receive the inputs of P1 to the oblivioustransfers in the case of undetected). Next, S uses the input x of P1 thatit received in order to perfectly emulate P1 in the rest of the execution.That is, it runs P1’s honest strategy with input x while interactingwith A playing P2 for the rest of the execution and outputs whateverA outputs. (Note that since P1 receives no output, S does not send anyoutput value for P1 to the trusted party.) The simulation ends here inthis case.
 c. If the input is a series of bits y1, . . . , ymn, then S hands A the keysfrom above that are “chosen” by the yi bits, and proceeds with thesimulation below.
 3. S defines y = ⊕m−1i=0 (yi·n+1, . . . , yi·n+n) and sends y to the trusted party
 computing f . S receives back some output τ .4. S chooses a random value ζ and computes the garbled circuits GCj for
 j = ζ correctly (using the appropriate input keys from above as P1 would).However, for the garbled circuit GCζ , the simulator S does not use the
 true circuit for computing f but rather a circuit GC that always evaluatesto τ (the value it received from the trusted party), using Lemma 4.3.6.S uses the appropriate input keys from above also in generating GCζ . Salso computes commitments to the keys associated with P1’s input in anhonest way.
 5. S sends GC1, . . . , GCℓ and the commitments to A and receives back anindex γ.
 6. If γ = ζ then S rewinds A and returns to Step 4 above (using freshrandomness).
 Otherwise, if γ = ζ, S opens all the commitments and garbled circuitsGCj for j = γ, as the honest P1 would, and proceeds to the next step.
 7. S hands A arbitrary keys associated with the input wires of P1. That is,for i = 1, . . . , n, S hands A an arbitrary one of the two keys associatedwith the input wire wi in GCγ (one key per wire), together with its correctdecommitment.
 8. If at any stage, S does not receive a response from A, it sends abort2 to thetrusted party (resulting in P1 outputting abort2). If the protocol proceedssuccessfully to the end, S sends continue to the trusted party and outputswhatever A outputs.
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 Denoting Protocol 5.2.1 as π and I = {2} (i.e., party P2 is corrupted), weprove that:{
 idealscϵf,S(z),2((x, y), n)
 }c≡{hybridOT,ϵ
 π,A(z),2((x, y), n)}. (5.3)
 In order to prove (5.3) we separately consider the cases of abort (includinga “corrupted” input), cheat or neither. If A sends abort2 or corrupted2 as theoblivious transfer input, then S sends abort2 or corrupted2 (respectively) tothe trusted party computing f . In both cases the honest P1 outputs the same(abort2 or corrupted2) and the view of A is identical. Thus, the ideal andhybrid output distributions are identical. The exact same argument is trueif A sends cheat2 and the reply to S from the trusted party is corrupted2. Incontrast, if A sends cheat2 and S receives back the reply undetected, then theexecution does not halt immediately. Rather, S plays the honest P1 with itsinput x (it can do this because P1 does not use its input before this point).Since S follows the exact same strategy as P1 and P1 receives no output, it isclear that once again the output distributions are identical. We remark thatthe probability of the trusted party answering corrupted2 or undetected is thesame in the hybrid and ideal executions (i.e., ϵ), and therefore the outputdistributions in the cases of abort, corrupted or cheat are identical. We denotethe event that A sends an abort, corrupted or cheat message in the oblivioustransfers by badOT. Thus, we have shown that{
 idealscϵf,S(z),2((x, y), n) | badOT
 }≡
 {hybridOT,ϵ
 π,A(z),2((x, y), n) | badOT
 }.
 We now show that the ideal and hybrid distributions are computation-ally indistinguishable in the case where A sends valid input in the oblivioustransfer phase (i.e., in the event badOT). In order to show this, we consider amodified simulator S ′ that is also given the honest party P1’s real input x.Simulator S ′ works exactly as S does, except that it constructs GCζ honestly,
 and not as GC from Lemma 4.3.6. Furthermore, in Step 7 it sends the keysassociated with P1’s input x and not arbitrary keys. It is straightforward toverify that the distribution generated by S ′ is identical to the output distri-bution of a real execution of the protocol between A and an honest P1. Thisis due to the fact that all ℓ circuits received by A are honestly constructedand the keys that it receives from S′ are associated with P1’s real input. Theonly difference is the rewinding. However, since ζ is chosen uniformly, thishas no effect on the output distribution. Thus:{idealscϵ
 f,S′(z,x),2((x, y), n) | badOT
 }≡
 {hybridOT
 π,A(z),2((x, y), n) | badOT
 }.
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 Next we prove that conditioned on the event that badOT does not occur, thedistributions generated by S and S′ are computationally indistinguishable.That is,{idealscϵ
 f,S(z),2((x, y), n) | badOT
 }c≡{idealscϵ
 f,S′(z,x),2((x, y), n) | badOT
 }.
 In order to see this, notice that the only difference between S and S ′ isin the construction of the garbled circuit GCζ . By Lemma 4.3.6 it followsimmediately that these distributions are computationally indistinguishable.(Note that we do not need to consider the joint distribution of A’s viewand P1’s output because P1 has no output from Protocol 5.2.1.) This yieldsthe above equation. In order to complete the proof of (5.3), note that theprobability that the event badOT happens is identical in the ideal and hybridexecutions. This holds because the oblivious transfer is the first step of theprotocol and A’s view in this step with S is identical to its view in a protocolexecution with a trusted party computing the oblivious transfer functionality.Combining this fact with the above equations we derive (5.3).
 The simulator S described above runs in expected polynomial time. Inorder to see this, note that by Lemma 4.3.6, a fake garbled circuit is indis-tinguishable from a real one. Therefore, the probability that γ = ζ is at mostnegligibly far from 1/ℓ (otherwise, this fact alone can be used to distinguisha fake garbled circuit from a real one). It follows that the expected numberof attempts by S is close to ℓ, and so its expected running time is polyno-mial (by the assumption on ℓ). By our definition, S needs to run in strictpolynomial time. However, this is easily achieved by having S halt if it failsafter nℓ rewinding attempts. Following the same argument as above, such afailure can occur with at most negligible probability.
 We conclude that S meets the requirements of Definition 2.4.1. (Note thatS only sends cheat2 due to the oblivious transfer. Thus, if a “fully secure”oblivious transfer protocol were to be used, the protocol would meet thestandard definition of security for malicious adversaries for the case where P2
 is corrupted.)
 Party P1 is corrupted. The proof of security in this corruption case isconsiderably more difficult. Intuitively, security relies on the fact that if P1
 does not construct the circuits correctly or does not provide the same keysin the oblivious transfers and circuit openings, then it will be caught withprobability at least ϵ. In contrast, if it does construct the circuits correctlyand provide the same keys, then its behavior is effectively the same as that ofan honest party and so security is preserved. Formally, let A be an adversarycontrolling P1. The simulator S works as follows:
 1. S invokes A and plays the trusted party for the oblivious transfers with Aas P1. S receives the input that A sends to the trusted party (as its inputto the oblivious transfers):
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 a. If the input is abort1 or corrupted1, then S sends abort1 or corrupted1(respectively) to the trusted party computing f , simulates P2 abortingand halts (outputting whatever A outputs).
 b. If the input is cheat1, then S sends cheat1 to the trusted party. If itreceives back corrupted1, then it hands A the message corrupted1 as ifit received it from the trusted party, simulates P2 aborting and halts(outputting whatever A outputs). If it receives back undetected (andthus P2’s input y as well), then S works as follows. First, it hands Athe string undetected together with the input string y that an honestP2 upon input y would have used in the oblivious transfers (note thatA expects to receive P2’s input to the oblivious transfers in the caseof undetected). We remark that S can compute y by simply followingthe instructions of an honest P2 with input y from the start (nothingyet has depended on P2’s input so there is no problem of consistency).Next, S uses the derived input y that it computed above in order toperfectly emulate P2 in the rest of the execution. That is, it continuesP2’s honest strategy with input y while interacting with A playing P1
 for the rest of the execution. Let τ be the output for P2 that it receives.S sends τ to the trusted party (for P2’s output) and outputs whateverA outputs. The simulation ends here in this case.
 c. If the input is a series of mn pairs of ℓ-tuples of keys([k1wn+i,0
 , . . . , kℓwn+i,0], [k1wn+i,1
 , . . . , kℓwn+i,1])
 for i = 1, . . . ,mn, then S proceeds below.
 2. S receives from A a message consisting of ℓ garbled circuits GC1, . . . , GCℓ
 and a series of commitments.3. For j = 1, . . . , ℓ, simulator S sends A the message γ = j, receives its reply
 and rewinds A back to the point before A receives γ.4. S continues the simulation differently, depending on the validity of the
 circuit openings. In order to describe the cases, we introduce some termi-nology.
 Legitimate circuit: We say that a garbled circuit GCj is legitimate ifthere exists a value γ = j such that when S sends A the message γin Step 3 above, A replies with decommitments that open GCj to the(correct) auxiliary input circuit C′. Note that if a circuit is legitimatethen whenever A provides valid decommitments in Step 3, the circuit isdecrypted to C′. Furthermore, if a circuit is illegitimate then for everyγ = j in which A provides valid decommitments, the resulting openedcircuit is not C′.
 Inconsistent key: This notion relates to the question of whether thekeys provided by P1 in the oblivious transfers are the same as thosecommitted to and thus revealed in a circuit opening. We say that a(committed) key kjwi,β
 received in an oblivious transfer is inconsistent
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 if it is different from the analogous key committed to by P1. We stressthat the keys obtained in the oblivious transfers (and of course thecommitted keys) are fixed before this point of the simulation and thusthis event is well defined.
 Inconsistent wire: A wire wi is inconsistent if there exists a circuitGCj such that either kjwi,0
 or kjwi,1is an inconsistent key.
 Totally inconsistent input: An original input bit yi is totally incon-sistent if all of the wires associated with the shares of yi are inconsistent(recall that yi is split over m input wires). Note that the different incon-sistent wires need not be inconsistent in the same circuit, nor need theybe inconsistent with respect to the same value (0 or 1). Note that thedetermination about whether a wire is inconsistent is independent ofthe value γ sent by S because the oblivious transfers and commitmentsto keys take place before S sends γ in Step 3 above.
 Before proceeding to describe how S works, we remark that our strategybelow is to have S use the different possibilities regarding the legitimacyof the circuit and consistency of keys to cause the honest party in an idealexecution to output corrupted1 with the same probability with which thehonest P2 catches A cheating in a real execution. Furthermore, S doesthis while ensuring that γ is uniformly distributed and the bits chosen asshares of each yi are also uniformly distributed. In this light, we describethe expected probabilities of catching A in three cases:
 • There exists an illegitimate circuit GCj0 : in this case P2 certainlycatches A cheating unless γ = j0. Thus, P2 catches A with probabilityat least 1− 1/ℓ. We stress that P2 may catch A with higher probabil-ity depending on whether or not there are other illegitimate circuits ofinconsistent inputs.
 • There exists a totally inconsistent wire: if the inconsistent values of thewire belong to different circuits then P2 will always catch A. However,if they belong to one circuit GCj0 then A will be caught if γ = j0, or ifγ = j0 and the keys chosen in the oblivious transfer are all consistent(this latter event happens with probability at most 2−m+1 becausem−1bits of the sharing are chosen randomly). Thus, P2 catches A withprobability at least (1− ℓ−1)(1− 2m+1).
 • None of the above occurs but there are inconsistent keys: in this case,P2 catches A if the inconsistent keys are those chosen and otherwisedoes not.
 We are now ready to proceed. S works according to the follows cases:
 a. Case 1 – at least one circuit is illegitimate: Let GCj0 be the first illegit-imate circuit. Then, S sends w1 = cheat1 to the trusted party. By thedefinition of the ideal model, with probability ϵ = (1− 1/ℓ)(1− 2−m+1)it receives the message corrupted1, and with probability 1− ϵ it receivesthe message undetected together with P2’s input y:
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 i. If S receives the message corrupted1 from the trusted party, then itchooses γ = j0 at random and sends γ to A. Then, S receives backA’s opening for the circuits, including the illegitimate circuit GCj0 ,and simulates P2 aborting due to detected cheating. S then outputswhatever A outputs and halts.
 ii. If S receives the message undetected from the trusted party (together
 with P2’s input y), then with probability p = ℓ−1
 1−ϵ it sets γ = j0, andwith probability 1 − p it chooses γ = j0 at random. It then sendsγ to A, and continues to the end of the execution emulating thehonest P2 with the input y it received from the trusted party. (Whencomputing the circuit, S takes the keys from the oblivious transferthat P2 would have received when using input y and when acting asthe honest P2 to define the string y.) Let τ be the output that Sreceived when playing P2 in this execution. S sends τ to the trustedparty (to be the output of P2) and outputs whatever A outputs. Notethat if the output of P2 in this emulated execution would have beencorrupted1 then S sends τ = corrupted1 to the trusted party.4
 We will show below that the above probabilities result in γ beinguniformly distributed in {1, . . . , ℓ}.
 b. Case 2 – All circuits are legitimate but there is a totally inconsistentinput: Let yi be the first totally inconsistent input and, for brevity,assume that the inconsistent keys are all for the 0 value on the wires(i.e., there are inconsistent keys kj1wn+(i−1)m+1,0
 , . . . , kjmwn+im,0 for some
 j1, . . . , jm ∈ {1, . . . , ℓ}). In this case, S sends w1 = cheat1 to the trustedparty. With probability ϵ it receives the message corrupted1, and withprobability 1− ϵ it receives the message undetected together with P2’sinput y:i. If S receives the message corrupted1 from the trusted party, then it
 chooses random values for the bits on the wires wn+(i−1)m+1, . . . ,wn+im−1, subject to the constraints that not all are 1; i.e., at leastone of these wires gets a value with an inconsistent key.5 Let Gj0
 be the first circuit for which there exists a wire with value 0 thatobtains an inconsistent key. S chooses γ = j0 at random and sendsit to A. Among other things, S receives back A’s opening of GCj0 ,and simulates P2’s aborting due to detected cheating. (Note that theprobability that a real P2 will make these two choices – choose the
 4 We remark that P2 may output corrupted1 with probability that is higher than ϵ (e.g.,
 if more than one circuit is illegitimate or if inconsistent keys are presented as well). Thispossibility is dealt with by having S play P2 and force a corrupted1 output if this would
 have occurred in the execution.5 Recall that the input wires associated with P2’s input bit yi are
 wn+(i−1)m+1, . . . , wn+im. Thus, the simulator here fixes the values on all the wires
 except the last (recall also that the first m − 1 values plus P2’s true input bit fullydetermine the value for the last wire wn+im).
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 values for the first m−1 wires so that not all are 1, and choose γ = j0– is exactly ϵ.) S then outputs whatever A outputs and halts.
 ii. If S receives the message undetected (and thus the real input y of P2)from the trusted party, it first determines the values for the sharesof yi and for the value γ, as follows:
 • With probability p = 2−m+1
 1−ϵ , for all t = 1, . . . ,m − 1 it setsthe value on the wire wn+(i−1)m+t to equal 1 (corresponding tonot choosing the inconsistent keys), and the value on the wirewn+im to equal the XOR of yi with the values set on the wireswn+(i−1)m+1, . . . , wn+(i−1)m+m−1. The value γ is chosen at ran-dom (out of 1, . . . , ℓ).
 • With probability 1 − p, for all t = 1, . . . ,m − 1 it sets thevalue on the wire wn+(i−1)m+t to a random value, subject tothe constraint that not all are 1 (i.e., at least one of the shareshas an inconsistent key), and it sets the value on the wirewn+im to equal the XOR of yi with the values set on the wireswn+(i−1)m+1, . . . , wn+(i−1)m+m−1. Let Gj0 be the first circuit forwhich there exists a wire with value 0 that obtains an inconsistentkey. Then S sets γ = j0.
 The values for shares of all other input bits are chosen at random(subject to the constraint that their XOR is the input value obtainedfrom the trusted party, as an honest P2 would choose). S now sendsγ to A, and completes the execution emulating an honest P2 usingthese shares and γ. It outputs whatever A would output, and setsP2’s output to whatever P2 would have received in the executions,including corrupted1, if this would be the output (this is as describedat the end of Step 4(a)ii above).
 c. Case 3 – All circuits are legitimate and there is no totally inconsistentinput: For each inconsistent wire (i.e., a wire for which there exists aninconsistent key), if there are any, S chooses a random value, and checkswhether the value it chose corresponds to an inconsistent key. There aretwo cases:i. Case 3a – S chose bits with inconsistent keys: In this case, S sends
 w1 = cheat1 to the trusted party. With probability ϵ it receives themessage corrupted1, and with probability 1−ϵ it receives the messageundetected together with P2’s input y. Let wi0 be the first of the wiresfor which the bit chosen has an inconsistent key, and let GCj0 be thefirst circuit in which the key is inconsistent:A. If S receives the message corrupted1 from the trusted party, then
 it chooses γ = j0 at random and sends it to A. S then simu-lates P2 aborting due to detected cheating, outputs whatever Aoutputs and halts.
 B. If S receives undetected together with y = (y1, . . . , yn) from thetrusted party, then first it chooses bits for the (consistent) sharesat random, subject to the constraint that for any input bit yi,
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 the XOR of all its shares equals the value of this bit, as providedby the trusted party. In addition:
 • With probability p = ℓ−1
 1−ϵ , simulator S sets γ = j0.• With probability 1−p, simulator S chooses γ = j0 at random.In both cases, S sends γ to A and completes the execution em-ulating an honest P2 using the above choice of shares, and out-putting the values as explained in Step 4(a)ii above (in particular,if the output of the emulated P2 is corrupted1, then S causes thisto be the output of P2 in the ideal model).
 ii. Case 3b – S chose only bits with consistent keys: S reaches this pointof the simulation if all garbled circuits are legitimate and if either allkeys are consistent or it is simulating the case where no inconsistentkeys were chosen. Thus, intuitively, the circuit and keys received byS from A are the same as from an honest P1. The simulator S beginsby choosing a random γ and sending it to A. Then, S receives theopening of the other circuits, as before. In addition, S receives fromA the set of keys and decommitments for the wires w1, . . . , wn forthe unopened circuit GCγ , in order to evaluate it. If anything in thisprocess is invalid (i.e., any of the circuits is not correctly decrypted,or the decommitments are invalid, or the keys cannot be used inthe circuit), then S sends abort1 or corrupted1 to the trusted partycausing P2 to output abort1 or corrupted1, respectively (the choiceof whether to send abort1 or corrupted1 is according to the protocoldescription and what causes P2 to output abort1 and what causes it tooutput corrupted1). Otherwise, S uses the opening of the circuit GCγ
 obtained above, together with the keys obtained in order to derive theinput x′ used by A. Specifically, in Step 3, the simulator S receivesthe opening of all circuits and this reveals the association betweenthe keys on the input wires and the input values. Thus, when A sendsthe set of keys associated with its input in circuit GCγ , simulator Scan determine the exact input x′ that is defined by these keys. Ssends the trusted party x′ (and continue) and outputs whatever Aoutputs.
 This concludes the description of S. For reference throughout the analy-sis below, we present a high-level outline and summary of the simulator inFigures 5.2 and 5.3. We present it in the form of a “protocol” between thesimulator S and the real adversary A.
 Denote by badOT the event that A sends abort1, corrupted1 or cheat1 in theoblivious transfers. The analysis of the event badOT is identical to the casewhere P2 is corrupted and so denoting π as Protocol 5.2.1 and I = {1} (i.e.,party P1 is corrupted), we have that{
 idealscϵf,S(z),1((x, y), n) | badOT
 }≡
 {hybridOT
 π,A(z),1((x, y), n) | badOT
 }.
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 Adversary A Simulator S
 → IDEAL OT → Obtain all keys, orcorrupted, cheat, abort
 Garbled circuits GC1, . . . , GCℓ-Commitments cjwi,β
 to keys kjwi,β-
 � γFor γ = 1, . . . , ℓ:
 Open GCj , j = γ, and commitments-end for
 � γ Compute γ and output based
 on cases in Figure 5.3 below
 Fig. 5.2 A high-level diagram of the simulator (P1 corrupted)
 Case 1 – at least one illegitimate circuit: Send cheat1 to trusted party. Then:
 1. If receive corrupted1: set γ = j0 at random.
 2. If receive undetected: with probability p = ℓ−1
 1−ϵset γ = j0; with probability 1 − p
 set γ = j0 at random; complete execution using real y.
 Case 2 – there exists a totally inconsistent input: Send cheat1 to trusted party.
 1. If receive corrupted1: choose values for inconsistent input so at least one inconsistentkey chosen. Set γ = j0 at random.
 2. If receive undetected: with probability p = 2−m+1
 1−ϵchoose values so no inconsistent
 key chosen and choose γ ←R {1, . . . , ℓ}; with probability 1− p choose values so at
 least one inconsistent key chosen and set γ = j0.
 Complete execution using real y.
 Case 3 – all other cases: Choose random values for inconsistent wires (if theyexist).
 1. If a bit with an inconsistent key chosen: send cheat1. If receive corrupted1, setγ = j0 at random. If receive undetected, choose rest of values under constraint that
 are consistent with real input of P2. With probability p = ℓ−1
 1−ϵset γ = j0; with
 probability 1− p choose γ = j0 at random.
 2. If no inconsistent keys chosen: derive input from keys and openings sent by A. Sendit to trusted party and conclude simulation (checking for abort or corrupted as inprotocol specification).
 Fig. 5.3 Cases for the simulator S (P1 corrupted)
 It remains to analyze the case where badOT (i.e., the oblivious transfer is notaborted). We will prove the case following the same case analysis as in thedescription of the simulator. Before doing so, notice that the only messagesthat A receives in a protocol execution are in the oblivious transfers and thechallenge value γ. Thus, when analyzing Protocol 5.2.1 in a hybrid model
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 with a trusted party computing the oblivious transfer functionality, its viewconsists only of the value γ. Thus, in order to show that A’s view in thesimulation is indistinguishable from its view in a real execution, it sufficesto show that the value γ that S hands A is (almost) uniformly distributedin {1, . . . , ℓ}. We stress that this is not the case when considering the jointdistribution including P2’s output (because cheating by A can cause P2 tooutput an incorrect value). The focus of the proof below is thus to show thatthe distribution over the challenge value γ sent by S during the simulation isuniform, and that the joint distribution over A’s view and the output of P2
 in the simulation is statistically close to a real execution.
 1. Case 1 – at least one circuit is illegitimate: We first show that the valueγ sent by S in the simulation is uniformly distributed over {1, . . . , ℓ},just like the value sent by P2 in a real execution. In order to see this,we distinguish between the case where S receives corrupted1 and the casewhere it receives undetected. We first prove that γ = j0 with probability1/ℓ (recall that GCj0 is the first illegitimate circuit):
 Pr[γ = j0] = Pr[γ = j0 | corrupted1] · Pr[corrupted1]+ Pr[γ = j0 | undetected] · Pr[undetected]
 = 0 · Pr[corrupted1] +ℓ−1
 1− ϵ· Pr[undetected]
 =1
 ℓ· 1
 1− ϵ· (1− ϵ) =
 1
 ℓ
 where the second equality is by the simulator’s code, and the third followsfrom the fact that Pr[undetected] = 1 − ϵ, by definition. We now proceedto prove that for every j = j0 it also holds that Pr[γ = j] = 1/ℓ. For everyj = 1, . . . , ℓ with j = j0:
 Pr[γ = j] = Pr[γ = j | corrupted1] · Pr[corrupted1]+ Pr[γ = j | undetected] · Pr[undetected]
 = Pr[γ = j | corrupted1] · ϵ+ Pr[γ = j | undetected] · (1− ϵ)
 =
 (1
 ℓ− 1
 )· ϵ+
 ((1− 1
 ℓ(1− ϵ)
 )· 1
 ℓ− 1
 )· (1− ϵ)
 =1
 ℓ− 1·(ϵ+
 (1− 1
 ℓ(1− ϵ)
 )· (1− ϵ)
 )=
 1
 ℓ− 1·(ϵ+ (1− ϵ)− 1− ϵ
 ℓ(1− ϵ)
 )=
 1
 ℓ− 1·(1− 1
 ℓ
 )=
 1
 ℓ
 where, once again, the third equality is by the code of the simulator. (Recall
 that when undetected is received, then with probability 1−p for p = ℓ−1
 (1−ϵ)
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 the value γ is uniformly distributed under the constraint that it does notequal j0. Thus, when undetected occurs, the probability that γ equals agiven j = j0 is 1
 ℓ−1 times 1− p.)
 We now proceed to show that the joint distribution of A’s view and P2’soutput in a real execution (or more exactly, a hybrid execution where theoblivious transfers are computed by a trusted party) is identical to thejoint distribution of S and P2’s output in an ideal execution. We showthis separately for the case where γ = j0 and the case where γ = j0. Now,when a real P2 chooses γ = j0, then it always outputs corrupted1. Likewise,in an ideal execution where the trusted party sends corrupted1 to P2, thesimulator S sets γ = j0. Thus, when γ = j0, the honest party outputscorrupted1 in both the real and ideal executions. Next consider the casewhere γ = j0. In the simulation by S, this only occurs when S receives backundetected, in which case S perfectly emulates a real execution because itis given the honest party’s real input y. Thus P2’s output is distributedidentically in both the real and ideal executions when γ = j0. (Note thatP2 may output corrupted1 in this case as well. However, what is importantis that this will happen with exactly the same probability in the realand ideal executions.) Finally recall from above that γ as chosen by S isuniformly distributed, and thus the two cases (of γ = j0 and γ = j0) occurwith the same probability in the real and ideal executions. We thereforeconclude that the overall distributions are identical. This completes thiscase.
 2. Case 2 – All circuits are legitimate but there is a totally inconsistent input:We analyze this case in a way analogous to that above. Let ‘all=1’ denotethe case where in a real execution all of them−1 first wires associated withthe totally inconsistent input are given value 1 (and so the inconsistentkeys determined for those wires are not revealed because these are all 0).Since the values on these wires are chosen by P2 uniformly, we have thatPr[‘all=1’] = 2−m+1. Noting also that γ is chosen by P2 independently ofthe values on the wires, we have that in a real execution
 Pr[γ = j0 & ¬‘all=1’] =
 (1− 1
 ℓ
 )(1− 1
 2m−1
 )= ϵ
 where the second equality is by the definition of ϵ (recall that j0 is the indexof the first circuit for which an inconsistent key is chosen by S). Now, thetrusted party sends corrupted1 with probability exactly ϵ. Furthermore, inthis case, S generates a transcript for which the event γ = j0 & ¬‘all=1’holds (see item (i) of case (2) of the simulator), and such an event in areal execution results in P2 certainly outputting corrupted1. We thus havethat the corrupted1 event in the ideal model is mapped with probabilityexactly ϵ to a sub-distribution over the real transcripts in which P2 outputscorrupted1.
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 Next we analyze the case where not all values on the wires are 1, but γ = j0.In a real execution, we have that this event occurs with the followingprobability:
 Pr[γ = j0 & ¬‘all=1’] =1
 ℓ·(1− 2−m+1
 ).
 By the description of S, this occurs in the simulation with probability(1− ϵ)(1− p) where p = 2−m+1/(1− ϵ); see the second bullet of Case (2),subitem (ii), and observe that γ is always set to j0 in this case. Now,
 (1− ϵ)(1− p) = (1− ϵ) ·(1− 2−m+1
 1− ϵ
 )= 1− ϵ− 2−m+1
 = 1−(1− 2−m+1
 ) (1− ℓ−1
 )− 2−m+1
 = 1−(1− 1
 ℓ− 2−m+1 +
 2−m+1
 ℓ
 )− 2−m+1
 =1
 ℓ− 2−m+1
 ℓ
 =1
 ℓ·(1− 2−m+1
 ).
 Thus, the probability of this event in the simulation by S is exactly thesame as in a real execution. Furthermore, the transcript generated by Sin this case (and the output of P2) is identical to that in a real execution,because S runs an emulation using P2’s real input.
 Thus far, we have analyzed the output distributions in the events(γ = j0 & ¬‘all=1’) and (γ = j0 & ¬‘all=1’), and so have covered thecase ¬‘all=1’. It remains for us to analyze the event ‘all=1’. That is, itremains to consider the case where all m− 1 wires do equal 1; this case iscovered by the simulation in the first bullet of Case (2), subitem (ii). In areal execution, this case occurs with probability 2−m+1. Likewise, in thesimulation, S reaches subitem (ii) with probability 1−ϵ and then proceedsto the first bullet with probability p = 2−m+1/(1− ϵ). Therefore, this caseappears with overall probability 2−m+1 exactly as in a real execution. Fur-thermore, as above, the simulation by S is perfect because it emulates theexecution using P2’s real input.
 We have shown that for the events (γ = j0 & ¬‘all=1’), (γ = j0 & ¬‘all=1’),and ‘all=1’, the joint output distribution generated by S is identical to thatin a real execution. Furthermore, we have shown that these events occurwith the same probability in the real and ideal executions. Since theseevents cover all possibilities, we conclude that the simulation by S in thiscase is perfect. (By perfect, we mean that when all circuits are legitimatebut there is a totally inconsistent input, the joint output distribution of Sand P2 in an ideal execution is identical to the joint output distribution
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 of A and P2 in a hybrid execution of the protocol where a trusted partyis used for the oblivious transfers.)
 3. Case 3 – all circuits are legitimate and there is no totally inconsistentinput: We have the following subcases:
 a. Case 3a – S chose values with inconsistent keys: First observe that Schooses values with inconsistent keys with exactly the same probabil-ity as P2 in a real execution. This holds because there are no totallyinconsistent values and thus the choice of values on the wires with in-consistent keys is uniform. (Note that P2’s strategy for choosing valuesis equivalent to choosing any subset of m−1 values uniformly and thenchoosing the last value so that the XOR equals the associated inputbit. Since there is at least one wire where both keys are consistent, wecan look at this wire as being the one that determines the actual un-known input bit of P2, and all others are chosen uniformly by S and P2.Thus, the probability that S chooses an inconsistent key is the same asP2.) We therefore fix the choice of values for the wires and proceed toanalyze the transcripts generated by the simulator, conditioned on thischoice of keys.
 In a real execution in which P2 chose inconsistent keys, it outputscorrupted1 if the circuit in which the inconsistent keys were chosen isopened (it may also output corrupted1 if the circuit is not opened butthis is not relevant here). Now, if the trusted party sends corrupted1,then the simulator ensures that the circuit in which the inconsistentkeys were chosen is opened (it does this by choosing γ uniformly underthe constraint that γ = j0 where Gj0 is the first circuit with an inconsis-tent key; see subitem (A) of subitem (i) in Case 3a). In contrast, if thetrusted party sends undetected, then S runs a perfect emulation usingP2’s real input; the two subcases (with probability p and 1− p) are toensure that γ is chosen uniformly. Thus, it remains to show that in thiscase, for every j = 1, . . . , ℓ we have Pr[γ = j] = 1/ℓ. As above, we sep-arately analyze the probability for j = j0 and j = j0. The computationis almost the same as in Case 1 above and we are therefore brief:
 Pr[γ = j0] = Pr[γ = j0 | corrupted1] · ϵ+ Pr[γ = j0 | undetected] · (1− ϵ)
 = 0 · ϵ+ ℓ−1
 1− ϵ· (1− ϵ) =
 1
 ℓ.
 In addition, for all j = j0,
 Pr[γ = j] = Pr[γ = j | corrupted1] · ϵ+ Pr[γ = j | undetected] · (1− ϵ)
 =
 (1
 ℓ− 1
 )· ϵ+
 ((1− 1
 ℓ(1− ϵ)
 )· 1
 ℓ− 1
 )· (1− ϵ) =
 1
 ℓ.
 Thus, in this case, S chooses γ uniformly in {1, . . . , ℓ}. Furthermore, thetranscript in each subcase is exactly as in a real execution, as required.
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 b. Case 3b – S chose only values with consistent keys: As above, the prob-ability that S chose only values with consistent keys is identical to theprobability that a real P2 chooses only values with consistent keys. Now,in such a case, all circuits are legitimate, and in addition, all keys thatare retrieved by P2 are consistent (this includes the keys for the openedcircuits and for the circuit that is computed). This means that the com-putation of the circuit using the keys retrieved by P2 is identical to thecomputation of an honestly generated circuit. (Note that P2 may abortor output corrupted1 in this case. However, here we are interested in theresult of the computation of the circuit Gγ , if it is computed by P2.) Wealso note that the keys provided by P1 that are associated with its owninput are provided via decommitments. Thus, P1 can either not providevalid decommitments, or must provide decommitments that yield keysthat result in the circuit being decrypted correctly. This also meansthat the associations made by S between the input keys of P1 and thestring x′ that it sends to the trusted party are correct. We conclude thatin this case, the joint output of A and the real P2 in a real executionis identical to the joint output of S and P2 in an ideal execution, asrequired.
 This completes the proof of security in (OT, ϵ)-hybrid model. Applying The-orem 2.7.2 (sequential composition), we have that Protocol 5.2.1 is secure inthe real model when using a real oblivious transfer protocol that is secure inthe presence of covert adversaries with ϵ-deterrent.
 5.2.3 Non-halting Detection Accuracy
 It is possible to modify Protocol 5.2.1 so that it achieves non-halting detectionaccuracy; see Definition 2.4.2. Before describing how we do this, note that thereason that we need to recognize a halting-abort as cheating in Protocol 5.2.1is that if P1 generates one faulty circuit, then it can always just refuse tocontinue (i.e., abort) in the case where P2 asks it to open the faulty circuit.This means that if aborting is not considered cheating, then a corrupted P1
 can form a strategy whereby it is never detected cheating, but succeeds inactually cheating with probability 1/ℓ. In order to solve this problem, weconstruct a method whereby P1 does not know whether or not it will becaught. We do so by having P2 receive the circuit openings via a fully secure1-out-of-ℓ oblivious transfer protocol, rather than having P1 send it explicitly.This forces P1 to either abort before learning anything, or to risk being caughtwith probability 1− 1/ℓ. In order to describe this in more detail, we restatethe circuit opening stage of Protocol 5.2.1 as follows:
 1. Party P1 sends ℓ garbled circuits GC1, . . . , GCℓ to party P2.2. P2 sends a random challenge γ ←R {1, . . . , ℓ}.
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 3. P1 opens GCj for all j = γ by sending decommitments, keys and so on. Inaddition, it sends the keys associated with its own input in GCγ .
 4. P2 checks the circuits GCj for j = γ and computes GCγ (using the keysfrom P1 in the previous step and the keys it obtained earlier in the oblivioustransfers). P2’s output is defined to be the output of GCγ .
 Notice that P2 only outputs corrupted1 if the checks from the circuit that isopened do not pass. As we have mentioned, there is no logical reason why anadversarial P1 would ever actually reply with an invalid opening; rather, itwould just abort. Consider now the following modification:
 1. Party P1 sends ℓ garbled circuits GC1, . . . , GCℓ to party P2.2. P1 and P2 participate in a (fully secure) 1-out-of-ℓ oblivious transfer with
 the following inputs:
 a. P1 defines its inputs (x, . . . , xℓ) as follows. Input xi consists of the open-ing of circuits GCj for j = i together with the keys associated with itsown input in GCi.
 b. P2’s input is a random value γ ←R {1, . . . , ℓ}.
 3. P2 receives an opening of ℓ − 1 circuits together with the keys needed tocompute the unopened circuit and proceeds as above.
 Notice that this modified protocol is essentially equivalent to Protocol 5.2.1and thus its proof of security is very similar. However, in this case, an adver-sarial P1 that constructs one faulty circuit must decide before the oblivioustransfer if it wishes to abort (in which case there is no successful cheating)or if it wishes to proceed (in which case P2 will receive an explicitly invalidopening). Note that due to the security of the oblivious transfer, P1 cannotknow what value γ party P2 inputs, and so cannot avoid being detected.
 The price of this modification is that of one fully secure 1-out-of-ℓ oblivioustransfer and the replacement of all of the original oblivious transfer protocolswith fully secure ones. (Of course, we could use oblivious transfer protocolsthat are secure in the presence of covert adversaries with non-halting detec-tion accuracy, but we do not know how to construct such a protocol moreefficiently than a fully secure one.) A highly efficient oblivious transfer pro-tocol with a constant number of exponentiations per execution is presentedin Chapter 7. Using this protocol, we achieve non-halting detection accuracyat a similar cost. As we have mentioned, this is a significant advantage. (Weremark that one should not be concerned with the lengths of x1, . . . , xℓ inP1’s input to the oblivious transfer. This is because P1 can send them en-crypted ahead of time with independent symmetric keys k1, . . . , kℓ. Then theoblivious transfer takes place only on the keys.)
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 5.3 Efficiency of the Protocol
 We analyze the efficiency of Protocol 5.2.1, as in previous chapters:
 • Number of rounds: The number of rounds equals six in the oblivioustransfer plus an additional three rounds for the rest of the protocol. How-ever, the last message of the oblivious transfer can be sent together withthe first message for the rest of the protocol. Thus, overall there are eightrounds of communication.
 • Asymmetric computations: Party P2 expands its input of length nto mn, and so mn oblivious transfers are run. The oblivious transfer pre-sented in this chapter is actually not more efficient than those presented inChapter 7 (we present it for didactic reasons). Thus, we refer to Chapter 7for exact costs (in short, the cost is O(1) exponentiations per oblivioustransfer).
 • Symmetric computations: The cost here is ℓ times that of the semi-honest protocol in Chapter 3. Thus, we have 12·|C|·ℓ symmetric operations.
 • Bandwidth: The cost here again is approximately ℓ times that of thesemi-honest protocol.
 We conclude that the cost of achieving security in the presence of covert ad-versaries is approximately ℓ times the bandwidth and symmetric computationof the semi-honest case, and m times the number of asymmetric computa-tions. For ϵ = 1/2, it suffices to take ℓ = m = 3 and so we have that the costis just three times that of the semi-honest case. This is significantly moreefficient than the malicious case.
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Part III
 Specific Constructions
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In this final section, we present efficient protocols for problems of specificinterest. In Chapters 6 and 7, we study Σ-protocols and oblivious transfer;these are basic building blocks that are used widely when constructing pro-tocols. Then, in Chapters 8 and 9, we present examples of efficient secureprotocols that are useful in their own right.
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Chapter 6
 Sigma Protocols and EfficientZero-Knowledge1
 A zero-knowledge proof is an interactive proof with the additional propertythat the verifier learns nothing beyond the correctness of the statement beingproved. The theory of zero-knowledge proofs is beautiful and rich, and is a cor-nerstone of the foundations of cryptography. In the context of cryptographicprotocols, zero-knowledge proofs can be used to enforce “good behavior” byhaving parties prove that they indeed followed the protocol correctly. Theseproofs must reveal nothing about the parties’ private inputs, and as such mustbe zero knowledge. Zero-knowledge proofs are often considered an expensive(and somewhat naive) way of enforcing honest behavior, and those who viewthem in this way consider them to be not very useful when constructing ef-ficient protocols. Although this is true for arbitrary zero-knowledge proofsof NP statements, there are many languages of interest for which there areextraordinarily efficient zero-knowledge proofs. Indeed, in many cases an ef-ficient zero-knowledge proof is the best way to ensure that malicious partiesdo not cheat. We will see some good examples of this in Chapter 7 where ef-ficient zero-knowledge proofs are used to achieve oblivious transfer with verylow cost.
 In this chapter, we assume familiarity with the notions of zero-knowledgeand honest verifier zero-knowledge, and refer readers to [30, Chapter 4] forthe necessary theoretical background, and for definitions and examples. Aseverywhere else in this book, here we are interested in achieving efficiency.
 6.1 An Example
 We begin by motivating the notion of a Σ-protocol through an example.Let p be a prime, q a prime divisor of p − 1, and g an element of order qin Z∗p. Suppose that a prover P has chosen a random w ←R Zq and haspublished h = gw mod p. A verifier V who receives (p, q, g, h) can efficiently
 1 Much of this chapter is based on a survey paper by Ivan Damgard [20]. We thank him
 for graciously allowing us to use his text.
 147C. Hazay, Y. Lindell, Efficient Secure Two-Party Protocols, Information Security and Cryptography, DOI 10.1007/978-3-642-14303-8_6, © Springer-Verlag Berlin Heidelberg 2010
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148 6 Sigma Protocols and Efficient Zero-Knowledge
 verify that p, q are prime, and that g, h both have order q. Since there is onlyone subgroup of order q in Z∗p , this automatically means that h ∈ ⟨g⟩ andthus there always exists a value w such that h = gw (this holds because in agroup of prime order all elements apart from the identity are generators andso g is a generator). However, this does not necessarily mean that P knowsw.
 Protocol 6.1.1 by Schnorr provides a very efficient way for P to convinceV that it knows the unique value w ∈ Zq such that h = gw mod p:
 PROTOCOL 6.1.1 (Schnorr’s Protocol for Discrete Log)
 • Common input: The prover P and verifier V both have (p, q, g, h).
 • Private input: P has a value w ∈ Zq such that h = gw mod p.• The protocol:
 1. The prover P chooses a random r ←R Zq and sends a = gr mod p to V .2. V chooses a random challenge e ←R {0, 1}t and sends it to P , where t is
 fixed and it holds that 2t < q.
 3. P sends z = r + ew mod q to V , which checks that gz = ahe mod p, thatp, q are prime and that g, h have order q, and accepts if and only if this is
 the case.
 Intuitively, this is a proof of knowledge because if some P ∗, having senta, can answer two different challenges e, e′ correctly, then this means thatit could produce z, z′ such that gz = ahe mod p and also gz
 ′= ahe′ mod p.
 Dividing one equation by the other, we have that gz−z′= he−e′ mod p. Now,
 by the assumption, e − e′ = 0 mod q (otherwise e and e′ are not differentchallenges), and so it has a multiplicative inverse modulo q. Since g, h have
 order q, by raising both sides to this power, we get h = g(z−z′)(e−e′)−1
 mod p,and so w = (z − z′)(e− e′)−1 mod q. Observing that z, z′, e, e′ are all knownto the prover, we have that the prover itself can compute w and thus knowsthe required value (except with probability 2−t, which is the probability ofanswering correctly with a random guess). Thus, Protocol 6.1.1 is a proof ofknowledge; we prove this formally below in Section 6.3.
 In contrast, Protocol 6.1.1 is not known to be zero-knowledge. In order tosee this, observe that in order for the problem of finding w to be non-trivialin the first place, q must be (exponentially) large. Furthermore, to achievenegligible error in a single run of the protocol, 2t must be exponentiallylarge too. In this case, standard rewinding techniques for zero-knowledgesimulation will fail because it becomes too hard for a simulator to guess thevalue of e in advance. It is therefore not known if there exists some efficientmalicious strategy that the verifier may follow which, perhaps after manyexecutions of the protocol, enables it to obtain w (or learn more than ispossible from (p, q, g, h) alone).
 On the positive side, the protocol is honest verifier zero-knowledge. Tosimulate the view of an honest verifier V , simply choose a random z ←R Zq
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 and e ←R {0, 1}t, compute a = gzh−e mod p, and output (a, e, z). It isimmediate that (a, e, z) has exactly the same probability distribution as areal conversation between the honest prover and the honest verifier. It is evenpossible to take any given value e and then produce a conversation where eoccurs as the challenge: just choose z at random and compute the a thatmatches. In other words, the simulator does not have to insist on choosing eitself; it can take an e value as input. As we will see, this property turns outto be very useful.
 One might argue that honest verifier zero-knowledge is not a very usefulproperty, since it does not make sense in practice to assume that the verifier ishonest. However, as we will see, protocols with this weaker property can oftenbe used as building blocks in constructions that are indeed secure againstactive cheating, and are almost as efficient as the original protocol.
 A final practical note: in a real-life scenario, it will often be the case wherep and q are fixed for a long period, and so V can check primality once andfor all, and will not have to do it in every execution of the protocol.
 Working in general groups. From here on, we will consider general groupsfor proofs such as those above. The translation of Protocol 6.1.1 to this generallanguage is as follows. The common input to the parties is a tuple (G, q, g, h)where G denotes a concise representation of a finite group of prime order q,and g and h are generators of G. The proof then remains identical, with alloperations now being in the group G, and not necessarily operations modp.In addition, the checks by V in the last step regarding the group are different.Specifically, V must be able to efficiently verify that G is indeed a group ofprime order q, and that g, h ∈ G (note that in the concrete example above, Vchecks membership in G by checking that the element in question is of orderq).
 6.2 Definitions and Properties
 Based on the Schnorr example, we will now define some abstract propertiesfor a protocol that capture the essential properties of the example. It turnsout that this abstraction holds for a wide class of protocols that are extremelyuseful when constructing efficient secure protocols.
 Let R be a binary relation. That is, R ⊂ {0, 1}∗ × {0, 1}∗, where the onlyrestriction is that if (x,w) ∈ R, then the length of w is at most p(|x|), forsome polynomial p(). For some (x,w) ∈ R, we may think of x as an instanceof some computational problem, and w as the solution to that instance. Wecall w a witness for x.
 For example, we could define a relation RDL for the discrete log problemby
 RDL = {((G, q, g, h), w) | h = gw},
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 where it is to be understood that G is of order q with generator g, that q isprime and that w ∈ Zq. In this case, R contains the entire set of discrete logproblems of the type we considered above, together with their solutions.
 We will be concerned with protocols of the form of Protocol 6.2.1.
 PROTOCOL 6.2.1 (Protocol Template for Relation R)
 • Common input: The prover P and verifier V both have x.• Private input: P has a value w such that (x,w) ∈ R.
 • The protocol template:
 1. P sends V a message a.
 2. V sends P a random t-bit string e.
 3. P sends a reply z, and V decides to accept or reject based solely on the datait has seen; i.e., based only on the values (x, a, e, z).
 Furthermore, we will assume throughout that both P and V are proba-bilistic polynomial time machines, and so P ’s only advantage over V is thatit knows the witness w. We say that a transcript (a, e, z) is an acceptingtranscript for x if the protocol instructs V to accept based on the values(x, a, e, z). We now formally define the notion of a Σ-protocol (the nameΣ-protocol comes from the form of the letter Σ that depicts a three-moveinteraction).
 Definition 6.2.2 A protocol π is a Σ-protocol for relation R if it is a three-round public-coin protocol of the form in Protocol 6.2.1 and the followingrequirements hold:
 • Completeness: If P and V follow the protocol on input x and privateinput w to P where (x,w) ∈ R, then V always accepts.
 • Special soundness: There exists a polynomial-time algorithm A thatgiven any x and any pair of accepting transcripts (a, e, z), (a, e′, z′) forx, where e = e′, outputs w such that (x,w) ∈ R.
 • Special honest verifier zero knowledge: There exists a probabilisticpolynomial-time simulator M , which on input x and e outputs a transcriptof the form (a, e, z) with the same probability distribution as transcriptsbetween the honest P and V on common input x. Formally, for every xand w such that (x,w) ∈ R and every e ∈ {0, 1}t it holds that{
 M(x, e)}≡
 {⟨P (x,w), V (x, e)⟩
 }where M(x, e) denotes the output of simulator M upon input x and e, and⟨P (x,w), V (x, e)⟩ denotes the output transcript of an execution between Pand V , where P has input (x,w), V has input x, and V ’s random tape(determining its query) equals e.
 The value t is called the challenge length.
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 It should be clear that Protocol 6.1.1 is a Σ-protocol. However, this pro-tocol is not the exception to the rule. Rather, there are many such examples.This makes the general study of Σ-protocols important.
 Until now, we have considered proofs of knowledge, and not proofs ofmembership. Observe that in the case of the discrete log there always existsa w for which h = gw; the question is just whether or not P knows w.However, Σ-protocols often also arise in the setting of proofs of membership.Define LR to be the set of inputs x for which there exists a w such that(x,w) ∈ LR. Then the special soundness property implies that a Σ-protocolfor R is always an interactive proof system for LR with error probability 2−t.This is due to the fact that if the special soundness algorithm A must be ableto output w given any two accepting transcripts, then there must only be asingle accepting transcript whenever x /∈ LR. Formally,
 Proposition 6.2.3 Let π be a Σ-protocol for a relation R with challengelength t. Then, π is an interactive proof of membership for LR with soundnesserror 2−t.
 Proof. Let x /∈ LR. We show that no P ∗ can convince V to accept withprobability greater than 2−t, even if P ∗ is computationally unbounded. As-sume by contradiction that P ∗ can convince V with probability greater than2−t. This implies that there exists a first message a from P ∗ and at leasttwo queries e, e′ from V that result in accepting transcripts. This is the casebecause if for every a there exists at most one query e that results in anaccepting transcript, then P ∗ would convince V with probability at most2−t; i.e., P ∗ would convince V only if V chose the single query e that P ∗
 can answer, and since e ←R {0, 1}t this happens with probability only 2−t.Observe now that the special soundness property requires that A output awitness w such that (x,w) ∈ R (implying that x ∈ LR) when given any pairof accepting transcripts (a, e, z), (a, e′, z′) with e = e′. Thus, we conclude thatwhenever P ∗ can convince V with probability greater than 2−t it holds thatx ∈ LR, in contradiction to the assumption.
 Before proceeding, we give another example of a useful Σ-protocol that isalso a proof of membership (i.e., unlike the case of the discrete log, here thefact that the input is in the language is non-trivial to verify). Specifically,we consider the case of proving that a tuple (G, q, g, h, u, v) is of the Diffie-Hellman form, that is, that there exists a w such that u = gw and v = hw. Bythe decisional Diffie-Hellman assumption, the case where u = gw and v = hw
 for some w is computationally indistinguishable from the case where u = gw
 and h = gw′for w = w′. Thus, a proof of this fact is non-trivial. We remark
 that proofs of this type come up in many settings. For just one example,this exact proof is utilized by Protocol 7.4.1 for securely computing oblivioustransfer in the malicious setting; see Section 7.4. Formally, Protocol 6.2.4below is a proof system for the relation
 RDH ={((G, q, g, h, u, v), w) | g, h ∈ G & u = gw & v = hw
 }.
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 PROTOCOL 6.2.4 (Σ Protocol for Diffie-Hellman Tuples)
 • Common input: The prover P and verifier V both have (G, q, g, h, u, v).
 • Private input: P has a value w such that u = gw and v = hw.• The protocol:
 1. The prover P chooses a random r ←R Zq and computes a = gr and b = hr.It then sends (a, b) to V .
 2. V chooses a random challenge e←R {0, 1}t where 2t < q and sends it to P .3. P sends z = r + ew mod q to V , which checks that gz = aue and hz = bve,
 that G is a group of order q with generators g and h, and that u, v ∈ G, and
 accepts if and only if this is the case.
 Claim 6.2.5 Protocol 6.2.4 is a Σ-protocol for the relation RDH.
 Proof. In order to see that completeness holds, observe that when P runsthe protocol honestly we have
 gz = gr+ew = gr · gwe = gr · (gw)e = a · ue
 where the last equality is due to the fact that a = gr and u = gw. Asimilar calculation shows that hz = bve. Regarding special soundness, let((a, b), e, z) and ((a, b), e′, z′) be two accepting transcripts. We have thatgz = aue and gz
 ′= aue′ , as well as hz = bve and hz′
 = bve′. Dividing
 both pairs of equations we have that gz−z′= ue−e′ and hz−z′
 = ve−e′. Con-
 tinuing as in Schnorr’s protocol, we conclude that u = g(z−z′)/(e−e′) and
 v = h(z−z′)/(e−e′). The machine A can therefore set w = z−z′
 e−e′ and it holdsthat ((G, q, g, h, u, v), w) ∈ RDH, as required.
 It remains to demonstrate special honest verifier zero knowledge. However,this is also almost identical to the simulator in Protocol 6.1.1, and is thereforeomitted.
 Properties of Σ-protocols. We conclude this section with two important,yet easily verified properties of Σ-protocols. We first consider parallel repe-tition, where the parties run the same protocol multiple times with the sameinput, and V accepts if and only if it accepts in all repetitions. We stressthat the parties use independent randomness for generating their messagesin every execution.
 Lemma 6.2.6 The properties of Σ-protocols are invariant under parallelrepetition. That is, the parallel repetition ℓ times of a Σ-protocol for R withchallenge length t yields a new Σ-protocol for R with challenge length ℓ · t.
 Combining this with Proposition 6.2.3 we have that parallel repetitionreduces the error exponentially fast. It is worthwhile noting that if there aretwo accepting transcripts of the parallel protocol then this actually meansthat there are ℓ pairs of accepting transcripts. For this reason, the soundnesserror is reduced to 2−ℓ·t as expected.
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 Next we show that the challenge can be set to any arbitrary length.
 Lemma 6.2.7 If there exists a Σ-protocol π for R with challenge length t,then there exists a Σ-protocol π′ for R with challenge length t′, for any t′.
 Proof. Let t be the challenge length for the given protocol π. Then a Σ-protocol with challenge length t′ shorter than t can be constructed as follows.P sends the first message a as in π. V then sends a random t′-bit string e.Finally, P appends t− t′ 0s to e, calls the result e′, and computes the answerz to e′ as in π. The verifier V checks z as in π as if the challenge weree′. Special soundness trivially still holds. In addition, special zero-knowledgeholds because the simulator M is required to work for every challenge e,including those the conclude with t− t′ 0s.
 Regarding longer challenge lengths t′ > t; this can be achieved by firstrunning π in parallel j times, for j such that jt ≥ t′ (as in Lemma 6.2.6),and then adjusting jt down to t′ as above in the case where jt > t′.
 6.3 Proofs of Knowledge
 In this section we prove that any Σ-protocol with challenge length t is aproof of knowledge with knowledge error 2−t. We begin by reviewing thenotion of a proof of knowledge, as defined in [7]. It should be noted thatit is not at all straightforward to define this notion. Specifically, what doesit mean for a machine to “know” or “not know” something? The aim of aproof of knowledge is to enable a prover to convince a verifier that it knowsa witness for some statement. Thus, it must be the case that only a machinethat “knows” a witness should be able to convince the verifier. The definitionbelow formalizes this by essentially saying that a machine knows a witness ifit can be used to efficiently compute it. Stated differently, if a witness can beefficiently computed given access to P ∗, then this means that P ∗ knows thewitness. Indeed, P ∗ can run the efficient computation on itself and therebyexplicitly obtain the witness. We refer to [30, Chapter 4] for more discussion,and proceed directly to the definition. (Note that the definition here is as in [7]and differs from that presented in [30]. Specifically, we consider probabilisticprovers as in [7] and not only deterministic ones as considered in [30]. See [8]for a discussion regarding the difference between these definitions.)
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 Definition 6.3.1 Let κ : {0, 1}∗ → [0, 1] be a function. A protocol (P, V ) isa proof of knowledge for the relation R with knowledge error κ if the followingproperties are satisfied:
 Completeness: If P and V follow the protocol on input x and privateinput w to P where (x,w) ∈ R, then V always accepts.
 Knowledge soundness (or validity): There exists a constant c > 0 anda probabilistic oracle machine K, called the knowledge extractor, such thatfor every interactive prover function P ∗ and every x ∈ LR, the machine Ksatisfies the following condition. Let ϵ(x) be the probability that V acceptson input x after interacting with P ∗. If ϵ(x) > κ(x), then upon input x andoracle access to P ∗, the machine K outputs a string w such that (x,w) ∈ Rwithin an expected number of steps bounded by
 |x|c
 ϵ(x)− κ(x).
 One can think of the error κ as the probability that one can convince theverifier without knowing a valid w, and the ability to convince the verifier withhigher probability means that the prover knows w. Furthermore, the higherthe probability that P ∗ convinces V , the more efficient it is to compute w.
 As we have mentioned, we prove here that any Σ-protocol with challengelength t is a proof of knowledge with knowledge error 2−t. Intuitively Σ-protocols are proofs of knowledge because this is essentially what the specialsoundness property states. Specifically, as we have seen, if P can convinceV with probability greater than 2−t then there must be two accepting tran-scripts, in which case it is possible to apply the extraction machine guaran-teed to exist by special soundness. The proof that this indeed holds is howevermore involved because the witness extractor K has to first find two accept-ing transcripts for such a prover, whereas the special soundness machine onlyneeds to work when somehow magically given such a pair of transcripts. Wenow prove this theorem.
 Theorem 6.3.2 Let π be a Σ-protocol for a relation R with challengelength t. Then π is a proof of knowledge with knowledge error 2−t.
 Proof. Completeness (or non-triviality) is clear by definition. We knowprove the validity property; i.e., the existence of an extractor K as describedabove. Let H be the 0/1-matrix with a row for each possible set of randomchoices ρ by P ∗, and one column for each possible challenge value e. Anentry Hρ,e equals 1 if V accepts with this random choice and challenge, and 0otherwise. Using P ∗ as a black box while setting its internal random coins tobe random and choosing a random challenge, we can probe a random entry inH. Furthermore, by rewinding P ∗ and reusing the same internal random coinsas before, we can probe a random entry in the same row. In this light, ourgoal is to find two 1s in the same row. Using special soundness the resulting
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 two transcripts provide us with sufficient information to efficiently computea witness w for x.
 Let P ∗ be a prover that convinces V upon input x with probability ϵ(x),and assume that ϵ(x) > 2−t. This implies that ϵ := ϵ(x) equals the fraction of1-entries in H. However, it is important to note that this gives no guaranteesabout the distribution of 1s in a given row. For instance, there may be somerows with many 1s and others with few 1s (a row with a single 1 cannot beused to find w because it does not give two accepting transcripts). Despitethe above, we can make the following observation about the distribution of1s in H. Define a row to be heavy if it contains a fraction of at least ϵ/2 ones(there are 2t entries in a row, and so this means that there are ϵ · 2t−1 1sin a heavy row). By a simple counting argument, it holds that more thanhalf of the 1s are located in heavy rows. In order to see this, let H ′ be thesub-matrix of H consisting of all rows that are not heavy, and denote by h′
 the total number of entries in H ′, and by h the total number of entries in H.By the assumption, the number of 1s in H is h · ϵ, and the number of 1s inH ′ is smaller than h′ · ϵ/2. This implies that the number of 1s in heavy rowsis greater than
 h · ϵ− h′ · ϵ2≥ h · ϵ− h · ϵ
 2=
 h · ϵ2
 ,
 demonstrating that half of the 1s are indeed in heavy rows.We first show how the extractor works under the assumption that
 ϵ ≥ 2−t+2,
 so that a heavy row contains at least two 1s (recall that a heavy row has atleast ϵ/2 1s, and so if ϵ is at least 2−t+2, there are at least 2−t+2/2 · 2t = 2 1sin each such row). In this case, we will show that we can find two 1s in thesame row in expected time O(1/ϵ). This will be more than sufficient since1/ϵ is less than required by the definition, namely 1/(ϵ− 2−t).
 Our approach will be to first repeatedly probe H at random, until we finda 1 entry, a “first hit”. This happens after an expected number of 1/ϵ tries,because the fraction of 1s in H is exactly ϵ. By the observation above, withprobability greater than 1/2, the first hit lies in a heavy row. Now, if it does(but note that we cannot check if it does), and if we continue probing atrandom along this row, the probability of finding another 1 in one attemptequals
 ϵ/2 · 2t − 1
 2t
 because there are ϵ2 · 2
 t 1s in this row (by the assumption that it is heavy)and we need to find a different 1. This implies that the expected number Tof tries to find the second hit satisfies
 T =2t
 ϵ/2 · 2t − 1=
 2t
 ϵ/2 · (2t − 2/ϵ)=
 2
 ϵ· 2t
 2t − 2/ϵ≤ 2
 ϵ· 2t
 2t − 2t−1=
 4
 ϵ
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 tries, where the inequality follows from the assumption that ϵ ≥ 2−t+2 above.We therefore conclude that if the extractor’s first hit was in a heavy row,
 then it finds two different accepting transcripts, as required for obtaining thewitness, within an expected O(1/ϵ) tries. However, it may not be the casethat the extractor’s first hit was in a heavy row, and in such a case, we mayspend too much time finding another 1 (if it exists at all). To remedy this, weinclude an “emergency break”, resulting in the following algorithm (which isstill not the final extractor, as we will see below):
 1. As above, probe random entries in H until the first 1 is found (the firsthit). The row in which this is found is called the current row.
 2. Next, start the following two processes in parallel, and stop when eitherone stops:
 • Process Pr1: Probe random entries in the current row, until another1 entry is found (the second hit).
 • Process Pr2: Repeatedly flip a coin that comes out heads with prob-ability ϵ/d, for some constant d (we show how to choose d below) untilyou get heads. This can be achieved by probing a random entry in Hand choosing a random number out of 1, 2, ..., d. Then, output heads ifboth the entry in H is a 1 and the number chosen is 1.
 We now analyze the expected running time of the above algorithm and itsprobability of success. Regarding the running time, observe that wheneverone of the processes stops the entire algorithm halts. Thus, it suffices toanalyze the expected running time of Pr2 and this provides an upper boundon the expected running time of the entire algorithm. Now, since Pr2 haltswhen the first heads appears, we have that its expected running time is d/e,which for a constant d equals O(1/ϵ) as required. We now show that for anappropriate choice of the constant d, the algorithm succeeds in extractinga witness with probability at least 1/8. Observe that the algorithm onlysucceeds in extracting a witness if Pr1 finishes first. Therefore, we have tochoose d so that Pr1 has enough time to finish before Pr2, if indeed the firsthit is in a heavy row.
 The probability that Pr2 finishes after exactly k attempts is ϵ/d · (1 −ϵ/d)k−1. Using the crude estimate (1− ϵ/d)k−1 ≤ 1, we have that the proba-bility that Pr2 finishes within k attempts is less than or equal to kϵ/d. Thus,by setting k = 8/ϵ and d = 16 we have that the probability that Pr2 finisheswithin 8/ϵ attempts is less than or equal to
 kϵ
 d=
 8ϵ · ϵ16
 =1
 2.
 We conclude that setting d = 16, it holds that Pr2 finishes after more than8/ϵ tries with probability at least 1/2.
 We are now ready to show that the algorithm succeeds in extracting awitness with probability at least 1/8. In order to see this, first recall that
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 if the first hit is in a heavy row, then the expected number of steps of Pr1is at most T = ϵ/4 and so by Markov’s inequality, the probability that Pr1takes 2T ≤ 8/ϵ or more steps is upper-bounded by 1/2. Stated differently, ifthe first hit is in a heavy row then with probability at least 1/2 process Pr1concludes in less than 8/ϵ steps. Since the random variables determining thestopping condition of Pr1 and Pr2 are independent, we have that if the firsthit is in a heavy row then Pr1 finishes before Pr2 with probability at least1/2·1/2 = 1/4. Next, recall that the first hit is in a heavy row with probabilityat least 1/2. We have that the probability that the algorithm succeeds equalsat least the probability that the first hit is a heavy row times the probabilitythat Pr1 finishes before Pr2, conditioned on the first hit being a heavy row.Thus, the algorithm succeeds with probability 1/2 · 1/4 = 1/8, as required.
 We now describe the actual knowledge extractor (however, still only for thecase where ϵ ≥ 2−t+2). The knowledge extractor K works by repeating theabove algorithm until it succeeds. Since the expected number of repetitionsis constant (at most eight), we have that K succeeds in finding a witness inan expected number of steps that is bound by O(1/ϵ), as desired.
 It still remains to consider the case where 2−t < ϵ < 2−t+2; recall thatabove we assumed that ϵ ≥ 2−t+2 but the extractor K must work wheneverϵ ≥ 2−t. We treat this case by a separate algorithm, using the fact thatwhen ϵ is so small, we actually have enough time to probe an entire row. Theknowledge extractor K runs this algorithm in parallel with the above one.
 Define δ to be such that ϵ = (1 + δ)2−t. Note that for the values of ϵ thatwe consider here it holds that 0 < δ < 3. Let R be the number of rows inH. Then we have that the number of 1s in H is at least (1 + δ) · R, wherethe total number of entries in H equals R · 2t. Since there are only R rows,it follows that at most R−1 of the (1 + δ)R ones can be alone in a row, andthus at least δR of them must be in rows with at least two 1s. We call sucha row semi-heavy. The algorithm here works as follows:
 1. Probe random entries until a 1 is found; call this row the current row.2. Search the entire current row for another 1 entry. If no such entry is found,
 then go back to Step 1.
 It is clear that the algorithm successfully finds a witness. However, the ques-tion is whether it does so in time O(1/ϵ−2−t). In order to analyze this, notethat the fraction of 1s in semi-heavy rows is δ/(1 + δ) among all 1s (becausethe fraction of 1s overall is (1+ δ) and a δ fraction of these are in semi-heavyrows). In addition, the fraction of 1s in semi-heavy rows is at least δ/2t amongall entries.
 Now, the expected number of probes to find a 1 is
 1
 ϵ=
 2t
 (1 + δ). (6.1)
 Furthermore, by the fact that the fraction of 1s in semi-heavy rows amongall entries is δ/2t, the expected number of probes to find a 1 in a semi-
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 heavy row is 2t/δ. We therefore expect to find a 1 in a semi-heavy row afterfinding (1+ δ)/δ 1s. This implies that the expected number of times that thealgorithm carries out Steps 1 and 2 equals (1+ δ)/δ. In each such repetition,the expected number of probes in Step 1 equals 2t/(1 + δ); see (6.1). Then,once a 1 is found, the number of probes in Step 2 is exactly 2t. We thereforehave that the expected cost is
 1 + δ
 δ·(
 2t
 1 + δ+ 2t
 )= 2t ·
 (1
 δ+
 1 + δ
 δ
 )= 2t · 2 + δ
 δ< 5 · 2
 t
 δ.
 However,1
 ϵ− 2−t=
 1
 (1 + δ)2−t − 2−t=
 2t
 δ,
 proving that the algorithm runs in time O(1/(ϵ − 2−t)), as required. Thiscompletes the proof that any Σ-protocol with challenge length t is a proof ofknowledge with knowledge error 2−t.
 6.4 Proving Compound Statements
 In this section, we show how basic Σ-protocols can be used to prove com-pound statements. This is a very useful tool in cryptographic protocols and isa good demonstration of the usefulness of Σ-protocols. It is easy to prove theAND of two statements: simply have the prover prove both in parallel withthe verify sending a single challenge e for both proofs. It is easy to see thatthe result is a Σ-protocol for a compound relation comprised of the AND oftwo statements. We leave the proof of this as an exercise.
 In contrast, proving the OR of two statements is more involved. Specifi-cally, the problem we wish to solve is as follows. A prover and verifier P andV hold a pair (x0, x1) for their common input. The prover P wishes to proveto V that it knows a witness w such that either (x0, w) ∈ R or (x1, w) ∈ R,without revealing which is the case. We use this methodology in Section 7.5 inan oblivious transfer protocol where one party has to prove to another thatone of two tuples is a Diffie-Hellman tuple, without revealing which. We re-mark that similar ideas can be used to extend the construction below to provethat k out of n statements are true, again without revealing which; see [19].In addition, the construction below remains unchanged when the statementsare for different relations R0 and R1 and the goal is for P to prove that itknows a witness w such that either (x0, w) ∈ R0 or (x1, w) ∈ R1. We presentthe case of a single relation for the sake of clarity.
 Assume that we are given a Σ-protocol π for a relation R. Assume alsothat the pair (x0, x1) is common input to P and V , and that w is the privateinput of P , where either (x0, w) ∈ R or (x1, w) ∈ R. Let b be such that(xb, w) ∈ R. Roughly speaking, the idea is to have the prover complete two
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 instances of π, one with input x0 and the other with input x1. Of course, theproblem is that the prover can only do this for xb, because it only knows awitness for this statement (indeed, the other statement x1−b may not evenbe in the language LR). Thus, the prover “fakes” the other statement byrunning the simulator M . This does not seem to solve the problem becausein order to simulate, M needs to be able to determine e1−b by itself, or atleast to know e1−b before generating a1−b. Thus, the verifier V will know inwhich execution its challenge is used, and in which execution the prover setthe challenge. This problem is overcome in the following fascinating way. Theprover runs M to obtain (a1−b, e1−b, z1−b). The prover P then sends V thefirst message a1−b from the simulated transcript along with the first messageab of the real execution. After receiving a challenge s from V , the prover Psets the challenge for the real execution to be eb = s ⊕ e1−b and completesboth executions using challenges e0 and e1, respectively. (Observe that thismeans that P sends z1−b from the simulated transcript in the simulatedexecution, as required.) Now, soundness still holds because a1−b binds P tothe challenge e1−b (by the special soundness of π, if P does not know wsuch that (x1−b, w) ∈ R then it cannot complete the proof with any e′1−b =e1−b). Thus, the first message a1−b together with the challenge s from theverifier actually defines a unique and random challenge eb = s ⊕ e1−b forthe prover in the real execution. Thus, the prover must know w such that(xb, w) ∈ R in order to complete this execution. Interestingly, the verifiercannot distinguish which of the executions is real and which is simulated,because the transcript generated by M looks the same as a real one, andbecause s ⊕ e1−b is distributed identically to s ⊕ eb. We therefore have thatP can only complete the proof if it has a witness to one of the statements,and yet V cannot know which witness P has. Protocol 6.4.1 contains the fulldetails of the OR protocol.
 PROTOCOL 6.4.1 (OR Protocol for Relation R Based on π)
 • Common input: The prover P and verifier V both have a pair (x0, x1).
 • Private input: P has a value w and a bit b such that (xb, w) ∈ R.• The protocol:
 1. P computes the first message ab in π, using (xb, w) as input.
 P chooses e1−b at random and runs the simulator M on input (x1−b, e1−b);
 let (a1−b, e1−b, z1−b) be the output of M .P sends (a0, a1) to V .
 2. V chooses a random t-bit string s and sends it to P .
 3. P sets eb = s⊕ e1−b and computes the answer zb in π to challenge eb using(xb, ab, eb, w) as input. P sends (e0, z0, e1, z1) to V .
 4. V checks that e0 ⊕ e1 = s and that both transcripts (a0, e0, z0) and
 (a1, e1, z1) are accepting in π, on inputs x0 and x1, respectively.
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 Let ROR = {((x0, x1), w) | (x0, w) ∈ R or (x1, w) ∈ R}. Then we have:
 Theorem 6.4.2 Protocol 6.4.1 is a Σ-protocol for the relation ROR. More-over, for any verifier V ∗, the probability distribution over transcripts betweenP and V ∗, where w is such that (xb, w) ∈ R, is independent of b.
 Proof. It is clear that the protocol is of the right form. To verify specialsoundness, let there be two accepting transcripts (a0, a1, s, e0, e1, z0, z1) and(a0, a1, s
 ′, e′0, e′1, z′0, z′1) where s = s′. Since the transcripts are accepting it
 holds that e0 ⊕ e1 = s and e′0 ⊕ e′1 = s′. Since s = s′ this implies that forsome c ∈ {0, 1} it must hold that ec = e′c. By the special soundness of πthis implies that from (ac, ec, zc) and (ac, e
 ′c, z′c) it is possible to efficiently
 compute w such that (xc, w) ∈ R, implying in turn that ((x0, x1), w) ∈ ROR.Special honest verifier zero-knowledge is immediate: given s, choose e0 and
 e1 at random subject to s = e0⊕e1 and run M twice, once with input (x0, e0)and once with input (x1, e1).
 It remains to prove that the probability distribution over transcripts isindependent of b. Let V ∗ be an arbitrary verifier. Then, observe that thedistribution over transcripts between P and V ∗ can be specified as follows. Atranscript is of the form (a0, a1, s, e0, e1, z0, z1), where a0, a1 are distributedas an honest prover in π would choose them (this is immediate for ab andholds for a1−b by the perfect honest verifier zero-knowledge of π). Then s haswhatever distribution V ∗ outputs, given (x0, x1, a0, a1), and e0, e1 are randomsubject to s = e0⊕e1. Finally, z0 and z1 both have whatever distribution thehonest prover in π outputs upon the respective transcript prefixes (x0, a0, e0)and (x1, a1, e1). As above, this is immediate for zb and holds for z1−b by theperfect honest verifier zero-knowledge of π. We therefore conclude that thedistribution is independent of b.
 By the last claim in this theorem, Protocol 6.4.1 is what is known aswitness indistinguishable [27]. There are several different values of w that aprover may know that would enable it to complete the protocol successfully.However, there is no way that a verifier (even a malicious one) can knowwhich of the possible witnesses the prover knows. This is a first sign that itis possible to obtain security properties that hold for arbitrary verifiers, evenwhen starting from a protocol that is only honest verifier zero knowledge.
 6.5 Zero-Knowledge from Σ-Protocols
 In this section, we show how to construct efficient zero-knowledge protocolsfrom any Σ-protocol. We remark that this can be done in a number of ways.We will first present a construction using any perfectly-hiding commitmentscheme. This construction achieves zero knowledge, but is not a proof ofknowledge. We will then show what needs to be modified so that the resultis a zero-knowledge proof of knowledge.
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 6.5.1 The Basic Zero-Knowledge Construction
 In order to motivate the construction, observe that the reason why a Σ-protocol is not zero-knowledge for arbitrary verifiers is that a simulator can-not predict the challenge e with probability greater than 2−t. Thus, a verifierthat outputs a different essentially random challenge for every first messagea (say, by applying a pseudorandom function to a) cannot be simulated. Thisproblem can be solved by simply having the verifier commit to its challengee before the execution begins. This is the methodology used by [34] for thecase of computational zero-knowledge. However, the simulation strategy andits analysis is far more simple here because the underlying Σ-protocol hasa perfect zero-knowledge property (albeit for honest verifiers). Let com bea perfectly-hiding commitment protocol for committing to binary strings oflength t. See Protocol 6.5.1 for the details of the construction.
 PROTOCOL 6.5.1 (Zero-Knowledge Proof for LR Based on π)
 • Common input: The prover P and verifier V both have x.
 • Private input: P has a value w such that (x,w) ∈ R.• The protocol:
 1. V chooses a random t-bit string e and interacts with P via the commitmentprotocol com in order to commit to e.
 2. P computes the first message a in π, using (x,w) as input, and sends it to V .
 3. V decommits to e to P .4. P verifies the decommitment and aborts if it is not valid. Otherwise, it
 computes the answer z to challenge e according to the instructions in π, andsends z to V .
 5. V accepts if and only if transcript (a, e, z) is accepting in π on input x.
 Theorem 6.5.2 If com is a perfectly-hiding commitment protocol and π isa Σ-protocol for relation R, then Protocol 6.5.1 is a zero-knowledge proof forLR with soundness error 2−t.
 Proof. Completeness is immediate. Soundness follows from Proposition 6.2.3and the hiding property of the commitment scheme. Specifically, by the per-fect hiding property of the commitment protocol, a cheating prover knowsnothing of e before it sends a. Thus, there is only a single challenge that itcan answer, and the probability that it equals e is at most 2−t.
 In order to prove zero knowledge, we construct a black-box simulator S,as follows:
 1. S invokes the polynomial-time verifier V ∗ upon input x and interacts withit in the commitment protocol.
 2. S runs the Σ-protocol honest verifier simulator M on a random e in orderto obtain a first message a′, and hands it to V ∗.
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 3. S receives back V ∗’s decommitment. If it is invalid, S outputs what V ∗
 upon receiving (x, a,⊥) and halts. Otherwise, let e be the decommittedvalue. Then, S continues as follows:
 a. S invokes the simulator M upon input e and obtains back (a, z).b. S hands a to V ∗ and receives back its decommitment. If the decom-
 mitment is to e, then S outputs whatever V ∗ outputs upon receiving(a, e, z) and halts. If the decommitment is to some e′ = e then S out-puts fail. If the decommitment is not valid, S returns to the previousstep (and repeats with independent randomness).
 We first observe that the computational binding of the commitment schemeensures that the probability that S outputs fail is at most negligible. Thereduction for this is identical to that in [34] and is omitted (one just needs touse SV ∗
 to break the computational binding, while truncating the simulationto run in strict polynomial time). Next, we claim that the distribution over theoutput of S given that it does not output fail is identical to the distributionover real transcripts. This follows from the perfect zero-knowledge propertyof M . Formally, let SV ∗
 (x) denote the output of the simulator upon input x,and let ⟨P, V ∗⟩(x) denote the output of V ∗ after a real execution. Then, forany distinguisher D, we have∣∣∣Pr[D(SV
 ∗(x)) = 1]− Pr[D(⟨P, V ∗⟩(x)) = 1]
 ∣∣∣=
 ∣∣∣Pr[D(SV∗(x)) = 1 ∧ SV
 ∗(x) = fail]− Pr[D(⟨P, V ∗⟩(x)) = 1]
 + Pr[D(SV∗(x)) = 1 ∧ SV
 ∗(x) = fail]
 ∣∣∣≤
 ∣∣∣Pr[D(SV∗(x)) = 1 ∧ SV
 ∗(x) = fail]− Pr[D(⟨P, V ∗⟩(x)) = 1]
 ∣∣∣+ Pr[SV
 ∗(x) = fail].
 Now, ∣∣∣Pr[D(SV∗(x)) = 1 ∧ SV
 ∗(x) = fail]− Pr[D(⟨P, V ∗⟩(x)) = 1]
 ∣∣∣=
 ∣∣∣Pr[D(SV∗(x)) = 1 | SV
 ∗(x) = fail] · Pr[SV
 ∗(x) = fail]
 −Pr[D(⟨P, V ∗⟩(x)) = 1]|
 =∣∣∣Pr[D(SV
 ∗(x)) = 1 | SV
 ∗(x) = fail] ·
 (1− Pr[SV
 ∗(x) = fail]
 )−Pr[D(⟨P, V ∗⟩(x)) = 1]
 ∣∣∣≤
 ∣∣∣Pr[D(SV∗(x)) = 1 | SV
 ∗(x) = fail]− Pr[D(⟨P, V ∗⟩(x)) = 1]
 ∣∣∣+ Pr[D(SV
 ∗(x)) = 1 | SV
 ∗(x) = fail] · Pr[SV
 ∗(x) = fail].
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 Combining the above with the fact that Pr[SV ∗(x) = fail] is negligible, we
 have that there exists a negligible function µ such that∣∣∣Pr[D(SV∗(x)) = 1]− Pr[D(⟨P, V ∗⟩(x)) = 1]
 ∣∣∣≤
 ∣∣∣Pr[D(SV∗(x)) = 1 | SV
 ∗(x) = fail]− Pr[D(⟨P, V ∗⟩(x)) = 1]
 ∣∣∣+ µ(|x|).
 We are now ready to apply the above intuition that the output of S con-ditioned on it not outputting fail is identical to a real execution transcript.That is, we claim that
 Pr[D(SV∗(x)) = 1 | SV
 ∗(x) = fail] = Pr[D(⟨P, V ∗⟩(x)) = 1].
 In order to see this, note that if the execution terminates with the tran-script (x, a,⊥), then the distributions are identical to the distribution of aas generated by M . Otherwise, in the first pass S receives a decommitmentto e and repeats, generating an independent sample of (a, e, z) from M untilthis same event repeats. Furthermore, the probability that V ∗ aborts in areal execution is identical to the probability that it aborts in the simulation.Combining the above together, we have that the distributions are identical.We conclude that∣∣∣Pr[D(SV
 ∗(x)) = 1]− Pr[D(⟨P, V ∗⟩(x)) = 1]
 ∣∣∣ ≤ µ(|x|).
 It remains to show that S runs in expected polynomial time. Let p be theprobability that V ∗ sends a valid decommitment (to any value) upon receivinga from S. The key observation is that since M is a perfect zero-knowledgesimulator, it follows that the distribution over a when M is invoked upon xand a random e is identical to the distribution over a whenM is invoked uponx and the value e that was revealed in the first pass. This implies that V ∗
 sends a valid decommitment in the rewinding phase with probability exactlyp. We stress that S halts as soon as V ∗ sends a valid decommitment in thisstage, irrespective of whether it is to the same e or some e′ = e. Thus, theexpected running time of S is
 poly(|x|) ·((1− p) + p · 1
 p
 )= poly(|x|),
 completing the proof.
 Efficient perfectly-hiding commitments. The complexity of Proto-col 6.5.1 depends on the cost of running a perfectly-hiding commitment proto-col. In order to appreciate the additional cost involved, we describe the highlyefficient Pedersen’s commitment scheme that is secure under the discrete logassumption; see Protocol 6.5.3.
 In order to see that the above commitment scheme is perfectly hiding,observe that c = gr · αx = gr+ax. Now, for every x′ ∈ Zq there exists a value
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 PROTOCOL 6.5.3 (The Pedersen Commitment Protocol)
 • Input: The committer C and receiver R both hold 1n, and the committer C
 has a value x ∈ {0, 1}n interpreted as an integer between 0 and 2n.
 • The commit phase:
 1. The receiver R chooses (G, q, g) where G is a group of order q with generator
 g and q > 2n. R then chooses a random a← Zq, computes α = ga and sends
 (G, q, g, α) to C.2. The committer C verifies that G is a group of order q, that g is a generator
 and that α ∈ G. Then, it chooses a random r ← Zq, computes c = gr · αx
 and sends c to R.
 • The decommit phase:
 The committer C sends (r, x) to R, which verifies that c = gr · αx.
 r′ such that r′+ax′ = r+ax mod q; specifically, take r′ = r+ax−ax′. Thus,since r is chosen randomly, the distribution over commitments to x is identicalto the distribution over commitments to x′. In order to prove computationalbinding, observe that given two decommitments (x, r), (x′, r) to x, x′ ∈ Zq
 where x = x′, it is possible to compute the discrete log of α, exactly as inSchnorr’s protocol. Specifically, by the assumption that both decommitmentsare valid, it holds that gxαr = gx
 ′αr′
 and so α = g(x′−x)/(r−r′) mod q. This
 similarity to Schnorr’s protocol is not coincidental, and indeed it is possible toconstruct efficient commitments from any Σ-protocol; see Section 6.6 below.
 Overall efficiency. The overall cost of Protocol 6.5.1 is exactly that of asingle invocation of the underlying Σ-protocol, together with a single invoca-tion of the commit and decommit phase of the perfectly-hiding commitmentprotocol. Using Pedersen’s commitment, for example, we have that the overallcost of achieving zero-knowledge is just five exponentiations in G, in addi-tion to the cost of the Σ-protocol. (We remark that the parameters (G, q, g)can be reused many times, or can even be fixed and verified just once. Wetherefore ignore the cost of choosing and verifying the parameters.)
 In addition to the above computational cost, there are an additional tworounds of communication (making an overall of five), and the additional com-munication of two group elements and two values in Zq. (As above, we ignorethe cost of the parameters because they are typically fixed.)
 6.5.2 Zero-Knowledge Proofs of Knowledge
 As we have seen, any Σ-protocol is a proof of knowledge. Unfortunately,however, the zero-knowledge protocol of Section 6.5.1 appears to not be aproof of knowledge. The reason for this is that an extractor cannot send theprover two different queries e = e′ for the same a, because it is committed

Page 180
                        

6.5 Zero-Knowledge from Σ-Protocols 165
 to e before the prover P ∗ sends a. Thus, the entire approach of Section 6.3fails. This can be solved by using a perfectly-hiding trapdoor commitmentscheme instead. Such a commitment scheme has the property that there existsa trapdoor that, when known, enables the committer to generate specialcommitment values that are distributed exactly like regular commitments,but can be opened to any value in the decommitment phase. Then, in thelast step of the protocol, after the verifier has already decommitted to eand so is no longer relevant, the prover can send the trapdoor. Althoughmeaningless in a real proof, this solves the problem described above becausethe knowledge extractor can obtain the trapdoor and then rewind P ∗ in orderto provide it with different values of e for the same a, as needed to extract.
 Let com be a perfectly-hiding trapdoor commitment protocol; and de-note the trapdoor by trap. We assume that the receiver in the commitmentprotocol obtains the trapdoor, and that the committer can efficiently verifythat the trapdoor is valid if it receives it later. We do not provide a formaldefinition of this, and later show that Pedersen’s commitment described inProtocol 6.5.3 has this additional property. See Protocol 6.5.4 for the detailsof the construction.
 PROTOCOL 6.5.4 (ZK Proof of Knowledge for R Based on π)
 • Common input: The prover P and verifier V both have x.
 • Private input: P has a value w such that (x,w) ∈ R.• The protocol:
 1. V chooses a random t-bit challenge e and interacts with P via the commit-ment protocol com in order to commit to e.
 2. P computes the first message a in π, using (x,w) as input, and sends it to V .3. V reveals e to P by decommitting.
 4. P verifies the decommitment and aborts if it is not valid. Otherwise, it
 computes the answer z to challenge e according to the instructions in π, andsends z and the trapdoor trap to V .
 5. V accepts if and only if the trapdoor trap is valid and the transcript (a, e, z)
 is accepting in π on input x.
 Theorem 6.5.5 If com is a perfectly-hiding trapdoor commitment protocoland π is a Σ-protocol for relation R, then Protocol 6.5.4 is a zero-knowledgeproof of knowledge for R with knowledge error 2−t.
 Proof. The fact that the protocol is zero knowledge follows from the proofthat Protocol 6.5.1 is zero knowledge. In particular, we define the same sim-ulator S as in the proof of Theorem 6.5.2. The only subtlety that arises is inthe part of the analysis in which we show that S does not output fail. Recallthat if S outputs fail with non-negligible probability then it is possible toconstruct a machine that uses SV ∗
 (x) in order to break the computationalbinding of the commitment scheme. However, when the trapdoor is known
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 there is no guarantee whatsoever of binding and thus the machine used tobreak the computational binding is not given the trapdoor. This means thatit cannot hand V ∗ the last message of the protocol that includes the trapdoortrap. However, observe that the instructions of S are such that it only handsthe last message z to V ∗ after receiving a decommitment to e for the sec-ond time. That is, if SV ∗
 (x) outputs fail with non-negligible probability, thenthis event can be reproduced without S ever handing V ∗ the last message zand trap. Thus, the proof that S outputs fail with negligible probability goesthrough.
 In order to demonstrate that the protocol is a proof of knowledge, we needto show that the knowledge extractor of the Σ-protocol π, as described in theproof of Theorem 6.3.2, can be applied here. The main observation is thata “hit” (or 1 in the matrix H), as described in the proof of Theorem 6.3.2,occurs when V is convinced. By the specification of Protocol 6.5.4, wheneverthis occurs, the knowledge extractor K obtains the valid trapdoor trap. Thus,after the first hit, K can start the entire extraction process again. However,this time it sends a “special” commitment that can be opened to any value ata later time. This enables K to send any challenge e that it wishes, relative tothe same prover message a. In the terminology of the proof of Theorem 6.3.2,this means that K can sample multiple entries in the same row. Finally,observe that until the first hit occurs, K just randomly samples from thematrix. This can be achieved by K beginning the execution from scratchwith a commitment to a new random e, and so the trapdoor is not neededat this point. We therefore conclude that the extractor K described in theproof of Theorem 6.3.2 can be applied here, as required.
 Pedersen’s commitment is a trapdoor commitment. Observe that ifthe committer in Protocol 6.5.3 knows the exponent a chosen by the receiverto compute α, then it can decommit c to any value it wishes. In particular,C can commit to x by sending c = gr · αx and can later decommit to any x′
 by computing r′ = r+ ax−ax′. This then implies that r′+ ax′ = r+ ax andso gr · αx = c = gr
 ′ · αx′. Stated differently, (r′, x′) is a valid decommitment
 to c, and so a is the desired trapdoor.2
 Efficiency. When considering the concrete instantiation of Protocol 6.5.4with Pedersen’s commitments, we have that the additional cost of makingthe protocol a proof of knowledge is just a single additional exponentiation(this exponentiation is the verification by V of the trapdoor). It thereforefollows that any Σ-protocol can be transformed into a zero-knowledge proofof knowledge with an additional six group exponentiations only. As above, thenumber of rounds of communication is five, and the additional communicationcosts are three group elements and one value in Zq.
 2 Observe that the trapdoor property of Pedersen’s commitment is actually stronger than
 defined above. Specifically, it is possible for the committer to construct a regular commit-
 ment to a value x, and then open it to whatever value it wishes even when it receives thetrapdoor after the commitment phase concludes.
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 Concrete efficiency – discrete log and Diffie-Hellman. Later on thisbook, we will use zero-knowledge proofs of knowledge for the discrete logand Diffie-Hellman tuple relations. In order to enable a full and concreteanalysis of the efficiency of these protocols, we now give an exact analysisof the cost of applying Protocol 6.5.4 to the Σ-protocols for the discrete log(Protocol 6.1.1) and Diffie-Hellman tuples (Protocol 6.2.4).
 • ZKPOK for discrete log: The complexity of Protocol 6.1.1 is just threeexponentiations, and the communication of one group element and twoelements of Zq (for simplicity we count e as an element of Zq). Thus, theoverall cost of the zero-knowledge proof of knowledge for this relation isfive rounds of communication, nine exponentiations, and the exchange offour group elements and four elements of Zq.
 • ZKPOK for DH tuples: The complexity of Protocol 6.2.4 is six exponen-tiations, and the communication of two group elements and two elementsof Zq. Thus, the overall cost of the zero-knowledge proof of knowledge forthis relation is five rounds of communication, 12 exponentiations, and theexchange of five group elements and four elements of Zq.
 As can easily be seen here, zero-knowledge proofs of knowledge do not haveto be expensive, and Σ-protocols are a very useful tool for obtaining efficientproofs of this type.
 6.5.3 The ZKPOK Ideal Functionality
 When constructing secure protocols, a very useful tool for proving securityis to use the modular composition theorem outlined in Section 2.7. However,in order to do this for zero-knowledge, we must show that such a protocolis secure by the ideal/real definitions of secure computation; see Section 2.3.Let R be a relation and define the zero-knowledge functionality FR
 ZKby
 FRZK((x,w), w) = (λ,R(x,w)).
 Intuitively, any zero-knowledge proof of knowledge for R securely realizesFR
 ZKbecause simulation takes care of the case where V is corrupted and
 witness extraction takes care of the case where P is corrupted. However,for technical reasons that will become apparent in the proof below, this isnot so simple. Although the proof of this fact is not related to Σ-protocolsspecifically, it makes the task of proving the security of protocols that usezero-knowledge proofs of knowledge much easier. Indeed, we will use thisnumerous times in the coming chapters. For this reason, we prove the theoremhere (we remark that although it is folklore that this holds, we are not awareof any full proof having appeared before). In addition, the technical problemthat arises when trying to prove this theorem occurs often in the setting
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 of secure computation. Thus, the technique used to solve it, as introducedby [34], is important to study.
 Before proving the theorem we remark on one technical change that mustbe made to the zero-knowledge proof of knowledge protocol. Specifically, inthe setting of secure computation, the prover may be invoked with input(x,w) such that (x,w) /∈ R. In this case, the prover should just send 0 tothe verifier and do nothing else. Thus, we add an instruction to the protocolto have the prover first verify that (x,w) ∈ R. If so, it proceeds with theprotocol, and if not it sends 0 to the verifier and halts. Observe that in orderfor this to be possible, the relation R must be in NP . (We also need thefollowing property: for every x it is possible to efficiently find a value w suchthat (x,w) /∈ R. This property holds for all “interesting” relations that weknow of. Note that if it does not hold, then a random witness is almost alwaysa valid one, and so running such a proof is meaningless.)
 Theorem 6.5.6 Let π be a zero-knowledge proof of knowledge with negligibleknowledge error for an NP-relation R. Then, π securely computes the zero-knowledge functionality FR
 ZKin the presence of malicious adversaries.
 Proof. Let A be an adversary. We separately consider the case where Acorrupts the prover P and the case whereA corrupts the verifier V . In the casewhere the verifier is corrupted, the simulator S for FR
 ZK receives a bit b ∈ {0, 1}from the trusted party. If b = 0, then S hands 0 to A as if coming from Pand halts. Otherwise, if b = 1, then S runs the zero-knowledge simulator thatis guaranteed to exist for π with A as the verifier. In the case where b = 0,the adversary A sees exactly what an honest prover would send. In the casewhere b = 1, by the security properties of the zero-knowledge simulator, theoutput generated by S is computationally indistinguishable from the outputof A in a real execution with P . This therefore completes this corruptioncase.
 We now consider the case where P is corrupted by A. Intuitively, thesimulator S works as follows:
 1. S plays the honest verifier with A as the prover.
 a. If A sends 0 to the verifier in this execution, then S sends the trustedparty computing FR
 ZKan invalid witness w such that (x,w) /∈ R. Then,
 S outputs whatever A outputs and halts.b. If S, playing the honest verifier, is not convinced by the proof withA, then it sends abortP to the trusted party computing FR
 ZK, outputswhatever A outputs and halts.
 c. If S is convinced by the proof with A, then it records the output thatA outputs and proceeds to the next step.
 2. S runs the knowledge extractor K that is guaranteed to exist for π onthe prover A, and receives back a witness w such that (x,w) ∈ R. S thensends w to the trusted party computing FR
 ZK and outputs the output of Arecorded above.
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 The intuition behind this simulation is clear. In the case where A would notconvince the verifier in a real execution, the same behavior (output of thevalue 0 or abortP ) is achieved in the simulation. However, in the case where Awould convince the verifier, the simulator S has to send a valid witness w tothe trusted party computing FR
 ZK. It therefore runs the knowledge extractorK to do this. However, K runs in expected time
 |x|c
 ϵ(x)− κ(x)
 where ϵ(x) is the probability that A would convince the verifier and κ(x) isthe (negligible) knowledge error. Now, since S only runs the extractor in thecase where A convinces it in the proof while S plays the honest verifier, wehave that S only runs the extractor with probability ϵ(x). Thus, the expectedrunning time of S is
 ϵ(x) · |x|c
 ϵ(x)− κ(x)= |x|c · ϵ(x)
 ϵ(x)− κ(x)
 It may be tempting at this point to conclude that the above is polynomialbecause κ(x) is negligible, and so ϵ(x)−κ(x) is almost the same as ϵ(x). This istrue for “large” values of ϵ(x). For example, if ϵ(x) > 2κ(x) then ϵ(x)−κ(x) >ϵ(x)/2. This then implies that ϵ(x)/(ϵ(x)−κ(x)) < 2. Unfortunately, however,this is not true in general. For example, consider the case where κ(x) = 2−|x|
 and ϵ(x) = κ(x) + 2−|x|/2 = 2−|x| + 2−|x|/2. Then,
 ϵ(x)
 ϵ(x)− κ(x)=
 2−|x| + 2−|x|/2
 2−|x|/2= 2|x|/2 + 1,
 which is exponential in |x|. In addition to the above problem, the guaranteeregarding the running time of K and its success only holds if ϵ(x) > κ(x).Thus, if K runs for time ϵ(x)−2 whenever ϵ(x) ≤ κ(x), we once again have asimilar problem. For example, consider the case where κ(x) = ϵ(x) = 2−|x|.Then, the expected running time of S for such an A is
 (1− ϵ(x)) · poly(|x|) + ϵ(x) · 1
 ϵ(x)2>
 1
 ϵ(x)= 2|x|.
 This technical problem was observed and solved by [34] in the context ofzero-knowledge. We now show how to use their technique here.
 Both of the problems described above are solved by ensuring that theextractor never runs “too long”. Specifically, if S is convinced of the proof byA, and so proceeds to the second step of the simulation, then it first estimatesthe value of ϵ(x), where ϵ(x) denotes the probability that A successfullyproves that it knows a witness w such that (x,w) ∈ R. This is done byrepeating the verification until m(x) successful verifications occur for a largeenough polynomial m(·). Then, an estimate ϵ of ϵ is taken to be m/T , where
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 T is the overall number of attempts until m successful verifications occurred.As we will see, this suffices to ensure that the probability that ϵ is not withina constant factor of ϵ(x) is at most 2−|x|. We show this using the followingbound:
 Lemma 6.5.7 (Tail inequality for geometric variables [43]): Let X1, . . . , Xm
 be m independent random variables with geometric distribution with proba-bility ϵ (i.e., for every i, Pr[Xi = j] = (1− ϵ)j−1 · ϵ). Let X =
 ∑mi=1 Xi and
 let µ = E[X] = m/ϵ. Then, for every δ,
 Pr[X ≥ (1 + δ)µ] ≤ e−mδ2
 2(1+δ) .
 Proof. In order to prove this lemma, we define a new random variable Yα
 for any α ∈ N as follows. Consider an infinite series of independent Bernoullitrials with probability ϵ (i.e., the probability of any given trial being 1 is ϵ).Then, write the results of these trials as a binary string and let Yα be thenumber of 1s appearing in the prefix of length α. It is clear that
 µα = E[Yα] = α · ϵ.
 Furthermore,Pr[X ≥ (1 + δ)µ] = Pr[Yα < m]
 for α = (1+δ)µ. In order to see why this holds, observe that one can describethe random variable X =
 ∑mi=1 Xi by writing an infinite series of Bernoulli
 trials with probability ϵ (as above), and then taking X to be the index ofthe mth 1 to appear in the string. Looking at it in this way, we have thatX is greater than or equal to (1 + δ)µ if and only if Y(1+δ)µ < m (becauseif Y(1+δ)µ < m then this means that m successful trials have not yet beenobtained). Observe now that µα = α · ϵ, α = (1 + δ)µ, and µ = m/ϵ. Thus,µα = (1 + δ) ·m. This implies that(
 1− δ1+δ
 )· µα =
 (1− δ
 1+δ
 )· (1 + δ) ·m = (1 + δ) ·m− δ ·m = m ,
 and soPr[Yα < m] = Pr
 [Yα <
 (1− δ
 1+δ
 )· µα
 ].
 Applying the Chernoff bound3, we have that
 Pr[Yα < m
 ]= Pr
 [Yα <
 (1− δ
 1+δ
 )µα
 ]< e− µα
 2 ·(
 δ1+δ
 )2
 .
 Once again using the fact that µα = (1 + δ) ·m we conclude that
 3 We use the following version of the Chernoff bound. Let X1, . . . , Xm be independent
 Bernoulli trials where Pr[Xi = 1] = ϵ for every i, and let X =∑m
 i=1 Xi and µ = E[X] =
 mϵ. Then, for every δ it holds that Pr[X < (1− β)µ] < e−µ2·β2
 .
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 Pr[X ≥ (1 + δ)µ] = Pr[Yα < m
 ]< e− (1+δ)m
 2 ·(
 δ1+δ
 )2
 = e−mδ2
 2(1+δ)
 as required.
 Define Xi to be the random variable that equals the number of attemptsneeded to obtain the ith successful verification (not including the attemptsup until the (i− 1)th verification), and let δ = ±1/2. Clearly, each Xi has ageometric distribution with probability ϵ. It therefore follows that
 Pr
 [X ≤ m
 2ϵ∨X ≥ 3m
 2ϵ
 ]≤ 2 · Pr
 [X ≥ 3
 2· mϵ
 ]≤ 2 · e−m
 12 .
 Stated in words, the probability that the estimate ϵ = m/X is not between2ϵ/3 and 2ϵ is at most 2e−m/12. Thus, if m(x) = 12|x| it follows that theprobability that ϵ is not within the above bounds is at most 2−|x|, as required.
 Next, S repeats the following up to |x| times: S runs the extractor K andanswers all of K’s oracle queries with the A as the prover. However, S limitsthe number of steps taken byK to |x|c+1/ϵ steps, where c is the constant fromthe knowledge soundness (or validity) condition in the definition of proofs ofknowledge (every extractor K has a single constant c associated with it andso S can use the appropriate c). Note that a “call” to A as the prover iscounted by S as a single step. Now, if within this time K outputs a witnessw, then S sends w to the trusted party computing FR
 ZKand outputs the
 output of A that it first recorded. (We note that S does not need to checkif w is a valid witness because by the definition of K, it only outputs validwitnesses.) If K does not output a witness within this time, then S abortsthis attempt and tries again. As mentioned above, this is repeated up to |x|times; we stress that in each attempt, K is given independent coins by S. Ifthe extractor K did not output a witness in any of the |x| attempts, thenS halts and outputs fail. We will show that this strategy ensures that theprobability that S outputs fail is negligible. Therefore, the probability thatthe initial verification of the proof succeeded, yet S does not output a validwitness, is negligible.
 In addition to the above, S keeps a count of the overall running time ofK and if it reaches 2|x| steps, it halts, outputting fail. (This additional time-out is needed to ensure that S does not run too long in the case where theestimate ϵ is not within a constant factor of ϵ(x). Recall that this “bad event”can only happen with probability 2−|x|.)
 We first claim that S runs in expected polynomial time.
 Claim 6.5.8 Simulator S runs in expected time that is polynomial in |x|.
 Proof. Recall that S initially verifies the proof provided by A. Since Smerely plays an honest verifier, this takes a strict polynomial number ofsteps. Next, S obtains an estimate ϵ of ϵ(x). This involves repeating the veri-fication until m(|x|) successes are obtained. Therefore, the expected number
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 of repetitions in order to obtain ϵ equals exactly m(|x|)/ϵ(x) (since the ex-pected number of trials for a single success is 1/ϵ(x)). After the estimation ϵhas been obtained, S runs the extractor K for a maximum of |x| times, eachtime for at most |x|c+1/ϵ steps.
 Given the above, we are ready to compute the expected running time ofS. In order to do this, we differentiate between two cases. In the first case, weconsider what happens if ϵ is not within a constant factor of ϵ(x). The onlything we can say about S’s running time in this case is that it is bound by 2|x|
 (since this is an overall bound on its running time). However, since this eventhappens with probability at most 2−|x|, this case adds only a polynomialnumber of steps to the overall expected running time. We now consider thesecond case, where ϵ is within a constant factor of ϵ(x). In this case, we canbound the expected running time of S by
 poly(|x|) · ϵ(x) ·(m(|x|)ϵ(x)
 +|x| · |x|c+1
 ϵ
 )= poly(|x|) · ϵ(x)
 ϵ= poly(|x|)
 and this concludes the analysis.
 It is clear that the output of S is distributed exactly like the output of Ain a real execution. This is because S just plays the honest verifier with Aas the prover, and so the view of A in this simulation is identical to a realexecution. Thus, the only problem that arises is if S accepts A’s proof, butfails to obtain a valid witness. Notice that whenever A’s proof is accepting,S runs the extractor K and either obtains a proper witness w or outputsfail. That is, in the case of accepting proofs, if S does not output fail, then itoutputs a proper witness. Therefore, it suffices to show that the probabilitythat S outputs fail is negligible.
 Claim 6.5.9 The probability that S outputs fail is negligible in |x|.
 Proof. Notice that the probability that S outputs fail is less than or equalto the probability that the extractor K does not succeed in outputting awitness w in any of the |x| extraction attempts plus the probability that Kruns for 2|x| steps.
 We first claim that the probability that K runs for 2|x| steps is negligible.We have already shown in Claim 6.5.8 that S (and thus K) runs in expectedpolynomial time. Therefore, the probability that an execution will deviate sofar from its expectation and run for 2|x| steps is negligible. (It is enough touse Markov’s inequality to establish this fact.)
 We now continue by considering the probability that in all |x| extractionattempts, the extractor K does not output a witness within |x|c+1/ϵ steps.Consider the following two possible cases (recall that ϵ(x) equals the prob-ability that A succeeds in proving the proof, and that κ is the negligibleknowledge error function of the proof system):
 1. Case 1: ϵ(x) ≤ 2κ(x): In this case, A succeeds in proving the proof withonly negligible probability. This means that the probability that S even
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 reaches the stage that it runs K is negligible (and thus S outputs fail withnegligible probability only).
 2. Case 2: ϵ(x) > 2κ(x): Recall that by the definition of proofs of knowledge,the constant c is such that the expected number of steps taken by K tooutput a witness is at most |x|c/(ϵ(x)−κ(x)). Now, since in this case ϵ(x) >2κ(x), it holds that the expected number of steps required byK is less than2|x|c/ϵ(x). Assuming that ϵ is within a constant factor of ϵ(x), we havethat the expected number of steps is bound by O(|x|c/ϵ). Therefore, byMarkov’s inequality, the probability thatK runs longer than |x|c+1/ϵ stepsin any given extraction attempt is at most O(1/|x|). It follows that theprobability that K runs longer than this time in |x| independent attemptsis negligible in |x| (specifically, it is bound by O(1/|x|)|x|). This covers thecase where ϵ is within a constant factor of ϵ(x). However, the probabilitythat ϵ is not within a constant factor of ϵ(x) is also negligible. Putting thistogether, we have that S outputs fail with negligible probability only.
 Combining the above two claims, together with the fact that the simulationby S is perfect when it does not output fail, we conclude that S is a validsimulator for the case where P is corrupted. Thus, π securely computes theFR
 ZKfunctionality.
 6.6 Efficient Commitment Schemes from Σ-Protocols
 In our constructions of zero-knowledge proofs and zero-knowledge proofs ofknowledge in Sections 6.5.1 and 6.5.2, we relied on the existence of perfectly-hiding commitments and perfectly-hiding trapdoor commitments. In this sec-tion, we present a general construction of (trapdoor) commitment schemesfrom Σ-protocols. The advantage of the construction here is that it does notrely on any specific hardness assumption.
 Hard relations. We typically use zero-knowledge for relations R with theproperty that given x it is “hard” to find a witness w such that (x,w) ∈ R.Otherwise, the verifier V could just find a witness by itself and would notneed the prover. This is not entirely accurate. However, in the context ofprotocols for secure computation, this seems to almost always be the case.We formally define the notion of a hard relation in this light.
 Definition 6.6.1 An NP-relation R is said to be hard if
 • Efficient generation of instances: There exists a probabilistic poly-nomial-time algorithm G, called the generator, that on input 1n outputs apair (x,w) ∈ R where |x| = n. Denote the first element of G’s output (i.e.,the x portion) by G1.
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 • Hardness of generated instances: For every probabilistic polynomial-time algorithm A there exists a negligible function µ such that
 Pr[(x,A(G1(1n)) ∈ R] ≤ µ(n).
 In words, given x as output by G, no efficient A can find a witness w suchthat (x,w) ∈ R with more than negligible probability.
 Consider the following example of a hard relation. Let G be a group oforder q with generator g, and let RDL = {(h, a) | h = ga}. Then, consider analgorithm G that chooses a random a ← Zq and outputs (ga, a). Then, therelation RDL is hard if and only if the standard discrete logarithm problemis hard in the group G.
 Commitments from hard relations. Assume that R is a hard relationwith a generator G, and let π be a Σ-protocol for R. Assume also that it iseasy to check membership in LR. That is, given x it is easy to decide if thereexists a w such that (x,w) ∈ R (of course, since R is hard, it is hard to findsuch a w).
 With this setup, we can build a perfectly hiding commitment scheme,which is as efficient as π and enables commitment to many bits at once; seeProtocol 6.6.2.
 PROTOCOL 6.6.2 (Commitment from Σ-Protocol)
 • Input: The committer C and receiver R both hold 1n, and the committer Chas a value e ∈ {0, 1}t.
 • The commit phase:
 1. The receiver R runs (in private) the generator G on input 1n to obtain(x,w) ∈ R, and sends x to C.
 2. C verifies that x ∈ LR; if not, it aborts. If so, in order to commit to e ∈{0, 1}t, the committer C runs the Σ-protocol simulator M on input (x, e)
 and obtains a transcript (a, e, z). C then sends a to R.
 • The decommit phase: In order to decommit, the committer C sends the
 remainder of the transcript (e, z) to R, which accepts e as the decommitted
 value if and only if (a, e, z) is an accepting transcript in π with respect to inputx.
 Observe that the generation of (x,w) and verification that x ∈ LR needto be run only once, and can be reused for many commitments.
 Theorem 6.6.3 Protocol 6.6.2 is a perfectly-hiding commitment schemewith computational binding.
 Proof. We first prove that the protocol is perfectly hiding. In order to seethis, observe that in a real execution of the Σ-protocol π, the first messagea by the prover is independent of the challenge e. Now, since x ∈ LR, the
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 simulation by M is perfect, by the definition of a Σ-protocol. Thus, the valuea generated by M (upon input (x, e)) is independent of e. We now prove com-putational binding. Assume that some probabilistic polynomial-time cheatingcommitter C∗ can output a, and then later decommit to two different val-ues e = e′, with non-negligible probability. This implies that C∗ outputs aand two continuations (e, z), (e′, z′) such that (a, e, z) and (a, e′, z′) are bothaccepting transcripts. By the special soundness property of Σ-protocols, weknow that w can be computed efficiently from these transcripts. Thus, it ispossible to construct an efficient algorithm that is given x and computes wsuch that (x,w) ∈ R with non-negligible probability. This contradicts theassumption that R is a hard relation.
 Trapdoor commitments. In Section 6.5.2 we used an additional prop-erty of commitments in order to obtain a zero-knowledge proof of knowledge.Specifically, we needed there to be a trapdoor trap that was generated dur-ing the commit phase and known only to the receiver. The desired propertyis that given trap, the committer could generate a special commitment thatlooks exactly like a regular commitment, but that can be opened to anyvalue it wishes. Observe that Protocol 6.6.2 is actually a trapdoor commit-ment scheme because if C has a witness w then it can run the honest proverstrategy (and not the simulator M) in order to generate the commitmentvalue a. Since C knows w, by perfect completeness, for any e it can gener-ate the proper prover response z. In addition, by the special honest verifierzero-knowledge property, the commitment value a generated in this way isdistributed exactly like a regular commitment value. We have the following:
 Theorem 6.6.4 Protocol 6.6.2 is a perfectly-hiding trapdoor commitmentscheme with computational binding.
 6.7 Summary
 Σ-protocols are an important and useful tool for building efficient secure pro-tocols. The underlying structure behind many (if not most) zero-knowledgeproofs for concrete number-theoretic languages is actually that of a Σ-protocol. The advantage in making this explicit is that it is possible toworry only about the relatively simpler problem of constructing the ba-sic Σ-protocol, and then the transformations necessary for achieving zero-knowledge proofs of knowledge and for proving compound statements followeasily without sacrificing efficiency. We remark also that proving that a proofis a Σ-protocol is much easier than proving that it is a zero-knowledge proofof knowledge. In this chapter we have reviewed only a few of the results re-garding Σ-protocols. Many other efficient transformations exist. For just oneexample, Σ-protocols have been used as a tool to significantly improve theefficiency of proving a large number of statements simultaneously [18].
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Chapter 7
 Oblivious Transfer and Applications
 In this chapter we carry out an in-depth study of the problem of construct-ing efficient protocols for oblivious transfer (as introduced in Section 3.2.2).Oblivious transfer is one of the most important building blocks in cryptogra-phy, and is very useful for constructing secure protocols. We demonstrate thisby showing how to achieve secure pseudorandom function evaluation usingoblivious transfer.
 The 1-out-of-2 oblivious transfer (OT) functionality, denoted by FOT, isdefined by ((x0, x1), σ) 7→ (λ, xσ) where λ denotes the empty string. That is,a sender has a pair of inputs (x0, x1) and a receiver has a bit σ. The aim ofthe protocol is for the receiver to receive xσ (and xσ only), without revealinganything about σ to the sender. Oblivious transfer is one of the basic buildingblocks of cryptographic protocols and its efficiency is a bottleneck in manyprotocols using it; see Chapter 4 for just one example. In this chapter wepresent three protocols for three different notions of security: privacy only,one-sided simulation and full simulation, as defined in Sections 2.6.1, 2.6.2and 2.3, respectively.
 Our starting point is the private and highly efficient protocol of [62] whichrelies on the hardness of the decisional Diffie-Hellman (DDH) problem. There-after, in Section 7.3 we show how to slightly modify this protocol so that itachieves one-sided simulatability. Then, in Section 7.4 we present anotherprotocol for this task that is fully secure in the presence of malicious adver-saries. The security of this protocol follows from the same hardness assump-tion (e.g., DDH) and the (exact) computation and communication costs areapproximately doubled. We conclude with a construction for batch oblivioustransfer which is of great importance for protocols such as that of Chapter 4,where many OT executions are run together. This protocol is considerablymore efficient than just taking the previous protocol and running it manytimes in parallel.
 In addition to the protocols for OT, we present the protocol of [28] forsecurely computing the pseudorandom function evaluation functionality, de-noted by FPRF, and defined by (k, x) 7→ (λ, FPRF(k, x)). The aim of the pro-
 177C. Hazay, Y. Lindell, Efficient Secure Two-Party Protocols, Information Security and Cryptography, DOI 10.1007/978-3-642-14303-8_7, © Springer-Verlag Berlin Heidelberg 2010
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178 7 Oblivious Transfer and Applications
 tocol is for party P2 to learn FPRF(k, x)) (and FPRF(k, x)) only), withoutrevealing anything about x to P1. We consider the concrete pseudorandomfunction of [64] and present the secure (slightly modified) construction of [28]for this specific function. We will use FPRF in later constructions. We remarkthat with one exception, the protocols do not utilize any specific properties ofthis function and can employ any other (possibly more efficient) secure pro-tocol that implements the pseudorandom function evaluation functionality.All the protocols in this chapter achieve security in the presence of maliciousadversaries.
 7.1 Notational Conventions for Protocols
 We now describe some notational conventions that are used in this and thesubsequent chapters. The aim of our notation is to enable the reader toquickly identify if a protocol is secure in the semi-honest or covert model, orwhether it provides privacy only, one-sided simulatability or full security inthe presence of malicious adversaries. In addition, since our more complexprotocols use a number of subprotocols, we include notation to identify thefunction being computed. The general template is
 πSf
 where f is the function being computed and S is the level of security ob-tained. For example, protocols for computing the oblivious transfer function-ality in the presence of semi-honest and covert models are denoted by πSH
 OT
 and πCOOT
 , respectively. Regarding malicious adversaries, protocols achievingprivacy only and one-sided simulatability are denoted by πP
 OT and πOSOT, re-
 spectively. Protocols achieving full simulation are not given any superscript,and so πOT denotes an OT protocol achieving full security in the presence ofmalicious adversaries.
 7.2 Oblivious Transfer – Privacy Only
 7.2.1 A Protocol Based on the DDH Assumption
 We now present the protocol of [62] that computes FOT with privacy in thepresence of malicious adversaries; see Definition 2.6.1 in Section 2.6.1 for thedefinition of private oblivious transfer. This protocol involves a sender S anda receiver R and is implemented in two rounds. Its high efficiency is due to
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7.2 Oblivious Transfer – Privacy Only 179
 the fact that the parties are not required to prove that they followed theprotocol specification, and this is also why only privacy is achieved.
 We assume that the parties have a probabilistic polynomial-time algorithmV that checks membership in G (i.e., for every h, V (h) = 1 if and only ifh ∈ G). This is easily achieved in typical discrete log groups.
 PROTOCOL 7.2.1 (Private Oblivious Transfer πPOT)
 • Inputs: The sender has a pair of strings x0, x1 ∈ G and the receiver has a bitσ ∈ {0, 1}.
 • Auxiliary inputs: Both parties have the security parameter 1n and the de-scription of a group G of prime order, including a generator g for the group
 and its order q. The group can be chosen by P2 if not given as auxiliary input.
 • The protocol:
 1. The receiver R chooses α, β, γ ←R {1, . . . , q} and computes a as follows:
 a. If σ = 0 then a = (gα, gβ , gαβ , gγ).b. If σ = 1 then a = (gα, gβ , gγ , gαβ).
 R sends a to S.
 2. Denote the tuple a received by S by (x, y, z0, z1). Then, S checks thatx, y, z0, z1 ∈ G and that z0 = z1. If not, it aborts outputting ⊥. Otherwise,
 S chooses random u0, u1, v0, v1 ←R {1, . . . , q} and computes the following
 four values:
 w0 = xu0 · gv0 , k0 = (z0)u0 · yv0 ,
 w1 = xu1 · gv1 , k1 = (z1)u1 · yv1 .
 S then encrypts x0 under k0 and x1 under k1. For the sake of simplicity,assume that one-time pad type encryption is used. That is, assume that x0and x1 are mapped to elements of G. Then, S computes c0 = x0 · k0 and
 c1 = x1 · k1 where multiplication is in the group G.S sends R the pairs (w0, c0) and (w1, c1).
 3. R computes kσ = (wσ)β and outputs xσ = cσ · (kσ)−1.
 The security of Protocol 7.2.1 rests on the decisional Diffie-Hellman (DDH)assumption that states that tuples of the form (gα, gβ , gγ) where α, β, γ ←R
 {1, . . . , q} are indistinguishable from tuples of the form (gα, gβ , gαβ) whereα, β ←R {1, . . . , q} (recall that q is the order of the group G that we are work-ing in).1 This implies that an adversarial sender S∗ cannot discern whetherthe message sent by R is (gα, gβ, gαβ, gγ) or (gα, gβ , gγ , gαβ) and so R’s inputis hidden from S∗. The motivation for privacy in the case where R∗ is mali-cious is more difficult and it follows from the fact that – informally speaking– the exponentiations computed by S in Step 2 completely randomize the
 1 Formally, we consider the game where a ppt distinguisher DDDH is given a descriptionof a prime order group G, a generator g and a tuple ⟨x, y, z⟩ and outputs a bit b. We say
 that the DDH problem is hard relative to G if the probability DDDH outputs b when given
 a Diffie-Hellman tuple is essentially the same as when given a tuple of random elements.See [49] for a formal definition of the DDH problem.

Page 195
                        

180 7 Oblivious Transfer and Applications
 triple (gα, gβ , gγ) when γ = α · β, and so w1−σ is independent of x1−σ. In-terestingly, it is still possible for R to derive the key kσ that results from therandomization of a Diffie-Hellman tuple of the form (gα, gβ , gαβ). None ofthese facts are evident from the protocol itself but are demonstrated belowin the proof. We therefore proceed directly to prove the following theorem:
 Theorem 7.2.2 Assume that the decisional Diffie-Hellman problem is hardin G with generator g. Then, Protocol 7.2.1 is a private oblivious transfer,as in Definition 2.6.1.
 Proof. The first requirement of Definition 2.6.1 is that of non-triviality, andwe prove this first. Let x0, x1 be S’s input and let σ be R’s input. The pair(wσ, cσ) sent by S to R is defined as wσ = xuσ · gvσ and cσ = xσ · kσ wherekσ = (zσ)
 uσ · yvσ . Non-triviality follows from the fact that
 (wσ)β= xuσ ·β · gvσ·β = g(α·β)·uσ · gβ·vσ = (zσ)
 uσ · yvσ = kσ
 where the second equality is because x = gα and the third equality is dueto the fact that zσ = gαβ . Thus, R recovers the correct key kσ and cancompute (kσ)
 −1, implying that it obtains the correct value when computingxσ = cσ · (kσ)−1.
 Next, we prove the privacy requirement for the case of a malicious S∗.Recall that this requirement is that S∗’s view when R has input 0 is indistin-guishable from its view when R has input 1. Now, the view of an adversarialsender S∗ in Protocol 7.2.1 consists merely of R’s first message a. By theDDH assumption, we have that{
 (gα, gβ , gαβ)}α,β←R{1,...,q}
 c≡{(gα, gβ, gγ)
 }α,β,γ←R{1,...,q}
 .
 Now, assume by contradiction that there exists a probabilistic polynomial-time distinguisher D and a non-negligible function ϵ such that for every n∣∣Pr[D(gα, gβ, gαβ, gγ) = 1]− Pr[D(gα, gβ , gγ , gαβ) = 1]
 ∣∣ ≥ ϵ(n)
 where α, β, γ ←R {1, . . . , q}. Then, by subtracting and adding
 Pr[D(gα, gβ, gγ , gδ) = 1]
 we have,∣∣Pr[D(gα, gβ , gαβ, gγ) = 1]− Pr[D(gα, gβ , gγ , gαβ) = 1]∣∣
 ≤∣∣Pr[D(gα, gβ , gαβ , gγ) = 1]− Pr[D(gα, gβ , gγ , gδ) = 1]
 ∣∣+∣∣Pr[D(gα, gβ , gγ , gδ) = 1]− Pr[D(gα, gβ , gγ , gαβ) = 1]
 ∣∣where α, β, γ, δ ←R {1, . . . , q}. Therefore, by the contradicting assumption,
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7.2 Oblivious Transfer – Privacy Only 181∣∣Pr[D(gα, gβ , gαβ , gγ) = 1]− Pr[D(gα, gβ , gγ , gδ) = 1]∣∣ ≥ ϵ(n)
 2(7.1)
 or ∣∣Pr[D(gα, gβ , gγ , gδ) = 1]− Pr[D(gα, gβ , gγ , gαβ) = 1]∣∣ ≥ ϵ(n)
 2. (7.2)
 Assume that (7.1) holds. We construct a distinguisher D′ for the DDH prob-lem that works as follows. Upon input a = (x, y, z), the distinguisher D′
 chooses a random δ ←R {1, . . . , q} and hands D the tuple a′ = (x, y, z, gδ).The key observation is that on the one hand, if a = (gα, gβ , gγ) thena′ = (gα, gβ , gγ , gδ). On the other hand, if a = (gα, gβ , gαβ) then a′ =(gα, gβ , gαβ, gδ). Noting that in this last tuple γ does not appear, and γand δ are distributed identically, we have that a′ = (gα, gβ, gαβ, gγ). Thus,∣∣Pr[D′(gα, gβ , gαβ) = 1]− Pr[D′(gα, gβ, gγ) = 1]
 ∣∣=
 ∣∣Pr[D(gα, gβ , gαβ, gγ) = 1]− Pr[D(gα, gβ, gγ , gδ) = 1]∣∣
 ≥ ϵ(n)
 2
 in contradiction to the DDH assumption. A similar analysis follows in the casewhere (7.2) holds. It therefore follows that ϵmust be a negligible function. Theproof of R’s privacy is concluded by noting that (gα, gβ, gαβ, gγ) is exactlythe distribution over R’s message when σ = 0 and (gα, gβ , gγ , gαβ) is exactlythe distribution over R’s message when σ = 1. Thus, the privacy of R followsfrom the DDH assumption over the group in question.
 It remains to prove privacy in the case of a malicious R∗. Let R∗ be a non-uniform deterministic receiver with auxiliary input z (our proof will holdeven for R∗ that is computationally unbounded). Let a = (x, y, z0, z1) denoteR∗(z)’s first message, and let α and β be such that x = gα and y = gβ
 (we cannot efficiently compute α and β from R∗’s message, but they arewell defined because S checks that x, y, z0, z1 ∈ G). If z0 = z1 then S sendsnothing and so clearly the requirement in Definition 2.6.1 holds. Otherwise,let τ ∈ {0, 1} be such that zτ = gαβ (note that since z0 = z1 it cannot bethat both z0 = gαβ and z1 = gαβ). The sender S’s security is based on thefollowing claim:
 Claim 7.2.3 Let x = gα, y = gβ and zτ = gγ = gαβ. Then, given α, β andγ, the pair of values (wτ , kτ ), where wτ = xuτ · gvτ and kτ = (zτ )
 uτ · yvτ , isuniformly distributed when uτ , vτ are chosen uniformly in {1, . . . , q}.
 Proof. We prove that for every (µ0, µ1) ∈ G×G,
 Pr[wτ = µ0 ∧ kτ = µ1] =1
 |G|2 , (7.3)
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 where the probability is taken over random choices of uτ , vτ , and wτ , kτ arecomputed according to the honest sender’s instruction based on the messagea from R∗ (this is equivalent to the stated claim). Recall first that
 wτ = xuτ · gvτ = gαuτ · gvτ = gαuτ+vτ ,
 and thatkτ = (zτ )
 uτ · yvτ = gγuτ · gβvτ = gγuτ+βvτ
 where the above holds because x = gα, y = gβ and zτ = gγ . Let ϵ0 and ϵ1be such that µ0 = gϵ0 and µ1 = gϵ1 . Then, since uτ and vτ are uniformlydistributed in {1, . . . , q}, we have that (7.3) holds if and only if there is asingle solution to the equations
 α · uτ + vτ = ϵ0 and γ · uτ + β · vτ = ϵ1.
 Now, there exists a single solution to these equations if and only if the matrix(α 1γ β
 )is invertible, which is the case here because its determinant is α · β − γ andby the assumption α · β = γ and so α · β − γ = 0. This completes the proof.
 Proving this claim, it follows that kτ is uniformly distributed, even givenwτ (and k1−τ , w1−τ ). Thus, for every x, xτ ∈ G, kτ · xτ is distributed identi-cally to kτ · x. This completes the proof of the sender’s privacy.
 Exact efficiency. Recall that we measure the protocols in this book ac-cording to three parameters; round complexity, bandwidth and asymmetriccomputations (i.e., the number of modular exponentiations computed rela-tive to some finite group) According to these, Protocol 7.2.1 is extremelyefficient. Specifically, the number of rounds of communication is only two.Furthermore, the total number of modular exponentiations is thirteen (eightby the sender and five by the receiver), and each party exchanges four groupelements.
 7.2.2 A Protocol from Homomorphic Encryption
 In this section we show how to construct a private oblivious transfer protocolfrom any homomorphic encryption scheme, as in Definition 5.1.1. Recall thatthis is an encryption scheme such that for any public key pk the plaintextspaceM and ciphertext space C are additive groups, and it is possible to ef-ficiently compute Epk(m1 +m2) given pk, c1 = Epk(m1) and c2 = Epk(m2).
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 Such encryption schemes can be constructed under the quadratic residuosity,decisional Diffie-Hellman and other assumptions; see [2, 42] for some refer-ences. The idea behind the protocol is very simple. The receiver encrypts itsinput bit, and the server uses the homomorphic properties of the encryptionscheme in order to construct a pair of ciphertexts so that if σ = 0 then thereceiver can decrypt the first ciphertext and the second is random, and viceversa if σ = 1. As we will see in the proof, this idea works as long as thesender can verify that the ciphertext it receives from the receiver encrypts avalue in the plaintext groupM.
 Formally, we call a homomorphic encryption scheme efficiently verifiable ifthe following conditions all hold:
 1. the public-key pk fully defines M and there is an efficient 1–1 mappingfrom {0, 1}n toM for pk that is generated with security parameter 1n,
 2. given a ciphertext c and public key pk it is possible to efficiently verify thatc encrypts a plaintext α ∈ M such that α = 0 or α has a multiplicativeinverse (recall thatM is an additive group and so only elements α withorder that is relatively prime to the group order q have this property), and
 3. it is possible to efficiently verify that a public-key pk is “valid”, meaningthat the homomorphic properties always work.
 We remark that the assumptions of efficient verifiability can be removed ina number of ways. First, it is possible to prove the required properties inzero-knowledge. Efficient proofs for such statements do exist, and so this cansometimes be carried out without too much additional cost. In addition, ifthe plaintext groupM is of prime order, then every ciphertext that encryptsa value in the group has the required property. In this case, it suffices tobe able to efficiently verify (or prove in zero-knowledge) that a ciphertext cencrypts any value in the group. See Protocol 7.2.4 for the full description.
 PROTOCOL 7.2.4 (Private Oblivious Transfer π′POT)
 • Inputs: The sender has a pair of strings x0, x1 ∈ {0, 1}n and the receiver has
 a bit σ ∈ {0, 1}.• Auxiliary inputs: Both parties have the security parameter 1n.
 • The protocol:
 1. The receiver R chooses a pair of keys (pk, sk) ← G(1n), computes c =
 Epk(σ) and sends c and pk to S.
 2. The sender S verifies that pk is a valid public key and that c encryptseither 0 or a value with a multiplicative inverse in the plaintext group M.
 If both checks pass, then S maps x0 and x1 into M and then uses the
 homomorphic property of the encryption scheme, and its knowledge of x0and x1, to compute two random encryptions c0 = Epk((1− σ) · x0 + r0 · σ)and c1 = Epk(σ ·x1 + r1 · (1−σ)) where r0, r1 ←R M are random elements
 in the plaintext group.3. R computes and outputs sr = Dsk(c
 ′).
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 We have the following theorem:
 Theorem 7.2.5 Assume that the encryption scheme (G,E,D) is indistin-guishable under chosen-plaintext attacks and is efficiently verifiable. Then,Protocol 7.2.4 is a private oblivious transfer, as in Definition 2.6.1.
 Proof. We begin by proving non-triviality. In order to see this, observethat if σ = 0 then c0 = Epk(1 · x0 + 0 · s1) = Epk(x0) and if σ = 1 thenc1 = Epk(1 · x1 + (1− 1) · r1) = Epk(x1).
 We now prove privacy in the case of a malicious sender S∗. Privacy in thiscase is derived from the fact that S∗’s entire view consists of an encryptionc = Epk(σ). Furthermore, the encryption key and ciphertext are generatedhonestly by R. Thus, the ability to distinguish between an execution where Rhas input 0 and where R has input 1 is equivalent to the ability to distinguishbetween the distributions {pk,Epk(0)} and {pk,Epk(1)}, in contradiction tothe semantic security of the encryption scheme.
 It remains to prove privacy in the case of a malicious receiver. Let R∗ be anarbitrary sender, and let z be an auxiliary input. Then R∗(z)’s first messageconsists of fixed public key pk and ciphertext c. There are three cases:
 1. The checks regarding the validity of the public key and the fact that cencrypts a value in M do not pass: In this case, the sender does nothingand so clearly the distributions over inputs (x0, x1) and (x0, x) are identicalfor all x0, x1, x ∈ {0, 1}n.
 2. The checks pass and c = Epk(0): In this case, c1 = Epk(r1) and so R∗’sview is independent of x1. That is, R
 ∗’s view when S has input (x0, x1) isidentical to its view when S has input (x0, x).
 3. The checks pass and c = Epk(1): In this case, c0 = Epk(r0) and so R∗’sview is independent of x0. Thus, as above, R∗’s view when S has input(x0, x1) is identical to its view when S has input (x, x1).
 4. The checks pass and c /∈ {Epk(0), Epk(1)}: Let α ∈ M be such that c =Epk(α). Then, c0 = Epk((1−α)x0+r0 ·α). Now, for every x ∈M, we claimthat there exists a value r′0 such that (1−α)x+ r′0 ·α = (1−α)x0 + r0 ·α.This holds by taking
 r′0 =(1− α) · x0 + r0 · α− (1− α) · x
 α.
 The key point is that such an r′0 exists as long as α has a multiplicativeinverse in M which is guaranteed by the efficient verifiability and checkscarried out by S. Since r0 is chosen randomly, the above demonstrates thatthe distribution of the view of R∗ when S has input (x0, x1) is identicalto its view when S has input (x, x1).
 This completes the proof.
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 On the necessity of efficient verifiability. The fact that efficient verifi-ability is needed for the proof to go through is clear. However, it is naturalto ask whether this is a real concern for known homomorphic encryptionschemes. We show that this is indeed the case, and in particular, it must bepossible to check that a given ciphertext encrypts a value with a multiplicativeinverse in the plaintext group M. That is, if the homomorphic encryptionscheme of Paillier [68] is used and if the receiver sends an encryption of avalue α that is not relatively prime to the modulus N , then it is actuallypossible for the receiver to cheat. Recall that the plaintext groupM in thecase of Paillier equals ZN , where N = pq. Consider a malicious R∗ that sendsc = Epk(α) where α = 0 mod p and α = 1 mod q. (Such a value can be foundefficiently using the extended Euclidean algorithm. Specifically, it is possibleto find X and Y such that Xp+ Y q = 1, and now define α = Xp = 1− Y q.It then follows that α = 0 mod p and α = 1 mod q, as required.) Now, Ssends c0 that is an encryption of γ0 = (1 − α) · x0 + r0 · α. Using the factthat α = Xp and 1 − α = Y q we have that γ0 = Y q · x0 + r0 · Xp. Thusγ0 = Y q · x0 mod p. However, R∗ knows Y q and so can obtain x0 mod p.Likewise, c1 is an encryption of γ1 = α · x1 + r1 · (1− α) = Xp · x1 + r1 · Y q.Thus, γ1 = Xp · x1 mod q, and R∗ can learn x1 mod q. We conclude that R∗
 learns x0 mod p and x1 mod q, in contradiction to the privacy requirement.This problem can be solved by having R∗ prove in zero-knowledge that
 it encrypted a value that is relatively prime to N . This ensures that theencrypted value has a multiplicative inverse, as required. Alternatively, it ispossible for R∗ to simply prove that it encrypted either 0 or 1; fortunately,efficient zero-knowledge proofs for this latter task are known.
 Efficiency. Protocol 7.2.4 has two rounds of communication. The com-putational cost involves R choosing a key pair (pk, sk) and computing oneencryption and one decryption. In addition, S carries out ten homomorphicoperations (six scalar multiplications and four additions).
 7.3 Oblivious Transfer – One-Sided Simulation
 In this section we present an oblivious transfer protocol that is secure withone-sided simulation, by introducing a minor change to Protocol 7.2.1. Re-call that by Definition 2.6.2, simulation must be possible for the party thatreceives output. We modify Protocol 7.2.1 as follows. In Step 1 where the re-ceiver computes and sends the tuple a = (gα, gβ , ·, ·), we add a zero-knowledgeproof of knowledge for α. That is, the receiver proves that it knows α by run-ning a proof for the relation
 RDL ={((G, q, g, h), α) | h = gα
 }
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 where it is to be understood that G is of order q, that q is prime and thatα ∈ Zq. This, in turn, enables the simulator to extract the input bit of themalicious receiver by simply verifying whether it is the third or the fourthelement of a that equals (gβ)α = gαβ . A protocol for this task is presented inChapter 6, by applying the transformation of Protocol 6.5.4 (zero-knowledgeproof of knowledge from Σ-protocols) to Protocol 6.1.1 (Σ-protocol for RDL).This protocol requires nine additional exponentiations overall, five rounds ofcommunication, and the exchange of six additional group elements. As inProtocol 7.2.1, we assume that the parties have a probabilistic polynomial-time algorithm V that checks membership in G (i.e., for every h, V (h) = 1 ifand only if h ∈ G), and thus S verifies the membership of all elements withina. Let πOS
 OT denote Protocol 7.2.1 with the above additions. Then we have,
 Theorem 7.3.1 Assume that the DDH problem is hard in G with generatorg. Then, Protocol πOS
 OT securely computes FOT with one-sided simulation.
 Proof (sketch). Note first that the proof for the case of a malicious senderS∗ is identical to the proof of Theorem 7.2.2, with the exception that thedistinguisher D for DDH invokes the simulator for the zero-knowledge proofof RDL since it does not know α.
 The proof for the case of a malicious receiver R∗ is in a hybrid modelwhere a trusted party is used to compute an ideal functionality for the zero-knowledge proof of knowledge for RDH; see Chapter 6. We construct a simu-lator SREC for a malicious receiver R∗ as follows.
 1. SREC invokes R∗ upon its input and receives from A its tuple a and itsinput (G, q, g, h, α) to the trusted party computing the zero-knowledgefunctionality FDL
 ZK. If the conditions for outputting (1, λ) are not met then
 SREC sends ⊥ to the trusted party for FOT and aborts.2. Otherwise, SREC sets σ = 0 if a = (gα, h, hα, ·) and σ = 1 otherwise.
 Then, SREC sends σ to the trusted party computing the oblivious transferfunctionality and receives back the string xσ.
 3. SREC computes (wσ, cσ) as an honest S would, using the value xσ. Incontrast, it computes (w1−σ, c1−σ) using x1−σ = 1.
 4. SREC outputs whatever A outputs and halts.
 We continue by proving that{idealFOT,SREC(z),R((x0, x1), σ, n)
 } c≡{hybridZK
 πOSOT,A(z),R((x0, x1), σ, n)
 }Since the honest S does not have any output, it suffices to show that thedistribution over R∗’s output is computationally indistinguishable in a hy-brid execution with S and in the simulation with SREC (we actually showthat the distributions are identical). It is clear that until the last message,A’s view is identical (all the messages until the last are independent of S’sinput). Furthermore, the only difference is in the way (w1−σ, c1−σ) are con-structed. Thus, all we need to show is that for every x1−σ, the distribution
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 over (w1−σ, c1−σ) is the same when constructed by an honest S and SREC.We do this separately for σ ∈ {0, 1} and the case where σ is neither 1 nor 0.We distinguish between the values generated by the simulator SREC and thosegenerated by a real S by adding a tilde to the values generated by SREC.
 1. Case σ ∈ {0, 1}: For simplicity we take the concrete case where σ = 0(the case where σ = 1 follows symmetrically). In this case we know thata = (x, y, z0, z1) where z0 = yα. We have that the distributions generatedover (w1, c1) are
 • generated by the simulator SREC: w1 = xu1 ·gv1 and c1 = zu11 ·yv1 (recall
 that SREC uses x1 = 1),• generated by the honest sender S: w1 = xu1 · gv1 and c1 = x1 · zu1
 1 · yv1 .
 To show that the distributions over (w1, c1) and (w1, c1) are identical, wefirst let x = gr, y = gs, z1 = gt and x1 = gℓ. (Such values are guaranteedbecause x, y, z1 ∈ G are checked by SREC and the honest S.) Next, letv1 = v1 − rℓ/(t− sr) and u1 = u1 + ℓ/(t− sr). For fixed r, s, t and ℓ anduniformly distributed u1, v1, the values u1, v1 chosen in this way are alsouniformly distributed. Plugging these values in, we have that
 w1 = xu1 · gv1 = gru1+rℓ/(t−sr)+v1−rℓ/(t−sr) = xu1 · gv1
 where the second equality is because x = gr. Furthermore,
 c1 = zu11 · yv1 = gtu1+tl/(t−sr)+sv1−srℓ/(t−sr) = x1 · zu1
 1 · yv1
 because z = gt and y = gs. Observe now that these are the exact valuesw1 and c1 generated by an honest S. Thus, the distribution viewed by Ain this case is the same in the hybrid and simulated executions.
 2. Case σ /∈ {0, 1}: In this case the simulator fixes σ = 1; thus the computa-tion of (w1, c1) is as in the hybrid execution. The proof in which the viewof the malicious receiver is identical in both executions, given that SREC
 enters x0 = 1, is as in the previous case.
 This concludes the proof.
 Exact efficiency. The complexity of this protocol is the same as Proto-col 7.2.1 with the addition of the zero-knowledge proof of knowledge of thediscrete log, and the verification that all elements of a are in G. Therefore,the number of rounds of communication is six (Protocol 7.2.1 has two roundsand the zero-knowledge proof of knowledge has five, but the first messageof the zero-knowledge protocol can be sent together with the receiver’s firstmessage in the OT protocol). Furthermore, the total number of modularexponentiations is 22, and overall 14 group elements are exchanged.
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 7.4 Oblivious Transfer – Full Simulation
 In this section we present a protocol for oblivious transfer that is fully secureunder the DDH assumption and has only a constant number of exponentia-tions and a constant number of rounds. The following protocol uses a zero-knowledge proof of knowledge that a given tuple is a Diffie-Hellman tuple. Aprotocol for this task is presented in Chapter 6, by applying the transforma-tion of Protocol 6.5.4 (zero-knowledge proof of knowledge from Σ-protocols)to Protocol 6.2.4 (Σ-protocol for the relation of Diffie-Hellman tuples). Thisprotocol has five rounds of communication and 12 exponentiations.
 7.4.1 1-out-of-2 Oblivious Transfer
 In order to motivate the protocol, we begin by discussing the reason thatthe protocol πOS
 OTfor one-sided simulation does not achieve full simulation.
 Clearly, the problem is with respect to simulating the case of a corruptedsender (because a corrupted receiver can be simulated). Recall that if Rsends a = (x, y, z0, z1) where x = gα and y = gβ , then for zτ = gγ = gαβ itholds that wτ , kτ are uniformly distributed and independent of the input xτ ;see Claim 7.2.3. Furthermore, since the sender checks that z0 = z1 it is onlypossible that at most one of z0, z1 equals gαβ . Now, consider a simulator thatconstructs and sends a to an adversary A that has corrupted the sender S.The simulator must hand A a message a = (x, y, z0, z1) and it too can onlymake one of z0, z1 equal gαβ. Therefore, like an honest receiver, the simulatorcan also only obtain one of the sender’s inputs x0, x1. The natural way to solvethis problem is for the simulator to rewind A. Specifically, it first hands A themessage a = (gα, gβ , gαβ , gγ) and learns x0, and then rewinds A and handsit the message a′ = (gα, gβ , gγ , gαβ) so that it learns x1. The problem withthis strategy, however, is that the adversary A may make its inputs x0, x1
 depend on the first message that it sees (e.g., it may apply a pseudorandomfunction to the first message and take the result as the input). In this case, ituses different inputs for every different first message that it receives from thesimulator. This is a problem because the simulator does not know the honestparty’s input bit σ and so cannot know whether to write a in the output viewor a′. (Observe that if the honest receiver has input σ = 0 then its outputwill be consistent with the view of the adversarial sender A only if a appearsin the output transcript. In contrast, if the honest receiver has input σ = 1then its output will be consistent with the view of the adversarial sender Aonly if a′ appears in the output transcript. This discrepancy can be detectedby the distinguisher in the case where A’s output includes the inputs that itused.)
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 One way to overcome this problem is to have the receiver send two separatetuples a = (x = gα, y = gβ , z0, z1) and a′ = (x′ = gα
 ′, y′ = gβ
 ′, z′0, z
 ′1), while
 proving in zero-knowledge that either z0 = gαβ or z′1 = gα′β′
 but not both.This ensures that a corrupted receiver will only be able to learn one of x0, x1.However, a simulator that can rewind the adversary in the zero-knowledgeproof and “cheat” can set both z0 = gαβ and z′1 = gα
 ′β′, thereby learning both
 values x0 and x1. Importantly, both values are obtained at the same time, onthe same execution transcript. Therefore, the above problem is solved. For thesake of optimization, we actually do something slightly different and combinethe two tuples a, a′ into one. More exactly, we have the receiver construct atuple (h0, h1, a, b0, b1) as follows,
 1. if σ = 0 it sets
 h0 = gα0 , h1 = gα1 , a = gr, b0 = gα0r, b1 = gα1r,
 2. if σ = 1 it sets
 h0 = gα0 , h1 = gα1 , a = gr, b0 = gα0r+1, b1 = gα1r+1,
 and prove that the tuple is correctly constructed. Note that this holds if(h0/h1, a, b0/b1) is a Diffie-Hellman tuple. (Actually, it is a Diffie-Hellmantuple as long as b0 = gα0r+i and b1 = gα1r+i for any i. However, if i /∈ {0, 1}then an adversarial receiver will learn nothing about x0 or x1.) The proverthen uses a similar transformation as in Protocols πP
 OT and πOSOT to ensure
 that only one of x0, x1 is learned. Note that the transformation used is suchthat when applied to a DH tuple the receiver can learn the input, and whenapplied to a non-DH tuple the result is uniformly distributed (and perfectlyhides the input). Observe now that when σ = 0 it holds that (h0, a, b0)and (h1, a, b1) are DH tuples, and when σ = 1 it holds that (h0, a, b0/g)and (h1, a, b1/g) are DH tuples. We stress that when σ = 0 we have that(h1, a, b1/g) is not a DH tuple, and when σ = 1 we have that (h0, a, b0) is nota DH tuple. Therefore, the prover applies the transformation to (h0, a, b0) inorder to “encrypt” x0, and to (h1, a, b1/g) in order to “encrypt” x1. By whatwe have shown, this means that when σ = 0 the receiver can learn x0 but x1is completely hidden, and vice versa. Of course, all of the above holds unlessthe receiver sets b0 = gα0r and b1 = gα1r+1, in which case it could learnboth x0 and x1. However, the zero-knowledge proof described above preventsan adversarial receiver from doing this. In contrast, as described above, thesimulator can cheat in the zero-knowledge proof and set the b0, b1 values sothat it can learn both x0 and x1. See Protocol 7.4.1.
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 PROTOCOL 7.4.1 (Fully Simulatable Oblivious Transfer πOT)
 • Inputs: The sender has a pair of strings x0, x1 ∈ G and the receiver has a bit
 σ ∈ {0, 1}.• Auxiliary inputs: Both parties have the security parameter 1n and the de-
 scription of a group G of prime order, including a generator g for the groupand its order q.2
 • The protocol:
 1. R chooses α0, α1, r ←R {1, . . . , q} and computes h0 = gα0 , h1 = gα1 and
 a = gr . It also computes b0 = hr0 · gσ and b1 = hr
 1 · gσ .R sends (h0, h1, a, b0, b1) to S.
 2. S checks that all of h0, h1, a, b0, b1 ∈ G, and if not, it aborts.
 3. Let h = h0/h1 and b = b0/b1. Then, R proves to S that (G, q, g, h, a, b) is aDiffie-Hellman tuple, using a zero-knowledge proof of knowledge. Formally,
 R proves the relation:
 RDH ={((G, q, g, h, a, b), r) | a = gr & b = hr
 }.
 4. If S accepted the proof in the previous step, it chooses u0, v0, u1, v1 ←R
 {1, . . . , q} and sends (e0, e1) computed as follows:a. e0 = (w0, z0) where w0 = au0 · gv0 and z0 = bu0
 0 · hv00 · x0.
 b. e1 = (w1, z1) where w1 = au1 · gv1 and z1 =(
 b1g
 )u1· hv1
 1 · x1.
 5. R outputs zσw
 ασσ
 and S outputs nothing.
 In order to understand the protocol better, we first show that if S and Rare honest, then R indeed outputs xσ. We prove this separately for σ = 0and σ = 1. Recall that hσ = gασ , a = gr and bσ = hr
 σ · gσ = grασ+σ.
 1. Case σ = 0: We have that
 z0wα0
 0
 =bu00 · h
 v00 · x0
 au0α0 · gv0α0=
 gu0rα0 · gv0α0 · x0
 gu0α0r · gv0α0= x0.
 2. Case σ = 1: We have that
 z1wα
 1
 =
 (b1g
 )u1
 · hv11 · x1
 au1α1 · gv1α1=
 gu1rα1 · gv1α1 · x1
 gu1α1r · gv1α1= x1
 where the second equality follows from the fact that b1 = hr1 · g and so(
 b1g
 )u1
 = hu1r1 = gu1rα1 .
 We now proceed to prove the security of the protocol:
 2 We stress that the group must be of prime order in order to ensure that every element
 in G is a generator; we use this fact in the proof of security. In addition, we note thatthe group can be chosen by R if not given as auxiliary input; in this case, it needs to be
 possible for S to check that all values are chosen correctly.
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 Theorem 7.4.2 Assume that the DDH problem is hard in G with genera-tor g. Then, Protocol 7.4.1 securely computes FOT in the presence of maliciousadversaries.
 Proof. We separately prove security in the case where S is corrupted andthe case where R is corrupted. We note that the proof is in a hybrid modelwhere a trusted party is used to compute an ideal functionality for the zero-knowledge proof of knowledge for RDH.
 The sender S is corrupted. Let A be an adversary controlling S. Weconstruct a simulator SSEND as follows:
 1. SSEND invokes A upon its input and computes h0 and h1 as the honest Rwould. Then it computes a = gr, b0 = hr
 0 and b1 = hr1 · g. (Note that this
 message is computed differently than an honest R.)SSEND hands (h0, h1, a, b0, b1) to A.
 2. SSEND receives from A its input to the trusted party computing the zero-knowledge functionality FDH
 ZK ; this input is just (G, q, g, h0/h1, a, b0/b1). Ifthe input is the values handed by SSEND to A, it simulates the trustedparty returning 1; otherwise it simulates the trusted party returning 0.
 3. SSEND receives from A two encryptions e0 and e1. It then computes x0 =z0
 wα00
 and x1 = z1w
 α11
 and sends (x0, x1) to the trusted party computing the
 oblivious transfer functionality.4. SSEND outputs whatever A outputs and halts.
 We now show that the joint output distribution of A and R in a real protocolexecution is computationally indistinguishable from the output of SSEND andR in the ideal-world simulation. Note that the only difference is that SSEND
 generates the values b0 and b1 incorrectly (because b0 equals hr0 multiplied
 by 1 whereas b1 equals hr1 multiplied by g). We prove this separately for the
 case where R’s input is σ = 0 and the case where it is σ = 1. DenotingProtocol 7.4.1 by πOT, we begin by proving that{idealFOT,SSEND(z),S((x0, x1), σ, n)
 } c≡{hybridZK
 πOT,A(z),S((x0, x1), σ, n)}.
 We construct a distinguisher DDDH for the DDH problem that distinguishes aDiffie-Hellman tuple from a non-Diffie-Hellman tuple with the same probabil-ity that it is possible to distinguish the ideal and hybrid executions. Beforedoing this we note that if the DDH problem is hard, then it is also hard todistinguish between Diffie-Hellman tuples of the form (G, q, g, h, gr, hr) andnon-Diffie-Hellman tuples of the specific form (g, h, gr, hr · g).3 DDDH receives
 3 This can be shown as follows. We will use the following distributions: X0 =
 {(G, q, g, h, gr , hr)}, X1 = {(G, q, g, h, gr , ghr)} and X2 = {(G, q, g, h, gr , hs)}, where r
 and s are chosen randomly. First note that for every distinguisher DDDH we have that|Pr[D(X0) = 1] − Pr[D(X1) = 1]| ≤ |Pr[D(X0) = 1] − Pr[D(X2) = 1]| + |Pr[D(X2) =
 1] − Pr[D(X1) = 1]|. The fact that |Pr[D(X0) = 1] − Pr[D(X2) = 1]| is negligible is
 exactly the DDH assumption. Regarding |Pr[D(X2) = 1] − Pr[D(X1) = 1]| this follows
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 a tuple (G, q, g, h, s, t) and wishes to determine if there exists an r such thats = gr and t = hr. First, DDDH chooses α0 and computes h0 = gα0 andb0 = sα0 . Then it sets h1 = h and b1 = t. Note that if (G, q, g, h, s, t) isa Diffie-Hellman tuple then DDDH generates (h0, h1, a, b0, b1) exactly as anhonest R with input σ = 0 would. (In order to see this, let r be such thats = gr. Then, b1 = t = hr = hr
 1. Furthermore, b0 = sα0 = hr0, as required.)
 In contrast, if (G, q, g, h, s, t) is such that for some r, s = gr and t = ghr,then DDDH generates (h0, h1, a, b0, b1) exactly as the simulator SSEND would.(This follows because b1 = ghr
 1 whereas b0 = sα0 = hr0.) Next, DDDH con-
 tinues the simulation as SSEND by handing A the values h0, h1, a, b0, b1 andreceiving back the encryptions e0, e1. Finally, it computes x0 = z0
 wα00
 , sets this
 as R’s output and combines it with A’s output (generating a joint outputdistribution of A and R). Now, if DDDH receives a non-Diffie-Hellman tuple(with the fourth element being ghr), then the output of DDDH is identical tothe output distribution of the ideal-world execution with SSEND and an hon-est R. Furthermore, if DDDH receives a Diffie-Hellman tuple, then the outputdistribution is identical to a hybrid execution between A and R (note thatR would derive x0 in exactly the same way as DDDH derived it from e0). Bythe assumed hardness of the DDH problem, this implies that the ideal andhybrid distributions are computationally indistinguishable, as required. Theproof for the case of σ = 1 is almost identical.
 The receiver R is corrupted. Let A be an adversary controlling R. Weconstruct a simulator SREC as follows:
 1. SREC invokes A upon its input and receives the vector (h0, h1, a, b0, b1).2. SREC checks that all h0, h1, a, b0, b1 ∈ G; if not, it sends ⊥ to the trusted
 party for FOT, simulates S aborting, outputs whatever A outputs andhalts.
 3. Otherwise, SREC obtains fromA its input ((G, q, g, h, a, b), r) for the trustedparty computing the zero-knowledge functionality FDH
 ZK. If the conditions
 for outputting (1, λ) are not met then SREC sends ⊥ to the trusted partyfor FOT and aborts. Otherwise, SREC proceeds.
 4. SREC computes ℓ = b0/hr0. If ℓ = 1, SREC sets σ = 0; if ℓ = 1 (including
 the case where ℓ = g), SREC sets σ = 1. Then, SREC sends σ to the trustedparty computing the oblivious transfer functionality and receives back thestring xσ.
 5. SREC computes eσ = (wσ, zσ) as an honest S would, using the value xσ. Incontrast, it computes e1−σ using x1−σ = 1.
 6. SREC outputs whatever A outputs and halts.
 from the fact that by dividing the fourth element of the input by g, an instance of X1
 becomes an instance of X0, whereas an instance of X2 remains an instance of X2. Thus, if
 |Pr[D(X2) = 1] − Pr[D(X1) = 1]| is non-negligible then we can construct a distinguisher
 D′ so that |Pr[D′(X0) = 1] − Pr[D′(X2) = 1]| is non-negligible, in contradiction to theDDH assumption.
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 We continue by proving that{idealFOT,SREC(z),R((x0, x1), σ, n)
 } c≡{hybridZK
 πOT,A(z),R((x0, x1), σ, n)}.
 Since the honest S does not have any output, it suffices to show that thedistribution over A’s output is computationally indistinguishable in a hybridexecution with S and in the simulation with SREC (we actually show that thedistributions are identical). It is clear that until the last message, A’s viewis identical (all the messages until the last are independent of S’s input).Furthermore, the only difference is in the way e1−σ is constructed. Thus, allwe need to show is that for every x1−σ, the distribution over e1−σ is the samewhen constructed by an honest S and SREC. We do this separately for ℓ = 1,ℓ = g and ℓ /∈ {1, g} (where ℓ is the value obtained by SREC by computingb0/h
 r0). We distinguish between the values generated by the simulator SREC
 and those generated by a real S by adding a tilde to the values generated bySREC.
 1. Case ℓ = 1: In this case we know that for some r it holds that a = gr
 and b0/b1 = (h0/h1)r (this is given due to the zero-knowledge protocol).
 Combining this with the fact that b0/hr0 = 1 we have that
 b1 = b0 ·(h1
 h0
 )r
 = (h1)r.
 Letting α be such that h1 = gα, we have that b1 = (h1)r = (gα)r. (Such an
 α is guaranteed to exist because h1 ∈ G as checked by SREC and the honestS.) This implies that b1
 g = grα ·g−1. Finally, for every x1 ∈ G it holds thatthere exists a value s such that x1 = gs; this holds because g is a generator
 and x1 is in G). Recalling that w1 = bu1 · gv1 and z1 =(
 b1g
 )u1
 · hv11 · x1
 and that SREC uses x1 = 1, we have that the distributions generated overe1 are
 • generated by SREC:w1 = au1 · gv1 = gru1+v1
 and
 z1 =
 (b1g
 )u1
 · hv11 = grαu1+v1α · g−u1 ;
 • generated by S:w1 = au1 · gv1 = gru1+v1
 and
 z1 =
 (b1g
 )u1
 · hv11 · x1 = grαu1+v1α · gs · g−u1 .
 We claim that the above distributions are identical. In order to see this,let u1 = u1 − s and v1 = v1 + rs. For a fixed r and s and a uniformly
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 distributed u1 and v1, the values u1 and v1 chosen in this way are alsouniformly distributed. Plugging these values in, we have that
 w1 = gru1+v1 = gr(u1−s)+v1+rs = gru1+v1
 and
 z1 = grαu1+v1α−u1 = grα(u1−s)+α(v1+rs)−(u1−s)
 = grαu1+αv1−u1+s = grαu1+αv1 · gs · g−u1 ,
 which are the exact values w1 and z1 generated by an honest S. Thus,the distribution viewed by A in this case is the same in the hybrid andsimulated executions.
 2. Case ℓ = g: In this case we know that for some r it holds that a = gr
 and b0 = ghr0 (this is given due to the zero-knowledge protocol and the
 fact that b0/hr0 = g, as in the previous case). Now, as above there exists
 a value α such that h0 = gα (because h0 ∈ G) and we know that a = gr,implying that b0 = ghr
 0 = gaα = g · grα. Furthermore, for every x0 ∈ Gthere exists a value s such that x0 = gs.Recalling that w0 = au0 · gv0 and z0 = bu0
 0 · hv00 · x0 and that SREC uses
 x0 = 1, we have that the distributions generated over e0 are
 • generated by SREC:w0 = au0 · gv0 = gru0+v0
 andz0 = bu0
 0 · hv00 = grαu0+v0α · gu0 ;
 • generated by S:w0 = au0 · gv0 = gru0+v0
 andz0 = bu0
 0 · hv00 · x0 = grαu0+v0α · gs · gu0 .
 As above, let u0 = u0 + s and v0 = v0 − rs; again these are uniformlydistributed if u0 and v0 are uniformly distributed. Then,
 w0 = gru0+v0 = gr(u0+s)+v0−rs = gru0+v0
 and
 z0 = grαu0+v0α · gu0 = grα(u0+s)+α(v0−rs)+(u0+s) = grαu0+αv0 · gs · gu0 ,
 which are the exact values generated by an honest S. Thus, the distributionviewed byA in this case is the same in the hybrid and simulated executions.
 3. Case ℓ /∈ {1, g}: In this case, SREC sets σ = 1 and so generates the distri-bution for e1 exactly as an honest S would. In contrast to above, here weonly know that a = gr and b0 = ℓ · hr
 0 for some ℓ. This means that for αsuch that h0 = gα we have that b0 = ℓ · grα. However, since b0 ∈ G (as
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 checked by SREC) and h0 = grα is also in G, it follows that ℓ ∈ G; let t besuch that ℓ = gt and let s be such that x0 = gs. As above, we write thedistributions generated by SREC and an honest S:
 • Generated by SREC:w0 = gru0+v0
 andz0 = grαu0+v0α · ℓu0 = grαu0+v0α · gtu0 ;
 • Generated by S:w0 = gru0+v0
 andz0 = grαu0+v0α · gb · ℓu0 = grαu0+v0α · gs · gtu0 .
 Let u0 = u0 + s/t and v0 = v0 − rs/t. The crucial point here is that G isa group of prime order, and thus t has an inverse modulo q, meaning thats/t is well defined (recall that we can work modulo q in the exponent).Thus, we can define u0 and v0 in this way, and as above, if v0 and u0 areuniformly distributed then so are v0 and u0. Plugging these values in asabove, we have that w0, z0 are distributed identically to w0, z0, as required.
 This completes the proof of the theorem.
 Exact efficiency. The number of rounds of communication in the protocol,including the zero-knowledge subprotocol, is exactly six (each party sendsthree messages). We note that the first message from R to S is combined withthe first message of the zero-knowledge protocol (also sent by R). Regardingexponentiations, we have the following:
 1. The sender S: In the zero-knowledge protocol S, playing the verifier, com-putes exactly seven exponentiations. In the rest of the protocol, S com-putes eight exponentiations (for computing e0 and e1). Overall, S has 15exponentiations.
 2. The receiver R: In the zero-knowledge protocol R, playing the prover,computes exactly five exponentiations. In the rest of the protocol, R com-putes six exponentiations (five for computing h0, h1, a, b0, b1 and one fordecrypting eσ). Overall, R has 11 exponentiations.
 Finally, we count the bandwidth in terms of the number of group elementssent by each party:
 1. The sender S: In the zero-knowledge protocol S, playing the verifier, sendsthree group elements. In the rest of the protocol, S sends four group ele-ments (w0, z0, w1 and z1). Overall, S sends seven group elements.
 2. The receiver R: In the zero-knowledge protocol R, playing the prover,sends five group elements. In the rest of the protocol, R sends five groupelements (h0, h1, a, b0 and b1). Overall, R sends ten group elements.
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 Summing up, the protocol has six rounds of communication, an overall num-ber of exponentiations for both parties of 26 (almost equally divided betweenthem), and an overall bandwidth of 17 group elements sent. We remark thatif the random oracle model can be tolerated, then the zero-knowledge proofof knowledge can be collapsed into a single round (using the Fiat-Shamirparadigm [26]) yielding a two-round protocol (this also saves five exponenti-ations).
 Recall that Protocol 7.2.1 that achieves privacy only has 13 exponentia-tions, an overall bandwidth of eight group elements, and two rounds of com-munication. Therefore Protocol 7.4.1 achieves full simulation at the cost ofapproximately twice the complexity (and three times the number of rounds).
 7.4.2 Batch Oblivious Transfer
 In many settings, it is necessary to run many oblivious transfers at the sametime. We have seen this, for example, in the protocols of Chapters 4 and 5.Two issues arise in such a case. The first issue relates to the question ofwhether or not a stand-alone OT protocol remains secure when run manytimes in parallel. In short, the answer is that it depends; some protocolsdo and some do not. An alternative is therefore to construct a single pro-tocol that directly handles many oblivious transfers, and prove it secure.4
 Beyond the issue of security, this alternative also has the potential to yieldgreater efficiency. For example, if an oblivious transfer protocol requires azero-knowledge proof, thenm executions would requirem copies of that proofto be run. However, it may be possible to run a single proof, even when con-sidering many executions. As we will see, this is indeed the case with theabove protocol.
 We call a multi-execution protocol of this type batch oblivious transfer, anddefine the batch OT functionality as follows:
 FBOT : ((x01, x
 11), . . . , (x
 0m, x1
 m), (σ1, . . . , σm))→ (λ, (xσ11 , . . . , xσm
 m )).
 We note that private and one-sided batch oblivious transfer can be achievedby directly invoking πP
 OTand πOS
 OTin parallel (this holds as long as the zero-
 knowledge proof of knowledge for RDL composes in parallel, which can beachieved by first constructing the parallel Σ protocol; see Section 6.4). Fur-ther optimizations can be made by fixing the first element in the tuplea = (gα, ·, ·, ·). We omit the details here and continue with a detailed analysisfor fully simulatable batch oblivious transfer in the malicious setting.
 4 This is not the same as parallel composition, because in parallel composition the honestparties run each execution as if it is the only one being run. In contrast, we propose running
 a single protocol which coordinates all the executions together.
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 We construct our batch OT protocol by modifying Protocol 7.4.1 as fol-lows. Conceptually, we run many copies of Protocol 7.4.1 in parallel, exceptfor the following changes:
 1. We use the same h0, h1 values in each execution: this is of no conse-quence because the DDH assumption holds even if the same base is usedin many tuples. That is, (gα, gβ , gαβ), (gα, gγ , gαγ) are indistinguishablefrom (gα, gβ, gδ1), (gα, gγ , gδ2), even though gα appears in both. This canbe proven quite easily by a reduction to the basic DDH problem.
 2. We provide a single zero-knowledge proof of Diffie-Hellman for all execu-tions: We achieve this by combining all of the values sent by the receiverinto a single tuple, so that if all the values are correctly constructed thenthe resulting tuple is of the Diffie-Hellman type, but if even one set ofvalues is incorrectly constructed then the resulting tuple is not of theDiffie-Hellman type.
 Before proceeding to the protocol, we describe how all the values are com-bined into a single tuple for which a Diffie-Hellman proof can be used. Wedemonstrate this for the special case of two executions. The receiver preparesa single h0, h1 as in Protocol 7.4.1. It then prepares (a1, b10, b
 11) and (a2, b20, b
 21)
 separately depending on its input σ1 in the first execution and σ2 in the sec-ond execution; in both cases it prepares the values again as in Protocol 7.4.1.As a first attempt, these values can be combined by computing
 a = a1 · a2 and b =b10b11· b
 20
 b21. (7.4)
 Observe that if the receiver prepares the tuples correctly, then the tuple(h0/h1, a, b) is a Diffie-Hellman tuple. This is because the product of thesecond and third elements of Diffie-Hellman tuples with the same first elementyields a Diffie-Hellman tuple. (That is, given (gα, gβ, gαβ) and (gα, gγ , gαγ),it holds that (gα, gβ+γ , gαβ+αγ) is also a Diffie-Hellman tuple.) Recall that inthe basic protocol, each (h0/h1, a
 j , bj0/bj1) is a Diffie-Hellman tuple, and so the
 computation of a and b above yields a Diffie-Hellman tuple. One is tempted toconclude that if however at least one of (h0/h1, a
 1, b10/b11) or (h0/h1, a
 2, b20/b21)
 is not a Diffie-Hellman tuple, then (h0/h1, a, b) where a and b are as in (7.4)is not a Diffie-Hellman tuple. However, this is not necessarily the case. Forexample, if a1 = gr1 , a2 = gr2 then a malicious receiver can set b10 = hr1
 0 , b11 =hr11 · g and b20 = hr1
 0 · g, b21 = hr11 . In this case, it holds that
 a =a1
 a2= gr1−r2
 and
 b =b10b11· b
 20
 b21=
 hr10
 hr11 · g
 · hr20 · ghr21
 =hr10
 hr11
 · hr20
 hr21
 =
 (h0
 h1
 )r1−r2
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 and thus (h0/h1, a, b) is a Diffie-Hellman tuple. Furthermore, observe that inthe first execution, the receiver learns both x0
 1 and x11 (i.e., both inputs of
 S in the first execution), and so this is not secure. In order to prevent thisattack, the sender chooses random value ρ1, ρ2 and requires the receiver toprove that (h0/h1, a, b) is a Diffie-Hellman tuple when
 a = (a1)ρ1 · (a2)ρ2 and b =
 (b10b11
 )ρ1
 ·(b20b21
 )ρ2
 .
 The reason why this helps is because a malicious receiver could fool the senderabove by preparing b10, b
 11, b
 20, b
 21 so that the same deviation from the Diffie-
 Hellman values is found in both b10/b11 and b20/b
 21 (but inverted). In this way,
 when multiplied together, the deviation disappears and the result is a Diffie-Hellman tuple. However, now the receiver can only succeed if this deviationdisappears after each quotient is raised to the power of an independent ran-dom value. However, this occurs with only very small probability because therandom exponentiations cause the deviations from the Diffie-Hellman valuesto be random. The full description is found in Protocol 7.4.3.
 PROTOCOL 7.4.3 (Batch Oblivious Transfer πBOT)
 • Inputs: The sender has a list of m pairs of strings (x01, x11), . . . , (x
 0m, x1
 m) andthe receiver has an m-bit string (σ1, . . . , σm).
 • Auxiliary inputs: Both parties have the security parameter 1n and the de-
 scription of a group G of prime order, including a generator g for the group andits order q. In addition, they have a probabilistic polynomial-time algorithm V
 that checks membership in G (i.e., for every h, V (h) = 1 if and only if h ∈ G).The group can be chosen by R if not given as auxiliary input; in this case, it
 needs to be possible for S to check that all values are chosen correctly.
 • The protocol:
 1. R chooses a single α0, α1 and computes h0, h1 as above. Then, R proves that
 it knows the discrete log of h0, using a zero-knowledge proof of knowledgefor RDL.
 2. Next, for every j = 1, . . . ,m, the receiver R chooses a random rj and com-
 putes aj = grj , bj0 = hrj0 · g
 σj and bj1 = hrj1 · g
 σj . R sends all these values
 to S.
 3. S chooses random ρ1, . . . , ρm ←R {1, . . . , q} and sends them to R.4. Both parties locally compute
 a =
 m∏j=1
 (aj)ρj and b =
 m∏j=1
 (bj0
 bj1
 )ρj
 and then R proves that (G, q, g, h0/h1, a, b) is a Diffie-Hellman tuple.5. S computes ej0, e
 j1 as in the basic protocol πOT, for every j.
 6. R decrypts ejσjas in the basic protocol πOT, for every j.
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 Before proceeding to the proof, we observe that if R is honest then
 a = g∑
 rjρj and b =
 ∏nj=1(b
 j0)
 ρj∏nj=1(b
 j1)
 ρj
 =
 ∏nj=1(h0)
 rjρj∏nj=1(h1)rjρj
 =
 (h0
 h1
 )∑rjρj
 .
 Therefore, (G, q, g, h0/h1, a, b) is a Diffie-Hellman tuple, as required. We nowprove that the protocol is secure.
 Theorem 7.4.4 Assume that the DDH problem is hard in G with generatorg. Then, Protocol 7.4.3 securely computes FBOT in the presence of maliciousadversaries.
 Proof (sketch). As we have seen, if the fact that (G, q, g, h0/h1, a, b) isa Diffie-Hellman tuple implies that all (G, q, g, h0/h1, b
 j , bj0/bj1) are Diffie-
 Hellman tuples except with negligible probability, then the only differencebetween the proof of security of the batch protocol and the original oneis that the simulator does not know the individual r values and so cannotcompute each σj . However, for this reason, R proves that it knows the discrete
 log of h0; this enables SREC to extract α0 and therefore learn σj from hj0. In
 all other ways, the simulator remains identical. It therefore remains to showthat if (G, q, g, h0/h1, a, b) is a Diffie-Hellman tuple, then this implies thatall (G, q, g, h0/h1, a
 j , bj0/bj1) are Diffie-Hellman tuples except with negligible
 probability. Now, assume that there exists an index k (1 ≤ k ≤ m) such that(G, q, g, h0/h1, a
 k, bk0/bk1) is not a Diffie-Hellman tuple. Denote h = h0/h1
 and let rk be such that ak = grk . Then, this implies that there exists avalue t = 1 such that bk0/b
 k1 = hrk · t (this follows immediately from the fact
 that h = h0/h1 and the assumption that there exists a non-Diffie-Hellmantuple). Now, fix ρℓ for all ℓ = k. This fixes the values a′ =
 ∏j =k(b
 j)ρj ,
 b′0 =∏
 j =k(bj0)
 ρj and b′1 =∏
 j =k(bj0)
 ρj . We have two cases:
 1. Case 1 – (G, q, g, h, a′, b′0/b′1) is a Diffie-Hellman tuple:
 We prove that (G, q, g, h, a, b0/b1) is not a Diffie-Hellman tuple in this caseas follows. Note first that a = a′ · (ak)ρk = a′ · grkρk (where rk is such thatak = grk as above). Next, b0 = b′0 · (bk0)ρk and b1 = b′1 · (bk1)ρk . Therefore,we have that b0/b1 = b′0/b
 ′1 · (bk0)ρk/(bk1)
 ρk = b′0/b′1 · (hrk · t)ρk . Letting r
 be such that a′ = gr and b′0/b′1 = hr we have that (G, q, g, h, a, b0/b1) =
 (G, q, g, h, gr+rk·ρk , hr+rk·ρk · tρk). Since G is a group of prime order andt ∈ G we have that t is of order q and so tρk = 1, implying that the tupleis not of the Diffie-Hellman type, as required.
 2. Case 2 – (G, q, g, h0/h1, a′, b′0/b
 ′1) is not a Diffie-Hellman tuple:
 In this case, (G, q, g, h0/h1, a, b0/b1) can only be a Diffie-Hellman tuple ifthere exists a value r such that a = a′ · (ak)ρk = gr and
 b0/b1 = b′0/b′1 · (hrk · t)ρk = hr.
 Let α and β be such that a′ = gα and b′0/b′1 = hβ (by the assumption
 in this case, α = β). This implies that (G, q, g, h0/h1, a, b0/b1) can only
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 be a Diffie-Hellman tuple if gr = gα+rk·ρk and hr = hβ+rk·ρk · tρk . Let γbe such t = hγ (such a γ exists because h ∈ G and is thus a generator).We have that (G, q, g, h0/h1, a, b0/b1) is a Diffie-Hellman tuple if and onlyif r = α + rk · ρk and r = β + rk · ρk + γ · ρk and thus if and only if0 = α − β − γ · ρk (where the operations here are in Zq). Since ρk isuniformly chosen after α, β and γ are fixed (because these values are afunction of the values sent by R initially), we have that equality occurswith probability 1/q only, which is negligible.
 Exact efficiency. We conclude by analyzing the efficiency of the batchoblivious transfer. For m executions, we have the following:
 1. Rounds of communication: there are still six rounds of communicationbecause R’s initial values can still be sent with the first round of the zero-knowledge protocol and S’s random values ρj can be sent together withthe second round of the zero-knowledge protocol. Furthermore, the proofof discrete log of h0 can be run in parallel with the proof of the Diffie-Hellman tuple. In order to do this, R sends h0, h1 and all of the aj , bj0, b
 j1
 values to S in the first round, together with the first message of bothzero-knowledge protocols (this can be done because the first two rounds ofthe zero-knowledge proofs are independent of the statements). Next, thesender S sends R all of the ρj values together with the second messageof the zero-knowledge proofs. The parties then conclude the proofs, whichtakes three more rounds, and finally S sends its last message.
 2. Exponentiations: the number of exponentiations is equal to 14m + 23(counting the number of exponentiations for all operations plus the num-ber of exponentiations in each zero-knowledge proof).
 3. Bandwidth: Overall 8m+ 15 group elements are sent.
 Implementation. In [58], Protocol 7.4.3 was implemented over an ellipticcurve group, as part of a general implementation of the protocol of Chapter 4.An interesting result of this implementation is the observation that whenoblivious transfers are batch, the savings made by using a random oracle areinsignificant. In this implementation, 320 oblivious transfers took an overalltime of 20 seconds per party and 480 oblivious transfers took an overall timeof 34 seconds per party (this is the total amount of time from the beginningto end, which upper-bounds the actual computation of each side). We remarkthat a fully simulatable oblivious transfer was needed in this implementation,and due to the efficiency of Protocol 7.4.1, the oblivious transfers were notthe main bottleneck of the overall protocol.
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 7.5 Another Oblivious Transfer – Full Simulation
 In this section, we present another oblivious transfer protocol that is basedon [70]. The protocol is similar to that of Section 7.4 and is also based on theprivate oblivious transfer of [62]. However, the protocol here is more efficientin batch mode. Due to its similarity to the protocol above, the presentationof the protocol here is more concise and we only sketch the proof of security.A full description appears in Protocol 7.5.1 below.
 PROTOCOL 7.5.1 (Another Fully Simulatable Oblivious Transfer)
 • Inputs: The sender’s input is a pair (x0, x1) and the receiver’s input is a bit σ.
 • Auxiliary input: Both parties hold a security parameter 1n and (G, q, g0),where G is an efficient representation of a group of order q with a generator g0,
 and q is of length n.• The protocol:
 1. The receiver R chooses random values y, α0 ← Zq and sets α1 = α0 + 1. Rthen computes g1 = (g0)y , h0 = gα0
 0 and h1 = gα11 and sends (g1, h0, h1) to
 the sender S.
 2. R proves, using a zero-knowledge proof of knowledge, that (g0, g1, h0,h1g1
 ) isa DH tuple; see Protocol 6.2.4.
 3. R chooses a random value r and computes g = (gσ)r and h = (hσ)r , and
 sends (g, h) to S.4. The sender operates in the following way:
 – Define the function RAND(w, x, y, z) = (u, v), where u = (w)s · (y)t andv = (x)s · (z)t, and the values s, t← Zq are random.
 – S computes (u0, v0) = RAND(g0, g, h0, h), and (u1, v1) =
 RAND(g1, g, h1, h).– S sends the receiver the values (u0, w0) where w0 = v0 · x0, and (u1, w1)
 where w1 = v1 · x1.
 5. The receiver computes xσ = wσ/(uσ)r .
 In order to see that the protocol works, observe that
 wσ
 (uσ)r=
 vσ · xσ
 (uσ)r=
 gs · ht · xσ
 ((gσ)s · (hσ)t)r=
 gs · ht · xσ
 ((gσ)r)s · ((hσ)r)t=
 gs · ht · xσ
 gs · ht= xσ
 and so the receiver obtains the desired output.Regarding security, if (g0, g1, h0, h1) is not a DH tuple, then the receiver
 can learn only one of the sender’s inputs, since in that case one of the twopairs (u0, w0), (u1, w1) is uniformly distributed and therefore reveals no in-formation about the corresponding input of the sender. This is proven in thesame way as Claim 7.2.3. The nice observation is that in order to prove that(g0, g1, h0, h1) is not a DH tuple, it suffices to prove that (g0, g1, h0,
 h1
 g1) is a
 DH tuple, which can be efficiently proven in zero knowledge. The proof ofsecurity takes advantage of the fact that a simulator can extract R’s input-bit σ because it can extract the value α0 from the zero-knowledge proof of

Page 217
                        

202 7 Oblivious Transfer and Applications
 knowledge proven by R. Given α0, the simulator can compute α1 = α0 + 1and then check if h = gα0 (in which case σ = 0) or if h = gα1 (in which caseσ = 1). For simulation in the case where S is corrupted, the simulator setsα0 = α1 and cheats in the zero-knowledge proof, enabling it to extract bothsender inputs. We have the following theorem:
 Theorem 7.5.2 Assume that the DDH problem is hard in G with genera-tor g. Then, Protocol 7.5.1 securely computes FOT in the presence of maliciousadversaries.
 Exact efficiency. In the oblivious transfer without the zero-knowledgeproof, the sender computes eight exponentiations and the receiver computessix. The zero-knowledge proof adds an additional five exponentiations for theprover (which is played by the receiver) and seven for the verifier (whichis played by the sender). In addition, the parties exchange fourteen groupelements (including the zero-knowledge proof), and the protocol takes sixrounds of communication (three messages are sent by each party). In sum-mary, there are 26 exponentiations, fourteen group elements sent and sixrounds of communication.
 Batch oblivious transfer and efficiency. The main observation hereis that Steps 1 and 2 are independent of the parties’ inputs (x0, x1) andσ. Furthermore, the tuple (g0, g1, h0, h1) can be reused for many exchanges.Thus, a batch oblivious transfer is obtained by running Steps 1 and 2 once,and then repeating Steps 3–5 for every execution. Observe also that theexecutions do not need to be run at the same time, and so this optimizationcan be utilized when oblivious transfers are carried out over time. This yieldsan extraordinarily efficient batch protocol. Specifically, the cost of carryingout m transfers is as follows:
 1. Rounds of communication: Steps 3–5 can be run in parallel and so thereare still six rounds of communication.
 2. Exponentiations: the number of exponentiations is equal to 11m+ 15.3. Bandwidth: overall 4m+ 8 group elements are sent.
 7.6 Secure Pseudorandom Function Evaluation
 Intuitively, the secure pseudorandom function evaluation problem is as fol-lows. One party holds a secret key k for a pseudorandom function and theother party has an input x. The aim is for the second party to learn F (k, x),where F is a pseudorandom function, without the first party learning any-thing about x.
 Formally, let (IPRF, FPRF) be an ensemble of pseudorandom functions,where IPRF(1
 n) is a probabilistic polynomial-time algorithm that generateskeys (or more exactly, that samples a function k ← IPRF(1
 n) from the ensem-ble), and FPRF(k, ·) is a keyed function that is indistinguishable from a truly
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 random functionHFunc(·). This is formalized by giving the distinguisher oracleaccess to either FPRF(k, ·) or HFunc(·) and comparing its output in both cases;for more details see [30]. The pseudorandom function evaluation functionalityFPRF is defined by
 (k, x) 7→{(λ, FPRF(k, x)) if k is a valid key(⊥, λ) otherwise
 (7.5)
 where k ← IPRF(1n) and x ∈ {0, 1}m.5 Observe that the length of the input
 x is m, whereas the security parameter is n.We show how to compute this functionality for the Naor-Reingold [64]
 pseudorandom function ensemble (with some minor modifications). For ev-ery n, the function’s key is the tuple k = (G, q, g, ga0 , a1, . . . , am), where G isthe description of a cyclic group of prime order q (of length n), g is a gener-ator of G, and a0, a1, . . . , am ←R Z∗q . Note that the function is defined overinputs of length m. (This is slightly different from the description in [64] butmakes no difference to the pseudorandomness of the ensemble.) The validityof the key k can be verified as follows. First, check that q is prime and thatg is a generator of G. Next, the values a1, . . . , am should be strings from Z∗q ,and ga0 should also be of order q. (Note that for all a ∈ Z∗q , ga is of orderq because the group is of prime order, and so all elements are generators.Thus, if g is correctly chosen then this check will pass.) The function itself isdefined by
 FPRF(k, x) = ga0·∏m
 i=1 axii .
 We remark that this function is not pseudorandom in the classical sense ofit being indistinguishable from a random function whose range is composedof all strings of a given length. Rather, it is indistinguishable from a randomfunction whose range is the group G. Nevertheless, this is sufficient for mostapplications.
 A protocol for securely computing the pseudorandom function evaluationfunctionality for the Naor-Reingold function was presented in [28] and in-volves the parties running an oblivious transfer execution for every bit of theinput x. Consequently, the security level of this protocol relies heavily on thesecurity of the oblivious transfer subprotocol. Furthermore, by using OT withdifferent levels of security (privacy only, one-sided simulation and so on), weobtain a set of protocols for FPRF with different levels of security.
 7.6.1 Pseudorandom Function – Privacy Only
 We begin by defining privacy for the pseudorandom function functionality.This definition follows the same intuition of private oblivious transfer thatwas given in Section 2.6.1. Specifically, privacy in the presence of a malicious
 5 An alternative formulation is to take any arbitrary value if k is not a valid key in therange of IPRF(1n).
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 P ∗1 is formalized by showing that P ∗1 cannot distinguish between the casewhere P2 has input x and the case where it has input x′, for any two stringsx, x′ of the same size. Since P ∗1 does not obtain any output, this suffices.In contrast, party P ∗2 does receive output; in particular, it learns FPRF(k, x)for some value x of its choice. Thus, we must somehow require that it learnFPRF(k, x) for one value of x and only one value of x. This is problematicto define for the case of general protocols because the value x used by P ∗2 isnot necessarily well defined; see the discussion regarding oblivious transfer inSection 2.6.1. In the case of oblivious transfer, we defined privacy specificallyfor the case of a two-message protocol (see Section 2.6.1 as to why this isbeneficial). We therefore use the same methodology and define privacy forthe case of pseudorandom function evaluation specifically for the case of two-message protocols.
 Intuitively, in a two-message protocol (in which P ∗2 receives output), theinput used by P ∗2 is fully determined by its first message. Therefore, we wishto formalize privacy by saying that for every first message from P ∗2 there existsan input x such that P ∗2 knows FPRF(k, x), but for every other x′ = x it cannotdistinguish FPRF(k, x
 ′) from random. As in the case of oblivious transfer, wedo not quantify over possible first messages. Rather, we observe that whenconsidering deterministic non-uniform adversaries (which are no weaker thanppt adversaries), the first message is fully defined by the adversary’s codeand its auxiliary input. Then, a first attempt at defining privacy is to considera game where P ∗2 is given an oracle that it can query on every point exceptfor x (as determined by its first message), and then to require that it cannotdistinguish between the case where its oracle is a random function from thecase where its oracle is FPRF(k, ·), where k is the same key as used by P1
 in the protocol. The reason P ∗2 ’s oracle is restricted to not computing thefunction on x is to prevent P ∗2 from comparing the output of the protocolexecution with P1 (which is always FPRF(k, x)) to the computation of theoracle on x. Although this definition is intuitively appealing, we were notable prove security according to it.
 We therefore define privacy in the case of a malicious P ∗2 in a differentway. First, we provide P ∗2 with an oracle (which is either a random functionor FPRF) and do not limit its access to the oracle; in particular, it may querythe oracle on x. Second, we compare a real protocol execution between P1
 with input key k and P ∗2 with oracle FPRF(k, ·) to an execution betweenan imaginary party P1 given HFunc(x) and P ∗2 given oracle access to HFunc,where HFunc is a random function whose range is G. Intuitively, P1 is a “mini-simulator” that is given HFunc(x) where x is the determined input used byP ∗2 . Then, the requirement is that the view of P ∗2 generated by the executionwith P1 be indistinguishable from its view in a real execution with P1. Thismeans that P ∗2 ’s view in a world with a random function is indistinguishablefrom its view in a world with FPRF, and thus all of the intuition stating thatthe pseudorandom function behaves like a random function follows.
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 Definition 7.6.1 Let m = m(n) be a polynomial. A two-message two-partyprobabilistic polynomial-time protocol (P1, P2) is a private pseudorandom func-tion evaluation for messages of length m if the following holds:
 • Non-triviality: If P1 and P2 follow the protocol then after an executionin which P1 has for input a key k and P2 has for input any string x ∈{0, 1}m, the output of P2 is FPRF(k, x).
 • Privacy in the case of a malicious P ∗1 : For every non-uniform prob-abilistic polynomial-time P ∗1 , for every pair of inputs x, x′ ∈ {0, 1}m andevery auxiliary input z ∈ {0, 1}∗, it holds that{viewP ∗
 1(P ∗1 (1
 n, z), P2(1n, x))
 }n∈N
 c≡{viewP ∗
 1(P ∗1 (1
 n, z), P2(1n, x′))
 }n∈N .
 • Privacy in the case of a malicious P ∗2 : There exists a probabilis-tic polynomial-time P1, such that for every non-uniform deterministicpolynomial-time receiver P ∗2 and every auxiliary input z ∈ {0, 1}∗, thereexists an input x ∈ {0, 1}m such that{
 viewP ∗2(P1(1
 n, k);P∗FPRF(k,·)2 (1n, z))
 }n∈N
 c≡{viewP ∗
 2(P1(1
 n,HFunc(x));P∗HFunc
 2 (1n, z))}n∈N
 where k ← IPRF(1n) is randomly chosen.
 Constructing private pseudorandom function evaluation. Recall firstthat the protocol for FPRF, as presented in [28], requires an oblivious transferevaluation for every bit in P2’s input. Moreover, as in private oblivious trans-fer, P ∗2 ’s first message must determine its input x and the value it learnsfrom the execution. This can be achieved by having the parties run all ofthe oblivious transfer executions (for all bits of P2’s input) simultaneously,thereby having P2’s first message in the protocol determine its entire in-put x. We use batch oblivious transfer, denoted by πP
 BOT, for this task (see
 Section 7.4.2). Such a protocol can be achieved by simply running the pri-vate oblivious transfer protocol πP
 OT(see Section 7.2) many times in parallel.
 Formally, we define private batch oblivious transfer as follows:
 Definition 7.6.2 Let m = m(n) be a polynomial. A two-message two-partyprobabilistic polynomial-time protocol (S,R) is said to be a private batch obliv-ious transfer for m executions if the following holds:
 • Non-triviality: If S and R follow the protocol then after an executionin which S has for input any vector x of pairs of strings xi
 0, xi1 ∈ {0, 1}∗
 (1 ≤ i ≤ m), and R has for input any string σ = σ1, . . . , σm ∈ {0, 1}, theoutput of R is the vector (x1
 σ1, . . . , xm
 σm).
 • Privacy in the case of a malicious S∗: For every non-uniform prob-abilistic polynomial-time S∗, every auxiliary input z ∈ {0, 1}∗, and everypair of inputs σ, σ′ ∈ {0, 1}m for R it holds that
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 {viewS∗(S∗(1n, z), R(1n, σ))}n∈Nc≡ {viewS∗(S∗(1n, z), R(1n, σ′))}n∈N .
 • Privacy in the case of a malicious R∗: For every non-uniform deter-ministic polynomial-time receiver R∗ and every auxiliary input z ∈ {0, 1}∗,there exists a vector σ ∈ {0, 1}m such that for every triple of vectorsx0, x1, x ∈ {0, 1}∗ such that for every i |xi
 0| = |xi1| = |xi| it holds that
 {viewR∗(S(1n, (x0, x1));R∗(1n, z))}n∈N
 c≡ {viewR∗(S(1n, (y0, y1));R∗(1n, z))}n∈N
 where for every i, yiσi= xi
 σiand yi1−σi
 = xi.
 We now proceed to describe the protocol, using πPBOT as defined above.
 PROTOCOL 7.6.3 (Private Pseudorandom Function Evaluation πPPRF)
 • Inputs: The input of P1 is k = (ga0 , a1, . . . , am) and the input of P2 is a valuex of length m.
 • Auxiliary inputs: Both parties have the security parameter 1n and are given
 G, q and g, as described above.• The protocol:
 1. P1 chooses m random values r1, . . . , rm ←R Z∗q .
 2. The parties engage in a 1-out-2 private batch oblivious transfer protocol
 πPBOT. In the ith iteration, P1 inputs yi0 = ri and yi1 = ri · ai (with mul-
 tiplication in Z∗q), and P2 enters the bit σi = xi where x = x1, . . . , xm. If
 the output of any of the oblivious transfers is ⊥, then both parties output
 ⊥ and halt.3. Otherwise, P2’s output from the m executions is a series of values
 y1x1, . . . , ymxm
 . If any value yixiis not in Z∗
 q , then P2 redefines it to equal 1.
 4. P1 computes g = ga0·
 ∏mi=1
 1ri and sends it to P2.
 5. P2 computes y = g∏m
 i=1 yixi and outputs y.
 Observe that Protocol 7.6.3 is a two-message protocol. In the first message,P2 sends its receiver-message in πP
 BOT, and in the second message P1 sends
 its sender-message in πPBOT together with g. We now prove security:
 Theorem 7.6.4 Assume that πPBOT
 privately computes FBOT as in Defini-tion 7.6.2 and that the DDH assumption holds in G. Then, Protocol 7.6.3privately computes FPRF as in Definition 7.6.1.
 Proof. The first requirement of Definition 7.6.1 is that of non-triviality, andwe prove this first. Let k be P1’s input and let x be P2’s input. Non-trivialityfollows from the fact that
 y = g∏m
 i=1 yixi = g
 a0·∏m
 i=1
 yixiri = ga0·
 ∏mi=1 a
 xii = FPRF(k, x)
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 where the second last equality is due to the fact that for xi = 0 it holds thataxii = 1 and yixi
 /ri = yi0/ri = 1, and for xi = 1 it holds that axii = ai and
 yixi/ri = yi1/ri = ai.Next, we prove the requirement of privacy in the case of a malicious P ∗1 .
 Recall that this requirement is that P ∗1 ’s view when P2 has input x is in-distinguishable from its view when P2 has input x′, for any two stringsx, x′ ∈ {0, 1}m. Now, the view of an adversarial P ∗1 in Protocol 7.6.3 con-sists merely of P2’s first message within πP
 BOT. By the privacy of this protocolwe have that for every pair of inputs σ, σ′ ∈ {0, 1}m
 {viewS∗(S∗(1n, z), R(1n, σ))}n∈Nc≡ {viewn
 S∗(S∗(1n, z), R(1n, σ′))}n∈N .
 Replacing S∗ with P ∗1 , R with P2, and σ and σ′ with x and x′ respectively,we obtain that{
 viewP∗1(P ∗1 (1
 n, z), P2(1n, x))
 }n∈N
 c≡{viewP ∗
 1(P ∗1 (1
 n, z), P2(1n, x′))
 }n∈N
 as required.We now prove privacy in the case of a malicious P ∗2 . We begin by describing
 the party P1 from Definition 7.6.1. Party P1 receives a value w = HFunc(x)and runs the following protocol. For every i it sets both of its inputs xi
 0, xi1 to
 the ith oblivious transfer to be the same random value ri ←R Z∗q , and thus
 xi0 = xi
 1 = ri. Then, it sends P∗2 the value g = w
 ∏mi=1
 1ri .
 We now reduce the security of Protocol 7.6.4 to the privacy of the batchoblivious transfer πP
 BOTand the pseudorandomness of FPRF. In order to do
 this, we first define a hybrid gameH1 with the same parties P1 and P ∗2 , exceptthat instead of P1 receiving HFunc(x) and P ∗2 having an oracle HFunc, party P1
 is given FPRF(k, x) and P ∗2 is given oracle FPRF(k, ·) for a random k ← I(1n).
 (Note that P1 is the same in both games and thus computes g = w∏m
 i=11ri in
 both games). The indistinguishability of the view of P ∗2 in an execution withP1 with a random oracle HFunc from its view in an execution with P1 and anoracle FPRF follows from a standard reduction to the pseudorandomness ofFPRF. (Observe that there is no difference in the instructions of the partiesand so a distinguisher for FPRF can just run P1 and P ∗2 using its oracle andoutput P ∗2 ’s view at the end. If the oracle is random, then the view is as witha random function, and otherwise the view is as in H1.)
 Next, we define a game H2 between P ∗2 and a party P ′1 that is given x andthe key k = (ga0 , a1, . . . , am) of FPRF and works by setting the input vectorsto the oblivious transfers to be yi0 = yi1 = ri · axi
 i (that is, if xi = 0 thenyi0 = yi1 = ri, and otherwise yi0 = yi1 = ri · ai). In addition, P ′1 computes
 g′ = w
 ∏mi=1
 1
 ri·axii . The view of P ∗2 in game H2 is identical to its view in
 game H1 because the ri values are random, and thus ri · axii is identically
 distributed to ri.
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 It remains to show that the view of P ∗2 in H2 is computationally indistin-guishable from its view in a real execution of πP
 PRF with P1. We prove thisvia a reduction to the privacy of the batch oblivious transfer. Observe thatthere are two differences between H2 and πP
 PRF:
 1. For every i, the inputs to the oblivious transfers inH2 are yi0 = yi1 = ri ·axi
 i ,whereas in πP
 PRF we have that yi0 = ri and yi1 = ri ·ai. (Note that when P ∗2uses input xi in the ith execution, it obtains ri · axi
 i in both cases.)
 2. P ′1 in H2 computes g′ = w
 ∏mi=1
 1
 ri·axii , whereas P1 in πP
 PRFcomputes g =
 ga0·
 ∏mi=1
 1ri . (Note that when w = ga0·
 ∏mi=1 a
 xii it follows that g′ = g.)
 Let D be a distinguisher between the view of P ∗2 in H2 and its view inπP
 PRF. We construct a distinguisher DOT for the batch oblivious transfer with
 receiver P ∗2 that works as follows. DOT is given x and k = (ga0 , a1, . . . , am).
 Then, given the view of P ∗2 from the batch OT, it computes g′ = w
 ∏mi=1
 1
 ri·axii
 where w = FPRF(k, x). DOT then invokes D on the view of P ∗2 from thebatch OT concatenated with the message g′. Finally DOT outputs whateverD outputs.
 We now define vectors of inputs to the batch OT, and show that if Dsuccessfully distinguishes between H2 and πP
 PRF, then DOT successfully dis-
 tinguishes between these vectors when used in batch OT. Specifically, wedefine α0 = (r1, . . . , rm) and α1 = (r1 · a1, . . . , rm · am). In addition, we de-fine α = (r1 · ax1
 1 , . . . , r1 · ax11 ). (Since x is already used in this context for
 P ∗2 ’s input, we replace the vectors x0, x1, x in Definition 7.6.1 with α0, α1, α.)Now, let x = x1, . . . , xm be the input to all the oblivious transfers, definedby P ∗2 (1
 n, z). We then have that in the real execution of πPPRF
 , the vectors ofinputs of P1 to the oblivious transfers are exactly α0, α1. Furthermore, in H2
 the pair of inputs in the ith OT are both the same value ri ·axii . Observe that
 when we define a pair of vectors β0, β1 (instead of y0, y1 in Definition 7.6.1)so that for every i, βi
 xi= αi
 xiand βi
 1−xi= αi, it follows that for every i both
 inputs are the same value ri ·axii . Finally, as we have already explained above,
 the computed value g′ in H2 is exactly the same as the computed value gin πP
 PRF. Therefore, we conclude that the view generated by DOT (and given
 to D) when DOT runs batch OT with a sender that inputs vectors β0, β1 isidentical to the view of P ∗2 in H2. Furthermore, the view generated by DOT
 (and given to D) when DOT runs batch OT with a sender that inputs vectorsα0, α1 is identical to the view of P ∗2 in πP
 PRF. Thus, DOT distinguishes with
 the same probability as D. We conclude that the view of P ∗2 in H2 is indis-tinguishable from its view in πP
 PRF, and thus the view of P ∗2 in an executionwith P1 is indistinguishable from its view in πP
 PRF, completing the proof.
 Efficiency. The protocol has only two rounds and consists of running a singlebatch OT with parameter m, with the addition of sending a single groupelement and computing a single exponentiation. Thus, using the private OT
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 protocol of Section 7.2 we have that the number of exponentiations is 13m+1(this can be reduced to 12m+ 2 by reusing the same α in all executions).
 7.6.2 Pseudorandom Function – Full Simulation
 We now present a protocol for computing the pseudorandom function evalua-tion functionality that is fully secure in the presence of malicious adversaries.
 PROTOCOL 7.6.5 (Fully Simulatable PRF Evaluation πPRF)
 • Inputs: The input of P1 is k = (G, q, g, ga0 , a1, . . . , am) and the input of P2 is
 a value x of length m.
 • Auxiliary inputs: Both parties have the security parameter 1n and are givenG, q and g as above.
 • The protocol:
 1. P1 chooses m random values r1, . . . , rm ←R Z∗q .
 2. The parties engage in a 1-out-2 batch oblivious transfer protocol πBOT. In
 the ith iteration, P1 inputs yi0 = ri and yi1 = ri · ai (with multiplication inZ∗q), and P2 enters the bit σi = xi where x = x1, . . . , xm. If the output of
 any of the oblivious transfers is ⊥, then both parties output ⊥ and halt.3. Otherwise, P2’s output from the m executions is a series of values
 y1x1, . . . , ymxm
 . If any value yixiis not in Z∗
 q , then P2 redefines it to equal 1.
 4. P1 computes g = ga0·
 ∏mi=1
 1ri and sends it to P2.
 5. P2 aborts if the order of g is different than q. Otherwise, P2 computes
 y = g∏m
 i=1 yixi and outputs y.
 We remark that the only differences between Protocols 7.6.5 and 7.6.3 arethat (1) the batch OT here is fully secure whereas in Protocol 7.6.3 it onlyachieved privacy, and (2) we require P2 to check g in the last step becausewe need correctness here (and this was not required for Protocol 7.6.3).
 Theorem 7.6.6 Assume that πBOT securely computes FBOT in the presenceof malicious adversaries. Then Protocol 7.6.5 securely computes FPRF in thepresence of malicious adversaries.
 Proof. We separately analyze the case where P1 is corrupted and the casewhere P2 is corrupted. We prove the theorem in the hybrid model where atrusted party is used to compute FBOT; see Section 2.7.
 Party P1 is corrupted. Let A be an adversary controlling P1. We constructa simulator S1 as follows.
 1. S1 receives A’s inputs for all the m iterations of the oblivious transfers forFBOT (recall our analysis is in the hybrid model). Let yi0 and yi1 denote
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 the inputs that A handed S1 in the ith iteration. In addition, S1 receivesfrom A the message g.
 2. In case A does not send a valid message (where S1 conducts the samecheck as the honest P2 does), S1 simulates P2 aborting and sends ⊥ to thetrusted party for FPRF. Otherwise, S1 checks the validity of all the yi0 andyi1 values and modifies them to 1 if necessary (as an honest P2 would). S1defines g0 = g. Then, for every i = 1, . . . ,m, S1 defines:
 ai =yi1yi0
 and gi = (gi−1)yi0 .
 3. S1 defines the key used by A to be k = (p, q, gm, a1, . . . , am) and sends itto FPRF.
 This completes the description of S1. It is immediate that the view of A isidentical in a real and simulated execution because it receives no messages ina hybrid execution where the oblivious transfers are run by a trusted party.It thus remains to show that the output received by P2 in a real execution isthe same as in the ideal model. In order to see this, first note that S1 and P2
 replace any invalid yi0 or yi1 values in the same way. Next, note that for anyx ∈ {0, 1}m
 FPRF(k, x) = g∏m
 i=1 axii
 m = g∏m
 i=1 yi0·a
 xii = g
 ∏mi=1 yi
 0·(
 yi1
 yi0
 )xi
 = g
 ∏mi=1
 yi0
 (yi0)
 xi·(yi
 1)xi
 where the first equality is by the definition of the key by S1, the secondequality is by the fact that gm = g
 ∏mi=1 yi
 0 , and the third equality is by the factthat ai = yi1/y
 i0. Notice now that if xi = 0 we have that yi0/(y
 i0)
 xi ·(yi1)xi = yi0,whereas if xi = 1 we have that yi0/(y
 i0)
 xi · (yi1)xi = yi1. Thus,
 m∏i=1
 yi0(yi0)
 xi· (yi1)xi =
 m∏i=1
 yixi,
 exactly as computed by P2 in a real execution. That is, the computation ofFPRF(k, x) as carried out by the trusted party using the key supplied by S1is the same as that obtained by P2 in a real execution. Formally,
 {idealFPRF,S1(z),1((G, q, g, ga0 , a1, . . . , am), x, n)}≡ {hybridBOT
 πPRF,A(z),1((G, q, g, ga0 , a1, . . . , am), x, n)}.
 This completes the case where P1 is corrupted.
 Party P2 is corrupted. In this case, S2 learns the full input x of A control-ling P2 (through the oblivious transfer inputs). In each oblivious transfer, S2hands A a random value ri ←R Z∗q (as if coming from the trusted third partycomputing the batch OT). After all of the oblivious transfers have concluded,S2 sends x to FPRF and receives back a value y = FPRF(k, x). S2 then sets
 g = y∏m
 i=11ri and sends it to A. This completes the simulation.
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 We claim that the view of A in an execution of πPRF with P1 (using atrusted party for the oblivious transfers) is identical to its view in an idealexecution with S2. This is true because all of the ri values are distributedidentically to the messages sent in a real execution (note that ri and ri · aihave the same distribution). Furthermore, in a real execution, it holds that
 gΠmi=1y
 ixi = ga0Π
 mi=1a
 xii = y, where the xi values are those used by P2 in the
 oblivious transfers. Likewise, in the simulation it holds that
 gΠmi=1y
 ixi =
 (y∏m
 i=11ri
 )Πmi=1ri
 = y = ga0Πmi=1a
 xii
 where the first equality is due to the fact that the simulator sets each yi valuereceived by A to ri, and the last equality is by the fact that y is computedcorrectly by the trusted party. Thus, the joint distribution over the valuesreceived by A and g in the hybrid and ideal executions are exactly the same.Formally,
 {idealFPRF,S2(z),2((G, q, g, ga0 , a1, . . . , am), x, n)}≡ {hybridBOT
 πPRF,A(z),2((G, q, g, ga0 , a1, . . . , am), x, n)},
 and the proof is concluded.
 Remark. Observe that when proving the security of Protocol 7.6.3 in The-orem 7.6.4 we assumed that the DDH assumption holds, whereas when prov-ing the security of Protocol 7.6.5 in Theorem 7.6.6 we did not. This mayseem strange at first sight. However, our definition of privacy only comparesthe output received by P2 to a random function, and this only holds if theNaor-Reingold function is pseudorandom, which in turn relies on the DDHassumption. In contrast, the definition of security for the pseudorandom func-tion evaluation functionality which is based on simulation merely states thatthe view of a corrupted party in a real execution is indistinguishable fromits view when a trusted party computes the specified Naor-Reingold func-tion. The important point to note is that Protocol 7.6.5 securely computesthe Naor-Reingold function even if it is not pseudorandom. (One could arguethat this should be called Naor-Reingold evaluation and not pseudorandomfunction evaluation. Nevertheless, under the DDH assumption, this is a pseu-dorandom function evaluation.)
 7.6.3 Covert and One-Sided Simulation
 As shown above, protocol πPRF is carried out by m parallel invocations ofoblivious transfers. Therefore, we conclude that by employing a subprotocolfor FOT that is secure in the presence of covert adversaries, we derive aprotocol for FPRF that is also secure in the presence of covert adversaries.
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 Theorem 7.6.7 Assume that πCOBOT securely computes the batch oblivious
 transfer functionality in the presence of covert adversaries with deterrent ϵ,and let πCO
 PRF be the same as Protocol 7.6.5 except that πCOBOT is used instead of
 πBOT. Then πCOPRF securely computes FPRF in the presence of covert adversaries
 with deterrent ϵ.
 Similarly, by replacing the batch oblivious transfer in protocol πPRF withbatch OT that is secure under one-sided simulation we obtain a protocol forπPRF that achieves one-sided simulation. In this case, the proof of securitywhen P ∗1 is malicious can be taken from protocol πP
 PRF (because in both casesprivacy only is needed), and the proof of security when P ∗2 is malicious canbe taken from protocol πPRF (because in both cases simulation is needed).
 Theorem 7.6.8 Assume that πOSBOT securely computes the batch oblivious
 transfer functionality with one-sided simulation, and let πOSPRF
 be the same asProtocol 7.6.5 except that πOS
 BOT is used instead of πBOT. Then πOSPRF securely
 computes FPRF with one-sided simulation.
 7.6.4 Batch Pseudorandom Function Evaluation
 In a similar way to batch oblivious transfer, we define the batch pseudoran-dom function evaluation functionality as follows:
 FBPRF : (k, (x1, . . . , xℓ))→ (λ, (FBPRF(k, x1), . . . , FBPRF(k, xℓ))). (7.6)
 Observe that the definition requires that the PRF evaluations be computedrelative to the same key. Thus, it is not possible to simply run πPRF manytimes, because a malicious P ∗1 may use different keys in different executions.Thus, correctness – in the sense that the output of the honest party is cor-rectly computed as in the functionality definition – is not achieved. (This is incontrast to batch OT where the parties may use any input in any executionand the only issue is to make the batch execution more efficient than justrunning the basic protocol many times.) Due to the above, we do not presenta protocol for batch pseudorandom function evaluation that is fully securein the presence of malicious adversaries. However, note that in the modelsof privacy only and one-sided simulation, there is no requirement of correct-ness. Thus, simultaneously running many executions of protocols πP
 PRFand
 πOSPRF
 does yield batch PRF evaluation that achieves privacy and one-sidedsimulation, respectively. We have the following proposition (for the sake ofclarity, we state it for one-sided simulation only):
 Proposition 7.6.9 Assume that πOSBOT securely computes FBOT with one-
 sided simulation, and let πOSBPRF
 be many parallel executions of πOSPRF
 , whichuses πOS
 BOT. Then Protocol πOSBPRF securely computes FBPRF with one-sided sim-
 ulation.
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Chapter 8
 The kth-Ranked Element
 In this chapter we describe the construction of Aggarwal et al. [1] for securelycomputing the kth-ranked element of the union of two distributed and sorteddata sets in the presence of semi-honest and malicious adversaries. An impor-tant special case of this problem is that of securely computing the median.The construction of [1] is based on the iterative protocol of [74] for computingthe kth-ranked element with low communication complexity. The secure im-plementation of this fundamental problem has been looked at by researchersin the last few years, mostly due to its potential applications. One particularsetting is where the data sets contain sensitive data, yet the particular kthelement is of mutual interest. For instance, two health insurance companiesmay wish to compute the median life expectancy of their insured smokers,or two companies may wish to compute the median salary of their employ-ees. By running secure protocols for these tasks, sensitive information is notunnecessarily revealed. In this chapter we show how to securely compute thetwo-party kth element functionality FKth, where each party enters a set ofvalues from some predetermined domain and the output is the kth elementof the sorted list comprised of the union of these sets.
 8.1 Background
 The functionality computing the kth-ranked element is defined as follows:
 Definition 8.1.1 Let X and Y be subsets of a domain {0, 1}p(n) for someknown polynomial p(n). Then, the functionality FKth is as follows:
 ((X, k), (Y, k)) 7→{((X ∪ Y )k, (X ∪ Y )k) if |X ∪ Y | ≥ k(⊥,⊥) otherwise
 where (Γ )i denotes the ith element within the sorted set Γ .
 We remark that the protocol of [1] presented here in Section 8.3 that issecure in the presence of malicious adversaries is a rare example of a proto-col that achieves this level of security without having the parties commit totheir inputs at the onset of the protocol (as in the general construction inChapter 4). Rather, the simulator is able to construct the inputs used by the
 213C. Hazay, Y. Lindell, Efficient Secure Two-Party Protocols, Information Security and Cryptography, DOI 10.1007/978-3-642-14303-8_8, © Springer-Verlag Berlin Heidelberg 2010
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 adversary dynamically, by continually rewinding the adversary. This is fea-sible in this context because the communication complexity of the protocolis logarithmic in the input length, and so continued rewinding of the adver-sary (which can be exponential in the communication complexity) yields apolynomial-time strategy.
 8.1.1 A Protocol for Finding the Median
 We begin by providing a detailed description of a protocol for computing themedian with only logarithmic communication; this protocol is due to [74].This protocol is not supposed to be secure; however, it forms the basis ofthe secure protocols presented below. We focus our attention on the casein which the parties compute the median of two equally-sized disjoint sets,where the size of each set is a power of 2. (By definition, the median of a setX with an even number of elements is often taken to be the mean of the twomiddle values. Yet, in this chapter we consider the element ranked ⌈|X|/2⌉.)We stress that the general case can be reduced to this simpler instance;see below for more details. The protocol is repeated in rounds where in eachround the parties compare the medians of their updated sets, and then removeelements from their sets accordingly. Specifically, if, for instance, the medianof party P1 is larger than the median of P2, then P1 removes from its setthe elements that are larger than or equal to its median, whereas P2 removesthe elements that are smaller than its median, and vice versa. The protocolis concluded when the data sets are of size 1, yielding that the number ofiterations is logarithmic in the size of the sets. Let Γ be a sorted list with ℓitems. We write Γ⊤ to denote elements γℓ/2+1, . . . , γℓ ⊂ Γ and by Γ⊥ denotethe elements γ1, . . . , γℓ/2 ⊂ Γ . The formal details of the protocol are given inProtocol 8.1.2.
 PROTOCOL 8.1.2 (A Protocol for Computing the Median – FindMed)
 • Input: Disjoint data sets X for party P1 and Y for party P2, with |X| = |Y | =2ℓ for some ℓ.
 • Output: The median m of X ∪ Y .• The protocol:
 1. If |X| = |Y | = 1, then output max(X,Y ).2. Else (if |X|, |Y | > 1):
 a. P1 computes the median mX of X and sends it to P2.
 b. P2 computes the median mY of Y and sends it to P1.c. If mX > mY , then P1 sets X = X⊥ and P2 sets Y = Y ⊤.
 d. Else (if mX < mY ), then P1 sets X = X⊤ and P2 sets Y = Y ⊥.
 e. Return FindMed(X,Y).
 A protocol for computing the median with logarithmic communication
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 The main idea behind the correctness of the protocol is that an equalnumber of elements is removed from two sides of the median of X∪Y , and soit does not change during the execution. That is, the median of X ∪ Y is themedian of (X⊥, Y ⊤) when mx ≥ mY and vice versa. This can be seen fromthe following concrete example. Assume that in some iteration, mX ≥ mY
 and that |X | = |Y | = 2i for some i. Now, recall that by definition the medianis the (2i + 1)th-ranked element. Therefore, each item that P1 removes islarger than at least 2i + 1 elements in the combined sets, including the finalmedian (meaning that, the median must be smaller than mX). Likewise, theelements removed by P2 are smaller than at least 2i + 1 elements of thecombined sets, including the final median (meaning that the median must belarger than mY ). We conclude that the number of removed elements that arelarger than the final median matches the number of removed elements thatare smaller than the final median. Formally,
 Claim 8.1.3 Let X and Y be disjoint sets such that |X | = |Y | = 2i forsome i > 0, and let mX and mY be the medians of X and Y , respectively. IfmX > mY then mX > m ≥ mY , where m is the median of X ∪ Y .
 Proof. Within the set X there are exactly 2i−1 elements that are strictlysmaller thanmX (becausemX is the median and we define it to be the (2i−1+1)th element). Likewise, within the set Y there are exactly 2i−1 elements thatare strictly smaller than mY . Since mX > mY , every element that is smallerthan mY in Y is also smaller than mX . In addition, mY itself is smaller thanmX . This implies that within the set X ∪Y there are at least 2i+1 elementsthat are strictly smaller than mX . Therefore, the median m of X ∪ Y mustbe strictly less than mX . That is, m < mX .
 Next, within the set Y there are exactly 2i−1 elements that are greaterthan or equal to mY (because mY is the median). Likewise, within the set Xthere are exactly 2i−1 elements that are greater than or equal to mX . SincemY < mX , every element that is greater than or equal to mX is greater thanmY . This implies that within the set X ∪ Y there are at least 2i elementsthat are greater than or equal to mY . Therefore, the median m of X ∪ Ymust be greater than or equal to mY . That is, m ≥ mY .
 We now use the above to prove correctness of the algorithm.
 Corollary 8.1.4 Let X and Y be disjoint sets such that |X | = |Y | = 2i
 for some i, and let mX and mY be the medians of X and Y , respectively. IfmX > mY then the median of X ∪ Y is the median of X⊥ ∪ Y ⊤.
 Proof. Observe that X⊥ is obtained by removing 2i−1 elements that aregreater than or equal to mX from X. Likewise Y ⊤ is obtained by removing2i−1 elements that are strictly smaller thanmY from Y . SincemX > m ≥ mY
 it follows that in X⊥ ∪ Y ⊤ we remove exactly 2i−1 elements that are strictlysmaller than m and 2i−1 elements that are strictly greater than m. Therefore,the median value m remains the same as in X ∪ Y .
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 We remark that the above deals with the case where mX > mY ; the prooffor the case where mY < mX is symmetrical.
 Protocol efficiency. Clearly, the number of iterations is log |X|+ 1 (sinceeach set is reduced by half in each round). Moreover, in each iteration theparties exchange p(n) bits (for comparing their medians). Therefore, the totalcommunication cost is O(p(n)·log |X|). The computation costs are dominatedby the sorting algorithm that the parties employ at the beginning of theprotocol, yielding O(|X| log |X|+ |Y | log |Y |) symmetric operations.
 8.1.2 Reducing the kth-Ranked Element to the Median
 As we have described, Protocol 8.1.2 finds the median on simplified inputinstances X and Y where
 1. X and Y are disjoint sets (i.e., X ∩ Y = ϕ),2. |X| = |Y |, and3. there exists an integer ℓ such that |X| = 2ℓ for some ℓ.
 We now show that the ability to compute the median in the above simplifiedcase suffices for computing the kth-ranked element of arbitrary lists X andY . In order to show this, we first describe a series of modifications that eachparty needs to carry out locally on its own list.
 Input modification. Let X and Y be two lists of arbitrary length forP1 and P2, respectively. In order for the parties to compute the kth-rankedelement of their list they each carry out the following local manipulation ontheir lists:
 1. Each party sorts its list in ascending order.2. Each party constructs a list of size exactly k from its input:
 a. Party P1: If |X | ≥ k, P1 takes the k smallest elements from its sortedlist. If |X| < k, then P1 adds k − |X| elements to its list that are allguaranteed to be larger than all elements in X and Y (we denote suchelements by +∞).If k is not a power of 2, let ℓ be the smallest integer for which k ≤ 2ℓ. P1
 then adds an additional 2ℓ− k elements that are equal to +∞, therebyobtaining a list of size 2ℓ.
 b. Party P2: If |Y | ≥ k, P1 takes the k smallest elements from its sortedlist. If |Y | < k, P1 adds k − |Y | elements +∞ to its list; each elementbeing equal to +∞.In the same way as P1, if k is not a power of 2, P1 adds an additional2ℓ − k elements to its list (where ℓ is as above). However, for P2 theseelements all equal −∞ (i.e., are guaranteed to be smaller than all theelements in X and Y ).
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 3. The final modifications that the parties make to their lists are to ensurethat all elements in all lists are distinct. In order to do this, each partyconcatenates a unique index to each element, and a bit to distinguishinputs of P1 from inputs of P2. This concatenation is carried out as follows:
 a. Party P1: Party P1 concatenates to each element the bit 0 followed bythe index of the element in its sorted list X . (This concatenation is tothe least significant bits of the elements.)
 b. Party P2: Party P2 concatenates to each element the bit 1 followed bythe index of the element in its sorted list Y .
 4. We denote the modified lists of the parties by X ′ and Y ′, respectively.
 It is easy to see that the result of the above manipulation is two disjoint listsX and Y of distinct elements (i.e., sets), of size exactly 2ℓ each, for someinteger ℓ.
 Computing the kth-ranked element. We now show that the result ofapplying Protocol 8.1.2 for finding the median of the modified lists above isthe kth-ranked element of X ∪Y , as long as |X ∪Y | ≥ k (observe that if thisdoes not hold, then there is no kth-ranked element in any case). That is, themedian of X ′ ∪ Y ′ equals the kth-ranked element of X ∪ Y . In order to seethis, we separately look at the cases where the original input lists are largerand smaller than k:
 1. Case 1 – |X | > k and |Y | > k: In this case, both parties take their ksmallest elements. The result is that both parties hold lists of exactlysize k, and so the median of the combined lists is exactly the kth-rankedelement of the original lists. In addition, if k is not a power of 2, party P1
 adds exactly 2ℓ−k values +∞ to its list, and party P2 adds exactly 2ℓ−kvalues −∞ to its list. Since they add the same number of values each, themedian of the combined lists remains unchanged. Finally, adding a bit andan index clearly has no effect on the median.
 2. Case 2 – |X | ≤ k or |Y | ≤ k: If a party’s original list is smaller than k,it works exactly as above except that it adds an additional k− |X| values+∞ to its list. Since the size of the combined original input lists X ∪ Yis greater than k, adding +∞ to one or both lists does not change theresult. In particular, the median of the lists after adding these k − |X| ork−|Y | values is the kth-ranked element of X ∪Y . The rest of the analysisremains the same as in the previous case.
 Finally, we remark that the inputs X ′ and Y ′ fulfill the assumptions on theinput sets as required by Protocol 8.1.2 (i.e., they are disjoint sets of thesame size, which is a power of 2). Thus, the algorithm correctly computes themedian of X ′ ∪ Y ′, which is the kth-ranked element of X ∪ Y , as required.
 Security in the semi-honest and malicious cases. It remains to arguethat the result of applying a secure protocol for computing the median ofcombined lists X ′ ∪ Y ′ is a secure protocol for computing the kth-ranked
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 element of X∪Y . First observe that the modifications to the input sets are allcarried out locally and therefore do not reveal any information. Furthermore,since the output when computing the median of X ′ ∪ Y ′ equals the outputwhen computing the kth-ranked element of X∪Y , and a secure protocol onlyreveals the output, security is preserved. One important subtlety however isto deal with the case where a party may not correctly modify its input. Thisdoes not arise in the semi-honest case. However, it must be dealt with in themalicious case. Specifically, we must consider the possibility that a maliciousparty replaces some of its original input values also with +∞ or −∞. Thisis seemingly not allowed because +∞ and −∞ are outside of the domain.However, this makes no difference because in an ideal execution of the kth-ranked element a malicious party can use the maximum and minimum valuesof the domain in order to achieve exactly the same effect.
 From now on, we will consider only the problem of finding the medianof two disjoint sets of size 2i for some i. We denote the functionality thatcomputes this by FMED.
 8.2 Computing the Median – Semi-honest
 In this section we present a protocol for securely computing the median of twodistributed sets that achieves security in the presence of semi-honest adver-saries. The protocol follows the outline of protocol FindMed from Section 8.1.1for finding the median with low communication complexity. Intuitively, a se-cure protocol can be derived from FindMed by having the parties use a securesubprotocol to compare their local medians mX and mY , instead of just send-ing them to each other. At first sight, this seems to reveal more informationthan allowed. Specifically, in a secure protocol the parties are only allowedto learn the final output. However, here they seemingly learn more becausein each iteration they learn whether their local median is greater or less thanthe other party’s local median. Nevertheless, as we will see, this informationcan actually be obtained from each party’s input and output alone. Thus,surprisingly, this actually yields a secure protocol.
 The protocol πSHMED
 below for securely computing the median in the pres-ence of semi-honest adversaries uses a subprotocol πSH
 GT for securely computingthe greater-than functionality FGT in the presence of semi-honest adversaries.The greater-than functionality FGT is defined by FGT(x, y) = (1, 1) if x > y,and FGT(x, y) = (0, 0) otherwise. In addition, it also uses a subprotocol πSH
 MAX
 for securely computing the maximum functionality FMAX(x, y) = max{x, y}in the presence of semi-honest adversaries.
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 PROTOCOL 8.2.1 (Secure Median – Semi-Honest Adversaries πSHMED)
 • Inputs: The inputs of P1 and P2 are disjoint sets X,Y ⊆ {0, 1}p(n) of sizeexactly 2ℓ each for some integer ℓ.
 • Auxiliary inputs: A security parameter 1n.
 • The protocol:
 1. Denote X1 = X and Y 1 = Y .
 2. For j = 1, . . . , ℓ do:a. P1 and P2 locally compute the respective medians mj
 X and mjY of their
 respective sets Xj and Y j .
 b. P1 and P2 run subprotocol πSHGT; party P1 inputs mj
 X and party P2 inputs
 mjY . Let b denote the result of the computation.
 – If b = 1 (i.e., mjX > mj
 Y ), then P1 sets Xj+1 = (Xj)⊥ (i.e., Xj+1
 is derived from Xj by removing all of the elements that are greater
 than or equal to mjX ). Moreover, P2 sets Y j+1 = (Y j)⊤ (i.e., Y j+1
 is derived from Y j by removing all of the elements that are strictly
 smaller than mjY ).
 – If b = 0 (i.e., mjX ≤ mj
 Y ), then P1 sets Xj+1 = (Xj)⊤ and P2 sets
 Y j+1 = (Y j)⊥.c. The parties continue to the next iteration with their new data sets.
 3. Obtain output: In this stage, |Xℓ+1| = |Y ℓ+1| = 1 and the parties run
 a subprotocol πSHMAX in order to obtain the maximum of the final elements.
 The parties both output the result of this computation.
 We now prove the security of Protocol 8.2.1.
 Theorem 8.2.2 Assume that πSHGT and πSH
 MAX securely compute the greater-than and maximum functionalities in the presence of semi-honest adversaries.Then Protocol 8.2.1 securely computes FMED in the presence of semi-honestadversaries.
 Proof. We prove the security using the simpler formulation in Equa-tions (2.1) and (2.2) in Section 2.2. As such, we first need to prove correctness;however, this follows immediately from the proof of correctness of ProtocolFindMed above. We now proceed to prove security in the case where P1 iscorrupted; the case where P2 is corrupted is identical due to the symmetryof the roles of P1 and P2 in the protocol. We present the proof in a hybridmodel in which a trusted party is used to compute FGT and FMAX.
 We construct a simulator S1 that generates the view of P1, as in (2.1).Observe first that the only messages that P1 sees when running Protocol 8.2.1in the hybrid setting are the outputs from FGT and FMAX. Therefore, givenP1’s input X and the median m of X ∪Y , the simulator S1 needs to emulatethese hybrid outputs by playing the role of the trusted party for FGT andFMAX. S1 works as follows:
 1. S1 receives the input set X and the median m of X ∪ Y .
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 2. S1 simulates P1’s view in iteration j: Let mjX denote the median
 value of Xj as P1 would compute it in the protocol. Then, if mjX ≤ m, S1
 simulates the output of FGT in this iteration to be 0 (as in the case wheremj
 X ≤ mjY in the protocol). Otherwise, S1 simulates the output to be 1.
 S1 sets Xj+1 in the same way as P1 would in the protocol (i.e., if b = 0then Xj+1 = X⊤, and if b = 1 then Xj+1 = X⊥).
 3. S1 simulates the obtain output phase: At this point |Xℓ+1| = 1. S1
 simulates the output of FMAX to be the median m that it received above.
 We claim that the view generated by S1 is identical to the view of P1 in ahybrid execution of the protocol where a trusted party is used to computeFGT and FMAX. We first prove that in every iteration j, mj
 X > m if and
 only mjX > mj
 Y (where mjX is the median of Xj , m is the median of X ∪ Y ,
 and mjY is the median of Y j based on the real input set Y of P2 that S1
 is not given). This follows immediately from Claim 8.1.3 that states that ifmj
 X > mjY then mj
 X > m ≥ mjY . We prove the two directions:
 1. Direction 1 – if mjX > mj
 Y then mjX > m: this is written directly in the
 claim.2. Direction 2 – if mj
 X > m then mjX > mj
 Y : in order to see this, observe
 that Claim 8.1.3 is symmetric and thus if mjX < mj
 Y then mjX ≤ m < mj
 Y
 (by simply exchanging the names X and Y ). In other words, mjX < mj
 Y
 implies that mjX ≤ m, and so it cannot be that mj
 X > m and mjX < mj
 Y .
 This proves that the view of P1 in every iteration generated by S1 is identicalto its view in a real execution. Regarding the last phase, this also followsfrom the correctness of Protocol FindMed because the correct median of thesets is the maximum of the two remaining elements at the end.
 Efficiency. The number of iterations in Protocol 8.2.1 is exactly ℓ. By usinga constant-round subprotocol for computing FGT and FMAX we have that thetotal number of rounds of communication is O(ℓ). Specifically, if the protocolof Chapter 3 is used, then this number is exactly 3ℓ+3 (three rounds for everyiteration and another three for the output phase). However, since there arethree rounds in the protocol (a message from P2 to P1 followed by a messagefrom P1 to P2 and finally a reply from P2 to P1) and party P2 receives itsoutput after the second round, P2 can send its input for the next executiontogether with its round 3 message that it sends to P1. Therefore, we obtainexecution 2ℓ + 2 rounds, which is logarithmic in the size of the input sets.Furthermore, the computation and communication complexity is inheritedfrom the cost of computing πSH
 GTand πSH
 MAX. See Section 3.5 for an exact analysis
 (e.g., given that the circuit for computing greater than and maximum is oflinear size, the total computation cost is O(ℓ · p(n)) exponentiations, wherep(n) is the number of bits used to represent each element in the input sets).
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 8.3 Computing the Median – Malicious
 In order to make the protocol for computing the median secure also for thecase of malicious adversaries, it is necessary to prevent a malicious adversaryfrom effectively deviating from the protocol specification. In addition to us-ing subprotocols πGT and πMAX that are secure in the presence of maliciousadversaries, we also have to ensure that a corrupted party uses “consistentinputs” in every iteration. In order to understand this consistency require-ment observe that if the local median of P1 in the first iteration is m1
 X andm1
 X > m1Y , then in all later iterations the median used by P1 must be strictly
 smaller than m1X . This is because P1 sets X2 = X⊥ and because all elements
 are distinct. Furthermore, if m1X < m1
 Y , then in all later iterations the me-dian used by P1 must be greater than m1
 X (because P1 sets X2 = X⊤). More
 generally, the local median mjX must be less than mi
 X where i (1 ≤ i < j)is the last iteration in which P1 received output b = 1, and must be greaterthan mi′
 X where i′ (1 ≤ i′ < j) is the last iteration in which P1 receivedoutput b = 0. A similar argument holds with respect to P2. The protocolfor the case of malicious adversaries enforces this consistency requirementbetween iterations by using a reactive greater-than functionality, describedbelow. As we will see, it turns out that enforcing this suffices for obtainingfull simulation.
 8.3.1 The Reactive Greater-Than Functionality
 In the protocol for the semi-honest setting, the parties used a simple greater-than functionality FGT. As we have already discussed, in the case of maliciousadversaries it is necessary to enforce that the inputs used by the partiesare within the “allowed bounds”, based on the inputs they used in previousiterations. We achieve this by making the functionality reactive, meaning thatit keeps state between executions. Specifically, the functionality stores local“lower” and “upper” bounds for each party, based on the inputs and outputsof previous iterations. More formally, let mj
 X and mjY denote the medians
 received from P1 and P2 respectively in iteration j. Then, if mjX > mj
 Y
 (meaning that P1 should remove all values that are greater than or equal tomj
 X from its input set, and P2 should remove all values that are less than
 mjY from its input set), the upper bound for P1 is set to mX
 j and the lower
 bound for P2 is set to mYj . The functionality then outputs an error if at any
 later stage a party enters a value that is greater than or equal to its upperbound or less than its lower bound.
 In addition to the above, it is also necessary to make sure that the valuesused by the parties in the last phase (where maximum is computed) areconsistent with the values that they sent in the past. Observe that an honest
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 P1’s input to the last phase (where the maximum is computed) equals thelast value that it input to FGT for which the output it received was 0. Thisis due to the fact that in an iteration j where it receives back output 1, itdefines Xj+1 = (Xj)⊥, meaning that it throws out all elements from mj
 X and
 above, including mjX . Thus, mj
 X is no longer in the list. This implies thatthe last value in the list is the last value for which it received back output 0.Regarding an honest P2, the argument is the same when reversing 0 and 1,specifically, the last value that an honest P2 inputs to FGT for which theoutput it received was 1. (An exception to the above rule is the case for P1
 where all outputs received were 1; in this case, an honest P1 can input anyvalue to the maximum computation that is smaller than all values sent untilthis point. Likewise, if P2 received 0 in all outputs then it can input anyvalue to the maximum computation that is smaller than all values sent untilthis point.) The reactive greater-than functionality forces the parties to usean input in the maximum computation which is equal to the value definedabove that an honest party would input.
 Due to the above, we cannot use a separate functionality for computingmaximum, because the functionality needs to know the bounds that are de-fined by all previous iterations. We therefore incorporate the computationof the maximum into the greater-than functionality, and distinguish betweengreater-than and maximum computations via an additional string sent withthe values. A formal description of the reactive greater-than functionalityFRGT is presented in Figure 8.3.1.
 FIGURE 8.3.1 (The Reactive Greater-Than Functionality FRGT)
 Functionality FRGT works with parties P1 and P2 as follows (the variables
 lower1, lower2 are initially set to −∞, whereas the variables upper1, upper2 areinitially set to +∞):
 1. Upon receiving from P1 a message (gt,m1) and from P2 a message (gt,m2),functionality FRGT checks whether lower1 < m1 < upper1 and lower2 < m2 <
 upper2. If these conditions are not met it sends error to both parties and aborts.
 Otherwise:
 a. If m1 > m2 it sets upper1 = m1 and lower2 = m2, and returns 1 to the
 parties.b. If m1 ≤ m2 it sets lower1 = m1 and upper2 = m2 and returns 0 to the
 parties.
 2. Upon receiving from P1 a message (max,m1) and from P2 a message (max,m2):
 If m1 (respectively m2) is the smallest item sent by P1 (resp., P2) in the
 computation, the functionality FRGT checks that m1 < upper1 (resp., thatm2 < upper2). Otherwise, FRGT checks that m1 = lower1 and m2 = lower2. Ifthe checks fail, FRGT sends error to the parties. Otherwise, it sends them the
 value max(m1,m2).
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 Before proceeding we remark that the value lower1 in the last phase of themedian computation equals the last value mj
 X input by party P1 for whichthe output was 0. Thus, in light of the discussion above regarding the inputused in the computation of the maximum, FRGT checks that the input equalslower1 and this is equivalent to a check that it is the last value input for whichthe output was 0. The same argument holds for P2.
 Observe that a binary circuit for computing FRGT can be constructed simi-larly to the circuit for FGT, while additionally storing state between iterations.Such a circuit is of size that is linear in the input, and a protocol for securelycomputing FRGT based on such a circuit can be found in Chapter 4 (withexplicit reference to reactive functionalities in Section 2.5.3).
 8.3.2 The Protocol
 In order to transform Protocol 8.2.1 for semi-honest parties into a protocolfor malicious parties, it suffices to replace the subprotocols πSH
 GTand πSH
 MAX
 with a subprotocol πRGT that securely computes the reactive greater-thanfunctionality FRGT in the presence of malicious adversaries. Let πMED denotethis modified version of Protocol 8.2.1.
 Theorem 8.3.2 Assume that πRGT securely computes the functionality FRGT
 in the presence of malicious adversaries. Then Protocol πMED securely com-putes FMED in the presence of malicious adversaries.
 Proof. We present the proof in the hybrid model in which a trusted partyis used to compute FRGT. As in the proof of Theorem 8.2.2, the proof isidentical for both corruption cases due to symmetry. Thus we only considerthe corruption case of party P1.
 Let A be an adversary controlling party P1. The main challenge in con-structing a simulator is to extract the input used by A. This is non-trivialbecause A does not commit to its input or even implicitly send it during theprotocol. Nevertheless, as we will see, S can construct a list X of length 2ℓ
 that is consistent with the values used by A in a real execution. Specifically,when S sends the list X to the trusted party, the resulting median obtainedby S and the honest P2 is the same value that they would obtain in a realexecution of πMED when P2 uses its private input list Y . Informally speaking,the simulator S works as follows. All possible executions of the protocol canbe viewed as a binary “execution tree”, where the root is the input of A(playing P1) in the first execution of πRGT. Each internal node corresponds tothe input used by A in some iteration. Specifically, the left child of a node isthe input used by A in the case where the output of the previous executionof πRGT was b = 1 (in which an honest P1 would take the smaller half of itsremaining list), and the right child of a node is the input used by A when theoutput was b = 0. The leaves of the tree are the inputs used by A in the last
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 phase where the maximum function is computed. As we will see, the leavesdefined in this way actually define an input list for P1 that is consistent withA’s actions in the protocol.
 Before proceeding further, note that a single execution of the protocolbetween A and an honest P2 corresponds to a single path in the tree fromthe root to a leaf. Furthermore, the actual path taken depends on the set Yused by an honest P2. We remark that although A may be probabilistic, forany given random tape there exists a single binary tree that corresponds toall possible executions between A and P2, for all possible inputs Y to P2.A crucial observation is that although the tree corresponds to all possibleexecutions with all possible inputs Y (and there are exponentially many suchinputs), the tree has only 2ℓ leaves (and so 2ℓ+1 − 1 nodes overall). Thisis due to the fact that there are only ℓ iterations in the protocol, which islogarithmic in the size of the input sets.
 The simulator S constructs the binary tree described above, and works asfollows:
 1. S receives X , z and 1n, and invokes A on this input.2. S plays the trusted party for the reactive greater-than functionality, withA playing party P1. S traverses over all executions paths in the executiontree by rewinding A and handing it b = 0 and b = 1 at each node. Srecords the input values sent by A at every node in the tree, including theleaves. If A aborts at a leaf then S records the value that A had to provideat that leaf (recall that there is only a single value that A can provide,namely lower1, unless this is the leftmost leaf, in which case A could useany value smaller than upper1, and so S records any such value). If Aaborts at an internal node, then S records input values that A could havelegally sent (i.e., values that are within the bounds of FRGT) and continuesto complete the subtree of that node by itself, without interacting withA. (Note that an “abort” can be the refusal of A to send anything, or theevent that it sends an invalid value that would cause FRGT to send error.)
 3. S defines the set X to be the set of values in all leaves of the executiontree.
 4. S sends X to the trusted party for FMED and receives back m (which isthe median of X ∪ Y ).
 5. S completes the simulation as the semi-honest simulator in the proof forTheorem 8.2.2 by creating a view for A that is consistent with X and m,as follows. In iteration j:
 a. If A sends mjX and lower1 < mj
 X < up1 and it sends continue to thetrusted party computing FRGT (meaning that A did not abort in thisiteration and P2 would receive its output from FRGT in the iteration),then S simulates the answer from FRGT to equal 0 if and only ifmj
 X ≤ m.
 b. If A sends mjX that is not within the bounds or sends abort1 to the
 trusted party computing FRGT, then S simulates FRGT sending erroror abort1, respectively, to the parties. In addition, S sends abort1 to
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 its trusted party computing the median. Finally, it halts outputtingwhatever A outputs.
 6. If S has not halted (i.e., in the case where all values sent by A are withinthe bounds and all computations of FRGT conclude successfully), then thiscorresponds to an execution in which the parties reach the last phasewhere maximum is computed. If A inputs the correct value (i.e., lower1)and sends continue instructing the trusted party computing FRGT to sendthe output to P2, then S sends continue to its trusted party computingthe median, indicating that P2 should receive output. Otherwise, it sendsabort1. Finally, S outputs whatever A does.
 Note first that the traversal of the tree takes polynomial time because it haslogarithmic depth. We now prove that A’s view in a hybrid execution of πMED
 (where a trusted party is used to compute FRGT) and in an ideal executionwith S are identical. In order to see this, we claim that an honest party P1
 with input X would input exactly the same values as A used throughout thecomputation, and in the same order. Thus, by the correctness of the FindMedprotocol, the output received by a real P2 running with A is the median ofX ∪ Y , exactly what it receives in the ideal model. In addition, the view ofA in the simulation by S is identical to its view in a hybrid model whereFRGT is computed by a trusted party. This follows from exactly the sameargument as in the proof of security for the semi-honest protocol πSH
 MED; see
 Theorem 8.2.2. Note that the proof for the semi-honest case suffices because,as we have already stated, the behavior of A is identical to the behavior of anhonest party with input X and so the simulation of S with A is the same asthe simulation of the semi-honest simulator for a semi-honest adversary withinput X. (The only exception is when A aborts or sends an inconsistent valueto FRGT. However, the simulator sends abort1 to the trusted party computingFMED whenever an honest P2 would not receive output in its execution withA. Thus the output distribution is also identical in this case.)
 Efficiency. The round complexity of πMED equals ℓ + 1 times the roundcomplexity of a protocol computing FRGT, and thus is logarithmic in the sizeof the sets when a constant-round protocol πRGT is used. Such a protocolappears in Chapter 4. The communication and computation costs are domi-nated by the protocol used for computing FRGT; see Section 4.5 for a detailedanalysis.
 Proof technique – discussion. In order to achieve security in the presenceof malicious adversaries, most known protocols work by having the partiescommit to their entire input and then forcing them to work consistently withthese committed inputs. In the classic GMW protocol [35] these commitmentsare explicit. However, in the protocol in Chapter 4, the same effect is alsoachieved, albeit more implicitly. Specifically, P2 is committed to its inputsthrough the oblivious transfers that it runs, and P1 is committed to its inputsthrough the commitment sets Wi,j ,W
 ′i,j which define its ith input bit; the
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 input is only fully defined once P1 sends the decommitments, but this doesdefine the entire input. In contrast, in the protocol πMED, the parties do noteven read (let alone use) their entire input in any given execution. This isbecause they only use a logarithmic number of values; all other input elementsare essentially undefined. Due to this, it is very surprising that it is possible todefine a simulator that can construct a full-length input X that is equivalentto the input used by A (in every execution with every possible list Y used byP2) without knowing anything about Y . This is possible because the numberof elements sent is logarithmic and so S can exhaustively rewind A to traverseall possible computation paths in a protocol execution.
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Chapter 9
 Search Problems
 Recently, there has been much interest in the data mining and other commu-nities for secure protocols for a wide variety of tasks. This interest exists notonly in academic circles, but also in industry, in part due to the growing con-flict between the privacy concerns of citizens and the homeland security needsof governments. In this chapter we focus on search problems involving twoparties; a client that is interested in performing a search in a database that isbeing held by a server. The (informal) security requirements for search prob-lems assert that the server should not learn any useful information regardingthe search conducted by the client, while the client should learn the searchresult but nothing more. This chapter includes protocols for the followingthree basic problems:
 • Secure database search: In this problem, a client is able to search a databaseheld by a server so that the client can only carry out a single search (or apredetermined number of searches authorized by the server). We remarkthat searches are as in the standard database setting: the database has a“key attribute” and each record has a unique key value; searches are thencarried out by inputting a key value – if the key exists in the databasethen the client receives back the entire record; otherwise it receives backa “non-existent” reply. This problem has been studied in [16, 28] andhas important applications to privacy. For example, consider the case ofhomeland security where it is sometimes necessary for one organizationto search the database of another. In order to minimize information flow(or stated differently, in order to preserve the “need to know” principle),we would like the agency carrying out the search to have access only tothe single piece of information it is searching for. Furthermore, we wouldlike the value being searched for to remain secret. Another, possibly moreconvincing, application comes from the commercial world. The LexisNexisdatabase is a paid service provided to legal professionals that enables them– among other things – to search legal research and public records for thepurpose of case preparation. Now, the content of searches made for casepreparation is highly confidential ; this information reveals much about the
 227C. Hazay, Y. Lindell, Efficient Secure Two-Party Protocols, Information Security and Cryptography, DOI 10.1007/978-3-642-14303-8_9, © Springer-Verlag Berlin Heidelberg 2010
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 legal strategy of the lawyers preparing the case, and if it were exposedwould allow the other side to prepare counter-arguments well ahead oftime. It is even possible that revealing the content of some of these searchesmay breach attorney-client privilege. We conclude that the searches madeto LexisNexis must remain confidential, and even LexisNexis should notlearn them (either because they may be corrupted, or more likely, a breachto their system could be used to steal this confidential information). Securedatabase search can be used to solve this exact problem.
 • Secure document search: A similar, but seemingly more difficult, prob-lem to that of secure database search is that of secure document search.Here, the database is made up of a series of unstructured documents anda keyword query should return all documents that contain that query.This is somewhat more difficult than the previous problem because of thedependence between documents (the client should not know if differentdocuments contain the same keyword if it has not searched them both).We remark that in many cases, including the LexisNexis example above,what is really needed is the unstructured document search.
 • Text search: The basic problem of private text search is the following one:given a text T held by a server, the aim of the client is to learn all thelocations in the text where a pattern p appears (and there may be many)while the server learns nothing about the pattern. This problem has beenintensively studied and can be solved optimally in time that is linear insize of the text [10, 53], when security is not taken into account.
 9.1 Background
 The protocols presented in this chapter all employ a subprotocol that securelycomputes the committed pseudorandom permutation (PRP) functionality de-noted by FCPRP; see Figure 9.1.1 for a formal definition (the initializationstage is a technicality that is used to ensure that a single secret key k is usedthroughout). As opposed to batch pseudorandom function evaluation (for-mally introduced in Section 7.6.4), which considers parallel repetition, thecommitted functionality is reactive. This means that the client may chooseits current query based on the output it received from previous queries. Fur-thermore, each query must be authorized by the server. We stress that as inthe case of batch pseudorandom function evaluation, all computations of thepseudorandom function must be with the same secret key.
 The protocols presented here can use any subprotocol πCPRP that securelycomputes the functionality FCPRP. One possibility is to use a generic con-struction like that in Chapter 4. This has actually been implemented in [71];they constructed a circuit computing the AES function (with 30,000 gates),and then implemented the protocol of Chapter 4 (and the covert protocol ofChapter 5) for securely computing the AES function. The implementationthat achieves security in the presence of malicious adversaries takes approx-
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 FIGURE 9.1.1 (The Committed PRP Functionality FCPRP)
 Functionality FCPRP, parameterized by 1n and FPRP, works with parties P1 andP2 as follows (the variable init is initially set to 0):
 Initialize: Upon receiving from P1 a message (init, k), if init = false, functional-ity FCPRP sets init = true, stores k and sends receipt to P2. If init = true, thenFCPRP ignores the message.1
 Evaluation: Upon receiving a message (retrieve, x) from P2, functionality
 FCPRP checks that init = 1, and if not it returns notInit. Otherwise, ifx ∈ {0, 1}n it sends retrieve to P1. If P1 replies with approve then FCPRP
 forwards FPRP(k, x) to P2. Otherwise, FCPRP forwards P2 reject.
 imately four minutes to carry out. Thus, such a computation could be usedfor low latency applications. However, more improvements are needed beforethis approach is truly practical. Despite the above, in Section 9.4.1 we showthat the committed pseudorandom permutation functionality can be securelyrealized in a novel setting where the parties have secure (standard) smart-cards in addition to regular network communication. Instantiating the πCPRP
 protocol in this model yields protocols for database and document searchthat are truly practical; indeed the time that it takes to carry out a singlesearch is almost the same as when using a basic search scheme without anysecurity.
 We remark that in contrast to the database and document search ap-plications which may use any protocol for securely computing FCPRP, andfor any underlying pseudorandom permutation, the protocol for secure textsearch in Section 9.5 is based on the Naor-Reingold pseudorandom func-tion [64] and utilizes specific properties of it. In addition, the protocol forsecure text search achieves only one-sided simulation. In contrast, the proto-cols for database and document search achieve full simulation when a fullysecure protocol is used for FCPRP (more efficient versions of the protocol thatachieve security for covert adversaries and one-sided simulation can also bederived by instantiating the protocol πCPRP appropriately).
 9.2 Secure Database Search
 In this section we study the problem of secure database search. The aim hereis to allow a client to search a database without the server learning the query(or queries) made by the client. Furthermore, the client should only be ableto make a single query (or, to be more exact, the client should only be ableto make a search query after receiving explicit permission from the server).This latter requirement means that the client cannot just download the en-
 1 We assume an efficient mapping ϕ : {0, 1}∗ → IPRP(1n) (i.e., ϕ maps any string to a valid
 key for FPRP). This works well for block ciphers used below, where a key is any possiblestring of appropriate length.
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 tire database and run local searches (this naive solution perfectly preservesthe privacy of the database searches because the server cannot learn any-thing, but enables the client to carry out an unlimited number of searches).In the solution presented here, the client therefore downloads the database inencrypted form. A search is then carried on the database by running an in-teractive protocol that enables the client to decrypt a single database record.Our starting point is the one-sided simulatable protocol of [28], where theuse of secure pseudorandom function evaluation lies at its heart. Replacingthis subprotocol with a protocol for FCPRP is the first step towards achievingfull simulation against malicious adversaries.
 We now provide an inaccurate description of our solution. Denote the ithdatabase record by (pi, xi), where pi is the value of the search attribute(as is standard, the values p1, . . . , pN are unique). We assume that eachpi ∈ {0, 1}n, and for some ℓ each xi ∈ {0, 1}ℓn (recall that the pseudo-random permutation works over the domain {0, 1}n; thus pi is made up of asingle “block” and xi is made up of ℓ blocks). Then, the server chooses a keyk ← IPRP and computes ti = FPRP(k, pi), ui = FPRP(k, ti) and ci = Eui
 (xi)for every i = 1, . . . , N . The server sends the encrypted database (ti, ci) tothe client. Now, since FPRP is a pseudorandom function, the value ti revealsnothing about pi, and the “key” ui is pseudorandom, implying that ci is acryptographically sound (i.e., secure) encryption of xi that therefore revealsnothing about xi. In order to search the database for attribute p, the clientcomputes t = FPRP(k, p) and u = FPRP(k, t) using FCPRP. If there exists ani for which t = ti, then the client decrypts ci using the key u, obtaining therecord xi as required. Note that the server has no way of knowing the searchquery of the client. Furthermore, the client cannot carry out the search with-out explicit approval from the server, and thus the number of searches canbe audited and limited (if required for privacy purposes), or a charge can beissued (if a pay-per-search system is in place).
 We warn that the above description is not a fully secure solution. To startwith, it is possible for a client to use the key k to compute t and t′ for twodifferent values p and p′. Although this means that the client will not be ableto obtain the corresponding records x and/or x′, it does mean that it can seewhether the two values p and p′ are in the database (something which it isnot supposed to be able to do, because just the existence of an identifier in adatabase can reveal confidential information). We therefore use two differentkeys k1 and k2; k1 is used to compute t and k2 is used to compute u. Inaddition, we do not use u to directly mask x and use a third key k3 instead.The reason for this will become apparent in the proof.
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 9.2.1 Securely Realizing Basic Database Search
 We begin by describing the ideal functionality for the problem of securedatabase search; the functionality is a reactive one where the server S firstsends the database to the trusted party, and the client can then carry outsearches. We stress that the client can choose its queries adaptively, meaningthat it can choose what keywords to search for after it has already receivedthe output from previous queries. However, each query must be explicitly ap-proved by the server (this allows the server to limit queries or to charge perquery). In this section, we show how to securely realize a basic database searchfunctionality in which the database is completely static (i.e., no changes canbe made to it throughout the lifetime of the functionality). In Section 9.2.2 weshow how to extend the functionality and protocol to enable some databaseupdates. See Figure 9.2.1 for a specification of the basic database function-ality.
 FIGURE 9.2.1 (The Database Search Functionality FbasicDB)
 Functionality FbasicDB works with a server S and a client C as follows (the variable
 init is initially set to 0):
 Initialize: Upon receiving from S a message (init, (p1, x1), . . . , (pN , xN )), if
 init = false, functionality FbasicDB sets init = true, stores all pairs and sends(init, N) to C. If init = true, then FbasicDB ignores the message.
 Search: Upon receiving a message (retrieve, p) from C, functionality FbasicDB
 checks that init = 1, and if not it returns notInit. Otherwise, it sends retrieve to
 S. If S replies with approve then FbasicDB works as follows:
 1. If there exists an i for which p = pi, functionality FbasicDB sends (retrieve, xi)to C.
 2. If there is no such i, then FbasicDB sends notFound to C.
 If S replies with reject, then FbasicDB forwards reject to C.
 The protocol for securely computing the basic functionality FbasicDB belowuses an efficiently invertible pseudorandom permutation over {0, 1}n. LetFPRP denote such a permutation, and let IPRP denote the key generationalgorithm. We define a keyed function FPRP from {0, 1}n to {0, 1}ℓn by
 FPRP(k, t) = ⟨FPRP(k, t+ 1), FPRP(k, t+ 2), . . . , FPRP(k, t+ ℓ)⟩
 where addition is modulo 2n. We remark that FPRP(k, ·) is a pseudorandomfunction when the input t is uniformly distributed (this follows directly fromthe proof of security of the counter mode for block ciphers; for example,see [49]). We assume that all records in the database are exactly of length ℓn(and that this is known); if this is not the case, then padding can be used.See Protocol 9.2.2 for a full description.
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 PROTOCOL 9.2.2 (secure basic database search πbasicDB)
 • Inputs: The server has database (init, (p1, x1), . . . , (pN , xN )).
 • Auxiliary inputs: Both parties have the security parameter 1n.• The protocol:
 – Initialization:1. The server S chooses three keys k1, k2, k3 ← IPRP for the pseudorandom
 permutation, and the parties employ the initialize phase within πCPRP
 in which S initializes three distinct executions with keys k1, k2, k3. The
 output of C from every execution is receipt.2. S randomly permutes the pairs (pi, xi) and for every i, computes ti =
 FPRP(k1, pi), ui = FPRP(k2, ti) and ci = FPRP(k3, ti) ⊕ xi, where F is
 as defined above.3. S sends (u1, c1), . . . , (uN , cN ) to the client C (these pairs denote an en-
 crypted version of the database).
 4. Upon receiving (u1, c1), . . . , (uN , cN ), C stores the pairs and outputs(init, N).
 – Search: The parties employ three sequential invocations of the evaluation
 phase within πCPRP as follows:1. For the first run which was initialized with a key k1, C uses input
 (retrieve, p). If S approves the evaluation, the output of C is t =
 FPRP(k1, p).2. Next, C uses input (retrieve, t) and learns u = FPRP(k2, t) if the evalu-
 ation is approved by S. If there does not exist any i for which u = ui,then C outputs notFound (but continues to the third execution anyway).
 3. The parties engage in a third execution, initialized with a key k3, as
 follows:a. If there exists an i for which u = ui, C uses input (retrieve, t) and
 learns r = FPRP(k3, t) (assuming S approves); this involves ℓ calls
 to πCPRP for computing FPRP(k3, ·). Then, C sets x = r ⊕ ci andoutputs (retrieve, x).
 b. Else, C enters an arbitrary value and ignores the outcome.If S does not approve the computation at any stage, C halts and outputs ⊥.
 It is easy to verify that if S and C follow the instructions of the protocol,then the client outputs the correct result of its search query. We proceed toprove security.
 Theorem 9.2.3 Assume that FPRP is a strong pseudorandom permutationover {0, 1}n and that πCPRP securely computes FCPRP in the presence of ma-licious adversaries. Then, Protocol 9.2.2 securely computes FbasicDB in thepresence of malicious adversaries.
 Proof. We treat each corruption case separately. We note that the proofis in a hybrid model where a trusted party is used to compute an idealfunctionality for FCPRP.
 The server S is corrupted. The idea behind the proof is to show theexistence of a simulator that can extract the input of a malicious server.Intuitively we construct such a simulator by having it extract the server’s
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 keys to the pseudorandom permutations via the calls to FCPRP, thus enablingit to decrypt the entire database and send it to the trusted party computingFbasicDB. Since pseudorandom permutations are used, the database is fullydefined by the pairs (ui, ci) and the keys to the pseudorandom permutations.Thus, a malicious server cannot do anything beyond approving or rejectinga query, and the simulation therefore proceeds by approving and rejectingqueries of the client (in the ideal model) whenever a malicious server (inthe real model) approves or rejects queries. Formally, let A be an adversarycontrolling S; we construct a simulator SSERV as follows:
 1. SSERV obtains the keys k1, k2, k3 that A sends to the trusted party forFCPRP. If A does not send three valid pseudorandom permutation keys,then SSERV sends ⊥ to FbasicDB.
 2. Upon receiving (u1, c1), . . . , (uN , cN ) from A, simulator SSERV computesti = F−1PRP(k2, ui), pi = F−1PRP(k1, ti) and xi = FPRP(k3, ti)⊕ ci, for every i.Then, SSERV sends (init, (p1, x1), . . . , (pN , xN )) to FbasicDB.
 3. Upon receiving a message retrieve from FbasicDB, simulator SSERV simulatesC sending three retrieve requests to A for the three sequential calls toFCPRP. Simulator SSERV sends approve to FbasicDB if and only if A answersapprove in all three calls; otherwise SSERV sends reject to FbasicDB.
 This completes the simulation. The output distribution from the simulation isidentical to that from a hybrid execution. This is due to the fact that FPRP isa pseudorandom permutation and thus k1, k2, k3 together with a pair (ui, ci)define a unique (pi, xi) that is sent to FbasicDB. In addition, C can carry outa search if and only if SSERV sends approve to FbasicDB. Finally, we note thatA’s view is identical in the simulation and in a hybrid execution because ithas no incoming messages in the hybrid protocol.
 The client C is corrupted. We now proceed to the case where C iscorrupted. Intuitively, C can only learn by querying πCPRP in the specifiedway. This is due to the fact that if C does not first compute t = FPRP(k, p)for some keyword p, then the probability that it queries πCPRP with a value tsuch that FPRP(k2, t) = ui for some ui in the encrypted database is negligible.This follows from the pseudorandomness of FPRP. Thus, C can only learninformation by querying πCPRP as specified in the protocol. Again, let A bean adversary controlling C; we construct SCL as follows:
 1. Upon receiving input (init, N) from FbasicDB, simulator SCL constructs Ntuples (t1, u1, c1), . . . , (tN , uN , cN ) where each ti, ui ←R {0, 1}n and ci ←R
 {0, 1}ℓn (recall that ℓ is known to SCL). If there exist ti, tj with i = jsuch that
 {ti + 1, . . . , ti + ℓ} ∩ {tj + 1, . . . , tj + ℓ} = ϕ,
 then SCL outputs fail1 and halts. Otherwise, SCL hands A the pairs(u1, c1), . . . , (uN , cN ).
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 2. Upon receiving a new query (retrieve, p) from A to the ideal execution forFCPRP that was initialized by k1, SCL forwards (retrieve, p) to FbasicDB. If itreceives back reject then it hands reject to A. Otherwise,
 a. If this is the first time that A has queried p, then:i. If FbasicDB replies with (retrieve, x), then SCL chooses a random index
 i ∈ {1, . . . , N} that has not yet been chosen, hands ti to A, andstores the association (i, p, x).
 ii. If FbasicDB replies with notFound, then SCL chooses a random tp ←R
 {0, 1}n that was not chosen before, stores the pair (p, tp), and handstp to A.
 b. If this is not the first time that A queried p, then SCL returns the samereply as the last time (either tp or ti, appropriately).
 3. When A queries the trusted party for FPRP(k2, ·) with some t, simulatorSCL works as follows:
 a. If there exists an i and a tuple (ti, ui, ci) where t = ti, then SCL checksthat there is a recorded tuple (i, pi, xi). If no, SCL outputs fail2. Other-wise, it hands A the value ui from the tuple (ti, ui, ci).
 b. If there does not exist such an i, then SCL chooses a random u ←R
 {0, 1}n and hands u to A. SCL also stores the pair (t, u) so that if t isqueried again, then SCL will reply with the same u.
 4. When A queries the trusted party for FPRP(k3, ·) with some value t, simu-lator SCL checks if there exists an i and a tuple (ti, ui, ci) where t = ti + jfor some j ∈ {1, . . . , ℓ}.
 a. If so, SCL checks that there is a recorded tuple (i, pi, xi). If not, SCL
 outputs fail2. Otherwise, it hands A the n-bit string rj = cji ⊕xji (as the
 output of the jth block in FPRP(k3, ti)) where cji is the jth n-bit block
 of ci, and xji is the jth n-bit block of xi.
 b. If not, then SCL returns a random value (SCL stores a set to maintainconsistency, meaning that if in the future the same t′ is queried, itreturns the same random value).
 This completes the simulation. We begin by showing that in the simulation,the probability that SCL outputs fail1 or fail2 is negligible. Regarding fail1,this follows from the fact that ℓ is polynomial in n, and the values t arechosen randomly within a range of size 2n. Thus, the probability that thereexist ti, tj where i = j such that {tj + 1, . . . , tj + ℓ} ∩ {ti + 1, . . . , ti + ℓ} = ϕis negligible. (For a detailed proof that this probability is negligible, see theproof of security of counter mode for encryption; e.g., see [49].) Regardingfail2, recall that SCL outputs fail2 if A sends a value t ∈ {ti, ti +1, . . . , ti + ℓ}for some tuple (ti, ui, ci) but there is no stored tuple (i, pi, xi). Now, if notuple (i, pi, xi) is stored, then this means that SCL never gave A the value tifrom the ith tuple (ti, ui, ci). However, ti is uniformly distributed and so theprobability that A sends t ∈ {ti, ti + 1, . . . , ti + ℓ} is negligible.
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 To prove that A’s output in the hybrid and simulated executions are com-putationally close we construct a sequence of hybrid games and show that the
 corresponding random variables HA(z)ℓ ({pi, xi}i, n) that consist of the output
 of A in hybrid game Hℓ are computationally close. In each hybrid game, wemodify the simulator (and game definition), and we denote by Si the simula-tor used in hybrid game Hi. Here and below, we denote by FPerm an ensembleof truly random permutations.
 Game H1: In the first game the simulator S1 has access to an oracle OFPerm
 computing a truly random permutation FPerm; more exactly, the oracle com-putes three distinct random permutations. Whenever SCL chooses a randomvalue ti (resp., ui, ci), S1 chooses ti (resp., ui, ci) by querying the first (resp.second, third) permutation oracle on input i. We stress that the execution inthis game still involves a trusted party that computes FbasicDB. The outputdistribution of the current and original simulation are statistically close sinceSCL uses truly random values, which is equivalent to using a truly randomfunction, and S1 uses a random permutation.
 Game H2: The next game is identical to the previous one except that thesimulator S2 knows the real input {pi, xi}i of the server and uses it for thecomputation of {ti, ui, ci}i instead of the input i used by S1 (note that S2still interacts with a trusted party that computes FbasicDB). Since the oracleis a truly random permutation, the distribution here is identical unless fail1or fail2 occurs; if either fail event occurs it is possible to distinguish betweenthe case where the real input is used and a fake input i is used. Thus, theoutput distributions of H1 and H2 are statistically close.
 Game H3: In this game, the simulator S3 has access to an oracle OFPRP
 computing a pseudorandom permutation, instead of an oracle OFPermcom-
 puting a truly random permutation. The computational indistinguishabilityof H2 from H3 follows from the pseudorandomness of FPRP. The reduction isstraightforward and we therefore only briefly sketch it. We show that a dis-tinguisher that distinguishes between the above distributions can be trans-formed into a distinguisher for FPRP. Assume that there exist an adversaryA, a distinguisher D and infinitely many inputs (1n, {pi, xi}i) such that Ddistinguishes between A’s outputs in the above games whenever the server’sinput is (1n, {pi, xi}i). Then a distinguisher DPRP with oracle access to eitherOFPRP
 or OFPerm, and an auxiliary input ({pi, xi}i, z), is constructed the fol-
 lowing way. On input 1n, DPRP invokes A(1n, z) and plays the roles of thesimulator and the trusted party computing FCPRP. Note that if the oracle ofDPRP computes OFPerm
 , then the adversary’s view is identical to its view ingame H2, whereas if DPRP’s oracle computes OFPRP
 , then it is identical to itsview in game H3. Thus DPRP distinguishes FPRP from FPerm with the sameprobability that D distinguishes game H2 from game H3.
 Game H4: Finally, we let the simulator S4 perfectly emulate the role ofthe server S instead of working with a trusted party computing FbasicDB. In
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 particular, S4 carries out the computations of the pseudorandom permuta-tions by itself, using keys k1, k2, k3. This does not affect the outputs of thesecomputations and yields an identical distribution.
 Observe that H4 yields exactly the same distribution as in a hybrid exe-cution of Protocol 9.2.2. This concludes the proof.
 Efficiency. The computational cost of Protocol 9.2.2 is dominated by thecost incurred by the ℓ+2 invocations of πCPRP. We note that if πCPRP is secureunder parallel composition, then the number of rounds of communication isconstant; otherwise O(ℓ) rounds are needed.
 9.2.2 Securely Realizing Full Database Search
 The main drawback with FbasicDB is that the database is completely static andupdates cannot be made by the server. We therefore modify FbasicDB so thatinserts and updates are included. An insert operation adds a new record to thedatabase, while an update operation makes a change to the x portion of anexisting record. We stress that we define an update by concatenating the newx portion to the record without deleting the previous x value. We define thefunctionality in this way because it affords greater efficiency. In order to seewhy this is more efficient, recall that in the protocol for computing FbasicDB,and thus also in the protocol that we will present for the full database func-tionality, the client holds the entire database in encrypted form and retrievalsare carried out obtaining a decryption key based on the keyword p. Since pdoes not change, and we do not wish to change the pseudorandom permu-tation keys (because this would require re-encrypting the entire database),we have that the old and new x portions are encrypted with the same key.Thus, if the client does not erase an old encrypted x value, it can decrypt itat the same time that it is able to decrypt the new x value. We model thiscapability by defining an update to be a concatenation.
 Another subtlety that arises is that since inserts are carried out over time,and the client receives encrypted records when they are inserted, it is possiblefor the client to know when a decrypted record was inserted. However, a naivedefinition of the database functionality (that merely notifies the client when-ever an insert takes place) would not leak this information. In order to modelthis information leakage, we include unique identifiers to records; when arecord is inserted, the ideal functionality hands the client the identifier of theinserted record. Then, when a search succeeds, the client receives the iden-tifier together with the x portion. This allows the client in the ideal modelto track when a record was inserted (of course, without revealing anythingabout its content). Finally, we remark that our solution does not efficientlysupport delete commands (this is for the same reason that updates are mod-eled as concatenations). We therefore include a reset command that deletes
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 all records. This requires the server to re-encrypt the entire database fromscratch and send it to the client. Thus, such a command cannot be issued attoo frequent intervals. See Figure 9.2.4 for the full definition of FDB.
 FIGURE 9.2.4 (The Database Functionality FDB)
 Functionality FDB works with a server S and client C as follows:
 Insert: Upon receiving a message (insert, p, x) from S, functionality FDB checksthat there is no recorded tuple (idi, pi, xi) for which p = pi. If there is such
 a tuple it ignores the message. Otherwise, it assigns an identifier id to (p, x),
 sends (insert, id) to C, and records the tuple (id, p, x).Update: Upon receiving a message (update, p, x) from S, functionality FDB
 checks whether there is a recorded tuple (idi, pi, xi) for which p = pi. If there
 is no such tuple it ignores the message. Otherwise it updates the tuple, byconcatenating x to xi.
 Retrieve: Upon receiving a query (retrieve, p) from the client C, functionality
 FDB sends retrieve to S. If S replies with approve then:
 1. If there exists a recorded tuple (idi, pi, xi) for which p = pi, FDB sends(idi, xi) to C.
 2. If there does not exist such a tuple, FDB sends notFound to C.
 Reset: Upon receiving a message reset from S, functionality FDB sends reset toC and erases all entries.
 A protocol for securely computing the more sophisticated functionalityFDB can be derived directly from Protocol 9.2.2. Specifically, instead of send-ing all the pairs (ui, ci) at the onset, S sends a new pair every time an insertis carried out, and C verifies that ui does not already appear in its encrypteddatabase. In addition, an update just involves S re-encrypting the new xi
 value and sending the new ciphertext c′i together with ui (so that the clientcan associate it with the correct record). Finally, a reset is carried out bychoosing new keys k1, k2, k3 and rejecting all FCPRP requests for the old keys.Then, any future inserts are computed using these new keys. We denote byπDB the modified construction of Protocol 9.2.2 and state the following,
 Theorem 9.2.5 Assume that FPRP is a strong pseudorandom permutationover {0, 1}n and that πCPRP securely computes FCPRP in the presence of mali-cious adversaries. Then, Protocol πDB securely computes FDB in the presenceof malicious adversaries.
 9.2.3 Covert and One-Sided Simulation
 Our protocols πbasicDB and πDB only use calls to FCPRP. Thus, if a subpro-tocol for computing FCPRP is used that achieves security in the presence of
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 covert adversaries, the result is a protocol for computing FbasicDB or FDB
 that achieves security in the presence of covert adversaries. As shown in [71],FCPRP can be securely computed much more efficiently in the presence ofcovert adversaries. Furthermore, when considering one-sided simulation, itsuffices to use a subprotocol πPRF that securely computes the ordinary securepseudorandom function evaluation, rather than the more expensive commit-ted pseudorandom permutation functionality. This is due to the fact that inthe setting of one-sided simulation there is no need to extract the server’sinput, and correctness need not be guaranteed. See Section 7.6.3 for an effi-cient protocol that securely computes the pseudorandom function evaluationfunctionality with one-sided simulation. We have the following theorem:
 Theorem 9.2.6 Assume that FPRP is a strong pseudorandom permutationover {0, 1}n, that πOS
 PRFsecurely computes FPRF with one-sided simulation,
 and that πCOCPRP securely computes FCPRP in the presence of covert adversaries.
 Then, Protocol πOSDB
 , which is identical to πDB except that πOSPRF
 is used, securelycomputes FDB with one-sided simulation. Furthermore, Protocol πCO
 DB , whichis identical to πDB except that πCO
 CPRPis used, securely computes FDB in the
 presence of covert adversaries.
 9.3 Secure Document Search
 In Section 9.2 we showed how a database can be searched securely, wherethe search is based only on a key attribute. Here, we show how to extendthis to a less structured database, and in particular to a corpus of texts. Inthis case, there are many keywords that are associated with each documentand the user wishes to gain access to all of the documents that contain aspecific keyword. A naive solution would be to define each record value sothat it contains all the documents the keyword appears in. However, thiswould be horrifically expensive because the same document would have tobe re-encrypted many times. We present a solution where each document isstored (encrypted) only once, as follows.
 The following solution uses Protocol 9.2.2 as a subprotocol, and we modelthis by constructing a protocol for secure document search in a “hybrid”model where a trusted party is used to compute the ideal functionalityFbasicDB. The basic idea is for the parties to use FbasicDB to store an indexto the corpus of texts as follows. The server chooses a random value si forevery document Di and then associates with a keyword p the values si wherep appears in the document Di. Then, this index is sent to FbasicDB, enablingC to search it securely. In addition, S sends (si, Di) to FbasicDB, enabling theclient to retrieve Di if it knows si. Since C is only able to decrypt a documentif it has the appropriate si value, it can only do this if it queried FbasicDB witha keyword p that is in document Di. Observe that in this way, each document
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 is only encrypted once. We remark that the server is allowed to associate pwith a subset of the documents Di for which p ∈ Di and not all of them.This makes sense because even in a regular non-secure search, upon query pthe server can send any subset of documents containing p (and so can filterat will). Preventing this type of behavior is problematic and would be veryexpensive. Furthermore, it is not clear that it is even desirable; in some casesa word p is crucial to a document and thus should be viewed as a keyword forretrieval and in other cases it is completely inconsequential to the document.In this latter case, the server should be able to decide that the documentshould not be retrieved upon query p.
 Let P be the space of keywords of size M , let D1, . . . , DN denote N textdocuments from some predetermined domain, and let Pi = {pij} be theset of keywords that appear in Di (note Pi ⊆ P) as defined by the serverS. Using this notation, when a search is carried out for a keyword p, theclient is supposed to receive the set of documents Di for which p ∈ Pi. Wenow proceed to formally define the document search functionality FDOC inFigure 9.3.1.
 FIGURE 9.3.1 (The Document Search Functionality FDOC)
 Functionality FDOC works with a server S and client C as follows (the variable initis initially set to 0):
 Initialize: Upon receiving from S a message (init,P, P1, D1, . . . , PN , DN ), if
 init = 0, functionality FDOC sets init = 1, stores all documents and P, andsends (init, N,M) to C, where N is the number of documents and M is the size
 of the keyword set P. If init = 1, then FDOC ignores the message.
 Search: Upon receiving a message (search, p) from C, functionality FDOC checksthat init = 1, and if not it returns notInit. Otherwise, it sends search to S. If S
 replies with approve, FDOC works as follows:
 1. If there exists an i for which p ∈ Pi, then functionality FDOC sends
 (search, {Di}p∈Pi) to C.
 2. If there is no such i, then FDOC sends notFound to C.
 If S replies with reject, then FDOC forwards reject to C.
 Our protocol makes use of a perfectly-hiding commitment scheme, denotedby comh(·, ·). We let comh(m; r) denote the commitment to a message musing random coins r. For efficiency, we instantiate comh(·; ·) with Pedersen’scommitment scheme [69]; see Protocol 6.5.3 in Section 6.5.1.
 We now present a protocol for securely computing FDOC which uses a secureprotocol πbasicDB to compute FbasicDB. For the sake of clarity, we describe theprotocol in the hybrid model using a trusted party computing FbasicDB; a realprotocol is obtained by replacing the ideal calls with an execution of πbasicDB.
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 PROTOCOL 9.3.2 (secure document search by keyword πDOC)
 • Inputs: The server has database (P, D1, . . . , DN ).
 • Auxiliary inputs: Both parties have the security parameter 1n and a pa-rameter ℓ that upper bounds the size of every keyword set Pi. Unless stateddifferently, i ∈ {1, . . . , N} and j ∈ {1, . . . ,M}.
 • The protocol:
 – Initialize:1. The server S chooses random values s1, . . . , sN ←R {0, 1}n (one ran-
 dom value for each document), and computes the set of commitments
 {comi = comh(si; ri)}Ni=1 where r1, . . . , rN are random strings of appro-priate length.
 2. S defines a database of M records (pj , xj) where pj ∈ P is a keyword,and xj = {(i, (si, ri))}pj∈Pi
 (i.e., xj is the set of pairs (i, (si, ri)) where
 i is such that pj appears in the keyword list Pi associated with Di). We
 assume that all xjs are of length ℓ; this can be achieved by padding ifnecessary.
 3. S sends the commitments (com1, . . . , comn) to the client C, and sends
 (init, (p1, x1), . . . , (pM , xM ), (s1, D1), . . . , (sN , DN )) to FbasicDB.4. Upon receiving (com1, . . . , comN ) from the server S and (init,M) from
 FbasicDB, the client C outputs (init, N,M).
 – Search: Upon input (search, p) to C, the client C sends (retrieve, p) toFbasicDB, and receives the response from FbasicDB.
 1. If FbasicDB sent notFound then C outputs notFound.2. If FbasicDB sent reject then C outputs reject.3. Otherwise, let x = {(i, (si, ri))} denote the set that C receives from
 FbasicDB. Then, for every i in the set x, C verifies first that comi =comh(si; ri). If there exists an i in which the verification does not hold,
 then C outputs notFound.4. Finally, for every pair (i, si) ∈ x, the client C sends (retrieve, si) toFbasicDB and receives back either notFound, reject or a document Di.
 If it receives reject in any of the ℓ queries then it outputs reject. Other-wise, it outputs (search, {Di}), including in the output every document
 Di containing the keyword p that it received back from FbasicDB.
 We now prove the security of Protocol 9.3.2.
 Theorem 9.3.3 Assume that πbasicDB securely computes FbasicDB in the pres-ence of malicious adversaries. Then, Protocol 9.3.2 securely computes FDOC
 in the presence of malicious adversaries.
 Proof. We treat each corruption case separately. Our proof is in a hybridmodel where a trusted party computes the ideal functionality FbasicDB.
 The server S is corrupted. Intuitively, the simulator SSERV learns theset of documents and associated keywords from the init value sent by theserver to the trusted party computing FbasicDB. The only issue to deal withis the case of incorrectly generated inputs by S. This is dealt with by havingthe simulator verify the validity of each decommitment and include only thedocuments where the attributes that correspond to their keywords include
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 only valid decommitments. Let A be an adversary controlling S; we constructa simulator SSERV as follows:
 1. Upon receiving from A the messages (com1, . . . , comN ) and (init, (p1, x1),. . . , (pM , xM )) (where the last message is for the trusted party for FbasicDB),simulator SSERV sets P = {p1, . . . , pM}, eliminating repetitions. Then,SSERV records (si, Di) if there exists a pair (i, j) for which (i, (si, ri)) ∈ xj ,comi = comh(si; ri), and Di includes the keyword pj . Furthermore, for ev-ery such pair (i, j), SSERV adds pj to the list of keywords Pi associated withDi. If there exists i such that (i, (si, ri)) ∈ xj , yet comi = comh(si; ri),SSERV deletes pj from P . In addition, if there exist i, j0, j1, r0, r1 ands0 = s1, such that (i, (sib , rib)) ∈ xjb and comi = comh(sib ; rib) for bothb ∈ {0, 1}, SSERV outputs fail.
 If SSERV recorded less than N pairs (si, Di) then it completes this set usingrandom si and arbitrary documents Di of appropriate size (and settingthe set of keywords for the document to be empty). Finally, SSERV sends(init,P , P1, D1, . . . , PN , DN ) to FDOC.
 2. Upon receiving search from FDOC, SSERV sends retrieve to A (as if it weresent by FbasicDB). If A replies with reject, then SSERV sends reject to FDOC.Otherwise, SSERV simulates C sending ℓ queries si to FbasicDB. If A sendsreject for any of these queries, then SSERV sends reject to FDOC. Otherwise,SSERV sends approve to FDOC.
 This completes the simulation. We claim that the output distribution of Cin the simulation is statistically close to its output in the hybrid execution.The only difference is when SSERV outputs fail. However, this happens withnegligible probability by the binding property of the commitment scheme.Observe that when SSERV does not output fail, the output distribution isidentical. This is due to the way that SSERV constructs the input from theserver to FbasicDB. In particular, the commitments guarantee that the keywordsi used for storing Di is unique. Furthermore, SSERV defines Pi to be the setof keywords associated with Di based on the sets xj . Thus, FbasicDB returnsa document Di to the client C whenever a real client would receive thatdocument in a real protocol execution.
 The client C is corrupted. We now proceed to the case where C iscorrupted. Let A be an adversary controlling C; we construct SCL as follows:
 1. Upon receiving (init, N,M) from FDOC, simulator SCL chooses N randompairs (si, ri) of appropriate length, and sends A the commitments comi =comh(si; ri).
 2. Upon receiving a message (retrieve, p) fromA, simulator SCL sends (search, p)to its trusted party that computes FDOC.
 a. If FDOC returns t documents D1, . . . , Dt, then SCL chooses t randomindices i1, . . . , it ∈ {1, . . . , N} that were not chosen before, and setsx = {(i′, (si′ , ri′))} for all i′ ∈ {i1, . . . , it} while associating si′ withDi (if a document D′ was already returned in a previous search, SCL
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 chooses the same index for D′ that was previously associated with it).It then sends x to A, emulating FbasicDB.
 b. For every query (retrieve, si′) that A makes to FbasicDB, if si′ was pre-viously given to A by SCL in a set x, then A returns the document Di
 associated with si′ (as if coming from FbasicDB). If si′ was not previouslygiven to A by SCL, then A returns notFound.
 c. If FDOC returns notFound, then SCL forwards it to A as if it were comingfrom FbasicDB.
 The output distributions of the simulated execution in the ideal model andthe protocol execution with A in the FbasicDB-hybrid model are statisticallyclose. The only difference occurs if A somehow queries FbasicDB with a value si′
 that it did not receive from a previous keyword query p. However, since thesesi′ values are of length n, this can happen with only negligible probability.
 One-sided simulation and covert adversaries. As in previous exam-ples, if a subprotocol πOS
 basicDBthat securely computes FbasicDB with one-sided
 simulation is used in Protocol 9.3.2, then the result is a protocol that securelycomputes FDOC with one-sided simulation. Likewise, security in the presenceof covert adversaries is achieved by using πCO
 basicDB, which achieves security in
 the presence of covert adversaries.
 9.4 Implementing Functionality FCPRP with Smartcards
 In the protocols that we have seen above for computing database and doc-ument search, the expensive part of the computation is due to the secureimplementation of the functionality FCPRP. Although relatively efficient forthe case of covert adversaries, it is still quite expensive in the case of maliciousadversaries.
 In this section we consider a setting where in addition to standard net-work communication, the parties have access to smartcards. Namely, theparticipating parties may initialize smartcards in some way and send themto each other, in addition to sending messages over a network. As we describebelow, a standard smartcard can be used to securely compute FCPRP with ex-traordinary efficiency (i.e., approximately 50 ms per execution) and thus ourprotocols for database and document search when implemented in this waybecome practical even in settings where retrieval must be very fast.
 Clearly, such a modus operandi is only reasonable it is not necessary tocontinually send smartcards between parties. In the uses described here, theserver initializes a smartcard and sends it to the client, and that is all. Impor-tantly, it is also sufficient to send a smartcard once, which can then be usedfor many executions of the protocol (and even for different protocols). Thismodel is clearly not suitable for protocols that must be run by ad hoc par-
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 ticipants over the Internet (e.g., for secure eBay auctions or secure Internetpurchases). However, it is indeed suitable whenever parties with non-transientrelationships need to run secure protocols. Thus, this model is suitable forthe purpose of privacy-preserving data mining between commercial, govern-mental and security agencies.
 9.4.1 Standard Smartcard Functionality and Security
 A smartcard is a piece of secured hardware that carries out cryptographiccomputations on board. Smartcards are designed to withstand physical andlogical attacks, while preserving the secrecy of their cryptographic keys andthe integrity of the computations carried out. Smartcards are widely usedtoday for the purposes of secure authentication, digital signatures and diskencryption. High-end smartcards are considered to provide a high level ofsecurity in practice; see the discussion regarding this at the end of this section.
 One of the basic cryptographic operations of any smartcard is the com-putation of a block cipher using a secret key that was imported into thesmartcard (and is never exported from it later). We assume that the blockcipher in the smartcard behaves like a pseudorandom permutation. This iswidely accepted for modern block ciphers, and in particular for 3DES andAES. Since smartcards preserve the secrecy of their cryptographic keys, itfollows that a party holding a smartcard with a key k for block cipher oper-ation is able to query the smartcard in order to compute FPRP(k, x) withoutlearning anything about k.
 We now provide a description of standard smartcard functionality. We donot include an exhaustive list of all available functions on standard smart-cards. Rather we describe the most basic functionality and some additionalspecific properties that we use.
 1. Onboard cryptographic operations: Smartcards can store cryptographickeys for private and public-key operations. Private keys that are stored(for decryption or signing/MACing) can only be used according to theirspecified operation and cannot be exported. We note that symmetric keysare always generated outside of the smartcard and then imported, whereasasymmetric keys can either be imported or generated onboard (in whichcase, no one can ever know the private key). Two important operationsthat smartcards can carry out are basic block cipher operations and CBC-MAC computations. These operations may be viewed as pseudorandomfunction computations, and we will use them as such. The symmetric al-gorithms typically supported by smartcards use 3DES and/or AES, andthe asymmetric algorithms use RSA (with some also supporting ellipticcurve operations).
 2. Authenticated operations: It is possible to “protect” a cryptographic oper-ation by a logical test. In order to pass such a test, the user must either
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 present a password or pass a challenge/response test (in the latter case,the smartcard outputs a random challenge and the user must reply with aresponse based on some cryptographic operation using a password or keyapplied to the random challenge).
 3. Access conditions: It is possible to define which operations on a key areallowed and which are not allowed. There is great granularity here. For alloperations (e.g., use key, delete key, change key, and so on), it is possibleto define that no one is ever allowed, anyone is allowed, or only a partypassing some test is allowed. We stress that for different operations (suchas use and delete) a different test (e.g., a different password) can also bedefined.
 4. Special access conditions: There are a number of special operations; wemention two here. The first is a usage counter ; such a counter is definedwhen a key is either generated or imported and it says how many times thekey can be used before it “expires”. Once the key has expired it can onlybe deleted. The second is an access-granted counter and is the same as ausage counter except that it defines how many times a key can be usedafter passing a test, before the test must be passed again. For example,setting the access-granted counter to 1 means that the test (e.g., passinga challenge/response) must be passed every time the key is used.
 5. Secure messaging: Operations can be protected by “secure messaging”,which means that all data is encrypted and/or authenticated by a pri-vate (symmetric) key that was previously imported into the smartcard.An important property of secure messaging is that it is possible to receivea “receipt” testifying to the fact that the operation was carried out; whensecure messaging with message authentication is used, this receipt cannotbe tampered with by a man-in-the-middle adversary. Thus, it is possiblefor one party to initialize a smartcard and send it to another party, withthe property that the first party can still carry out secure operations withthe smartcard without the second party being able to learn anything ortamper with the communication in an undetected way. One example ofhow this may be useful is that the first party can import a secret keyto the smartcard without the second party that physically holds the cardlearning the key. We remark that it is typically possible to define a differ-ent key for secure messaging that is applied to messages being sent to thesmartcard and to messages that are received from the smartcard (and thusit is possible to have unidirectional secure messaging only). In addition toensuring privacy, secure messaging can be used to ensure integrity. Thus,a message authentication code (MAC) can be used on commands to thesmartcard and responses from the smartcard. This can be used, for exam-ple, to enable a remote user to verify that a command was issued to thesmartcard by the party physically holding the smartcard. (In order to im-plement this, a MAC is applied to the smartcard response to the commandand this MAC is forwarded to the remote user. Since it is not possible toforge a MAC without knowing the secret key, the party physically holding
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 the smartcard cannot forge a response and so must issue the command, asrequired.)
 6. Store files: A smartcard can also be used to store files. Such files can eitherbe public (meaning anyone can read them) or private (meaning that sometest must be passed in order to read the file). We stress that private keysare not files because such a key can never be read out of a smartcard. Incontrast a public key is essentially a file.
 We stress that all reasonable smartcards have all of the above properties,with the possible exception of the special access conditions mentioned abovein item 4.
 Smartcard Security. It is important to note that smartcards provide ahigh level of physical security. They are not just regular microcontrollerswith defined functionality. Rather, great progress has been made over theyears to make it very hard to access the internal memory of a smartcard.Typical countermeasures against physical attacks on a smartcard includeshrinking the size of transistors and wires to 200 nm (making them too smallfor analysis by optical microscopes and too small for probes to be placed onthe wires), multiple layering (enabling sensitive areas to be buried beneathother layers of the controller), protective layering (a grid is placed aroundthe smartcard and if this is cut, then the chip automatically erases all of itsmemory), sensors (if the light, temperature, etc. are not as expected then allinternal memory is immediately destroyed), bus scrambling (obfuscating thecommunication over the data bus between different components to make ithard to interpret without full reverse engineering), and glue logic (mixing upcomponents of the controller in random ways to make it hard to know whichcomponents hold which functionality). For more information, we refer thereader to [76]. Having said the above, there is no perfect security mechanism,and this includes smartcards. Nevertheless, we strongly believe that it isa reasonable assumption to trust the security of high-end smartcards (forexample, smartcards that have FIPS 140-2, level 3 or 4 certification). Ourbelief is also supported by the computer security industry: smartcards arewidely used today as an authentication mechanism to protect security-criticalapplications.
 Standard smartcards – what and why. We stress that our use of smart-cards is such that any standard smartcard can be used. It is important for usto use standard – rather than special-purpose – smartcards for the followingreasons:
 1. Ease of deployment: It is much easier to actually deploy a protocol thatuses standard smartcard technology. This is due to the fact that many or-ganizations have already deployed smartcards, typically for authenticatingusers. However, even if this is not the case, it is possible to purchase anysmartcard from essentially any smartcard vendor.
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 2. Trust: If a special-purpose smartcard needs to be used for a secure pro-tocol, then we need to trust the vendor that built the smartcard. Thistrust extends to believing that it did not incorrectly implement the smart-card functionality on purpose or unintentionally. In contrast, if standardsmartcards can be used then it is possible to use smartcards constructedby a third-party vendor (and possibly constructed before the protocol de-sign). In addition to reducing the chance of malicious implementation, thechance of an unintentional error is much smaller, because these cards havebeen tried and tested over many years.
 We remark that Javacards can also be considered for the application thatwe are considering. Javacards are smartcards with the property that special-purpose Java applets can be loaded onto them in order to provide special-purpose functionality. We remark that such solutions are also reasonable.However, it does make deployment slightly more difficult as already-deployedsmartcards (that are used for smartcard logon and VPN authentication, forexample) cannot be used. Furthermore, it is necessary to completely trustwhoever wrote the applet; this can be remedied by having an open sourceapplet which can be checked before being loaded. Therefore, protocols thatdo need smartcards with some special-purpose functionality can be used, butare slightly less desirable.
 For more discussion regarding this model of using smartcards in crypto-graphic protocols, see [44].
 9.4.2 Implementing FCPRP with Smartcards
 We model the smartcard as an additional entity that interacts with the par-ties, where in the ideal model, the ideal adversary/simulator plays the roleof the smartcard for the adversary. This means that the simulator receivesthe messages that the adversary sends to the smartcard and returns the re-sponses that the adversary expects to receive from the smartcard. This is thestandard way of carrying out simulation, where the simulator plays the roleof the honest parties interacting with the adversary. Importantly, we modelthis entity as an incorruptible trusted party (albeit with functionality thatis limited to what standard smartcards can do). Alternatively, we model thesmartcard as an ideal functionality FSC which receives commands from onlyone party at a time. Formally, the party that initializes the smartcard hasaccess until it sends a transfer message to the functionality, after which onlythe other party can interact with the trusted party computing the smartcardfunctionality.
 In order to securely compute FCPRP we need to show how to implementthe initialization and evaluation stages. An important feature of our im-plementation is that it suffices for P1 (which owns the key k) to send a single
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 smartcard to P2, and this smartcard can be used for multiple invocations ofFCPRP with independent keys. In addition, this can be done before P1 andP2 have their inputs. This is crucial because although we argue that it isrealistic for parties in non-transient relationships to send smartcards to eachother, it is not very practical for them to do this every time they wish to runa protocol. Rather, they should be able to do this only once, and then runtheir protocol many times.
 PROTOCOL 9.4.1 (Implementing FCPRP with Smartcards)
 • Preprocessing: P1 initializes a smartcard so that a key for a pseudorandom
 permutation can be imported, while encrypted under a secure messaging key
 ksm. P1 sends the smartcard to P2. This preprocessing step is run once in thesmartcard lifetime.
 • The protocol:
 – Initialize: Party P1 chooses a key k ← {0, 1}n and imports it into the
 smartcard for use for a pseudorandom permutation. The imported key is
 encrypted and authenticated using the secure messaging key ksm. In ad-dition, P1 imports a key ktest as a test object that protects the key k by
 challenge/response. Finally, P1 sets the access-granted counter of k to 1.Again, these operations are carried out using secure messaging with encryp-
 tion and message authentication.
 – Evaluation:1. Upon input (retrieve, x), party P2 queries the smartcard for a random
 challenge, and receives back r. P2 sends (challenge, r) to P1.
 2. Upon receiving (challenge, r), if party P1 allows the computation, it com-putes s = FPRP(ktest, r) and sends (response, s) to P2. Otherwise, it sends
 reject to P2.3. If P2 receives reject, then it outputs reject. Otherwise, upon receiving
 (response, s), party P2 hands it to the smartcard in order to pass the test.
 If s is incorrect and thus the test is not passed, then P2 outputs reject.Otherwise, P2 uses the smartcard to compute FPRP(k, x) and outputs
 the result.
 We prove the security of Protocol 9.4.1 by modeling the smartcard as anideal functionality FSC.
 Theorem 9.4.2 Let FSC be a functionality implementing the smartcardfunctionality described above. Then, Protocol 9.4.1 securely computes FCPRP
 in the FSC-hybrid model.
 Proof (sketch). Let A be an adversary controlling P1. Observe that P1
 receives no messages from P2 in the protocol. Therefore, A can learn nothing.In addition, a simulator S can learn k because A imports k into the smartcardby sending it to FSC. Note that if A provides an illegal k (e.g., a string thatis not of length n), then S can replace it with a default key k because areal smartcard will refuse to work with incorrect input and will output anerror message that P2 will see. Finally, observe that if A provides P2 with an
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 incorrect response, then this is equivalent to it sending reject, which is whatP2 outputs in this case.
 Regarding the case where P2 is corrupted and controlled by an adversaryA, the security stems from the fact that unless A can guess a correct responses to a challenge r, it is unable to access the smartcard and use FPRP(k, ·) un-less authorized by P1. We stress that A cannot change the keys importedduring the initialize step or learn their value except with negligible probabil-ity, because all messages sent by P1 for the smartcard functionality FSC areencrypted and authenticated. Thus, A can only not import the keys at all,in which case it receives no information about k and so the execution can beeasily simulated.
 This completes the proof sketch.
 Efficiency. Protocol 9.4.1 achieves extraordinary efficiency. Only two roundsof communication are needed between the parties and then P2 interacts withthe smartcard only in order to carry out the computations.
 9.5 Secure Text Search (Pattern Matching)
 The basic problem of text search is the following: given a text T of length N(for simplicity we assume that N is a power of 2) and a pattern p of length m,find all the locations in the text where pattern p appears in the text. Stateddifferently, for every i = 1, . . . , N −m+1, let Ti be the substring of length mthat begins at the ith position in T . Then, the basic problem of text searchis to return the set {i | Ti = p}. This problem has been intensively studiedand can be solved optimally in time that is linear in size of the text [10, 53].
 In this section, we address the question of how to securely compute theabove basic text search functionality. The functionality, denoted FTS, is de-fined by
 ((T,m), p) 7→{(λ, {i | Ti = p}) if |p| = m(⊥,⊥) otherwise
 where Ti is defined as above, and T and p are binary strings. Note that S,which holds the text, learns nothing about the pattern held by C, and theonly thing that C learns about the text held by S is the locations where itspattern appears.
 In this section, we present a protocol for securely computing FTS with one-sided simulation. The basic idea of the protocol is for S and C to run a singleexecution of πPRF for securely computing a pseudorandom function with one-sided simulatability; let f = FPRF(k, p) be the output received by C. Then,S locally computes the pseudorandom function on Ti for every i and sendsthe results {FPRF(k, Ti)} to C. C can then find all the matches by just seeingwhere f appears in the series sent by S. Unfortunately, within itself, this isinsufficient because C can then detect repetitions in T . That is, if Ti = Tj ,
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 C will learn this because it implies that FPRF(k, Ti) = FPRF(k, Tj). However,if Ti = p, this should not be revealed. We therefore include the index i ofthe subtext Ti in the computation and have S send the values FPRF(k, Ti∥⟨i⟩)where ⟨i⟩ denotes the binary representation of i. This in turn generates an-other problem because now it is not possible for C to see where p appears,given only FPRF(k, p). This is solved by having C obtain FPRF(k, p∥⟨i⟩) forevery i, while ensuring that the same p appears in all of the FPRF(k, p∥⟨i⟩)computations. We utilize specific properties of the Naor-Reingold pseudo-random function, and the protocol πPRF for computing it (see Section 7.6),in order to have C obtain all of these values, while running only a singleexecution of πPRF and while ensuring that the same p appears in all thecomputations.
 We remark that we cannot use a generic protocol for committed securepseudorandom evaluation FCPRP, and so in particular cannot use the smart-card methodology of Section 9.4.2. In order to see this, the FCPRP functional-ity does not ensure any consistency between evaluations, and so nothing pre-vents the client C from obtaining values FPRF(k, p∥⟨i⟩) and FPRF(k, p
 ′∥⟨j⟩),where p = p′. We also remark that the above methodology does not seemto readily yield protocols that are fully secure with simulation even in thecase where the server S is corrupted. This is due to the fact that in the textsearch problem the Ti substrings are related ; in particular, Ti almost equalsTi+1 (with most values overlapping). Thus, in order to obtain full simulation,the protocol must force a corrupt server S to use values T1, T2, . . . that areconsistent with each other, and with a single well-defined text T . This seemsto be difficult to achieve efficiently.
 9.5.1 Indexed Implementation for Naor-Reingold
 Following our discussion above, we continue with a modified version of πPRF
 for computing the Naor-Reingold function such that C’s output is the set{FPRF(k, x∥⟨i⟩)}N−m+1
 i=1 , rather than just the single value FPRF(k, x). Wecall this functionality indexed pseudorandom function evaluation, denotedby FIND, and define it by(
 (k, 1N ), x)7→
 (λ, {FPRF(k, x ∥⟨i⟩)}N−m+1
 i=1
 ).
 Observe that when computing FIND, the input to FPRF is of length m+logN ,where m is the length of the pattern p and logN is the length of the indexi (because it is an index into the text of length N). Recall that the Naor-Reingold pseudorandom function is defined by
 FPRF(k, x) = ga0·∏m
 j=1 axjj .
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 where the key k is defined by the vector (ga0 , a1, . . . , am) and the aj values arerandom; see Section 7.6 for more details. Furthermore, the protocol for securepseudorandom evaluation that is based on this function works by running anoblivious transfer for each bit xi of the receiver’s input. We assume familiaritywith this construction here; see Section 7.6.1.
 The idea behind securely computing FIND is due to the following observa-tion. Let x = (x1∥x2) where |x1| = m and |x2| = ℓ (i.e., |x1|+ |x2| = m+ ℓ),and let k = (ga0 , a1, . . . , am+ℓ). Then, by the definition of the Naor-Reingoldfunction, we have
 FPRF(k, x) = FPRF((ga0 , a1, . . . , am+ℓ), (x1∥x2))
 = FPRF((ga0 , a1, . . . , am), x1)
 ∏m+ℓj=m+1 a
 xjj .
 Thus, it follows that
 FPRF(k, x ∥⟨i⟩) = FPRF((ga0 , a1, . . . , am, x)
 ∏m+log Nj=m+1 a
 ⟨i⟩jj ,
 where ⟨i⟩j denotes the jth bit in ⟨i⟩. We use this in order to securelycompute FIND as follows. First, S uses a pseudorandom function key k =(ga0 , a1, . . . , am+logN ) for inputs of length m + logN , as we have in thiscase. Next, S and R essentially run Protocol πPRF in Section 7.6 in orderto compute FPRF((g
 a0 , a1, . . . , am), x). Recall that in this protocol, after the
 oblivious transfers the server S holds a value g = ga0·
 ∏mj=1
 1rj and the client
 C holds values y1x1, . . . , ymxm
 such that
 g∏m
 j=1 yjxj = FPRF((g
 a0 , a1, . . . , am), x).
 Thus, for every i, the server S can locally compute g⟨i⟩ = g∏m+log N
 j=m+1 a⟨i⟩jj and
 it then follows that
 g
 ∏mj=1 yj
 xj
 ⟨i⟩ = FPRF(k, x ∥⟨i⟩).
 After having computed all of these values (for every i), S can send the setto C, which can then compute FPRF(k, x ∥⟨i⟩) for every i, as required. SeeProtocol 9.5.1 for a full description.
 We now prove that Protocol 9.5.1 securely computes the indexed pseudo-random function evaluation functionality. Due to the similarity to the proofof security of Protocol 7.6.5 in Section 7.6, we present a proof sketch only.
 Proposition 9.5.2 Assume that πBOT securely computes FBOT with one-sided simulation. Then Protocol 9.5.1 securely computes FIND with one-sidedsimulation.
 Proof (sketch). Note first that the messages that S receives in Proto-col 9.5.1 and πOS
 PRF(see Theorem 7.6.8) are identical. Therefore, the proof of
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 PROTOCOL 9.5.1 (Indexed Pseudorandom Function Evaluation πOSIND)
 • Inputs: The input of S is k = (ga0 , a1, . . . , am+logN ) and a value 1N , and theinput of C is a value x of length m.
 • Auxiliary inputs: Both parties have the security parameter 1n and are givena description of the group G, its order q and a generator g.
 • The protocol:
 1. S chooses m random values r1, . . . , rm ←R Z∗q .
 2. The parties run a 1-out-2 batch oblivious transfer protocol πBOT. In the ithiteration, S inputs yi0 = ri and yi1 = ri · ai (with multiplication in Z∗
 q), and
 C enters the bit σi = xi where x = x1, . . . , xn. If the output of any of the
 oblivious transfers is ⊥, then both parties output ⊥ and halt. Otherwise:3. C’s output from the m executions is a series of values y1x1
 , . . . , ymxm. If any
 value yixiis not in Z∗
 q , then C redefines it to equal 1.
 4. S sets g = ga0·
 ∏ni=1
 1ri and sends C the set{(
 i, g⟨i⟩ = gΠ
 log Nj=1 a
 ⟨i⟩jm+j
 )}N−m+1
 i=1
 where ⟨i⟩j denotes the jth bit of the binary representation of i.5. C aborts if the order of any g⟨i⟩ is not equal to q. Otherwise, C computes
 and outputs the set{(i, y⟨i⟩ = g
 ∏nj=1 yj
 xj
 ⟨i⟩
 )}N−m+1
 i=1
 = {(i, FPRF(k, p ∥⟨i⟩))}N−m+1i=1 .
 privacy in the case where the server is corrupted follows from the proof inSection 7.6.
 In the case where C is corrupted, we prove security in the πBOT-hybridmodel. Let A be an adversary that controls C; we construct a simulatorSCL as follows. SCL receives A’s input x′ ∈ {0, 1}m for the batch oblivioustransfer execution, sends it to the trusted party computing FIND and receivesthe output set Z = {zi}N−m+1
 i=1 . Then, in each oblivious transfer SCL hands
 A a random value ri ←R Z∗q . Next, SCL sets zi = z
 ∏mj=1
 1rj
 i for every zi ∈ Zand sends (i, zi) to A. This completes the simulation.
 The proof that A’s view is identical in both the simulated and hybridexecutions and that A returns the same value in both executions is the sameas in the proof of Theorem 7.6.6. This is because the only difference betweenthe executions is due to the fact that the intermediate value g is raised to
 the power of∏logN
 j=1 a⟨i⟩jm+j for every i. Since the initial g value is distributed
 identically in the hybrid and simulated executions, it follows that raisingeither value to the power of the same set of constants yields exactly the samedistribution.
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 Full simulation. Protocol 9.5.1 does not achieve full security with sim-ulation in both corruption cases, even if a fully secure oblivious transfersubprotocol is used. This is due to the fact that a corrupt P1 may not carryout the computation of all the g⟨i⟩ values from g correctly. Thus, correctnessis not guaranteed.
 Efficiency. πOSIND has six rounds of communication. In addition, using the
 batch oblivious transfer of Section 7.5, the number of exponentiations com-puted is 11(m+logN)+15+2(N −m) since the parties run πOS
 INDwith input
 length m+ logN and the additional 2(N −m) values are needed to computethe set of N −m values in the last message.
 9.5.2 The Protocol for Secure Text Search
 We are now ready to present our main result for this section, which uses πOSIND
 as a subprotocol.
 PROTOCOL 9.5.3 (Secure Text Search πOSTS)
 • Inputs: The input of S is a binary string T of size N , and the input of C is a
 binary pattern p of size m.
 • Auxiliary Inputs: The security parameter 1n, the input sizes N and m, and(G, q, g) for the Naor-Reingold function.
 • The protocol:
 1. S chooses a random key for computing the Naor-Reingold function on inputs
 of length m+ logN ; let the key k = (ga0 , a1, . . . , am+logN ).2. The parties execute πOS
 IND where S enters the key k and C enters its pattern p
 of length m. The output of C from this execution is the set {(i, fi)}N−m+1i=1 .
 3. For every i, let ti = FPRF(k, Ti∥⟨i⟩), where Ti is the m-length substring of
 T beginning at location i. Then, S sends C the set {(i, ti)}N−m+1i=1 .
 4. C outputs the set of indices {i} for which fi = ti.
 Note that S can choose the parameters (G, q, g) as long as their validitycan be verified (which is typically the case), and they do not need to beauxiliary inputs.
 Theorem 9.5.4 Let FPRF denote the Naor-Reingold function and assumethat the DDH assumption holds in G. Furthermore, assume that protocolπOS
 INDsecurely computes FIND with one-sided simulation. Then Protocol 9.5.3
 securely computes FTS with one-sided simulation.
 Proof. We separately consider the cases that S and C are corrupted.
 The server S is corrupted. Since we are only proving one-sided simu-latability here, all we need to show is that S learns nothing about C’s input.
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 This follows from the fact that the only messages received by S in the proto-col execution are those received within a single execution of the subprotocolπOS
 IND. Thus, the security in this case follows directly from the one-sided sim-ulatability of πOS
 IND.
 The client C is corrupted. We prove security here in the FIND-hybridmodel. Let A be an adversary controlling C; we construct a simulator SCL asfollows:
 1. SCL receives input p and auxiliary input z and invokes A on this input.2. SCL receives from A the input p′ that it sends to FIND. Simulator SCL
 sends p′ to its trusted party computing FTS and receives back the set oftext locations I for which there exists a match.
 3. SCL chooses a random key k ← IPRF(1m+logN ) and sends A the set
 {(i, FPRF(k, p′∥⟨i⟩))}N−m+1
 i=1 , as the trusted party that computes FIND
 would.4. Let k = (ga0 , a1, . . . , am+logN ). Then for every 1 ≤ i ≤ N −m + 1, SCL
 continues as follows:
 • If i ∈ I, the simulator SCL defines ti = FPRF(k, p′∥⟨i⟩).
 • Otherwise, SCL defines ti = FPRF(k, p∥⟨i⟩) where p = p′ is an arbitrarystring of length m.
 5. SCL hands A the set {(i, ti)} and outputs whatever A outputs.
 Observe that the only difference between the hybrid and the simulatedexecutions is in the last step where for every text location i such that Ti = p′,the simulator SCL defines ti based on a fixed p = p′ instead of basing it on thesubstring Ti (which is unknown to the simulator). Intuitively, this makes nodifference due to the pseudorandomness of the function. Formally, we provethis by going through a series of hybrid experiments.
 Game H1: We begin by modifying SCL so that it uses an oracle OFPRFfor
 computing the function FPRF. The modified simulator S1CL
 can use this oracleby handing A the set F = {OFPRF
 (p′∥⟨i⟩)}N−m+1i=0 as its output from the
 trusted party computing FIND. Furthermore, it can define ti = OFPRF(p′∥⟨i⟩)
 if i ∈ I, and ti = OFPRF(p∥⟨i⟩) otherwise. By the definition of FPRF, this is
 exactly the same distribution as generated by SCL above. We stress that SCL
 interacts with a trusted party that computes FTS, as in the ideal world.
 Game H2: In this game, we replace OFPRFwith an oracle OHFunc
 computinga truly random function. Clearly, the resulting distributions in both gamesare computationally indistinguishable. This can be proven via a reductionto the pseudorandomness of the function FPRF. Informally, let DPRF denote adistinguisher that attempts to distinguish FPRF from HFunc. Then DPRF, play-ing the role of S1
 CLabove, invokes its oracle on the sets {pi = p′∥⟨i⟩}N−m+1
 i=0
 and {ti}N−m+1i=0 , where ti = pi∥⟨i⟩ when i ∈ I, and ti = p∥⟨i⟩ otherwise (note
 that the difference is whether p′ or p is used). Now, any distinguisher for
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 the distributions of games H1 and H2 can be utilized by DPRF to distinguishbetween FPRF and HFunc.
 Game H3: In this game, we define a modified simulator S3CL that computesall of the ti values correctly using the honest S’s text T , instead of invokinga trusted party. The resulting distribution is identical because the oraclecomputes a truly random function and all inputs are distinct in both cases(the fact that the inputs are distinct is due to the index i that is concatenatedeach time).
 Game H4: Here, we modify the oracle OHFuncback to an oracle OPRF com-
 puting FPRF. Again, the fact that the distributions in games H3 and H4 arecomputationally indistinguishable follows from a straightforward reduction.
 Game H5: Finally, we compute the pseudorandom function instead of usingan oracle. This makes no difference whatsoever for the output distribution.
 Noting that the last game is exactly the distribution generated in a hybridexecution of Protocol 9.5.3 with a trusted party computing FIND, we havethat the hybrid and ideal executions are computationally indistinguishable,completing the proof.
 Efficiency. The cost of Protocol 9.5.3 equals a single execution of πOSIND
 withthe additional exponentiations needed for S to compute the set {(i, ti)}N−m+1
 i=1 .
 One-sided versus full simulatability. Observe that Protocol 9.5.3 doesnot achieve correctness when S is corrupted because S may construct the tivalues in a way that is not consistent with any text T . Specifically, for everyi, the last m−1 bits of Ti are supposed to be the first m−1 bits of Ti+1, butS is not forced to construct the values in this way. Protocol 9.5.3 is thereforenot simulatable in this case, and it is not known how to enforce such behaviorefficiently.
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