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 Abstract
 Steganography is the art of hiding information within other information insuch a way that it is hard or even impossible to tell that it is there. Thereare many different carriers for steganography but the most popular is digitalimages. Recently, there it has been rumoured that terrorist cells are usingsteganography to hide their secret plans, and subsequently it is becomingincreasingly important to detect the images that contain steganography suchthat we can reduce foul-play. This counter-technique is known as steganalysis.In contrast to the magnitude of papers that analyse either steganography
 or steganalysis techniques, this paper provides in-depth descriptions of both.It also offers a chance to put the theory into practice by way of a piece ofsoftware designed to maximise learning in the fields. The paper can thereforebe split into two parts: Research, and Software Development.
 Keywords
 steganography, steganalysis, Hide & Seek, JSteg, OutGuess 0.1, OutGuess0.2, F3, F4, F5, compression, targeted, visual attacks, structural attacks,statistical attacks, x2 test, histogram, blind, blockiness, JPEG Calibration,Software Development, API, Graphical User Interface (GUI), testing.
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1 Introduction
 1.1 Introduction to Steganography
 1.1.1 What is Steganography?
 The term Steganography refers to the art of covert communications. By implementingsteganography, it is possible for Alice to send a secret message to Bob in such a way thatno-one else will know that the message exists. Typically, the message is embedded withinanother object known as a cover Work, by tweaking its properties. The resulting output,known as a stegogramme is engineered such that it is a near identical perceptual modelof the cover Work, but it will also contain the hidden message. It is this stegogrammethat is sent between Alice and Bob. If anybody intercepts the communication, they willobtain the stegogramme, but as it is so similar to the cover, it is a difficult task forthem to tell that the stegogramme is anything but innocent. It is therefore the dutyof steganography to ensure that the adversary regards the stegogramme - and thus, thecommunication - as innocuous.One of the oldest examples of steganography dates back to around 440 BC in Greek
 History. Herodotus, a Greek historian from the 5th Century BC, revealed some examplesof its use in his work entitled "The Histories of Herodotus". One elaborate examplesuggests that Histaeus, ruler of Miletus, tattooed a secret message on the shaven headof one of his most trusted slaves. After the hair had grown back, the slave was sent toAristagorus where his hair was shaved and the message that commanded a revolt againstthe Persians was revealed [19]. In this example, the slave was used as the carrier for thesecret message, and anyone who saw the slave as they were sent to Aristagorus wouldhave been completely unaware that they were carrying a message. As a result of this,the message reached the recipient with no suspicion of covert communication ever beingraised.In modern terms, steganography is usually implemented computationally, where cover
 Works such as text files, images, audio files, and video files are tweaked in such a waythat a secret message can be embedded within them.The techniques are very similar to that of digital watermarking, however one big dis-
 tinction must be highlighted between the two. In digital watermarking, the focus is onensuring that nobody can remove or alter the content of the watermarked data, eventhough it might be plainly obvious that it exists. Steganography on the other hand,focuses on making it extremely difficult to tell that a secret message exists at all. If anunauthorised third party is able to say with high confidence that a file contains a secretmessage, then steganography has failed.Steganography also differs from cryptography because the latter does not attempt to
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Chapter 1. Introduction
 hide the fact that a message exists. Instead, cryptography merely obscures the integrityof the information so that it does not make sense to anyone but the creator and therecipient. The adversary will be able to see that a message exists, and the inverse processof cryptanalysis involves trying to turn the meaningless information into its original form.With this said, it is still highly likely that a complete steganographic system might
 employ cryptographic measures as a safety-net to protect the content of the message inthe event that the steganography is broken.
 1.1.2 How is Steganography Used?
 When a steganographic system is developed, it is important to consider what the mostappropriate cover Work should be, and also how the stegogramme is to reach its recipient.With the Internet offering so much functionality, there are many different ways to sendmessages to people without anyone knowing they exist. For example, it is possible thatan image stegogramme could be sent to a recipient via email. Alternatively it mightbe posted on a web forum for all to see, and the recipient could log onto the forumand download the image to read the message. Of course, although everyone can see thestegogramme, they will have no reason to expect that it is anything more than just animage.In terms of development, Steganography is comprised of two algorithms, one for em-
 bedding and one for extracting. The embedding process is concerned with hiding a secretmessage within a cover Work, and is the most carefully constructed process of the two.A great deal of attention is paid to ensuring that the secret message goes unnoticed ifa third party were to intercept the cover Work. The extracting process is traditionallya much simpler process as it is simply an inverse of the embedding process, where thesecret message is revealed at the end.The entire process of steganography for images can be presented graphically as:
 Figure 1.1: The Process of Steganography.
 Figure 1.1 shows one example of how steganography might be used in practice. Two
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 inputs are required for the embedding process:
 1. Secret message - usually a text file that contains the message you want to transfer
 2. Cover Work - used to construct a stegogramme that contains a secret message
 The next step is to pass the inputs through the Stego-system Encoder, which will becarefully engineered to embed the message within an exact copy of the cover Work, suchthat minimum distortion is made; the lower the distortion, the better the chances ofundetectability. The stego-system encoder will usually require a key to operate, and thiskey would also be used at the extraction phase. This is a security measure designedto protect the secret message. Without a key, it would be possible for someone tocorrectly extract the message if they managed to get hold of the embedding or extractingalgorithms. However, by using a key, it is possible to randomise the way the stegosystemencoder operates, and the same key will need to be used when extracting the messageso that the stegosystem decoder knows which process to use. This means that if thealgorithm falls into enemy hands, it is extremely unlikely that they will be able to extractthe message successfully.The resulting output from the stego-system encoder is the stegogramme, which is de-
 signed to be as close to the cover Work as possible, except it will contain the secretmessage. This stegogramme is then sent over some communications channel along withthe key that was used to embed the message. Both the stegogramme and the key arethen fed into the stego-system decoder where an estimate of the secret message is ex-tracted. Note that we can only ever refer to the output of the extraction process as anestimate because when the stegogramme is sent over a communications channel, it maybe subjected to noise that will change some of the values. Therefore, we can never be surethat the message extracted is an exact representation of the original. Also, the recipientwill obviously never know what the original message was, and so they have nothing tocompare it to when it is extracted.This is probably the most common system of image steganography today, with the focus
 mainly on developing the stego-system encoder carefully. It is of paramount importancein steganography that the stegogramme contains no trail of embedding a secret messageif it is to be successful.In recent years, many steganographic algorithms have been made publicly available,
 and so it is very easy for anyone with even a limited knowledge of steganography to beable to communicate covertly. Most of the systems make use of everyday images as thebasis for the models, and of course, the information that is hidden within those imagescan range from anything between harmless gibberish and messages that are a threat tonational security. Subsequently, there is a growing concern as to how we can identifywhether any image contains steganography, such that we can be sure the technology isnot used for the wrong purposes. This counter-activity is referred to as Steganalysis, andmuch resource and research has been put into determining whether an image is innocentor not.
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Chapter 1. Introduction
 1.2 Introduction to Steganalysis
 1.2.1 What is Steganalysis?
 Steganalysis is the art of identifying stegogrammes that contain a secret message. Ste-ganalysis does not however consider the successful extraction of the message, this isusually a requirement for cryptanalysis.Typically, steganalysis begins by identifying any artifacts that exist in the suspect file
 as a result of embedding a message. None of the steganographic systems that are knowntoday achieve perfect security [1], and this means that they all leave hints of embeddingin the stegogramme. This gives the steganalyst a useful way in to identifying whether asecret message exists or not.
 1.2.2 How is Steganalysis Used?
 Steganalysis is very important to international security, as growing interest emerges as towhether terrorist organisations use steganographic techniques to communicate with eachother. In fact steganalysis is taken so seriously that it is believed that US Governmentagencies, including the NSA and the Pentagon are funding research for its development.If a file is considered to contain a secret message then it is possible that the entire Workwill be modified by the steganalyst such that the integrity of the message is removed.This means that that Bob will not be able to make sense of the message that Alice sentto him when he attempts to extract it. A much safer solution however, is that the Workis deleted so that it never reaches the recipient.Steganalysis is an extremely difficult science, as it relies on insecure steganography.
 As discussed in section 1.1.1, if steganography is to be successful, it should leave noindication that a secret message exists. Thus, if the model has been created successfully,it should be a difficult task for any third party to spot that tampering has occurred.Jessica Fridrich [5] suggests that "the ability to detect secret messages in images is
 related to the message length". This statement is based on the logic that a small messageembedded within a large carrier will result in a small percentage of manipulations, andtherefore it will be much harder to spot any artefacts within the stegogramme.Of course, the success of steganalysis also depends on what information the steganalyst
 has to work from. There are two main classifications of steganography - targeted, andblind. Targeted steganalysis works when a method designed for identifying a specificsteganographic algorithm has been developed [1]. For example, embedding within pixelvalues leaves patterns that can be searched for with suspicious files. If the steganalyst issure that covert communications are taking place, and also knows of a possible methodfor how a secret message can be embedded, then it should be a fairly trivial task tosummarise if the file contains this type of steganography or not. Blind steganalysis onthe other hand is a much harder task, and means that the steganalyst has no reason tobelieve that covert communications is taking place. In this case, a set of algorithms aretypically developed in order to check for signs of tampering. If some signs of tamperingare flagged by the algorithms, then it is likely that the suspect file contains steganography.
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 1.3 Project Aims
 There are two main aims of this project. The first aim is to research the fields ofsteganography and steganalysis, such that we can present a variety of techniques fromboth. We will start by discussing several techniques for hiding a secret message within animage, and then consider how this can be detected from a steganalytical viewpoint. Thesecond aim of the project is to develop these research findings into a complete system thatis capable of acting as an educational tool for both steganography and steganalysis.
 1.4 About This Paper
 As this project can be split into two distinct parts, the following report has also been splitsuch that a clear distinction can be made between the research work and the developmentwork. Part I of the report focuses on the research material, and will explain the logicand methodologies behind a wide range of steganographic and steganalytical algorithmsfrom the viewpoint of real life practise. Part II focuses on the development aspect of theproject by describing what has been developed, and how the system can be used.Each part will end with a conclusion on what has been learnt when carrying out each
 task. This will be followed by an evaluative conclusion at the end of the report whichwill summarise what has been learnt during the project as a whole.
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2 Principles of Steganography andSteganalysis
 2.1 Literature Review
 In order to understand the methods for steganography and steganalysis that will bediscussed later on in the project, it is first necessary to build up a clear picture of bothfields.This chapter will discuss the main principles of steganography and steganalysis by
 firstly discussing where we currently stand in both fields, and then introducing the nec-essary background knowledge that is required to properly understand the methods intro-duced in this project. The JPEG compression process is also discussed as it is essentialthat we understand the significance of embedding the message data within this domainat a later stage. Finally, we introduce some evaluative metrics so that we can easilyrelate to the success and failure of the steganalysis techniques in future chapters.
 2.1.1 Past Work
 Given time, it has been possible to break every steganographic system that has ever beenpublished. As a result of this, new techniques are developed to improve upon the flawsof the predecessor. It is very much the same case in steganalysis where the algorithmsare often tweaked or combined in order to attack the latest steganography algorithm.The two fields therefore operate in a ’cat and mouse’ style strategy with steganographyaiming to be ahead of the field such that covert communications may exist. There isthen a call for steganalysis to catch up such that covert communications are minimisedas much as possible.One of the most basic steganographic techniques is achieved by manipulating the pixel
 values of the cover image in sequence such that they then turn into code that can be usedto reconstruct the message when extracting. The most popular method for developingthis concept left a pattern in the beginning of the images that steganalysts bought tolight. This led to the development of a series of techniques that could detect the existenceof steganography within any stegogramme that followed this embedding strategy, and sosteganographers set about developing a new system that would render the attacks useless.This led to the development of randomised embedding in pixel values, and once again
 steganlalysts found a method for detecting steganography for all images created usingthis strategy. The chase has continued for hundreds of known steganographic methods,and we are now at the point where a steganography algorithm has been developed thatis immune to all the known blind steganalysis methods, it is called YASS (Yet Another
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Chapter 2. Principles of Steganography and Steganalysis
 Steganographic Scheme). YASS embeds data into seemingly random locations of a coverimage in such a way that no current method is able to spot any artefacts that enable away in to cracking the algorithm [22].
 2.1.2 Steganography Nomenclature
 There are many steganographic algorithms that have been developed to allow covertcommunication, and each of them will be designed to make steganalysis a difficult taskby finding where the redundancies are within a cover Work, and then modifying theredundant data such that it holds a secret message.Steganography can be split into two main categories:
 1. Statistics-aware steganography
 2. Model-based steganography
 Each of these categories aims to preserve the qualities of the original cover Work, withthe logic that it will be hard to detect steganography in suspect Work that is identicalto an innocent Work.Statistics-aware steganography considers the statistical techniques that steganalysts are
 known to use to detect steganography. With these techniques in mind, the steganographicsystem is developed in such a way that none of these attacks will prove successful. Inother words, the stegogramme that is produced after embedding a secret message willbe statistically sound. Ingemar Cox [1] illustrates this by example when he suggeststhat an image can be "completely described" by its histogram (a graphical chart of pixelfrequencies). If this is the case, histograms can be used to evaluate whether any unusualtrends take place. A steganographic system that preserves the same histogram as thecover Work would therefore be a prime example of a statistics-aware steganographicimplementation.Model-based steganography considers the preservation of a chosen model of the cover
 Works, rather than its statistics [1]. This framework measures the components of a coverWork that do not change after embedding, against the components that change as a resultof embedding. The resulting task is to develop a steganographic system that ensures thevalues that change are as minimal as possible.It is also possible that a steganographic system may be developed such that the val-
 ues that change as a result of embedding look like natural processing. This would beimplemented in the hope that the steganalyst puts the modifications down to processingrather than deliberate manipulation. In practice however, it is a fairly trivial task for asteganalyst to determine the likelihood that the modifications are innocent, and thereforethey can easily calculate whether steganography exists or not.In order to understand more about how a steganographic algorithm is created, it is
 necessary to first understand exactly what makes a good steganographic image:

Page 19
                        

2.1. Literature Review
 Perceptability
 The stegogramme that is produced after embedding a secret message, should not bealtered such that it is visually obvious that information has been embedded. In fact, theresulting image should be so similar to the original that if you compare both side by side,you should not be able to see any difference at all between the two.
 Capacity
 The amount of information that is embedded should be as small as possible. Logicsuggests that the longer the message, the more the image has to be altered to compensatefor this. Obviously, the more a Work is modified, the easier it is for the steganalyst todiscover artefacts within an image. Therefore, the usual practise for embedding is tomake the message as short as possible so that the image is altered as little as possible.
 Robustness
 This refers to the degree of difficulty required by a steganalyst to determine whether ornot the image contains a hidden message or not. A good implementation of steganog-raphy would be one where the image can be subjected to many attacks that each proveinconclusive.Christy A. Stanley [23] suggests that another important property of steganography
 is speed, where information should be embedded as quickly as possible. However, it isgenerally considered that this is not as important as those properties that have beenoutlined. Speed is really more of a constraint than a key principle of steganography.It does not seem feasible that anyone embedding information would sacrifice any ofthe above-mentioned properties because they need the algorithm to embed informationwithin a timely manner - the consequences are too damning.If a steganographic algorithm can fulfil these three principles, then the resulting image
 will highly likely reach its recipient undetected, meaning a successful implementation ofsteganography has been developed.
 2.1.3 Steganalysis Nomenclature
 The desired outcomes for steganalysis depend on what the steganalyst wants to achieve.For example, one steganalyst may just want to know whether Alice and Bob are com-municating, where as another steganalyst may want to know how Alice and Bob arecommunicating so that they can impersonate Alice and send Bob false messages. Infact, the role of the steganalyst can be defined in three categories - passive, active, andmalicious.Passive steganalysts intercept a Work as it is passed through the communications
 channel, and then tests it to identify whether it contains a secret message or not.If no secret message is detected, the Work will be allowed to continue through the
 communications channel. However, if a secret message is detected, the steganalyst willblock the transmission and Bob will not receive the secret message. However, the fact
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Chapter 2. Principles of Steganography and Steganalysis
 Figure 2.1: The Passive Steganalyst.
 that Bob does not receive the message he was waiting for may lead him to suspect thata steganalyst has successfully broken the communication, and therefore they will oftenchange the algorithm and resend the message again.An active steganalyst differs from a passive steganalyst because if the existence of
 a secret message is found, the active warden would modify the Work such that theintegrity of the message is broken. This modification may be achieved by compressing theimage in the hope that some important pixel values alter the secret message data. Moststeganographic techniques assume a passive steganalyst, and therefore the stegogrammeis not designed to survive modifications such as these. With this method, Bob will stillreceive the Work, but when he extracts the message he will find it does not make sense.
 Figure 2.2: The Active Steganalyst.
 A mailicious steganalyst will analyse the Work sent between Alice and Bob to determineif it contains a hidden message. If it does, they will then try and work out how the messagewas embedded such that they can then impersonate Alice and send their own messagesto Bob.However, this method is about much more than just detecting whether or not a secret
 message is embedded within a Work. For this reason, it is very rare for a steganalyst tocarry these traits.
 2.2 Image Processing: JPEG Compression
 JPEG compression is a commonly used method for reducing the file size of an image,without reducing the aesthetic qualities enough to become noticeable by the naked eye.
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2.2. Image Processing: JPEG Compression
 Figure 2.3: The Malicious Steganalyst.
 Broadly speaking, it extracts all the information from an image that the human eye is notperceptible to - and would therefore not miss - should it not be there. The compressionof JPEG images contains several processes:
 1. Converting pixel values to YCbCr2. Downsampling the chrominance values3. Transforming values to frequencies4. Quantisation5. Zig-Zag ordering6. Lossless Compression
 This section outlines the theory and logic behind each of these steps.
 2.2.1 Converting pixel values to YCbCr
 The first step is to convert the RGB colour layers of the image into three differentcomponents (Y, Cb, and Cr). The Y component relates to the luminance (brightness),and the U and V elements relate to chrominance (colour). The chrominance coefficientsof an image (Cb and Cr) are determined by a 2D grid that has blue to yellow on oneaxis, and red to green on another.
 2.2.2 Downsampling the chrominance values
 The second phase of JPEG compression is to downsample1 (sometimes referred to assubsampling) the image. It is a common belief that the human eye is more sensitiveto changes in brightness than to changes in colour [13]. This means that it is possibleto remove a lot of colour information from an image without losing a great deal ofquality. As a result of this, much of the compression takes place by downsampling thechrominance data to reduce the overall file size. Incidentally, audio compression takesplace in much the same way where a lossless WAV file is compressed to lossy MP3 formatsby downsampling the frequencies that are out of the range of the human ear.
 1Downsampling is the process of reducing the quality of a signal with the goal of making the file sizesmaller [Source: http://en.wikipedia.org/wiki/Downsample]
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 JPEG compression often downsamples by taking 4 adjacent pixels and averaging themto one value. Doing this for the entire image will remove (
 [13 ×
 34
 ]× 2) of the image
 information which is roughly half [19]. All of this can be done without any noticeabledrop in the quality of the image.
 Figure 2.4: An image compressed using the JPEG compression algorithm [17].
 Figure 2.4 shows an image that has been compressed using JPEG with a factor of8. This means that the colour information for this image is comprised of 8x8 blocks ofpixels. The quality of this file seems perfectly acceptable to the human eye, but let ustake a look at how the image got to this state.
 (a) Y (intensity) (b) Cb (blue/yellow) (c) Cr (red/green)
 Figure 2.5: The three channels for JPEG Compression
 Figure 2.5 shows each channel of the image. Hopefully what is clear is that the Cband Cr values can be dramatically reduced without any noticeable loss of quality to theimage.
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 2.2.3 Transforming values to frequencies
 The Discrete Cosine Transform (DCT) is used for JPEG images to transform them intofrequencies. DCT is a mathematical transform (typically a cosine function) that convertsthe pixels by seemingly ’spreading’ the location of the pixel values over part of the image.It does this by grouping the pixels into 8 x 8 blocks and transforming them from 64 valuesinto 64 frequencies (DCT coefficients. By modifying just a single DCT coefficient, theentire 64 pixels in that block will be affected.To illustrate how this process changes the results, consider Figure 2.6.
 (a) Pixel Values (b) DCT Values
 Figure 2.6: Pixel Values vs. DCT coefficients
 Figure 2.6 shows an example of the effects of applying DCT to an image. The leftpart of the diagram is an 8x8 block of image data. It could be either luminance orchrominance data - at this point it does not matter. The image on the right is the resultafter applying DCT to this block of the image. Note how the largest value is located inthe top-left corner of the block, this is the actually the lowest frequency. The value is sohigh because the data is encoded with the highest importance and the lowest frequency[17]. This, in simpler terms means that this value is the average value of all the pixelvalues in this block. The values are typically always high around the top-left corner ofa DCT block but note that the numbers closest to zero seem to populate around thelower-right corner of the block. These are the high frequencies and it is these values thatare removed during the next step.If we were to precisely inverse the DCT function that was applied to yield the results
 on the right of Figure 2.6, we would end up with the original results (left image of Figure2.6).
 2.2.4 Quantisation
 The next step is arguably the most important one when compressing JPEG images. Theaim is to quantise the values that represent the image after stage 3. Quantisation is theprocess of taking the remaining coefficients and dividing them individually against a pre-determined set of values and then rounding the results to the nearest real number value.The higher these pre-determined values are determines how much detail will be removedfrom the image. The higher the numbers, the more detail is eliminated. The goal is
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 to eliminate the high frequency (lower-right) values. Imagine you have a birds-eye viewon a dense collection of trees. There may be smaller trees that are situated underneaththe trees that you can see, but as you cannot see them, it would not affect your viewwhether they were there or not. This is exactly the same principle for quantisation - byeliminating the values that would not make a difference to the image should they notexist, a great deal of data can be removed with minimum effect on the quality.
 (a) DCT coefficients (b) Quantisation Table (c) Quantised DCT coefficients
 Figure 2.7: The Quantisation process.
 Image (c) shows the result of quantising the original DCT coefficients (a) with thequantisation table (b). It is within these quantised DCT coefficients that transformsteganography operates, as we will see in Chapter 3.
 2.2.5 Zig-Zag ordering
 The quantised DCT coefficients shown in 2.7 are fairly typical. There are only a fewvalues that hold numbers other than zero - the majority will always be zeros. It is alsotypical to see the non-zero numbers in the upper left, and zeros as you get towards thelower-right corner. As this is the case, this stage of JPEG compression reorders the valuesusing a ’zig-zag’ type motion so that similar frequencies are grouped together.
 Figure 2.8: zig-zag ordering of JPEG image components
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 2.2.6 Lossless Compression
 The last process involves the use of two different algorithms. It is beyond the scope ofthis report to go into detail about how the algorithms work, but broadly speaking thefirst algorithm, ’Run-Length Encoding’ (RLE) compresses the high frequency coefficientsand a ’Differential Pulse Code Modulation’ (DPCM) compresses the first low frequencycoefficient. A Huffman algorithm is then used to compress everything. Finally, theHuffman trees are stored in the JPEG header.Now that we have looked into how JPEG compression works, it should be easier to
 understand a bit more about how the transform-based stego-systems operate in Chap-ter 3.
 2.3 Evaluative Metrics
 When evaluating the success or failure of steganalysis algorithms, they are often classifiedbased on how many stegogrammes are successfully identified, and how many pass throughundetected. The terms false-negatives and false-positives are used to express this.False-negatives refer to the amount of stegogrammes that are not detected when apply-
 ing the steganalysis algorithm. In other words, it expresses an indication of how reliablethe algorithm is. If there are many false-positives, then the algorithm should not bedepended on for filtering steganographic content.The term false-positive means the exact opposite, where the algorithm deems innocent
 Works to be stegogrammes.A good steganalytical model minimises both error probabilites. Thus, by measuring
 each of these variables, we can see how successful the algorithm is. However, the prob-ability of error is likely to depend on a number of factors including the type of imagethat has been used as a cover. It may therefore also be necessary to measure error ratesfor different embedding properties in order to successfully determine how successful thealgorithm is as a whole.
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3 Basic Steganography Techniques
 In order to understand more about how steganography works - and indeed to raise aware-ness of the magnitude of known embedding techniques - we will discuss some of the mostdocumented steganographic approaches, splitting them into appropriate groups to illus-trate clearly how they differ from each other.The following techniques are just a handful of the earliest examples of image steganog-
 raphy. Some are easier to implement than others, and some are more robust than others.This - as we will see later on in this phase of the project - is one of the biggest trade-off’swith steganography. A simple algorithm is likely to be just as simple to break, whilst themore clever algorithms are harder to break. This is an example of security by obscurity ;something that is fairly rare to see in computer security. The question steganographersusually face is: "how well do you want to hide the existence of a secret message?". Ifthe message just needs to be hidden from one person with little computing experience,then a simple algorithm may be preferred. However, terrorist cells would be looking tohide the existence of the message from government defence agencies typically comprisedof some of the most highly skilled people in computing. In which case a clever algorithmis likely to be preferred, certainly something beyond the scope of this entire project.
 3.1 Steganographic Systems & Definitions
 Before diving deep into the core of each algorithm, we should take a moment to define theelements of both the encoding and decoding stages of steganography (common across allembedding algorithms). In order to explain the processes easily later on in the chapter,we will assign mathematical representations to the elements. By doing this, we shouldhopefully improve the readability, and make it easier to understand how each algorithmworks with regards to others.
 3.1.1 The Stego-system
 A stego-system (steganographic system) in image steganography refers to a system ca-pable of hiding a secret message within an image, such that no third-parties are awarethat the message exists. The image that is output from this process is known as a ste-gogramme, and great care is taken to ensure that this looks as innocent as possible sothat the secret message has the best chance of reaching its intended recipient.However, the stego-system not only refers to encoding the message, it also refers to the
 system that makes it possible to read the message when it reaches its recipient. The twosub-systems are referred to as the stego-system encoder and the stego-system decoderrespectively.
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 3.1.2 The Encoder
 The stego-system encoder is the heart of the steganographic system. It makes it possibleto embed a secret message within some cover medium. In the case of image steganog-raphy, the encoder will read in a cover image cm,n (where m and n refer to the heightand width dimensions of c), and will embed a message m by tweaking carefully selectedvalues of the cover image ci. Exactly which ci values are tweaked depends on the spe-cific embedding algorithm, and it is this decision process that makes each stego-systemunique.The regions that are typically chosen to hide the message, are often selected because
 they are believed to hold redundant data. That is to say that replacing the image datawith the message data has no direct impact on the overall perceptibility of the image,therefore meaning the message is hard to detect - at least with the naked eye.Figure 3.1 shows a graphical representation of the elements and processes typically
 associated with a stego-system encoder.
 Figure 3.1: The general design of a basic stego-system encoder (adapted from [19]).
 As the illustration suggests, cover image c is read into most stego-systems such thatthe redundant data can be identified. By using a shared key k, the encoder referencesthe exact locations of the regions that have been replaced with the data from m. Thismakes it possible to select the correct regions of the stegogramme and retrieve the secretmessage successfully when decoding (see section 3.1.3). Stego-systems such as these arereferred to as secret key stego-systems.Of course, how many values are tweaked in c to produce the stegogramme depends on
 the length of the message l(m). In order to function correctly, l(m) must be less than or
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 equal to the amount of redundant data available for the image.From time to time in this chapter we will need to refer to each value of m as individual
 units. This will be denoted by mi, where each element can be assumed to be binaryvalues, mi ∈ {0, 1}.
 3.1.3 The Decoder
 The stego-system decoder allows the receiver of the stegogramme to obtain an estimateof the secret message m′. We refer to the output message as an estimate because eachmi is derived from the locations of the stegogramme according to the shared key k. Thismeans that it is not the exact same message that was input into the encoder, so wecan never say that it is 100% identical; indeed, some of the values may be slightly off.However, a good stego-system ensures that the estimate will be as close to the originalmessage m as possible.Figure 3.2 shows a graphical representation of the elements and processes associated
 with a common stego-system decoder.
 Figure 3.2: The general design of a basic stego-system decoder.
 As we can see, both the stegogramme and shared secret key k are used to identify theregions that hold the message data. When both of these elements are provided, each mi
 can be retrieved such that the complete binary sequence m′ can be constructed. Themessage data can then be converted to an alternative form (typically ASCII) so that itcan be read.
 3.2 Least Significant Bit Substitution Techniques
 One of the earliest stego-systems to surface were those referred to as Least SignificantBit Substitution techniques, so called because of how the message data m is embedded
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 within a cover image c. In computer science, the term Least Significant Bit (LSB) refersto the smallest (right-most) bit of a binary sequence. The structure of binary is such thateach integer may only be either a 0 or a 1, often thought of as off and on respectively.Starting from the right, the value (if on) denotes a 1. The value to its left (if on) denotesa 2, and so on where the values double each time. Now let us consider the following 8-bitbinary sequence:
 1 0 1 1 0 0 1 1
 Summing all the values equal to 1 yields a result of 179. The right-most value (denotedin bold text) is the LSB of this sequence. This value essentially determines whether thetotal sum is odd or even. If the LSB is a 1, then the total will be an odd number, and if0, it will be an even number. However, changing the LSB value from a 0 to a 1 does nothave a huge impact on the final figure; it will only ever change by +1 at most.If we now think of each 8-bit binary sequence as a means of expressing the colour of
 a pixel for an image, it should be clear to see that changing the LSB value from a 0 toa 1 will only change the colour by +1 - a change that is unlikely to be noticed with thenaked eye. In fact, the LSBs of each pixel value could potentially be modified, and thechanges would still not be visible. This highlights a huge amount of redundancy in theimage data, and means that we can effectively substitute the LSBs of the image data,with each bit of the message data until the entire message has been embedded. This iswhat is meant by Least Significant Bit Substitution.Finally, when we talk of Least Significant Bit Substitution algorithms, we should men-
 tion that this encompasses two different embedding schemes: sequential and randomised.Sequential embedding often means that the algorithm starts at the first pixel of the coverimage c0,0 and embeds the bits of the message data in order until there is nothing leftto embed. Randomised embedding however, scatters the locations of the values that willbe modified to contain the bits of the message data. The main reason for randomisingthe approach is to make things a little trickier for the steganalysts that are looking todetermine whether the image is a stegogramme or not. The implications of embeddingin this fashion over the sequential approach are discussed in detail in Chapter 4.
 3.2.1 Overview
 In the early stages of image steganography development (as we know it today), manysteganographers believed that the least significant bits of an image were an ideal place toembed the message data, not only because their modification yields no perceptible lossof quality, but also because they believed the LSBs were completely random in terms oftheir overall significance to the complete image. In other words, it was common beliefthat if the LSBs of an image were viewed in isolation as a binary image (where 0 = black,and 1 = white) then the distribution will appear so scattered that modifying the valueswill make no difference to its appearance - it would still look very random. Figure 3.3illustrates why this assumption was made. The Figure shows a grayscale image (a) andallows for a comparison of each of its bit planes (b) → (i), where "BP = 8" correspondsto the most significant bit plane, and "BP = 1" corresponds to the LSB plane.
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 (a) BP = All (b) BP = 8 (c) BP = 7
 (d) BP = 6 (e) BP = 5 (f) BP = 4
 (g) BP = 3 (h) BP = 2 (i) BP = 1
 Figure 3.3: An image and each of its bit planes (BP) in descending order.
 When we look at each bit plane in this manner, it does appear as though the LSB planein (i) is more random than that of a bit plane higher up in the scale such as (d), thus itis understandable why such an assumption was made. However, Andreas Westfeld andAndreas Pfitzmann [26] found that this hypothesis was incorrect. Their works suggeststhat the LSBs - whilst perhaps random in terms of appearance - are no more so thanany other bit plane in terms of design. If we consider an image of natural life (thus
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 disregarding artificial or computer-based sketches), the image is almost guaranteed toinclude objects that contain gradual colour changes due to natural filters such as light,shadows, and the texture of the object itself. Typically, a shadow that is cast on anobject for example, produces a pattern in the pixel values such that the values in thatarea of the image decrease by very small amounts as the shadow gets stronger. It is alsosuggested by Wayner that some camera’s pad the data by adding extra detail to produce24-bit images [24], and it is also true that JPEG compression incorporates averagingthat may result in large areas of the image having the same LSBs. It therefore seemsto be the case that the LSBs of an image are more structured than the steganographersoriginally believed, and this poses a huge weakness in the authors’ systems that can beexploited through visual attacks. We will return to this point later on in section 4.1, butfor now let us just accept that the LSBs were chosen as an ideal region for embeddingthe message data.
 3.2.2 Hide & Seek: The Sequential Approach
 The simplest form of image steganography is the method known as Hide & Seek whichreplaces the LSBs of pixel values (also referred to as the spatial domain) with the bitsfrom the message bit stream.The algorithm is so straightforward that it does not require a key to be implemented.
 Whilst this makes things a lot simpler to program and exchange the secret, it does meanthat the security lies solely in the algorithm. If a key were used, then it might still beimpossible for the adversary to decode the hidden message, as the key would usuallyindex the manipulated regions of the image. In the case of the Hide & Seek algorithmhowever, the adversary simply needs to understand how the algorithm works, and theywill be able to decrypt the message.
 Encoding
 Algorithm 1 The encoding process of the Hide & Seek algorithm in sequential mode.1: for i = 1, ..., l(m) do2: p← LSB(ci)3: if p 6= mi then4: ci ← mi
 5: end if6: end for
 The encoding process (as shown by the pseudocode in Algorithm 1) shows that theentire algorithm can be implemented by writing just a few lines of code. The algorithmworks by taking the first pixel of the image ci and obtaining its LSB value (as per line 2of the Algorithm). This is typically achieved by calculating the modulus 2 of the pixelvalue. This will return a 0 if the number is even, and a 1 if the number is odd, whicheffectively tells us the LSB value. We then compare this value with the message bit mi
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 that we are trying to embed. If they are already the same, then we do nothing, but ifthey are different then we replace ci with mi. This process continues whilst there arestill values in m that need to be encoded.
 Decoding
 The decoding phase is even simpler. As the encoder replaced the LSBs of the pixelvalues in c in sequence, we already know the order that should be used to retrieve thedata. Therefore all we need to do is calculate the modulus 2 of all the pixel values inthe stegogramme s, and we are able to reconstruct m as m′i. Algorithm 2 shows thepseudocode of the decoding process.
 Algorithm 2 The decoding process of the Hide & Seek algorithm in sequential mode.1: for i = 1, ..., l(s) do2: m′i ← LSB(si)3: end for
 Note that this time we run the loop for l(s) instead of l(m). This is because thedecoding process is completely separate from the encoding process and therefore has nomeans of knowing the l(m). If a key were used, it would probably reveal this information,but instead we simply retrieve the LSB value of every pixel. When we convert this toASCII, the message will be readable up to the point that the message was encoded, andwill then appear as gibberish when we are reading the LSBs of the image data.
 3.2.3 Hide & Seek: The Randomised Approach
 The randomised approach to the Hide & Seek algorithm makes it possible to scatter thelocations of the pixels that are to be replaced with the message data. The core of theencoding process is identical to that of the sequential method described in section 3.2.2.In fact, the two methods only differ in terms of how the image data ci is presented beforethe embedding process starts.For the randomised approach the image data c is usually shuffled using a Pseudo
 Random Number Generator (PRNG). This generator will take the image data c andproduce a shuffled version C according to a seed k that is specified by the encoder.There will also be an inverse shuffle which takes C and returns the original order c whenthe same k is used. The pixel values of the image c are often shuffled before embeddingsuch that the exact same encoding mechanism from section 3.2.2 can be used. The valuesare then shuffled back to their original positions after embedding such that the image canbe displayed properly for sending it across some communications channel to the recipient.A PRNG also has the advantage that it produces the same shuffle when the same dataand the same seed are given back to it. This means that all we need is c and k at thedecoding stage, and the same shuffle will be recreated so we can retrieve the messagedata successfully.
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 Encoding
 Algorithm 3 shows the pseudocode for the encoding process of the randomised Hide &Seek approach. Note how the bulk of the encoding process remains the same as forthe sequential embedding approach. However, we now have line 1 that randomises thelocations of each pixel before embedding the message data. In addition to this, we alsohave line 8 which returns the pixel locations back to normal when the embedding processhas ended. The seed k acts as a key to the algorithm such that the same shuffle sequencecan be generated when retrieving the hidden message.The output stegogramme s from this embedding approach will contain bits of the
 hidden message in seemingly random locations of the image.
 Algorithm 3 The encoding process of the Hide & Seek algorithm in randomised mode.1: generate randomised sequence C using data c and seed k2: for i = 1, ..., l(m) do3: p← LSB(Ci)4: if p 6= mi then5: ci ← mi
 6: end if7: end for8: generate original sequence c using data C and seed k
 Perhaps the most important aspect of note is that as we require k to identify thecorrect regions, the algorithm is much more secure than the sequential approach, as thesequence cannot be derived without it.
 Decoding
 By using the seed k that was created in the encoding process, the pixel values from thestegogramme s can be shuffled into the same sequence that they were when embeddingthe secret message. From here, the same decoding process as described in section 3.2.2can be used to obtain each mi, and thus recreate the complete message stream m. Thedecoding process can be seen in Algorithm 4.
 Algorithm 4 The decoding process of the Hide & Seek algorithm in randomised mode.1: generate randomised sequence S using data s and seed k2: for i = 1, ..., l(s) do3: m′i ← LSB(Si)4: end for
 Sometimes, as a seed is already required to retrieve the message, the randomised ap-proaches may go one step further and create a full key that also declares l(m). If this isthe case, line 2 can be changed such that the loop runs for l(m) rather than l(s).
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 3.3 Transform Domain Techniques
 As we will see in Chapter 4, embedding the message data directly into the spatial domain(as per the Hide & Seek method) means it is quite straightforward to detect that embed-ding has taken place. To counteract this, new methods were developed that embeddedthe message data in more inconspicuous areas - the most popular being the transformdomain.
 3.3.1 Overview
 When JPEG images are compressed to smaller file sizes, they are firstly converted intothe Discrete Cosine Transform (DCT) domain which presents the data as high and lowfrequencies. High frequencies relate to areas of high detail, and low frequencies are thelow detailed areas. The logic behind the JPEG compression process is that we can removesome of the high detail because our eyes are less sensitive in these areas, meaning wewould not notice if some of it was not there. This logic is based on the fact that our eyesare most sensitive in the plainer regions of an image. To illustrate this by example, thinkof an image of a very dense forest. If you change a few random pixels to be black, thechances are you will not be able to see them because your eyes will be so distracted by allthe other detail. However, if the picture was of a plain-painted wall, you may have beenable to see those black pixels more clearly because there is less of a distraction (unless ofcourse, the wall was also painted black).As the DCT values (referred to as coefficients) are tweaked when compressing, we can
 similarly tweak some of the values such that they hold message data. Embedding in thisfashion is much harder to notice from a steganalytical viewpoint than embedding in thespatial domain, as the steganalyst will have to do a bit more digging to find any artifactsof embedding. There are several transforms that could potentially be used to embed thehidden data, including the Discrete Wavelet Transform (DWT), Fast Fourier Transform(FFT), Walsh-Hadamard Transform, and many more. However, to keep things at acomprehendible level, we will only discuss the methods used for embedding in the DCTdomain .
 3.3.2 JSteg
 The JSteg algorithm was developed by Derek Upham and is esentially a carbon copy ofthe Hide & Seek algorithm discussed in section 3.2.2, because it employs sequential leastsignificant bit embedding. In fact, the JSteg algorithm only differs from the Hide & Seekalgorithm because it embeds the message data within the LSBs of the DCT coefficientsof c, rather than its pixel values.Before the embedding process begins, the image is converted to the DCT domain in 8x8
 blocks such that the values of ci switch from pixel values to DCT coefficients. In orderfor the values to be presented as whole numbers, each 8x8 block is quantised accordingto a Quantisation Table Q. The result is where the embedding algorithm operates. Anexample of an 8x8 DCT block is shown in Figure 3.4.
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 257 6 3 0 0 0 -6 7
 8 0 1 -5 2 4 -4 3
 -5 -1 -1 1 -1 -1 2 -2
 2 2 2 2 -1 -2 0 0
 -1 -2 0 -2 2 1 -1 0
 2 -1 -2 0 -2 1 2 1
 -2 0 3 2 2 -3 -1 -1
 2 0 -2 -2 -1 2 0 1
 Figure 3.4: An example of an 8x8 sub-block of DCT coefficients.
 We should also note the two types of coefficient that we see in every 8x8 block: DC,and AC. The value at the top left of each 8x8 block is known as the DC coefficient.It contains the mean value of all the other coefficients in the block, referred to as theAC coefficients. The DC coefficients are highly important to each block as they givea good estimate as to the level of detail in the block. Changing the value of the DCcoefficient will also change many of the values of the AC coefficients, and this will createa visual discrepancy when the image is converted back to the spatial domain and viewednormally. For this reason, the JSteg algorithm does not embed message data over anyof the DC coefficients for every block. In addition to this, the algorithm also does notpermit embedding on any AC coefficient equal to 0 or 1.
 Encoding
 Algorithm 5 provides the pseudocode for the encoding process of the JSteg algorithm.Line 4 shows that the algorithm avoids embedding on the DC coefficients, and also anyAC coefficient equal to 0 or 1. Line 8 shows an alternative method for calculating theLSB value of the coefficient by using mod 2. The result is replaced with the value in mi.Again, no key is used for this algorithm. So long as the decoder knows that the
 embedding took place in the DCT domain, it will be capable of extracting the messagesuccessfully. The security of the JSteg algorithm therefore lies in the algorithm itself.As we noted before, the main difficulty of not using a key is when we try to determinel(s) when extracting the message. Without a key, it is impossible to know the length ofthe message to extract, so the loop is typically run for the entire duration of the imageto ensure that all of the message is extracted. This is certainly the case for the JStegalgorithm as we will see in the decoding process.
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 Algorithm 5 The encoding process of the JSteg algorithm.1: convert image c to DCT domain d in 8x8 blocks2: for i = 1, ..., l(m) do3: p← DCT(di)4: while p = DC or p = 0 or p = 1 do5: p = next DCT coefficient from d6: end while7: pi ← ci mod 2 + mi
 8: ci ← pi
 9: end for10: convert each 8x8 block back to spatial domain
 Decoding
 The decoding process functions by converting the stegogramme s to the DCT domain. Itthen avoids the same coefficient values that the encoding algorithm avoids, and retrievesthe hidden message from the LSBs of all the other coefficients sequentially (line 7).
 Algorithm 6 The decoding process of the JSteg algorithm.1: convert image s to DCT domain d in 8x8 blocks2: for i = 1, ..., l(s) do3: p← DCT(di)4: while p = DC or p = 0 or p = 1 do5: p = next DCT coefficient from d6: end while7: mi ← di mod 28: end for
 3.3.3 OutGuess 0.1
 In much the same way that embedding the message data sequentially using the Hide& Seek method was not considered very secure, neither was the fact that the JStegalgorithm embedded in the same fashion. The first version of OutGuess, designed byNeils Provos [18], improved the JSteg algorithm by scattering the embedding locationsover the entire image according to a PRNG on image c derived using seed k. This is verysimilar to the way that the randomised embedding approach improved the Hide & Seekalgorithm.
 Encoding
 The encoding process of the OutGuess 0.1 algorithm is essentially a combination of boththe randomised Hide & Seek algorithm and the JSteg algorithm. As Algorithm 7 shows,the first step is to convert the image to the DCT domain, in exactly the same way as we
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 saw for JSteg. Then, the coefficients are shuffled into a seemingly random order usinga PRNG according to a seed. The message data is then embedding using the sametechnique as for JSteg before finally inversing the shuffle such that the coefficients areback in the correct positions. The image is then converted back to the spatial domainand thus the stegogramme s is produced.The algorithm still avoids embedding within the DC coefficient, and any AC coefficient
 equal to either 1 or 0. This is exactly the same methodology that we saw with the JStegalgorithm.
 Algorithm 7 The encoding process of the OutGuess 0.1 algorithm.1: convert image c to DCT domain d in 8x8 blocks2: generate randomised sequence C using data d and seed k3: for i = 1, ..., l(m) do4: p← DCT(Ci)5: while p = DC or p = 0 or p = 1 do6: p = next DCT coefficient from C7: end while8: pi ← Ci mod 2 + mi
 9: Ci ← pi
 10: end for11: generate original sequence c using data C and seed k12: convert each 8x8 block back to spatial domain
 Decoding
 The decoding process for OutGuess 0.1 is as we might expect. Firstly, the stegogrammes is converted to the DCT domain, before being shuffled using the same k that was usedin the encoding process. We then retrieve the message data by extracting the LSBs fromall the coefficients whose values are neither a DC value, nor a 0 or a 1. Algorithm 8shows the pseudocode for the decoding process of the OutGuess 0.1 algorithm.
 Algorithm 8 The decoding process of the OutGuess 0.1 algorithm.1: convert image s to DCT domain d in 8x8 blocks2: generate randomised sequence S using data d and seed k3: for i = 1, ..., l(s) do4: p← DCT(Si)5: while p = DC or p = 0 or p = 1 do6: p = next DCT coefficient from s7: end while8: mi ← si mod 29: end for
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 3.3.4 OutGuess 0.2
 When the OutGuess 0.1 algorithm was developed, it was considered much more securethan the Hide & Seek and JSteg algorithms because it not only embedded the informationin a more discrete area of the image (DCT coefficients), it also scattered the locations ofembedding by using a PRNG to shuffle the ordering of the coefficients.However, after the release of the algorithm, steganalysts were able to find a fatal flaw
 in the technique that left statistical artifacts in the stegogrammes. As a result, NeilsProvos [19] created a revised version of the OutGuess 0.1 algorithm, called OutGuess0.2. It was written in an attempt to ensure that the statistical properties of the coverimage c were maintained after embedding, such that stegogramme s looks statisticallysimilar to a clean image. This would make it harder for steganalysts to calculate thelikelihood that their suspect image is a stegogramme.The actual embedding algorithm is exactly the same for OutGuess 0.2 as it was for
 OutGuess 0.1. The difference lies in what happens after the information has been em-bedded. In OutGuess 0.2, corrections are made to the coefficients such that they appearsimilar to that of a clean image in terms of frequencies of the values. This is known asstatistics-aware steganography. The impact of these corrections will become much moreapparent when we take a look at statistical steganalysis in Chapter 4.
 3.3.5 F3
 As an alternative to theOutGuess 0.2 algorithm, Andreas Westfeld designed an algorithmcalled F3 [27] which was considered even more secure. The reason for this is that itdid not instantiate the same embedding process as the JSteg and OutGuess algorithms.Instead of avoiding embedding in DCT coefficients equal to 1, the F3 algorithm permittedembedding in these regions, whilst it would still avoid embedding in zeros and the DCcoefficients. The algorithm still embedded the message data sequentially within c.Another change with this algorithm was that it did not embed directly in the least
 significant bits of the DCT coefficients, but instead took the absolute value of the co-efficients first, before comparing them to the message bits. If both the absolute valueof the coefficient, and the message bit were the same, then no changes are made. Ifthey are different, then the absolute value of the DCT coefficient is reduced by 1. Animplication of this however, is that zero values are often created which the decoding al-gorithm will not be programmed to extract data from. The F5 algorithm worked aroundthis by re-embedding mi when the result is that a zero DCT coefficient is created. Thisre-embedding was referred to as shrinkage.
 3.3.6 Encoding
 Algorithm 9 shows the pseudocode for the encoding process of the F3 algorithm. Thekey part of the function can be seen on line 7. It shows how the absolute value of thecurrent coefficient is taken such that it can then be compared with the message bit mi.If they are both the same then we can move on to the next di coefficient and attempt to
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 embed the next mi value. When P 6= mi, then the absolute value of P is reduced by 1and inserted into di.The shrinkage handling process is shown in the loop beginning on line 15. This shows
 that if a zero value is created, then the same mi value is embedded in the next iteration.
 Algorithm 9 The encoding process of the F3 algorithm.1: convert image c to DCT domain d in 8x8 blocks2: for i = 1, ..., l(m) do3: p← di
 4: while p = DC or p = 0 do5: p = next DCT coefficient from d6: end while7: P ← absolute(pi)8: if P 6= mi then9: P ← P − 1
 10: absolute(di) ← P11: end if12: if di = 0 then13: next mi = mi
 14: end if15: Ci ← pi
 16: end for17: convert each 8x8 block back to spatial domain
 Note also that the constraints for this algorithm (line 4) are different to those of thealgorithms we have previously seen. There is nothing to suggest that embedding oncoefficient values equal to 1 is not permitted.
 3.3.7 Decoding
 The decoding process for F3 is slightly less complicated that the encoding process becauseit does not concern the shrinkage issue. As Algorithm 10 shows, if the coefficient valueis equal to zero, it does not attempt to retrieve mi. This is illustrated in line 4.
 Algorithm 10 The decoding process of the F3 algorithm.1: convert image s to DCT domain d in 8x8 blocks2: for i = 1, ..., l(m) do3: p← di
 4: while p = DC or p = 0 do5: p = next DCT coefficient from d6: end while7: P ← absolute(pi)8: mi = P9: end for
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 3.3.8 F4
 The main pitfall with F3 was the fact that it effectively embedded more zeros than onesas a result of the shrinkage mechanism. This meant that when the statistical propertiesof the stegogramme s are examined through its histogram for example (we will come backto this in Chapter 4), some artifacts of embedding became apparent. This is much thesame as what happened in the JSteg implementation except a slightly different patternis derived.In addition to this, steganalysts also found that more odd coefficients existed in F3
 stegogrammes than even coefficients. This now meant that there were two deficienciesthat could be examined when viewing the histogram of a suspect image. F4 was developedto remove these properties such that the histogram would appear similar to that of aclean image.
 Encoding
 The F4 algorithm eliminates the two weaknesses of F3 in one stroke by mapping nega-tive coefficients to the steganographic value, where even-negative coefficients = stegano-graphic 1, odd-negative coefficients = 0, even-positive coefficients = 0 (as with JSteg andF3 ), and, odd-positive coefficients = 1 [27]. Put more simply, this means that now, if weembed a 0 in a DCT coefficient equal to -3, the result will remain -3, where as it wouldhave been modified to -2 using F3. This means that the bit-flips now occur with roughlythe same probability, so the histogram for the stegogramme will not appear unstructuredin terms of its frequency distribution.Algorithm 11 shows a simplified approach to the encoding process of the F4 algorithm.
 Note how the coefficients are evaluated in terms of being either positive or negative inlines 8-11 respectively. They are then either incremented or decremented according totheir existing state.
 Decoding
 The decoding process operates as we would expect. The stegogramme s is converted toobtain the quantised DCT coefficients. From here we ensure that we skip the DC valuesand any value equal to zero. However, all other values are used to retrieve the messagedata in accordance with the encoding algorithm.Algorithm 12 displays the pseudocode for the decoding phase of the F4 algorithm.
 Note how we subtract 1 from P in line 9. This is because the encoding algorithm added1 at this stage when embedding. So to ensure we yield the correct bit for mi, we mustreflect this change. Similarly, the value in line 11 is incremented by 1 because it wasdecremented at this same stage in the encoding process.
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 Algorithm 11 The encoding process of the F4 algorithm (simplified) [27]).1: convert image c to DCT domain d in 8x8 blocks2: for i = 1, ..., l(m) do3: p← di
 4: while p = DC or p = 0 do5: p = next DCT coefficient from d6: end while7: P ← absolute(pi)8: if P = mi and P > 0 then9: P ← P + 1
 10: absolute(di) ← P11: else if P 6= mi and P < 0 then12: P ← P − 113: absolute(di) ← P14: end if15: if di = 0 then16: next mi = mi
 17: end if18: Ci ← pi
 19: end for20: convert each 8x8 block back to spatial domain
 Algorithm 12 The decoding process of the F4 algorithm.1: convert image s to DCT domain d in 8x8 blocks2: for i = 1, ..., l(m) do3: p← di
 4: while p = DC or p = 0 do5: p = next DCT coefficient from d6: end while7: P ← absolute(pi)8: if P = mi and P > 0 then9: mi ← absolute(pi)− 1
 10: else if P 6= mi and P < 0 then11: mi ← absolute(pi) + 112: end if13: end for
 3.3.9 F5
 The F5 algorithm [27] is predominantly the same as the F4 algorithm, at least in terms ofits strategy for encoding the message data. However, the F5 algorithm was designed in anattempt to improve on the F4 algorithm by minimising the disturbance caused on c whenembedding the message data. This was achieved by introducing matrix encoding, and the
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 algorithm was the first known stego-system to make use of this technique. We will notreview matrix encoding in great detail as it is rarely used for steganography, however weshould be aware that it significantly decreases the necessary number of changes requiredfor embedding the message data.The algorithm itself works by calculating the embedding potential of encoding m within
 c based on mi. Hamming coding is then used to embed potentially more than one bitper value by making no more than 1 change to the coefficients. This is denoted as 2p−1,where p refers to the number of bits that are to be embedded [14].The F5 algorithm is therefore much more secure than the F3 and F4 algorithms,
 because there is less of a difference between c and s after embedding. Of course, the longerl(m) is, the more changes need to be made to produce s. However, there are notably fewmodifications than we would see when using the other encoding algorithms.
 3.4 Conclusion
 The stego-systems described in this section have presented some of the most significantalgorithms developed for image steganography. They demonstrate just a handful oftechniques that make it possible to encode message data.As we have seen, the level of complexity increases for each new algorithm. This is to
 be expected as one algorithm attempts to improve on the version that existed beforeit, reviewing in particular how steganalysts managed to break the older systems. Fromthis information, the algorithm is designed such that it confuses the same steganalyticalattack into believing that a stegogramme is a clean image. In other words, it attempts toincrease the amount of false-negatives that pass through a steganalytical filter, where theterm false-negatives refers to cases where the steganalysis attack considers the suspectimage to be clean.We have also seen that some stego-systems use a key to randomise the positions of
 the manipulated values. Keyed steganography is often preferred as it creates an incon-sistency when steganalysts review its stegogrammes. It will typically be a harder taskof identifying steganography in random locations, than doing so for sequentially embed-ded implementations. However, it is not secure enough just to randomly distribute theembedding locations; the algorithm needs to ensure that the domain of the embedding lo-cations themselves are not glaringly obvious. More up to date methods of steganographydo not even randomise the embedding locations themselves, but rather they randomisethe encoding algorithm according to the value in each location. YASS (Yet AnotherSteganographic Scheme) is a good example of such an implementation.All of the above approaches can be adapted to work for both grayscale (8-bit) and
 truecolour2 (24-bit) images. Typically, there is more redundancy in a truecolour imagebecause it has 3 times as many layers as that of a grayscale image. However, steganalyticalapproaches have been developed for detecting steganography from within any type of
 2The term truecolour refers to images that contain three colour planes of information (red, green, andblue), each represented by 8-bits. Each pixel contains colour intensity values for each plane, resultingin 24-bits (or 3 bytes) worth of information.
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 image, so it should not make too much of a difference choosing one image type over theother.What is also worth noting is that a good method of practise is to keep the message
 data as short as possible when using steganography. The more data there is, the moredisturbance is caused to the image, whereas a shorter message would yield fewer modi-fications. Therefore, a stegogramme containing a high capacity message is traditionallya higher risk than one with a shorter capacity message, even though they have encodedthe message data in the same way. It took some time for steganographer’s to reallyunderstand the importance of reducing the length of the message data, but F5 showshow serious an issue it is, as it incorporates matrix encoding to keep the disturbances toa minimum.
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 Chapter 3 served both as an illustration of just a few steganographic algorithms thatcan be used to embed a secret message within an image, and also as an indication of thesimplicity of implementing these algorithms. If we are to assume that steganography isused with ill-intent (such as terrorism) then it is imperative that we continually developsteganalytical schemes capable of breaking steganography.At the very least, the schemes must be capable of identifying the existence of a hidden
 message with high confidence, whilst the aspiration of recovering the message should beconsidered extremely unlikely due to fact that cyptographically secure random numbergenerators are often employed to scramble the message when embedding, thus obscuringthe integrity of the message. For this reason, data recovery is almost always ignored bysteganalysts.This chapter presents some basic steganalytical schemes associated with "targeted" ste-
 ganalysis, including visual, structural, and statistical attacks. We will focus on demon-strating how they can be used to combat the steganographic algorithms discussed inChapter 3, as well as introducing techniques targeted for previously unmentioned stego-systems. Finally, the chapter will present the strengths and weaknesses of the techniquesin a concluding summary.
 4.1 Visual Attacks
 Visual Attacks are widely regarded as the simplest form of steganalysis. As the namesuggests, a visual attack largely involves examining the subject file with the naked eyeto identify any obvious inconsistencies. Of course, the first rule of steganography is thatany modifications made to a file should not result in quality degradation, so a goodsteganographic implementation will create stegogrammes that do not look any moresuspicious than the cover Work - at least not at face value.However, when we remove the parts of the image that were not altered as a result
 of embedding a message, and instead concentrate on the likely areas of embedding inisolation, it is usually possible to observe signs of manipulation. It can therefore beargued that the key aspect of a successful visual attack is to correctly determine whichfeatures of the image can be ignored (redundant data), and which features should beconsidered (test data) in order to to test the hypothesis that a suspect image containssteganography. An incorrect choice can lead to an increase in false-negatives, which issomething a steganalyst would want to avoid. As a result, it is highly likely that allpermutations of possible redundant and test data sets will be analysed such that thesteganalyst is in the strongest position to make an informed conclusion.
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 The most common form of a visual attack combats LSB steganography (such as theHide & Seek algorithm) and is made possible by the fact that the structure of the LSBsfor an image does not match the structure of message bits (if converted to binary fromASCII3 characters). For an image, there are typically as many even values as there areodd, which is equal to saying that there are typically as many 1’s as there are 0’s in itsLSB plane. When text is converted to binary however, there are often more 0’s than 1’s,and this produces a visual inconsistency when such a bit stream resides alongside theimage’s LSB plane. This inconsistency is what the steganalyst will be looking to find inorder to classify a suspect image as either an innocent image or a stegogramme.Of course, how clearly we notice these inconsistencies depends on how good (or how
 bad) the steganographic strategy is. A poor strategy will embed the message bits directlyafter converting from ASCII to binary, and this will lead to the increase in 0’s. However,as we will see in section 4.1.3, if the bit stream is encrypted, then there will usually be amore even distribution of 1’s and 0’s. This means that the discrepancies will not standout so clearly.
 4.1.1 Visual Attacks on Sequential Hide & Seek
 The earliest Hide & Seek implementation functioned by replacing the LSBs of the imagewith the bit stream of the message in sequence until all of the message had been embed-ded. When constructing a visual attack to identify whether or not a suspect image hasbeen subjected to this kind of embedding, the steganalyst will be looking to obtain avisual discrepancy for the first k pixels where k is the length of the message. It is worthnothing however, that the exact value for k will not be made apparent until the visualattack successfully indicates signs of embedding.Figure 4.1 illustrates an example of a visual attack on a grayscale BMP image. It shows
 what the LSB plane looks like for (a) a clean image, and (b) an image that is suspectedto have been manipulated using Hide & Seek in sequential pixels of the image.It is clear that image (b) contains hard evidence of tampering as the first ~50% of theLSBs do not look as unorganised as the latter half of the image. This is a strong indicationthat the suspect image is a stegogramme. On top of this, it is also possible to derive anestimate of the message length to be k = ~50%. We could even calculate the messagelength more precisely by dividing the total number of modified pixels by the total numberof pixels.Note also that whilst the example in Figure 4.1 shows the LSB plane of the clean
 image, it is not a required input for the attack to function. Without the clean image thesteganalyst would still derive image (b) from implementing the attack, which would beadequate for concluding that the image is a stegogramme.
 3American Standard Code for Information Interchange: character encoding based on letters of theEnglish alphabet, http://www.asciitable.com/
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 (a) (b)
 Figure 4.1: LSB planes of (a) a clean image, and (b) a suspect image.
 4.1.2 Visual Attacks on Randomised Hide & Seek
 It is much harder to perform a visual attack with any success when a stegogrammewas created by embedding into seemingly random locations of LSB values. Where asfor sequential embedding we effectively saw a non-random bit stream overlapped over anotherwise random bit plane, the non-random bit stream is now split up and dotted aboutall over the image. When we look at the resulting LSB plane in isolation, it is much moredifficult to identify the regions that have been altered as a result of embedding (especiallyif the embedded message is very short).
 (a) (b)
 Figure 4.2: LSB planes of (a) a clean image, and (b) a suspect image.
 Figure 4.2 shows the LSB planes of (a) a clean image (zero embedding), and (b)the corresponding LSB plane of a stegogramme that was created by randomised LSBembedding. If we compare image (b) with the respective image from section 4.1.1, it isreasonable to conclude that visual attacks do not highlight the manipulated regions as
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 clearly when the embedding locations are randomised. If we assume - as is most oftenthe case - that the steganalyst does not have access to the clean image, then it will be anear impossible task to determine whether or not the image contains steganography asthere are no obvious artifacts that point to signs of embedding. This was not the casewith image (b) in section 4.1.1, where the manipulated regions were clearly highlightedin the first ~50% of the image, and so a firm analysis could still be made even when thesteganalyst is not able to compare the LSB plane of the suspect image against that ofthe clean image.Visual attacks on random embedding therefore differ from those for sequential embed-
 ding in that the approach relies on the steganalyst having access to the clean image inorder to prove successful; this is referred to as a known cover attack. When the cleanimage is available, the steganalyst can obtain its LSB plane as well as the LSB plane ofthe suspect file, and then calculate the difference between the two by subtracting onefrom the other. They will then be left with an image similar to that in Figure 4.3 wherethe black regions of the image represent the values that do not change between bothimages, and the white regions represent the areas that have changed.
 Figure 4.3: The difference between the LSB planes of the original and stego images.
 If the image in Figure 4.3 were completely black, it would mean that there is nodifference between both LSB planes. However, as there are white regions within theimage, we can see that there are some differences between the LSB planes of the suspectfile and the clean image. The steganalyst can therefore conclude that the suspect imagehas been altered, and they can even identify the locations of the modified pixels, as wellas deriving an estimate for k just as it was possible in section 4.1.1. In this instance, itagain appears that k = ~50%.
 4.1.3 Summary
 A successful visual attack not only allows the steganalyst to pin-point inconsisten-cies within an image, it also divulges how the stego-system operated (i.e. sequen-tial/randomised embedding in the spatial LSBs of the image), and allows for an esti-
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 mation of the message length. When we consider these benefits along with how simplethe attack is to carry out, we can conclude that visual attacks can be a useful tool forsteganalysis - at least for detecting steganography from the most basic steganographicimplementations, or for known cover attacks.However, for all instances where the clean version of the image is not available to the
 steganalyst, we are dependant on three factors holding true in order for visual attacks toprove successful. The message must:
 1. be embedded in a sequential order2. be of a length less than the maximum size of the bit plane3. not be encrypted, but instead converted to binary from ASCII characters
 Only the most naïve stego-systems apply all of these factors, and finding a system thatdoes not encrypt a message before embedding is particularly challenging. Encryptingthe secret message is a fairly simple process, and if implemented properly it can reducethe chance of success for a visual attack by considerable proportions (assuming the cleanimage is not available).The underlying reason for the success of the attack in section 4.1.1, is due to the fact
 that in this instance the message was embedded directly after it was converted fromASCII to 8-bit binary sequences. When converting and embedding in this manner, wecreate an unintential bias towards the frequency of zeros in the embedding data, andthis is why we see the artifacts of embedding with such profound strength. The bias iscaused because of the structure of the binary sequences that are created after conversion.Uppercase and lowercase English letters fall in the ranges 65-90, and 97-122 respectivelyaccording to the ASCII table, and these tend to be the most frequently used charactersfor communicating a secret message. When we convert numbers within these ranges to8-bit binary (assuming we are catering for the full 256 "extended ASCII" characters), weobtain sequences such as:
 65 = 01000001 97 = 0110000166 = 01000010 98 = 0110001067 = 01000011 99 = 0110001168 = 01000100 100 = 01100100
 What we witness here is the fact that the frequency of 0’s dramatically outweighs thefrequency of 1’s, and this holds true for a conversion of all alphabet characters. Of course,when we sequentially replace the seemingly even distribution of LSB values of an imagewith a magnitude of 0’s, and relatively few 1’s, a pattern emerges that the human eyeis capable of detecting quickly. If we assume that the message is shorter than the fullembedding potential, the pattern is further emphasised by a change in form when themessage bits end, and the LSBs return to representing the image data.Figure 4.4 highlights the significance of encrypting a message before it is embedded.
 Image (a) shows what is seen by the steganalyst if the message is embedded sequentially,and directly after converting to ASCII. Simply by encrypting the message before embed-ding, the steganalyst will be presented with image (b) when the same test is run. Clearly,
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 it is much harder to see that image (b) contains signs of embedding, so the visual attackbecomes less useful.
 (a) (b)
 Figure 4.4: The significance of encrypting the message: (a) embedding directly afterconverting to binary from ASCII, (b) embedding by encrypting the messagedata before embedding.
 Let us accept however, that there will be circumstances where messages are left unen-crypted, therefore meaning that steganalysts are able to view a visual discrepancy withina suspect image. In order to view the discrepancies clearly, they rely on the fact thatthe message length is shorter than the full embedding capacity of that bit plane. If themessage were embedded within all LSBs of the image, then the steganalyst would be leftwith an image close to that of Figure 4.5. It is no longer possible to see a change in formin the bit plane, so the steganalyst will find it harder to place as much confidence on thefact that the image might be a stegogramme.
 Figure 4.5: The LSB plane for a stegogramme containing a message at full capacity.
 Of course, an evaluation could still be made as a result of what the LSB plane of thesuspect image looks like in comparison with the content of the entire image. If the image
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 is a photograph of a person, then it is highly unlikely that the LSB plane should looklike that presented in Figure 4.5. If the image is of a series of horizontal lines however,then this structure of LSB plane is much less radical.We have also seen that visual attacks are not as likely to succeed for any steganographic
 implementation that randomises the positions of the affected LSBs. If the steganalysthas the luxury of having access to the cover Work, it is possible to plot the differencebetween its bit plane and that of the suspect image. However, for the most part, thecover Work will not be available, in which case the steganalyst has to rely on what theysee in the suspect image’s bit plane alone.
 4.1.4 Further Development
 One of the traits that makes a visual attack so different from other steganalytical tech-niques is the fact that the decision-making process is not automated. Whilst a computermay be used to strip an image of the redundant data and display only the test data, theact of classifying whether or not the image is a stegogramme is open to personal inter-pretation as opposed to solid statistics. This can either be interpreted as a strength ora weakness; a strength because there is no reliance on theoretical expertise, but a weak-ness because people’s opinions may vary, often resulting in inconsistent interpretationsof what constitutes a clean image or a stegogramme.However, with research by Wayner [24], and Westfeld [26] suggesting that every bit
 plane - including the LSB plane - is non-random, perhaps it could be possible to broadenthese findings, and develop a more structured and logical approach to the decision-making process. If we can consider each bit plane of an image Pi to be non-random, thena plausible method must exist for determining the expected values that make up a bitplane for a suspect image E(Pi). It is likely to be possible by using the data from theunmodified bit planes, such that we can fill in the gaps for the bit plane in consideration.It should then be a relatively trivial task to spot arbitrary modifications to any bit planewhen analysing the suspicious bit plane P̂i against E(Pi). There are two possibilities:
 E(Pi) = P̂i (4.1)E(Pi) 6= P̂i (4.2)
 If equation (4.1) is true, then there is no difference between the bit plane of the suspectimage, and what we expect the plane to look like. Thus we can conclude that theimage has not been altered, and it is unlikely to be a stegogramme. If equation (4.2)is true however, then the two bit planes are inconsistent, and we can assume that somemodifications have taken place. In this instance, the image can be considered a likelystegogramme.If we can estimate each bit plane for an image, then visual attacks will become a lot
 more desireable to steganalysts as there will be less dependance on use for a known-coverattack. Instead, we can predict the clean image and identify the likelihood of embeddingbased on the differences that are highlighted between properties of our estimate and thesuspect image.
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 4.1.5 Conclusion
 Visual Attacks can potentially be implemented in many ways, picking on different prop-erties of the image in each implementation such that a wide range of embedding strategiesare examined. For example, a visual attack could be set up to display the spatial LSBplane of the image on its own, the two lowest bit planes, the second lowest bit planeonly, and so on. When all possible bit plane combinations have been exhausted, thesteganalyst will be better placed to determine whether or not the image was subjected tospatial steganographic embedding such as that defined by the Hide & Seek [19] method(or a slight modification of that algorithm that embeds in a different bit plane or combi-nation of bit planes). Similarly, the steganalyst could also exhaust all possible bit planecombinations in a particular transform (i.e. the Discrete Cosine Transform) to evaluatewhether or not the image contains signs of transform embedding such as those expectedby an implementation of the JSteg [19] method. In addition to this, it is also possible totarget the attack against a variety of image formats, (such as JPEG, GIF, BMP, PNGetc.) which only helps to make the concept more useful as an investigative tool as itcan test against many thousands of possible embedding approaches. It is worth notingthough that the success of the attack will vary significantly depending on the type ofsteganography used, and the format of the resulting image. The fact that the attack canbe applied in many different ways illustrates a commendable diversity that other algo-rithms do not offer, however, whilst we may examine different properties of several imageformats, we still require either the clean image, or a naïve steganographic implementationin order to expose the damaged regions well and achieve optimal success.Perhaps the biggest pitfall with the attack is the fact that it cannot be automated.
 It can therefore prove very time-consuming to produce test images for several possiblemethods of embedding, and that is before they are perceptually analysed. If a steganalystwishes to exhaust every type of embedding strategy, they would need to look at thousandsof images to consider the likelihood that a single suspect image is a stegogramme. Thisis obviously an inefficient methodology, and is often the reason why other steganalyticalmethods are preferred.
 4.2 Structural Attacks
 Structural attacks are designed to take advantage of the high-level properties that areknown to exist for a particular steganographic algorithm. For example, version 4.1 ofHide & Seek was forced to operate only on images that were of size 320 x 480 pixels[19]. Similarly, StegoDos operated only on images of size 320 x 200 pixels [10]. Thismeans that a steganalyst that happens to intercept images of either of these sizes, canimmediately flag them as suspicious.Of course, not every image of these sizes will have been altered, and it is very simple
 to modify a stego-system such that it can operate on images of any size. This meansthat a steganalyst will typically need to obtain a better range of features that representsuspicious images, often by digging deeper into how the stego-systems operate and eval-uating the consequences of the embedding strategy. For example, after analysing the
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 Hide & Seek method thoroughly, a steganalyst may be drawn to the conclusion that astegogramme has a larger than expected file size. Any image that is intercepted wherethis holds true is likely to be flagged as suspicious.Structural attacks rarely analyse each image on its own merits. Instead, the images
 are scanned to see if they contain any of the known side-effects for various stegano-graphic algorithms. Images that contain these properties are often subjected to furtherinvestigation. There are sometimes cases where the image may possess symptoms ofsteganography when it is actually perfectly innocent. For example, computer generatedimages are likely to have a different colour composition than those of natural life becausethey are not influenced by the same elements such as light, shadowing, and sampling4.Computer generated images may therefore appear structurally similar to what is ex-pected for a stegogramme, but they do not necessarily contain hidden messages; this iswhy a more thorough investigation usually follows a structural attack.
 4.2.1 Structural Attacks on File Size
 Some image formats work differently from others in terms of how the pixel data representsa colour. As we have seen, grayscale images allocate 1 byte (8 bits) for each pixel so thevalue will fall in the range 0-255, where 0 represents a black pixel and 255 representsa white pixel. Truecolour images allocate 3 bytes per pixel (24 bits) where each byterepresents the colour values (still in the range 0-255) for red, green, and blue respectively.If we take as an example, a truecolour image that is 1024x768 pixels in dimension (atypical size for high resolution images), we then have to multiply this by 3 to obtainthe values for each colour plane. This means that the complete image is expressed via2,359,296 bytes of information, which is over 2Mb. Truecolour images are very desirablefor steganography as they contain an excess of redundant data that can be tweaked toembed a hidden message, and steganalysts often flag these types of images as suspiciousas a result.
 4.2.2 Structural Attacks on Palette-based Steganography
 To avoid structural attacks on file size, steganographer’s introduced algorithms thatoperated on different image formats such as GIF and PNG. For these image formats,each pixel value acts as an index to one of several colours in a pre-determined palette.For GIF images, each pixel is a single byte of information meaning that there are 256possible colours for the image. We can calculate the number of colours available by sayingthat an i-bit image gives 2i colours in the palette [24]. The plan for steganography wasto perform an LSB style embedding approach in a similar fashion to the Hide & Seekmethod. However, as we have seen, this strategy either increments the entire pixel valueby 1 or keeps it the same, which produces a problem for palette-based images. This isbecause the palette is not ordered in any particular manner, so indexing value 114 mightproduce a sky blue colour, where as the value 115 might produce a deep red colour.
 4Camera’s will typically pad the data to produce extra detail in order to create 24-bit images [24].
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 S-Tools tried to avoid this issue by reducing the palette size to represent the mostimportant 32 colours, and then pad the palette to 256 colours by creating colours thatare near to the 32 most important colours. The theory was that if the LSB’s are flippedwhen a palette exists such as this, there will be minimal distortion to the image asthe colours are likely to be flipped to something very similar to their original colour.However, this concept introduced a big flaw in that steganalysts were able to look at thestructure of the pallete, and if it is comprised of a large sample of similar colours, thenthis indicates that the image has been manipulated.Romana Machado introduced a much better system called EzStego that reordered the
 original palette such that similar colours are placed next to each other before embedding[24]. The embedding process works line-by-line on the image, and embeds the LSB of thesorted index within the pixel values according to the message bit stream. As Figure 4.6shows, this is equivalent to embedding the message bit stream directly, but it ensuresthat the colours are only ever changed to a near neighbour or not at all, thus minimisingdistortion. The palette is then flipped back when the embedding process is completed.
 Figure 4.6: The embedding process of EzStego [26].
 As we can see from Figure 4.6, if a pixel contains an index value of 2, and we want toembed a 1, the new index for that pixel becomes 5. If we were embedding a 0 however,then the value would not change.What must be emphasised is that the colours expressed by the values 2 and 5 are very
 close together. Without sorting the palette first, but still embedding in the same fashion,the value 3 would have been obtained when embedding a 1. This colour is much lighterthan value 5, so it would have been more obvious that some modifications had takenplace. It should also be easy to see that when dealing with a much larger palette, thisembedding technique has a stronger chance of success as the neighbouring colours in the

Page 55
                        

4.3. Statistical Attacks
 sorted palette will be even more similar to each other.This approach has the obvious advantage over S-Tools in that no artificial colours are
 added to the palette. This means that if a steganalyst were to inspect the palette of theimage, they would see nothing out of the ordinary and would be led to believe that theimage is clean.
 4.2.3 Summary
 Steganography undeniably alters an image in such a way that will leave some differencebetween the cover Work and the stegogramme. Discovering what the difference is can bean excruciatingly difficult exercise, and - depending on the design of the stego-system -can often prove impossible. A successful structural attack relies on being able to identifya distinct difference between the clean image and a stegogramme, which means that thereis a heavy reliance on either knowing the cover Work or knowing the intricate details ofthe embedding algorithm. It is rarely the case that a steganalyst will have access to oneof these, and even rarer for them to have access to both, which only hampers the successof the attack.As with visual attacks however, a structural attack can prove successful if the stego-
 system was so poorly constructed that it left gaping clues of manipulation. As discussedin section 4.2.2, S-Tools created a palette that could only be associated with bit-tweaking,and this meant that steganalysts could categorise images as stegogrammes if the palettetook this form.Structural attacks are arguably more important to steganalysts than visual attacks
 because they can be applied against a wider range of embedding techniques. The attackswork best when the steganalyst has access to a known stegogramme. In these instances,the steganalyst can probe the image for inconsistencies, thus producing a feature setthat is known to be assoiciated with stegogrammes. A structural attack can then beinstantiated by inspecting suspicious images for these features; those that contain thesame properties are likely to be stegogrammes. With this in mind, structural attacksare rarely used as a means of proving that an image contains steganography, rather theyhighlight images that contain signs of embedding. As mentioned in the introductionto section 4.2, some images will carry the properties of stegogrammes without actuallybeing one, so other methods of attack are often used to dig deeper into the propertiesof the image. This allows the steganalyst to conclude with a higher level of confidencewhether or not the image has been tampered with.
 4.3 Statistical Attacks
 In mathematics, the study of statistics makes it possible to determine whether somephenomenon occurs at random within a data set [24]. Usually, a theory would be con-structed that seemingly explains why the phenomenon occurs, and statistical methodscan then be used to prove this theory to be either true or false. If we think about thedata structure for a stegogramme, we can begin to see how statistics can be useful forsteganalysis when proving whether or not the image contains a hidden message.
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 A stegogramme can be broken down into two data sets: image data, and message data.The image data relates to the information regarding the physical image that we can see,and will typically relate to pixel values that point towards the colours used in that regionof the image. The message data on the other hand, relates to information regardingthe secret message, and - if encrypted - it is typically more randomly composed thanimage data. It can safely be derived that the message data is more random than imagedata, and this is where statistical attacks usually operate. Whilst there is usually farless message data than image data, the small percentage of randomness created by themessage data is enough to invoke an attack.There are several methods that are known to prove the existence of a hidden message
 via statistical approaches; each aimed at identifying signs of embedding for specific stego-systems. In this section we will discuss some of the most effective statistical attacks, aswell as providing details of why they are effective at defeating the stego-systems.
 4.3.1 The Chi-squared (x2) Test
 One of the simplest and most popular statistical attacks is the Chi-squared Test (alsoreferred to as the x2 Test) which was documented in steganalytical terms by AndreasWestfeld and Andreas Pfitzmann in 1999 [26]. The test makes it possible to comparethe statistical properties of a suspect image with the theoretically expected statisticalproperties of its carrier counterpart such that it is possible to determine the likelihoodthat a suspect image is a stegogramme.Perhaps one of the reasons that the x2 test is so widely respected is the fact that it
 is not necessary for the steganalyst to have access to the cover Work in order for thetest to function. As mentioned earlier, the steganalyst will rarely have the luxury ofobtaining the original cover Work, and so the main focus of the x2 test is to be ableto construct a method for accurately calculating the expected statistical properties ofthe original cover Work, without actually accessing it. To do this successfully usuallyrequires a deep knowledge of various embedding strategies; here lies the reason whythe test is categorised as a targeted approach. If the steganalyst is aware of a possiblesteganographic embedding strategy, then they are able to analyse the implications ofembedding such that they eventually derive a set of features that can be analysed todetermine the likelihood that a suspect image is a stegogramme.To illustrate this by example, let us consider the x2 test for sequential LSB steganogra-
 phy5. When we overwrite the least significant bits of an image with data from a messagebit stream, we transform the values into each other. Let us consider an image where thefirst pixel value = 166. If we embed a 0, the value will remain the same, where as ifwe embed a 1, the pixel value will change to 167. Now let us assume that a pixel valueof 167 exists somewhere else within the image. If we embed a 0 now, the value will bedecreased to 166, where as embedding a 1 will leave the pixel value unchanged. Whatwe witness here is that the two pixel values 166 and 167 can effectively be changed into
 5A heavily documented x2 test against sequential LSB steganography is known as the POV3 algorithmwhich was designed in accordance with the PoV characteristic that occurs as a result of bit-flipping.The methodology of this algorithm is referred to in detail in [23].
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 each other, and the observation is true for all odd and even values in an image. We cantherefore declare each odd and even value to be pairs, known in steganalysis as Pairs ofValues (PoVs), where the PoVs for an 8-bit grayscale image would comprise of pixel val-ues {0 ⇔ 1, 2 ⇔ 3, ..., 252 ⇔ 253, 254 ⇔ 255}. Flipping LSBs in this fashion will affectthe frequencies of each pixel value (Yk), while the sum of (Yk + Yk+1) will not be altered[23]. We can therefore calculate the expected distribution of the sum of neighbouringvalues for a clean version of the image to be:
 E(ei) =12
 (Y2i + Y2i+1) (4.3)
 Now that we have effectively obtained the expected distribution for the cover Workfrom equation (4.3), we can compare the result against that of the suspect image byusing the x2 formulae in equation (4.4) with v − 1 degrees of freedom:
 x2 =v∑
 i=1
 (ei − E(ei))2
 E(ei)(4.4)
 Substituting equation (4.3) into equation (4.4) directly, produces:
 x2PoV =
 127∑i=1
 Y2i − 12(Y2i + Y2i+1)2
 12(Y2i + Y2i+1)
 (4.5)
 The method can even be taken a step further by calculating the probability that animage is a stegogramme; the result is known as the p-value. It is calculated by scanningthe image in the same order as the embedding algorithm, and by using a density functionwith x2
 PoV as its upper limit such as that illustrated in equation (4.6).
 p(x2k−1 ≥ x2
 PoV ) = 1− 12k−1
 2 Γ(
 k−12
 ) ∫ x2PoV
 0e−
 x2 x
 k−12−1dx, (4.6)
 where k = PoV, and Γ is the Euler Gamma function [23].
 According to Westfeld [26], a stegogramme that contains < 100% sequential embeddingwill yield p-values that are ≈1 when the manipulated regions are reviewed, and willdramatically descend to 0 when the normal image data is reviewed. This means thata x2 test not only makes it possible to determine the probability that an image is astegogramme, it is also possible to estimate the respective message length.Figure 4.7 illustrates the p-value plot for a clean JPEG image. Note how the probability
 of embedding is constantly fixed to ≈0% (the peak value being 0.407%). This is becausenone of the desired properties were found when scanning through the image. If thesteganalyst is presented with a plot similar to that of Figure 4.7 then they should assume
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 that the image has not been manipulated, at least not in the way that they are testingagainst.
 (a) (b)
 Figure 4.7: The probability of embedding for a clean image: (a) a clean JPEG image (0%embedding), (b) the corresponding p-value plot [26].
 Figure 4.8 on the other hand illustrates the p-value plot for a stegogramme containinga hidden message at 50% embedding capacity. Here we can see that the probability ofembedding is ≈100% whilst a hidden message exists. When the embedding ends, thep-value descends quickly to ≈0%, which means we can quite clearly predict the lengthof the message.
 (a) (b)
 Figure 4.8: The probability of embedding for a stegogramme created using JSteg [19] at50% embedding capacity: (a) the stegogramme, (b) the corresponding p-valueplot [26].
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 Finally - for completion - let us consider the stegogramme in Figure 4.13 that containsa hidden message of 100% capacity. In direct contrast to the plot in Figure 4.7, we can seethat the probability of embedding remains at ≈100% for the entire duration of the image.This is because the examined properties are matched all over the image, meaning thesteganalyst can conclude the suspect image contains clear statistical signs of embedding.Also, the fact that the p-value does not deviate from ≈100% means that the steganalystis also able to derive the message length to be at 100% capacity.
 (a) (b)
 Figure 4.9: The probability of embedding for a stegogramme created using JSteg [19]at 100% embedding capacity: (a) the stegogramme, (b) the correspondingp-value plot [26].
 Attack methods such as these are adaptable to all forms of steganography that embedsequentially. Additionally, the method does not have to be applied in the spatial domain.If LSB embedding has taken place sequentially in the Discrete Cosine Transform forexample, then the x2 attack can be used to identify discrepancies in images in thisdomain. Steganographic algorithms such as JSteg embed a secret message in preciselythis manner. To illustrate another example, the EzStego algorithm implements sequentialLSB embedding within the colour palette of GIF images, meaning the x2 test can beapplied to the palette in order to determine the probability that a suspect image containssteganography.
 4.3.2 The Generalised Chi-squared (x2) Test
 The x2 test described in section 4.3.1 illustrates how steganalysts can successfully de-tect stegogrammes produced by sequential embedding approaches. The success of thetest heavily relies on knowing the original order that the message was embedded insuch that we can re-scan the values in the same order to yield the x2 statistic. Severalsteganographic algorithms have been developed such that they randomise the embedding
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 approach (these algorithms include OutGuess 0.1, OutGuess 0.2, F3, F4, F5, etc.). Byrandomising the embedding sequence, it is impossible for the x2 test to succeed, so severalattempts have been made to generalise the approach such that it can still operate.The most notable work in this area is the work by Provos and Honeyman [17] in
 2001. Their approach modified the standard x2 test by using a constant sample size butshifting the position where the samples are taken [28]. This approach is in contrast tothe standard approach that increases the sample size and applies the test at a constantposition. Whilst this generalised technique makes it possible to detect randomly disperseddata hiding, it renders the p-value calculation obsolete as there is no clear distinctionbetween the embedded data, and standard image data. Instead, the p-value plot willfluctuate somewhat arbitrarily between 5% and 95%. This means that the generalisedx2 test is not capable of estimating the message length.
 4.3.3 Histogram Attacks
 As Andreas Westfeld discussed in [28], the JSteg algorithm introduces Pairs of Values(PoVs) as a result of sequential bit-flipping. It is possible to illustrate these PoVs byextracting all of an image’s DCT AC coefficients and tallying their frequencies of occur-rence. If we split the values into bins we can narrow the results to a focussed subsectionand display the results by centering them across a specified range x. The result is referredto as a histogram.What we expect to see for a clean image is that the histogram illustrates a linear
 distribution to the frequencies of the DCT coefficients across zero. As the values havenot been altered by any embedding process, there is a clear structure to the values thatprovides a characteristic for detecting steganography.
 Figure 4.10: The histogram of a clean 8-bit JPEG image.
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 Figure 4.10 shows the histogram of a clean 8-bit JPEG image. As expected, the valuesincrease in frequency in a linear fashion towards zero, and decrease after. If we comparethis histogram with that of a JSteg stegogramme at 80% embedding capacity, we can seehow important a role the PoVs play in steganalysis.
 Figure 4.11: The histogram of an 8-bit stegogramme produced using JSteg.
 Figure 4.11 shows that the PoVs created by JSteg’s bit-flipping methodology are ap-parent in the stegogrammes histogram. All of the values (except 0 and 1 which JStegdoes not embed within) can be paired together by their neighbouring values becausetheir frequency of occurrence has become very similar. For example, the value -2 occursroughly as often as the value -1, and similarly the value 2 occurs roughly as often asthe value 3. This trait is characteristic of a stegogramme created by bit-flipping, and wewould therefore expect to see a similar plot for stegogrammes created using OutGuess0.1, and F3.As we mentioned in Section 3.3.8 of Chapter 3, the F3 algorithm effectively embeds
 more zeros than ones. When we view the histogram of resulting stegogrammes, wecan see a much higher than expected frequency distribution for coefficients equal to zero.Figure 4.12 shows the histogram of a stegogramme produced using the F3 algorithm (thesame 8-bit cover image was used). As expected, there is a significantly large proportionof zeros in comparison with all of the other coefficients.Also, as a result of shrinkage, the frequencies of even coefficients outweighs the frequen-
 cies of their neighbouring odd values (excluding zero and 1). This phenomenon developsbecause of the large number of zero (even) coefficients. In addition, the F3 algorithminterprets coefficients equal to 1 or -1 as 1 because their LSBs are 1. This means thatthe frequencies of these values remain unchanged.
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 Figure 4.12: The histogram of an 8-bit stegogramme produced using F3.
 Observation
 When testing this statistical approach, it was apparent that the success of the attackdepends not only on the PoVs created as a result of bit-flipping, but also on the QualityFactor (QF) that was used to compress the JPEG image.
 (a) (b)
 Figure 4.13: The affect of Quality Factors on the DCT domain: (a) 8x8 sub-block for animage where QF = 90, (b) 8x8 sub-block for an image where QF = 80,.
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 When experimenting with different QF values, a pattern emerged that showed thatwhen using a QF < 85, more zeros are introduced as AC coefficients in each 8x8 DCTsub-block. In addition to this, there are few AC values 6= 0. Whilst this means thatthe length of the hidden message is heavily restricted (because some algorithms will notembed on 0s or 1s), it also means that less PoVs are created, making this attack lesslikely to succeed. This is in direct contrast to using a QF > 85, where the frequency ofAC coefficients equal to zero, are reduced.Figure 4.13 illustrates the above findings by displaying the 8x8 sub-blocks for two
 images that were both formed from the same source image, but using different QualityFactors. As we can see in image (a) (QF = 90), relatively few AC coefficients equal 0.However, image (b) shows that when the QF is reduced to 80, more zeros are formed,whilst the frequency of AC coefficients 6= 0 is largely reduced. If we consider that aHistogram Attack relies on a pattern being formed when embedding in non-zero ACcoefficients, the pattern will be negatively affected by low QFs that produce a magnitudeof zero values.
 4.3.4 Pairs Analysis
 The statistical attacks mentioned earlier have each focused on JPEG-based steganogra-phy. In order to show that statistical attacks can work on a wide range of embeddingtechniques, we should discuss briefly Pairs Analysis which was designed for use againstpalette-based stego-systems such as EzStego (although, as Andrew Ker suggests in [12],there is no good reason why the technique cannot be extended for use with grayscaleimages as well).The approach is to form colour cuts by scanning an image and selecting only the two
 colours c and c′, assigning 0 to c and 1 to c′ in order to build up a binary vector Z(c, c′).This can now be referred to as the colour cut for the pair c and c′. As palette imageshave relatively few colours, there will be a distinct structure for Z that will change ifembedding has taken place; according to research in [7], the embedding procedure willincrease the entropy of Z. Colour cuts are obtained for all colour cuts before the resultsare concatenated to a single vector Z = (0, 1) + (2, 3) + ... + (252, 253) + (254, 255).When values are changed into each other as a result of bit-flipping, the impact is thatthe structure of the colour values is damaged. As a result, we also calculate the shiftedpairs Z ′ = (1, 2) + (3, 4) + ... + (253, 254) + (255, 0) [21].The homogenous pairs (00) and (11) are counted for the vectors so that we can de-
 termine the expected relative count of homogenous pairs R(q) in Z after flipping q(%)values. According to [7], R(q) is a parobola with its vertex at 0.5 and R(1
 2). As this isthe case, we can calculate R(q) by dividing the count of homogenous pairs in Z with thetotal pixel count for the image.The method makes it possible to determine the embedding strength based on the
 assumptions of the PoV structures for a clean image, and comparing them against theresults of the above attack. This has the main advantage that the clean image is neverphysically investigated, instead it is derived from a pattern developed by the bit-flippingembedding strategy.
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 4.3.5 Summary
 We have briefly seen how statistical attacks operate against specific statistical traits ofimages. Some of the attacks are easier to implement than others, but the hardest partis understanding the theory behind them.Statistical attacks are often preferred to visual attacks and structural attacks because
 they can be automated. This means that there is less pressure on the steganalyst todetermine whether an image is a stegogramme or not because the computed result essen-tially does this on its own. Computed decisions should greatly reduce the total frequencyof false-negative results as they are not prone to personal interpretation as visual attacksare. The results are usually so clear-cut that they can only be interpreted in one way.Another benefit of statistical attacks is that they do not require a deep knowledge of
 what the cover image should look like. Whilst for structural attacks this was a very bigpart of the success, statistical attacks simply form an analysis based on what is presentedfrom the suspect image alone. However, a deep knowledge of various embedding algo-rithms is important. If the steganalyst knows a wide selection of embedding tools thenthey can better design a statistical attack that identifies the artifacts of their embeddingprocess.As a result of the success of statistical attacks, stego-systems were developed that
 preserve the statistics of the clean image. Such stego-systems are often referred to asstatistics-preserving. The best example of these systems is the F5 algorithm which looksto rebuild the structure of an image such that the histogram appears normal. OutGuess0.2 operates in much the same way, making the likelihood of successful detection muchless likely.
 4.4 Conclusion
 The steganalytical methods discussed in this chapter have provided an overview of anumber of targeted schemes, designed in direct accordance with a specific method ofembedding. Some of the attacks are more successful in others, and we have deliberatelylisted the attacks in order of usefulness such that the reasons become apparent.The first type of attack we reviewed was Visual Attacks. We found that whilst attacks
 of this nature are extremely trivial to implement, classifying the suspect image as either astegogramme or an innocent image is less so. The success of the attack not only dependsupon knowing the exact regions of the suspect image that have been manipulated toinhibit message data, it also depends upon a sequential embedding strategy such asSequential Hide & Seek, and JSteg. If the message data is distributed randomly over thestegogramme, then the steganalyst has a dramatically reduced chance of identifying theartifacts of embedding, particularly when the cover image is not available. Of course,most algorithms can easily be adapted such that they eliminate at least one of thesefactors. We have seen how easy it is to shuffle the pixel locations before embedding,thus effectively embedding in random locations. We also saw in Chapter 3 that the moreadvanced stego-systems embed the message data in more discrete areas of the image,which will make it harder for the steganalyst to identify which regions of the image to
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 examine. Whilst Visual Attacks were successful for early steganalysis, the complexity ofthe stego-system encoders has evolved such that the attack is now too basic to be useful.We also reviewed Structural Attacks which are arguably more useful for steganalysts,
 although only just. A Structural Attack makes it possible to pin-point a data-level featurethat changes as a result of embedding message data. The most obvious example is thefile size of an image that will typically increase or decrease depending on the embeddingalgorithm. The steganalyst can then flag any image that contains a higher or lower filesize than expected as a suspicious image, where further analysis is usually performed.Structural Attacks are more useful than Visual Attacks because they are more difficult tocontain from a steganographic point of view. This means that there are potentially morestego-systems that exist where a structural attack can be applied successfully, althoughthe more recent stego-systems will still be too advanced for the attack to work.The final type of attack we reviewed was Statistical Attacks. These are highly regarded
 as the most successful form of targeted steganalysis because they are capable of makingan automatic classification as to the integrity of the image, based on what we expect tosee for a clean image, and what is actually seen from the suspect image.
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 As we discussed in Chapter 4, there are several methods available for attacking a ste-gogramme via a targetted approach. In order for these attacks to work effectively however,the steganalyst ideally needs to know how the stegogramme was created (referred to asa known-stego attack) such that they can apply the correct attack. Either this, or theywill need to have access to the original cover image (referred to as a known-cover attack)in order to calculate the expected properties for a clean image, and make a comparisonwith what is seen for the stegogramme.As time goes on, more and more stego-systems are created, and we cannot be sure how
 all of them operate. Subsequently, an approach is needed that is capable of identifyingthe probability of embedding, even when we are not sure how the information might havebeen embedded. This is known as blind steganalysis.Blind steganalysis therefore works differently to targeted steganalysis because it as-
 sumes that nothing is known about either the algorithm or the cover image that wasused to produce a suspect image. The attacks attempt to evaluate the probability ofembedding based solely on the data of the suspect image. Such approaches are morecommon in real-world steganalysis because a steganalyst will rarely know much moreabout an image than what they can extract from the image itself.
 5.1 Early Methods for Blind Steganalysis
 One of the earliest blind steganalysis techniques was developed by Nasir Memon [15]who used Image Quality Measures (IQM) to train the system such that it could classifyimages according to the likelihood that they contain message data. The approach madeway for a large amount of research in Neural Network steganalysis.Hany Farid [4] also suggested a method based on features extracted from the wavelet
 (transform) decomposition of the suspect image. His conclusion stated that there arestrong high-order statistical regularities within these regions for natural images, andthat these regularities are altered as a message is embedded.Jessica Fridrich et al. [5] provided an easier method for blind steganalysis based on self-
 calibration. This chapter describes this process, explaining how it is possible to producean estimate of the cover image using only the suspect image. By using this cover estimate,the steganalyst can perform more generalised attacks than those described in Chapter 4,and effectively calculate the probability that the suspect image is a stegogramme.
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 5.2 JPEG Calibration
 5.2.1 Overview
 Perhaps the most important aspect of blind steganalysis is ensuring that we can derive anestimate of the cover image that is as accurate as possible. The attacks that follow thisprocedure often compare the data in the estimated cover image to that of the suspectimage, so it is imperative that the data of the estimate is as sound as possible so as tonot obscure the results.One of the most famous approaches for creating an estimate of the cover image is the
 model proposed by Jessica Fridrich in [5] known as JPEG Calibration. The method takesadvantage of the fact that most stego-systems encode the message data in the transformdomain during the compression procedure to produce JPEG stegogrammes. Given thatthe JPEG compression algorithm operates by transforming the image into 8x8 blocks,and it is within these blocks that the encoding of the message operates, we can estimatethe cover work by introducing a new block structure and comparing it with that of thesuspect image. When there is a large difference, it suggests that the suspect image is astegogramme, where as little difference typically indicates that the image is innocent.
 5.2.2 Methodology
 The general methodology of the calibration process decompresses the suspect image us-ing its quantisation table, removes 4 pixels from each side, and then recompresses theresult using the same quantisation table. Visually, and technically (by measures such asPSNR6), the calibrated image is still very close to that of the suspect image. However,as a result of cropping the image and recompressing, we effectively break the block struc-ture of the suspect image because the second compression does not consider the first.Figure 5.1 shows a graphical representation of the embedding process.
 Figure 5.1: The calibration process.
 The net result is that the image will inherit a more genuine block structure as thecompression was not influenced by the message data included in the quanitised DCT
 6PSNR (Peak Signal to Noise Ratio) is used to measure the difference between one image and another
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 coefficients. The block structure will therefore look more like what we would expect tosee for an innocent image.
 5.2.3 Comparing The Calibrated Image Against The Original Image
 The purpose of calibration is to produce an accurate estimate of the original cover work,such that we can run an attack as though the calibrated image is actually the cover image.Therefore, the calibrated image should be extremely close to the cover image in at leastone statistical aspect in order to successfully determine the probability of embedding forthe suspect image.Perhaps the most effective way of determining how similar the images are is to compare
 the histograms of them both and overlay the plots such that we can see how similar theyare. Figure 5.2 shows the histograms of the cover image, the calibrated image, andalso the histogram of the stegogramme. The stegogramme was created by embedding amessage at 50% capacity using the F4 algorithm.
 Figure 5.2: Comparing the histogram of the calibrated image with that of the cover image.
 As we can see from Figure 5.2, the histograms of the cover image and the calibratedimages are very close together, meaning the calibration process has been successful. Wehave managed to create an image that contains roughly the same statistical property ofthe original cover image, even though we had no access to the cover image at any point.We can also compare these two histograms against that of the stegogramme. Note thatthe histogram for the stegogramme is much more distant from the cover image andcalibrated image. If we were to eliminate the plot for the cover image in Figure 5.2, we
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 would be left with two rather varying plots. We could make a guess that the suspect imageis a stegogramme based on this information, but as the calibration process relies heavilyon the information of the quantised DCT coefficients, we should not use this histogramalone to make a final decision. However, we have illustrated a blind steganalytical methodfor evaluating the probability that the image is a stegogramme.
 Observation
 When testing the calibration process, it became apparent that the best methodologywas to crop the image by 4 pixels in every direction (top, bottom, left, and right).Some literature suggests that 4 pixels should be cropped from the left-hand side of thesuspect image, and a further 4 pixels should be cropped from the right-hand side of theimage. However, this method does not remove the block structure as well as it should,as this is only equivalent to a half block shift to the side; the block structure from top tobottom remains intact. Cropping from all edges ensures that the entire block structureis removed, and thus a more accurate estimation is derived.
 5.3 Blockiness
 Now that we can derive an estimate of the cover image, we need to find some statisticalproperty that differs between the calibrated image and the suspect image such that wecan determine the probability that the image is a stegogramme.One of the strongest methods for achieving this is known as Blockiness which takes
 advantage of the fact that JPEG-driven stego-systems encode the message data in thesame 8x8 blocks that are used for compression. The method is defined best by DongdongFu in [8] when it is stated that:
 "[Blockiness] defines the sum of spatial discontinuities along the boundary of all 8x8blocks of JPEG images".
 Essentially, the logic behind Blockiness is that a stegogramme will contain a differentset of coefficients across the boundaries of each 8x8 block to that of a clean image. We cantherefore total the sums of the boundaries column-wise and row-wise for both a suspectimage and a clean image (or our calibrated image) and then calculate the differencebetween the two. A large difference suggests that the image is a stegogramme, whilst asmall difference is probably down to compression, and therefore reflects a clean image.The formula for calculating the Blockiness of an image is shown in equation (5.1).
 B =[M−1
 8 ]∑i=1
 N∑j=1
 |g8i,j − g8i+1,j |+[N−1
 8 ]∑j=1
 M∑i=1
 |gi,8j − gi,8j+1| (5.1)
 where gi,j refers to the coordinates of a pixel value in an MxN grayscale image [20].
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 As we can see from equation (5.1), the formula operates in a column-wise and row-wisemotion rather than calculating the blockiness for each 8x8 block individually. This isachieved by firstly calculating the sum of the values for the 8th row, and then calculatingthe sum for its neighbouring row (row 9). This process is then repeated for every row-wisemultiple of 8, where the each sum is added to the accumulated total until the sums of allthe rows have been calculated. The same method is then instantiated for the columns,before finally adding the two totals together. This value is the Blockiness of the image.Since each 8x8 block positioned around the edges of an image do not have boundaries
 on every side, the blockiness formula does not calculate the sum of the boundaries forthese blocks.To express this in graphical terms, consider Figure 5.3. It firstly shows the boundaries
 of the 8x8 blocks in (a), and then shows what these values look like in the spatial domainin (b). The red lines indicate the columns that are multiples of 8, and the yellow linesrepresent their neighbouring columns that are multiples of 8 + 1. For each column, thesum of the yellow column is subtracted from the red column. Similarly, the sum of thegreen rows are subtracted from the blue rows. The absolute values of the two separatetotals are then added together to yield the blockiness value.
 Figure 5.3: Graphical representation of the blockiness algorithm.
 Algorithm 13 shows an example of how the Blockiness algorithm can be implementedusing MATLAB. Again we can see that the absolute sum of the boundary differences forboth the rows and columns are accumulated, before being added together at the end toform the Blockiness value.
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 Algorithm 13 The Blockiness algorithm in MATLAB (adapted from [14].[M N] = size(image) % take height and width of image
 horizontal = 0; % initialise row variablevertical = 0; % initialise column variable
 for i=1:(M-1)/8 % for every 8th rowupper = image(8*i,1:N); % store all upper-boundary valueslower = image(8*i+1,1:N); % store all lower-boundary valuestotal = sum(abs(upper-lower)); % absolute sum of the differencehorizontal = horizontal+total; % accumulate sums for each iteration
 end
 for j=1:(N-1)/8 % for every 8th columnleft = image(1:M,8*j); % store all left-boundary valuesright = image(1:M,8*j+1); % store all right-boundary valuestotal = sum(abs(left-right)); % absolute sum of the differencevertical = vertical+total; % accumulate sums for each iteration
 end
 Blockiness = horizontal+vertical; % calculate Blockiness
 5.4 Forming An Attack Through Calibration And Blockiness
 5.4.1 Overview
 As we mentioned in section 5.2, the calibration process is simply a means of estimatingthe cover image entirely from the suspect image. Subsequently, the steganalyst shouldalways be aware that it is only an estimate of the cover image, and should never beassumed to be identical.However, it is possible to perform steganalysis such that we can yield solid results from
 the calibrated image. This was achieved by Jessica Fridrich et al. in [5] when a processwas described for calculating the Blockiness of both the calibrated image and the suspectimage after further embedding messages of varying capacities, such that the OutGuess0.2 algorithm, and the F5 algorithm could both be attacked. There was no previousapproach known for achieving this.This chapter will describe the logic and methodology that makes this attack possible.
 We will demonstrate each stage of the process by using a stegogramme produced byOutGuess 0.2 from a grayscale 512x512 image, with a message load at 50% capacity. Wewill also create a calibrated version of this image, produced by following the calibrationprocedure outlined in section 5.2.
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 5.4.2 The Logic of the Attack
 If we think about how the targeted steganalytical attacks operated in Chapter 4, wecan infer that they all function by firstly uncovering a property of the cover image thatis likely to change as a result of encoding a secret message. The statistical approachesthen estimated the expected results for this property if the image were clean, and thencompared them against the results obtained from the suspect image. If there was a largedifference then the image was likely to be flagged as a stegogramme, otherwise it wouldlikely be considered clean. The logic is very similar when the attack is applied to asuspect image and the calibrated image that is an estimate of the original cover image.The attack attempts to find some macroscopic quantity S(p) that changes predictably
 as the embedding capacity p changes for the image. For example, a good statistic forS(p) can be derived when the yielded result increases monotonically as the embeddingcapacity p is increased. When this is the case, we are able to evaluate extreme values forS, such as S(1) and S(0) that represent the statistics derived from embedding our ownmessage at full capacity, S(1), and for the estimated cover image (with no embeddedmessage), S(0). Once these extreme values have been calculated, we can obtain thevalue for the suspect image. Depending on where the result falls in relation to S(1) andS(0) determines whether the suspect image should be classified as a clean image or astegogramme. For Outguess 0.1, histogram statistics could be used as S, but Outguess0.2 made this impossible by mimicking the histogram statistics of the original cover imageafter embedding. Thus a new macroscopic quantity needs to be used, and this is wherethe Blockiness comes in.To put this attack in view for Blockiness, we need to calculate the extreme values based
 on the Blockiness results obtained for the suspect image Ssuspect. If Blockiness B is ourmacroscopic quantity, then we can obtain Bsuspect(0) by calculating the Blockiness of thesuspect image as it is received, and we can obtain Bsuspect(1) by further embedding ourown message at 100% capacity and calculating the Blockiness value of the result. Thestatistic used for measuring the probability of embedding is referred to as the distin-guishing statistic S, and in terms of the above methodology, it can be derived by solvingequation (5.2).
 Sstego = Bsuspect(1)−Bsuspect(0). (5.2)
 In order to obtain the strongest results in terms of how confident we are about the stateof the suspect image, we should calculate Blockiness at different embedding capacitiesp. This will not only prove that B monotonically increases in relation to p, but it willalso prove that the results for Bsuspect(0) and Bsuspect(1) are not erroneous. We thereforecalculate the results for three separate images: S0, Sq, and S1. S0 refers to our calibratedimage, Sq refers to the suspect image (with an embedded message of an unknown lengthq), and S1 refers to an image that we can create by embedding our own message ontop of the suspect image, at 100% capacity. We are then essentially able to calculate Bfor a clean image, a fully embedded image, and the suspect image (which we will hopeis somewhere between the two). By further embedding messages at varying embedding
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 capacities, we can plot the slopes for each image such that we are able to derive q from thesuspect image. This will provide us with enough information to evaluate the probabilityof embedding for the suspect image.
 5.4.3 A Working Example
 To illustrate how the Blockiness and Calibration techniques can be used to attack Out-Guess 0.2, we will discuss the step-by-step approach of obtaining values for the threeimages: S0, Sq, and S1. The suspect image is actually a stegogramme created using theOutGuess 0.2 algorithm, by embedding a message of 50% capacity onto a 512x512 RGBimage. This image will be referred to as a suspect image Sq in this section as this is allthe steganalyst will typically treat the image as when it is intercepted. We then calibratethis image according to the process described in section 5.2 to produce S0. Finally, weembed a message of 100% capacity on Sq using sequential Hide & Seek to produce Sq.We will then embed further messages of increments of 10% capacity and calculate theBlockiness of each resulting image in order to plot the slopes for each of our three imagetypes.We will first concentrate on obtaining the values for the calibrated image. If the
 Blockiness algorithm is a good measure, we should find that the results monotonicallyincrease as the embedding capacity p increases. The table in Figure 5.4 shows the resultsobtained from this test. Please note that the Blockiness results have all been normalisedbecause the calibrated image is smaller than the suspect image (because of cropping),and therefore has fewer 8x8 blocks to process. If we did not normalise the results, wewould not be able to compare the calibrated image with the other images at the end ofthe analysis.
 Message length (q%) Blockiness (normalised)0 20406410 20547520 20666930 20857240 20974850 21118560 21155970 21295780 21458690 216972100 218276
 Figure 5.4: Blockiness results for calibrated image for increasing embedding loads.
 By plotting these results, we obtain Figure 5.5.
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 Figure 5.5: Plot of Blockiness values for S(0) for increasing embedding loads.
 As we can see from the results shown in Figure 5.4 and Figure 5.5, the Blockiness valuesincrease as the message length is increased. This means that the Blockiness measure isgiving us the desired results, and means that it is proving to be a useful macroscopicquantity.The same calculations are now performed on the suspect image S(0) by further embed-
 ding messages of varying capacities q and noting the Blockiness values for each resultingimage. We again expect to note that the Blockiness values increase as q is increased.
 Message length (q%) Blockiness (normalised)0 21185910 21291020 21346130 21431040 21457550 21594260 21757370 21763580 21811890 219333100 220111
 Figure 5.6: Blockiness results for suspect image for increasing embedding loads.
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 By plotting these results, we obtain Figure 5.7.
 Figure 5.7: Plot of Blockiness values for S(q) for increasing embedding loads.
 Again, we can see from Figure 5.6 and Figure 5.7 that the Blockiness results for Sq
 increase as we increase the embedding load, as we also found for the results from S(0).If we look closely at the two data sets for S(0) and S(q), we can also see that S(q)q >S(0)q,∀q. This is a good sign that the process will be successful as it has essentially provedthat the Blockiness of the suspect images is higher than that of the cover image, for everylength q that we embed. This makes perfect sense from a steganalytical viewpoint as weexpect that there are more discontinuities in each 8x8 block for any image that includesmessage data; the Blockiness results we are obtaining, seem to reflect this assumption.
 Finally, we need to obtain the Blockiness results for our second extreme value, S(1)which contains a message that we have embedded at 100% capacity. We then apply thesame methodology as above, and yield the blockiness values for each image.
 Figure 5.8 and Figure 5.9 both show that the distribution of the Blockiness valuesfor S(1) is more random than we have seen for S(0) and S(q). This is to be expected,as we are embedding on top of an image that already contains maximum embedding,which in turn yields high Blockiness values for every q. This can be accounted for bythe fact that the OutGuess 0.2 algorithm embeds the message data randomly, and weare embedding sequentially using the Hide & Seek algorithm. If the original message(embedded using OutGuess 0.2 ) were < 100% capacity, then we will only be overwritingsome of the message data some of the time. Thus, this causes only a small change onthe Blockiness value for each q.
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 Message length (q%) Blockiness (normalised)0 22011110 22067120 22064430 22078940 22064950 22062060 22069070 22101580 22158390 221654100 220801
 Figure 5.8: Blockiness results for S(1) for increasing embedding loads.
 Figure 5.9: Plot of Blockiness values for S(1) for increasing embedding loads.
 What we can note however, is that S(1)q > S(q)q, ∀q. As we also found that S(q)q >S(0)q, ∀q, this means that our two extreme values, S(0) and S(1), sandwich the resultsof S(q). Consequently, as S(0) estimates the Blockiness values for a clean image, andS(1) estimates the Blockiness values for a fully loaded stegogramme, we can infer thatour suspect image S(q) is a stegogramme because its Blockiness values constantly fallbetween S(0) and S(1). Figure 5.10 shows the plots for all three images together.
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 Figure 5.10: Plot of Blockiness values for S(0), S(q), and S(1) for increasing q.
 By running this investigation, it seems that we are able to prove that the suspect imageS(q) is a stegogramme as it falls between the plots of S(0) and S(1). The beauty of theattack is that we have been able to prove this via a blind approach, meaning the originalcover image was never a part of the investigation.
 5.4.4 Calculating The Message Length
 By using the results we obtained from section 5.4.3, we can even go one step further andcalculate the capacity of the embedded message q within the stegogramme. The methoddocumented by Jessica Fridrich et al. in [6] uses linear interpolation to obtain a formulathat can be used for calculating p. Linear interpolation makes it possible to derive thevalue of an unknown quantity when two other quantities are known [16]. In our case, weknow that q = 0 for S0, and q = 1 for S1, so we can draw straight line between these twopoints. For any x that falls in between these points, we can use interpolation to workout its values. The standard formula for linear interpolation in terms of our example isshown in equation (5.3).
 S = S0 − q(S0 − S1). (5.3)
 By rearranging this formula in terms of p, we can obtain the formula shown in equation(5.4), and thus derive the embedding capacity of Sq.
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 p =S0 − S
 S0 − S1(5.4)
 5.5 Conclusion
 The JPEG Calibration and Blockiness attack that we have seen in this chapter has provedthat it is possible to determine whether or not a suspect image is a stegogramme, basedentirely on its individual merits. That is to say that it is not necessary to obtain theoriginal cover image in order for the attack to be successful.The method is extremely accurate, with Jessica Fridrich reporting a 94% success rate
 in [5]. It is capable of not only detecting steganography, but also for deriving the embed-ding potential of stegogrammes. It has been tested thoroughly for both the OutGuess0.2 and F5 algorithms, and has produced incredible results. Both of these algorithmsfunction by ensuring the statistical properties of the stegogramme match that of theoriginal cover image, so the fact that the procedure described in this chapter is capableof detecting embedding properties without the cover image makes this a very powerfultool for steganalysis.However, there are some points that are worth noting about the assumptions the at-
 tacking method relies on. First and foremost, it relies on the choice of a good macroscopicquantity that behaves predictably as the message load is increased. If the macroscopicquantity is innaccurate, then so too will be the results yielded from the experiment. Sec-ondly, it assumes that the macroscopic quantity behaves the same for the original coverimage as is seen for the calibrated image. There may be cases where a macroscopic quan-tity behaves differently for the two images, in which case the results will be negativelyaffected. For the most part however, the calibrated image is proven to be an accuratemodel of the cover image, and so this should not prove to be a problem for the mostpart. It is mentioned in [5] that a nice development for the attack would be to automatethe macroscopic quantities such that it reduces the chances of an incorrect decision beingmade.The experiment we have discussed in this chapter was also carried out by Mario Leiva-
 ditis in [14], although that version of the experiment used the original cover image insteadof the calibrated image. The results that we have obtained using a blind approach viathe calibrated image are remarkably close to the results seen by Leivaditis. This provesthat the calibration process is extremely accurate in emulating the cover image.When using this method with a calibrated image, it is safe to assume that there will
 be a slightly higher ratio of false-positive evaluations. In other words, using an estimateof the cover image may often flag innocent images as stegogrammes; more so than ifwe used the original cover image. This is likely to be because the calibrated image hasbeen cropped, resulting in a small yet noticeable change in the block structure thatthe Blockiness algorithm relies on. However, it is not usually so much of a problem insteganalysis that a few innocent images are flagged as stegogrammes. What would befar worse is if stegogrammes were considered innocent when they are not.
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 Finally, as with all the steganalytical techniques we have seen in this thesis, the chanceof success is greatly reduced when the message load is close to zero. Obviously, the reasonfor this is that a smaller message involves few changes to the cover image to produce thestegogramme. Thus, the stegogramme will look remarkably similar to a clean image,even though it contains a hidden message. The calibration and blockiness attack is nodifferent, and relies on a reasonably high embedding capacity to yield accurate results.

Page 81
                        

6 Research Conclusion
 The research portion of this dissertation has succeeding in presenting a wide range of bothsteganographic and steganalytical techniques. We have been able to see the strengthsand weaknesses of various stego-systems, not only from a steganographic viewpoint, butalso in terms of how easy the artifacts of embedding can be spotted via steganalysis.By researching both sides of the field in parallel, it has been interesting to note that
 a trade-off seems to exist. It seems to be the case that the easiest stego-systems toimplement, are also the easiest to attack, whereas the more complicated stego-systemsare much harder to attack. This of course makes perfect sense as the more complexsystems are likely to be so because they embed the message data in a more intricatefashion than the simpler systems.However, with that said, the simpler systems can still be used in such a way that
 they make life harder for the steganalyst, simply by embedding shorter messages. Shortmessages create a shorter bit-stream, which in turn requires less bit-flips to embed. Withfewer modifications made to an image, it is much harder to spot a difference between thestegogramme and a clean version of the same image.In terms of the steganalytical approaches discussed in this part of the dissertation, it is
 fair to say that the most useful approaches are the blind attacks that do not require thecover image to function. Whilst the statistical attacks are by far the most diserable attackfor targeted steganalysis, they do rely on a great deal of knowledge about what we expectthe cover image to look like. As these expectations are based on blind reasoning, theycan often be incorrect which subsequently leads to a dramatic increase in false-negativeclassifications. Blind steganalysis on the other hand is much better because once we knowwe can mimic the cover image properties from a wide range of stegogrammes, we can beconfident that the final classification will succeed. Much current research is being carriedout for blind steganalysis for this reason, and all are proving to look very promising.
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7 Introduction
 7.1 Overview
 The software development portion of this project focusses on an implementation of mostof the steganographic and steganalytical techniques described in Part I. This meansthat the end-product will provide a means for its users to embed a message within animage using one of several different steganographic algorithms, and then use varioussteganalytical techniques to identify the affect of embedding in these ways.This chapter provides details of the aims and objectives of the development portion
 of the project, and also discusses the methodologies and design principles that wereconsidered whilst building the system.
 7.2 Disclaimer
 Please be aware when reading the software development section of this project, that theidea of building a complete system was not considered until quite late on. The project issplit between a research project and a development project, and as such, the developmentdocumentation that follows should not be read with an expectancy for acute attentionto detail.
 7.3 Intentions & Considerations
 The end-product is intended to aid an education in the fields of steganography andsteganalysis, but leans towards a steganalytical model that can be used to illustrate theaffects of embedding message data within images. It will therefore need to make a cleardistinction between the steganographic techniques and the steganalytical techniques, withcareful attention paid to applying the correct terminology in all areas, such that the userobtains a clear understanding of the fields.As the range of end-user can range from a complete novice to a more advanced user
 (in terms of their prior knowledge in the research area), the end-product will providea Graphical User Interface (GUI) in order to accommodate all user types. In addition,back-end functions will be developed to accommodate users that wish to bypass the GUI.This will ensure that the system appeals to as many people as possible.By developing the functions such that they are self-contained, it is possible that they
 can be used in association with an external bulk processing function in order to obtainresults from a wide selection of source images very quickly. If this can be achievedsuccessfully, the system will not only appeal to students who wish to learn more about
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 steganography and steganalysis, it will also mean that the tools are useful for steganalysisin a more active capacity. Subsequently, whilst the main focus was on producing a gooduser interface for each of the functions, attention was also paid to ensuring the longevityof the system as a whole, by way of developing the back-end functions such that they areall easy to use.Also, by developing the functions in this manner, it means that new functions can
 easily be added that can operate alongside the existing functions. Thus, over time, thesystem has the potential to be highly desirable in the field of steganalysis.
 7.4 Development Objectives
 In accordance with section 7.3, the primary aim of this portion of the project is to createa useful tool to enable users to classify an image as either a stegogramme or a cleanimage. This can be done either by firstly creating a stegogramme using one of manybuilt-in steganographic algorithms, or by using a suspect image obtained from externalsources. The user should be able to test the image against a range of steganalyticaltechniques in order to make such a classification. This means that the system will needto offer a range of both steganographic and steganalytical activities.As a secondary aim, an emphasis will be put on ensuring that the code is reusable.
 This will ensure that the tools are as useful as they possibly can be, as it will be possiblefor future developers to add new functions to the system, thus maintaining a central,up-to-date steganalysis tool.
 7.5 Development Tools
 The functions and GUI were developed using MATLAB (MATrix LABoratory), createdby Mathworks. This development tool was chosen because it specialises in numericalcomputing. This means that there are many built-in library functions that allow theprogrammer to deal directly with the numerical components of a data source in manydifferent ways (i.e. matrices, vectors etc.). This is exactly what steganography is con-cerned with. In steganography, we manipulate numerical values of an image such thatthey can contain message data.In addition, the wide variety of mathematical functions available in MATLAB means
 that it is also possible to perform calculations on the image data in a very time-effcientmanner. This is highly desireable when implementing the steganalytical methods de-scribed in Part I.All of the functions were built in accordance with either the Image Processing toolbox,
 the JPEG7 toolbox, or both. Subsequently, the functions can only be executed whenboth of these toolboxes are installed on the source terminal.
 7The JPEG toolbox, developed by Phil Sallee, contains MATLAB routines for manipulating JPEGimages. The toolbox can be downloaded from http://www.philsallee.com/jpegtbx/jpegtbx_1.4.tar.gz
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 8.1 Overview
 In this chapter, we consider the system in terms of its Application Programming Interface(API). We discuss the logic behind the structure of the functions that comprise the end-product, explain what they do, and then describe how it is possible to develop themfurther if required.We start by drawing upon the design principles that were considered when developing
 the functions, before moving on to discuss the functions in groups determined by theirapplication. In the latter part of this chapter, we discuss how it might be possible toextend the functions for use with bulk processing applications by creating a wrapperfunction that calls each function as required. Finally, we close by suggesting how it ispossible to create additional functions in such a way that they are compatible with theother functions previously developed.
 8.2 Design Principles
 As mentioned briefly earlier, the system was intended to be used for educational purposes,and thus incorporated a huge focus on the Graphical User Interface (GUI). However, itwas also acknowledged that an alternative market might be for users that prefer to bypassthe GUI and run the functions on a command line basis. For this reason, each of thefunctions for each separate group of operation (i.e. embedding, extracting, attacking)has been developed such that it takes the same parameters as inputs in the exact sameorder. The main benefit of this is that command line operations are made easier by thefact that the user only has to remember one structure for each of the tasks, and theywill be able to use all of the related functions. We will discuss this in greater detail insections 8.3 through 8.6.The names of the functions have also been considered carefully so as to not add any
 confusion as to their operations. Abbreviations have been limited so that it is clear whateach function does, and the functions have similar names where possible such that theycan be predicted without needing to look them up. To illustrate an example of this, if wewant to embed a message using the JSteg algorithm, the function we need is called JSteg.If we then want to extract the message data from the resulting stegogramme, we use theextractJSteg function. This is the same for all embedding and extracting functions suchthat if we want to use the F4 algorithm to extract the message data, we can predictablyuse the function extractF4.
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 8.3 Embedding Functions
 The embedding functions make it possible to embed a secret message (user specified)within an image by using one of several popular steganographic approaches. The resultingimage is called a stegogramme and can effectively be sent to another user such that theycan retrieve the message.
 8.3.1 Function Names
 The names of the embedding functions are listed below:
 • HideandSeek.m
 • JSteg.m
 • OutGuess01.m
 • F3.m
 • F4.m
 Each of the embedding functions operate according to the corresponding discussionin Chapter 3 of Part I. The Hide & Seek algorithm is slightly different from all of theother functions in that it can either be used for sequential or randomised embedding.The embedding type that it uses is reflected in the presence of a key. If a key exists, itwill randomise the embedding approach, otherwise it will embed sequentially. All otherfunctions will take a key as input and use it if it can, but there are some functions thatdo not require it.
 8.3.2 Function Structure
 To keep things as simple as possible, each embedding function has been structured inthe same way such that it adheres to the following format:
 function [stegogramme] = <embed_function> (image, message, key)
 where <embed_function> should be replaced by the name of the embedding function.The three variables in parenthesis: image, message, and key are inputs to the function oftype: MxN (double), 1xN (char), and an integer respectively. The output stegogrammewill be an MxN (double) image containing the message.By adhering to this fixed structure, each algorithm can be called efficiently from the
 command line if necessary. This means that the user or developer only needs to under-stand the structure for one of the embedding functions in order to use them all.The only input parameter that needs to be changed depending on the algorithm in
 question is the image parameter. This is because it depends upon which domain thealgorithm works in. For spatial embedding, for example, the parameter will be an arrayof type double where each entry in the relay relates to the pixel value of that image. For
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 transform embedding however, the parameter will again be an array of type double, buteach entry relates to a DCT coefficient of the image. We therefore need to ensure thatwe input the correct array for each algorithm.The input parameter key is deliberately positioned at the end of the input list. This
 is because some of the algorithms require a key to shuffle the image data, and some donot. In MATLAB, if an input parameter is specified but never used, it will not producean error. This means that it is not necessary to remember which algorithms require thekey parameter, as it will not matter if it is provided when it is not needed.
 8.4 Extracting Functions
 The extracting functions are used in accordance with their embedding counterpart inorder to extract the message that was embedded into the stegogramme.
 8.4.1 Function Names
 The names of the embedding functions are listed below:
 • extractHideandSeek.m
 • extractJSteg.m
 • extractOutGuess01.m
 • extractF3.m
 • extractF4.m
 Each extracting function operates in accordance with the pseudocode provided in Chap-ter 3 of Part I. They are effectively the inverse of the embedding functions such that theyare capable of extracting the message data effectively.
 8.4.2 Function Structure
 As with the embedding functions, the extracting functions are also structured to adhereto a standard format. The format is as follows:
 function [message] = <extract_function> (stegogramme, key)
 where <extract_function> should be replaced by the name of the extracting function.The input parameter stegogramme is the data of the stegogramme produced from theembed function, and the key parameter is the exact same key that was given whenembedding the message data. The output message is the message data that is retrievedfrom the stegogramme.Obviously, the functions rely on the fact that the message was embedded using the
 corresponding embedding algorithm. For example, if JSteg.m was used to embed the
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 message, then JSteg will need to be used to extract the data correctly. Using the incorrectfunctions will result in an incorrect data stream coming out, thus it will appear asgibberish.Again, the key parameter was deliberately positioned at the end of the input list such
 that it can be ignored if it is not necessary for extracting the message data.
 8.5 Attack Functions
 The attack functions are different to the embedding and extracting functions becauseeach attack methodology is slightly different. This means that they cannot be structuredsuch that they are fixed to a standard format, although every attempt has been made toensure they are as close as possible.
 8.5.1 Function Names
 There are three methods of attack, the names of which are listed below:
 • VisualAttack.m
 • HistogramAttack.m
 • BlockinessAttack.m
 Each function operates as per the descriptions provided in Chapter 4 of Part I.
 8.5.2 Function Structures
 As the functions all work slightly differently, we should review each one separately sothat we cause no confusion as to how it operates.
 VisualAttack.m
 The VisualAttack.m function can be used to plot the LSB plane of an image (in thespatial domain). The structure of the function is as follows:
 function [bitplane] = VisualAttack(stegogramme, cover_image)
 The function can take in either a single input parameter stegogramme or two inputparameters if the cover image is available as well. If only the stegogramme is input, itwill return the LSB plane of that image alone. If the cover image is also provided, itwill show the LSB planes of both images, as well as showing an image of the differencebetween the two.The output bitpane is an MxN (double) array of the LSB values derived from the
 stegogramme.
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 HistogramAttack.m
 The HistogramAttack.m function can be used to return the histogram of an image (inthe transform domain). The structure of the function is as follows:
 function [h] = HistogramAttack(stegogramme, range)
 The function requires two input parameters. The stegogramme parameter should be aMxN (double) array of quantised DCT coefficients, obtained via the JPEG toolbox. Thesecond parameter range (double) refers literally to the range of values that fall across zerofor the histogram. For example, specifying 12 will return histogram values that occupythe range -12 to 12.The output parameter h refers to the histogram data.
 BlockinessAttack.m
 The BlockinessAttack.m function can be used to calculate the blockiness value of animage in either the spatial or transform domain. The structure of the function is asfollows:
 function [B] = BlockinessAttack(image)
 The function requires a single input parameter image which is an MxN (double) arrayof either pixel values or quantised DCT coefficients.The function will then calculate the Blockiness value of that image, and will return
 the result as B (double).
 8.6 Auxiliary Functions
 There are a number of auxiliary functions that have been developed to make it easierto work with different data types. These include the ability to convert text to binary,binary to text, and also encrypt and decrypt a sequence according to the AES (AdvancedEncryption Standard) algorithm8.
 8.6.1 Function Names
 The auxiliary functions are named as:
 • text2bin.m
 • bin2text.m
 • aesencrypt.m
 • aesdecrypt.m8AES encryption and decryption is taken from a pdf by Prof. Jörg J. Buchhol.
 [source: http://buchholz.hs-bremen.de/aes/AES.pdf]
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 8.6.2 Function Structure
 Each function operates slightly uniquely, so we should again discuss each function sepa-rately to avoid any potential confusion.
 text2bin.m
 The text2bin.m function makes it possible to convert string inputs to binary equivalents.The structure of the function is as follows:
 function [msg] = text2bin(txt)
 The function takes in one input parameter, txt (char) and converts this to a 8xN binarystring msg (double) by using ASCII as the basis for conversion.
 bin2text.m
 The bin2text.m function converts binary bit sequences to text. The structure of thefunction is as follows:
 function [txt] = bin2text(msg)
 The function takes in a single input parameter, msg (double) and converts it to acharacter string txt (char) by converting the binary string to ASCII integers, and thenfrom ASCII integers to the equivalent characters.
 aesencrypt.m
 The function encrypts a message stream according to a key, by using the AES algorithm.The structure of the function is as follows:
 function [ct] = aesencrypt(pt, key)
 The function requires two input parameters. The first, pt is the message stream that isto be encrypted, and the second, key (double) acts as a passcode to unlock the encryptionlater on (see aesdecrypt.m).The output ct is a 128-bit binary vector, hashed according to the MD5 algorithm.
 aesdecrypt.m
 The function decrypts a message stream that was previously encoded using the aesen-crypt.m function, according to the same key. The structure of the function is as follows:
 function [pt] = aesdecrypt(ct, key)
 The function requires two input parameters. The first, ct is the encrypted messagestream that was created using the aesencrypt.m function, and the second, key (double)is the same key that was used for encryption.The output pt is the original message stream.
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 9.1 Overview
 The graphical version of the steganography and steganalysis tools are designed to rein-force the user’s previous knowledge of the concepts with real working examples. By usingthe GUI tools, the users can create their own stegogramme, extract the message from astegogramme, and attack an image to find out if it contains message data.This chapter describes the basic processes involved for achieving each of these tasks.
 9.2 Requirements
 In order to get started using the steganalytical tools, the user’s should at least be familiarwith the basic concepts of steganography and steganalysis. This can be achieved byreading Chapters 3 and 4 in Part I of this Dissertation. When user’s are familiar withhow the algorithms function on an operational level, they will be in a better position torelate to what they see in the GUI version of the tools.Also, on a system level, user’s will need to ensure that they have installed the Image
 Processing toolbox for MATLAB via the installation disk, and also installed Phil Sallee’sJPEG toolbox from his website.The interfaces have all been designed for use on a 13" laptop display as this is the
 dominant screen size for student user groups. Also, MATLAB does not resize the windowsaccording to the monitor size, so it was much better to develop for a smaller screen sizesuch that it will also be compatible with larger screen sizes. However, with that said,the interfaces have also been set up such that they open in the centre of any display.
 9.3 Interface Arrangement
 Each activity within the GUI can be located by following a series of menus that or-der them according to the domain in which they operate. The main menu offers fouractivities:
 • Create Stegogramme
 • Extract Message
 • Perform Steganalysis
 • Calibrate Image
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 Choosing either the Create Stegogramme or the Extract Message activities will presentthe user with a further menu that asks the domain that they wish to work in (i.e. Spatial,or Transform). Each steganographic algorithm (whether it is the embedding algorithmor the extracting algorithm) has been shelved according to the domain it operates in so,choosing Spatial will allow the user to select the Hide & Seek algorithm, and selectingthe Transform option will allow the user to choose one of: JSteg, OutGuess01, F3, or F4.Selecting the Perform Steganalysis option will again present a menu asking the user to
 select the domain for analysis. Choosing Spatial will bring up the Visual Attack interface,whilst choosing Transform will present a choice of either the Histogram Attack or theBlockiness Attack.Finally, the Calibrate Image option simply brings up the JPEG Calibration interface.
 Figure 9.1: The Main Menu.
 The activities themselves have been designed such that similar tasks and operationsappear as similar as possible in terms of their layout. The reason for this is that itwill allow the user to easily draw comparisons between the different steganographic orsteganalytical strategies, and also improves the ease of use of the complete system. Forexample, the embedding interfaces all look similar, regardless of which algorithm is beingcalled at the back end. Similarly, all of the extraction interfaces also look the same acrossthe board.
 9.4 Using The System
 The system was built with the intentions of making things as intuitive as possible, suchthat the user is confident of what will happen when they click a button, before actuallyclicking it. However, for completion, we should discuss the major activities of the systemsuch that the most novice user can determine how to operate each activity.
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 9.4.1 Loading the System
 From the MATLAB command terminal, simply type MainMenu to load the system atthe Main Menu.
 9.4.2 Create A Stegogramme Using The Hide & Seek Algorithm
 From the Main Menu, click Create Stegogramme and then Spatial. Finally click Hide &Seek to bring up the embedding interface.
 Figure 9.2: The Hide & Seek embedding interface.
 Click the Load Cover Work button and browse for a PNG image to use as a cover image.
 Figure 9.3: Browsing for a cover image.
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 Type a message in the text box that you wish to embed. Select AES Encryption ifnecessary, and enter a passphrase for decryption. Click Done to proceed.
 Figure 9.4: Adding a secret message.
 The program checks that the length of the secret message does not exceed the maximumembedding potential of the image. The result will be displayed on screen.
 (a) (b)
 Figure 9.5: The results of the message check: (a) message length OK, and (b) messagelength too long.
 If the message length is too long, then reduce its length and retry.
 Otherwise, click the Embed Message button to embed the message. Note that you cantick the Enable Randomised Embedding check box to shuffle the image before embed-ding according to a PRNG seed. The same will need to be done when extracting themessage using the Hide & Seek extracting algorithm within the Extract Message activity.
 The stegogramme that was created is presented on the right-hand side of the screen.
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 Figure 9.6: Output of the Hide & Seek embedding interface.
 The name and location of the stegogramme is also displayed, along with the embeddingcapacity of the image.
 This same process can be followed for all embedding functions within the system as theyare all designed in the same manner.
 9.4.3 Extract Message Using The Hide & Seek Algorithm
 Each extraction interface is extremely simple to use. Most of the extraction interfacesrequire only 2 clicks in order to retrieve the message data.
 Simply start by clicking the Load Stego Work button to browse for the stegogramme thatcontains the hidden message.
 Then click the Extract Message button to extract the hidden message. Be sure to tickthe Randomise before extracting check box and enter the PRNG seed if a randomisedapproach to the Hide & Seek embedding algorithm was used. Please note that all otherembedding and extracting interfaces will only ask for the PRNG seed if it is needed.
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 Figure 9.7: Output of the Hide & Seek extraction interface.
 As the keys are simply used to determine whether or not a shuffle is required beforeembedding or extracting the message data, we have no way of knowing the length of themessage when extracting the data. For this reason, the extraction interfaces are set toshow the first 512 bits of the message data in the Extracted Message window.
 Again, each extraction interface has been built such that the same layout and processesapply for all extraction functions.
 9.4.4 Visual Attacks
 The Visual Attack interface can be located in: Perform Steganalysis >Spatial >VisualAttack.
 To use the attack simply browse for the suspect image by clicking the Load Suspect Imagebutton, and click Open. If the cover image is also available, it can be selected by clickingthe Load Cover Work button.
 If both the suspect image and the cover work are given, both of their LSB planes will bepresented under the thumbnail. In addition, the difference between the two bit-planeswill be calculated and shown in a third window labelled Difference.
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 If only the suspect image is available, then the LSB plane of that image will be shownin isolation.
 Figure 9.8: Output of the Visual Attack interface.
 The bit plane to be examined can also be altered by selecting the appropriate entry inthe Control Options panel.
 9.4.5 Histogram Attacks
 The Histogram Attack interface can be located by following the menus: Perform Ste-ganalysis >Transform >Histogram Attack.
 The interface is used by firstly browsing for the suspect image by clicking the Load Sus-pect Image button.
 The Histogram Attack Settings panel can then be used to set up how you want the his-togram to look. For example, you can choose the range of values, and whether to viewthe histogram data as a bar graph or a line graph.
 If the cover work is available, then this can also be read into the interface such that plotscan be made for both images, and a comparison can be made between the two resultinghistograms.
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 Figure 9.9: Output of the Histogram Attack interface.
 9.4.6 Blockiness
 The Blockiness Attack interface can be located by selecting: Perform Steganalysis >Trans-form >Blockiness from the Main Menu.
 To perform the Blockiness attack, simply browse for the appropriate image by clickingthe Load Image button.
 Then calculate the Blockiness value of that image by clicking the Calculate Blockinessbutton.The Blockiness value will be shown at the bottom of the window as per the example inFigure 9.10.
 9.5 Navigation
 At the bottom of each screen, there are three buttons that allow you to quickly accessdifferent parts of the system, or indeed to exit it completely. The buttons are labelled:Back for returning to the previous screen, Main Menu for returning to the Main Menu,and Exit for closing the system.
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 Figure 9.10: Output of the Blockiness Attack interface.
 9.6 Adding New Functions
 Regardless of the application for any new function that might be developed (i.e. stegano-graphic embed/extract, or steganalytical), they can easily be included centrally will allof the other functions.
 If any further embedding or extracting functions are produced, they should follow thesame input/output structure that the current functions follow. Refer to sections 8.3 and8.4 for further details.
 The attacking functions should be limited such that they output a single parameter;the result of the attack. Feature vectors should be avoided as this will confuse thedeliverables of the functions, and also make it harder to automate decisions via thirdparty wrappers.
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 9.7 Bulk Processing
 As the functions are all self-contained, they can potentially be processed in bulk to processdata for a range of different purposes. This would be particularly useful to steganalystswishing to run a particular attack on a large batch of suspect images, such that they canflag which images are likely to be stegogrammes.In order to achieve this, a simple loop function could be developed such that it reads
 in x images, and runs the attack on each one. As the inputs and outputs are ordered thesame for most functions, it is also possible to create new stegogrammes using the embedfunctions, and then attack them directly through the same bulk function.
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 10.1 Overview
 Having produced all of the necessary functions for the system, it was necessary to testthem such that we can be confident they are working as we expect. The steganographicfunctions for embedding and extracting message data can be easily tested at both bitlevel, and concept level to ensure the pixels are changed correctly, and that the messageis extracted successfully. The steganalytical functions are much more subjective andtherefore a little harder to test. However, through the research carried out in Chapter 4of Part I, we can run sufficient tests to see that they are behaving as we expect.This chapter discusses the testing methodology that was carried out for each of the
 functions that comprise the system.
 10.2 Bit-level Testing
 Each of the embedding functions operate slightly differently in terms of what they doto the image data in accordance with the message data that is being embedded. Forexample, some stego-systems leave the image data alone if we are embedding a 0 andincrement the value if we are embedding a 1, whilst others will attempt to change theimage data such that it matches the message bit stream. Subsequently, we can test eachfunction by looking at the image data before and after embedding message data, to checkthat they are operating correctly.For each test, we will embed the same message so that we can clearly see that the
 image data is changing as we expect across the functions. To keep things simple, we willembed the letter "S", which in binary is expressed as:
 0 1 0 1 0 0 1 1
 Using MATLABs debugging tool, we will be able to view the image arrays before andafter embedding, and we will show the results as we progress.
 10.2.1 Hide & Seek In Sequential Mode
 Expected Behaviour
 The LSB value of each pixel should be changed to match that of each entry in the messagebit stream. To look at this more simply, a binary 0 in the message bit stream will createan even number by subtracting 1 from the current image data value (if it is not already
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 even). Similarly, a binary 1 will create an odd number by adding 1 to the current imagedata value (if it is not already odd).
 Actual Behaviour
 (a)
 (b)
 Figure 10.1: The pixel values (a) before, and (b) after embedding using Hide & Seek insequential mode.
 As we can see from the image data in (a), before the message was embedded, the firstcolumn of the image reads:
 162 162 163 163 163 162 161 160
 When we embed the first bit from the message stream (0) into the first pixel (162),there is no change as the LSB of the image value is already 0 (it is an even number).However, when we embed the second bit from the message stream (1) into the secondpixel (162), a change is made such that the new LSB value of the image is 163. The isbecause the LSB of the pixel value before embedding was 0, and we needed it to be 1.The algorithm therefore increments the value such that the LSB value becomes 1.By following the test for all the entries in the message stream, the same pattern emerges.
 Success / Failure
 Success.
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 10.2.2 Hide & Seek In Randomised Mode
 Expected Behaviour
 It is slightly harder to run the test when the image locations are scattered as we haveno way of associating which message bit was embedded in which pixel. However, we canspot the areas that have changed and infer success or failure based on what we see.We are expecting to see the same behaviour for this test that we saw for sequential
 Hide & Seek, the only difference is that the modified pixels will now be scattered overthe image.
 Actual Behaviour
 (a)
 (b)
 Figure 10.2: The pixel values (a) before, and (b) after embedding using Hide & Seek inrandomised mode.
 We can see from Figure 10.2 that the entry in row 4 of column 156 changes after em-bedding. As the value increases by 1 we can infer that the message bit embedded at thislocation was a 1. By scanning the image for more changes, the same patterns emergedthat we saw for sequential Hide & Seek.
 Success / Failure
 Success.

Page 106
                        

Chapter 10. Testing
 10.2.3 JSteg
 Expected Behaviour
 When embedding the message bits, we expect to see the following behaviour occur onthe quantised DCT coefficients.
 Figure 10.3: The expected bit flips from the JSteg algorithm. [21]
 In addition, the DC coefficient, and any AC values equal to 0 or 1 should not bechanged as a result of embedding.
 Actual Behaviour
 (a)
 (b)
 Figure 10.4: The pixel values (a) before, and (b) after embedding using the JSteg algo-rithm.
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 The first thing we can see from comparing image (a) with image (b) is that The DC valueis not affected by the embedding process. The second coefficient value (7) is decrementedby 1 (6) when we embed the first message bit (0). This is as we expect because the newvalue (6) now has an LSB that matches the message bit. The next coefficient (-5) remainsunchanged as we embed a 1. This is also as we expect as the LSB value of this coefficientis already 1. The same pattern is true for the remainder of the message stream.
 Success / Failure
 Success
 10.2.4 OutGuess 0.1
 Expected Behaviour
 The only aspect of the OutGuess 0.1 algorithm that is changed from the JSteg algorithmis the fact that the manipulated coefficients are shuffled. Therefore, the same bit flipsare expected for OutGuess 0.1 that we saw for the JSteg algorithm.
 Figure 10.5: The expected bit flips from the OutGuess 0.1 algorithm. [21]
 We will however have the same difficulty running the test for this algorithm that wesaw for the randomised Hide & Seek algorithm, because we again have no means ofknowing which value was changed as a result of embedding which message bit. We willtherefore have to spot the values that change, and check that they have changed as perour expectations.
 Actual Behaviour
 As we can see from image (a) in Figure 10.6, the AC coefficient in row 35, column 121is -3 before embedding, and is changed to -4 in image(b) after embedding. This is whatwe would expect to see if we are embedding a 0, as the LSB of the coefficient has beenchanged from 1 to 0 after embedding. By scanning the image more thoroughly, more ofthe same patterns were witnessed, so we can be confident that the bit flips are workingcorrectly.
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 (a)
 (b)
 Figure 10.6: The pixel values (a) before, and (b) after embedding using the OutGuess0.1 algorithm.
 Success / Failure
 Success
 10.2.5 F3
 Expected Behaviour
 When embedding the message bits according to the F3 algorithm, we expect to see thefollowing bit flips occur on the quantised DCT coefficients.
 Figure 10.7: The expected bit flips from the F3 algorithm. [21]
 Note that we do not embed on the DC values, nor the AC coefficients equal to 0.However, this time around, we can embed on coefficients equal to 1 or -1. However, if
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 they produce a 0 then we must re-embed the same message bit until it produces somethingother than a 0.
 Actual Behaviour
 (a)
 (b)
 Figure 10.8: The pixel values (a) before, and (b) after embedding using the F3 algorithm.
 We can see from both image’s that the DC values are definitely ignored, as the valueremains the same after embedding.The first coefficient that changes can be seen on row 2, column 1. The coefficient was 7
 before embedding and it is changed to 6 when embedding a 0. This is to be expected asFigure 10.7 shows that the coefficient values >0 are either kept the same or decrementedby 1. As the LSB of 7 is 1, the value was decremented such that it becomes 0. The nextcoefficient (-5) remains the same as we are embedding a 1 and the LSB of -5 is already1. The same pattern can be seen for the length of the message stream.
 Success / Failure
 Success.
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 10.2.6 F4
 Expected Behaviour
 We expect to note the following behaviour on the quantised DCT coefficients whenembedding the message data according to the F4 algorithm.
 Figure 10.9: The expected bit flips from the F4 algorithm. [21]
 Again, we do not embed on the DC coefficients or any AC coefficient equal to zero.Also, as we saw for the F3 algorithm, we can embed on AC coefficients equal to -1 and1, but must re-embed the message bit if a zero value is produced.
 Actual Behaviour
 (a)
 (b)
 Figure 10.10: The pixel values (a) before, and (b) after embedding using the F4 algo-rithm.
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 Again, the DC coefficient is the same for both image (a) and image (b) meaning thatthe algorithm correctly avoids embedding on these values. In addition, we can see thatthe second AC coefficient in image (a) (7) is correctly decremented to 6 when embeddinga 0. Similarly, we see that the third AC coefficient (-5) increments to -4 when a 1 isembedded. This is as we expect from the bit-flips denoted in Figure 10.9.
 Success / Failure
 Success
 10.2.7 Message-level Testing
 As the purpose of image steganography is to send a secret message to somebody by hidingit within an image, we should also test that we can retrieve the message successfully.The test was carried out such that a message was embedded for every embedding
 function. The extracting function was then run to see what message was extracted. Theresults are shown in the following Figure.
 Embedding Algorithm Message Embedded Message ExtractedHide & Seek (sequential) Hide and Seek Message Hide and Seek MessageHide & Seek (randomised) Hide and Seek Message Hide and Seek Message
 JSteg JSteg Message JSteg MessageOutGuess 0.1 OutGuess01 Message OutGuess01 Message
 F3 F3 Message F3 MessageF4 F4 Message F4 Message
 Figure 10.11: Test results for embedding and extracting for all steganographic functions.
 As Figure 10.11 shows, the message was successfully extracted from each stegogramme.This, coupled with the results from the bit-level testing, means that we can be confidentthat the steganographic functions within the system operate as we expect.
 10.3 Attack Testing
 As the attack functions do not make automatic classifications with regards to whether ornot an image is a stegogramme, the method for testing the functions depends on viewingthe results and ensuring that they behave differently for clean and dirty images.We will therefore test each function separately and ensure that we yield the correct
 results for clean images and stegogrammes.
 10.3.1 Visual Attacks
 To test the Visual Attack function, a stegogramme was created using sequential Hide &Seek to embed a message at roughly 30% capacity. The LSB planes were then plotted

Page 112
                        

Chapter 10. Testing
 for a clean image and the stegogramme. Figure 10.12 shows the results from this test:
 (a) Clean image (b) Stegogramme
 Figure 10.12: The LSB planes of a clean image and a stegogramme.
 As we can see, the LSB plane for the clean image is notably distorted in all areas.However, the LSB plane of the stegogramme clearly shows the traces of embedding onthe left-most region of the image.
 This proves that the attack function is capable of displaying the correct informationfor both a clean and distorted image.
 10.3.2 Histogram Attacks
 In order to test the Histogram Attack function, a stegogramme was created using theJSteg algorithm at roughly 50% capacity. The histogram of the resulting stegogrammewas plotted along with the histogram for a clean image. The results can be seen inFigure 10.13.
 The histogram in image (a) shows a fairly symmetric distribution across the centre,whilst image (b) illustrates a more jagged structure. As discussed in Chapter 4 in Part I,this is to be expected as the bit-flipping procedure of the JSteg algorithm tends to forcethe frequencies of odd values to be higher than the frequencies of even values.
 As we can clearly note the traits of embedding on a stegogramme, and also see thesymmetric structure of a histogram for a clean image, we can be confident that thisattack is capable of identifying stegogrammes.
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 (a) Clean image
 (b) Stegogramme
 Figure 10.13: The histograms of a clean image and a stegogramme.
 10.3.3 Blockiness Attack
 The Blockiness Attack is difficult to test as the output does not give anything away as towhether or not the image is clean or a stegogramme. However, from what we discussed inChapter 5 of Part I, we should notice that the Blockiness value is larger for stegogrammesthan it is for clean images, as a direct impact of transform domain embedding.In order to test the function, a stegogramme was created using the OutGuess 0.1
 algorithm at roughly 50% capacity. The Blockiness value was then calculated for thisimage and a clean image such that a comparison could be made. The yielded resultswere as follows.
 clean image = 216677
 stegogramme = 236906
 The test clearly shows that the Blockiness value for a stegogramme is higher than thatof a clean image, and this is a good indication that the function is performing as wewould expect.

Page 114
                        

Chapter 10. Testing
 10.4 JPEG Calibration
 The JPEG Calibration function cannot really be tested on a system level. However, itspurpose is to mimic the statistical properties of the cover work, which means we can testthat the function works correctly by plotting the histogram of a cover image against thehistogram of the calibrated image. This can be done by creating a stegogramme usingthe OutGuess 0.2 algorithm, to create the calibrated image, and plotting the histogramagainst the image that was used to produce the stegogramme. If both histograms areroughly the same, then we know that the function is working correctly.
 Figure 10.14: The histograms of a clean image and the calibrated image.
 As we can see from Figure 10.14, the histogram for the calibrated image closely matchesthat of the original cover image. This is in accordance with our expectations, so we canbe confident that the function is working properly.
 10.5 Summary
 The tests that have been carried out in this section have provided us with enough in-formation to be confident that the functions work correctly. We have thoroughly testedthe steganographic functions both on a bit-level and also on a message-level, and wehave proved that they all work to our expectations. It would have been more useful tocross-test these functions by embedding a message, and then attempting to decode them
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 using the packages developed by the authors, and vice versa. This would mean that wenot only know that they are working as we expect, it would also prove that they canwork in association with the functions approved by the original authors. However, thiswas not possible as only the JSteg package could be located, and some difficulties wereexperienced trying to install it on the test computer. With that said, the test strategyoutlined in this chapter still gives us a high level of confidence that the embedding andextraction functions work correctly.Having also tested the attack functions and the JPEG Calibration function, we can be
 even more confident that the functions are behaving as we expect.
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11 Software Development Conclusion
 The development side of this project has made it possible to combine the two researchareas of Part I (steganography and steganalysis) such that they act as a useful tool fordemonstrating the impact of embedding message data according to a range of differentstego-systems.The tools and functions that have been developed also provide a lot of potential for
 future development. Careful deliberation was taken over the structure of each functionsuch that they are all self-contained and can easily be used on a command-line level aswell as through the user interface. The main advantage of developing the functions inthis manner is that they can be used for bulk processing should this be required; thiswould make the functions highly desirable on a more professional level in the field ofsteganalysis.The documentation purposefully leans towards the user and development groups as
 these are the two most important areas of the system. The system as a whole wasdeveloped primarily for its user interface such that it can provide a novel approach tolearning more about the researched models, but a focus was still put on ensuring thefunctions are as useful as possible for further development.
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12 Project Conclusion
 12.1 Achievements
 The main focus on this project was to carry out research on both steganographic andsteganalytical techniques such that their methodologies could be clearly discussed in the’Research’ phase of the report, and implemented in the ’Software Development’ phase.We started by providing an overview on the principles of steganography, before re-
 viewing a wide range of steganographic techniques in detail. For each algorithm thatwas mentioned, an emphasis was put on the implementation such that we presented thetechniques from the viewpoint of steganographers.We then reviewed several targeted steganalytical techniques that were designed for
 identifying the stegogrammes produced from the aforementioned stego-systems. Thissection allowed us to understand the importance of a good stego-system by illustratingthe ease at which simple systems can be attacked.Finally, the research phase of the project was concluded by illustrating an example of
 a blind steganalytical system. We presented the step-by-step approach of calibrating astegogramme and classifying the probability that it is a stegogramme via a systematicapproach. The test proved that we were successfully able to determine that a suspectimage was a stegogramme. Although a similar approach was carried out in [14], thestegogramme was never calibrated and as such could not be considered as a true blindattack. However, our findings coincided with these results meaning that our calibrationimplementation transformed the test into a more accurate representation of the attack.This was perhaps the most significant achievement of the ’Research’ phase of the report,as successful blind techniques are so valuable to the field of steganalysis.The ’Software Development’ phase of the project was oriented towards implementing
 the majority of the algorithms discussed in the ’Research’ phase such that they providea useful basis for students to learn more about the field. We successfully implemented 6stego-systems and 3 steganalysis algorithms, as well as providing a means of calibratingan image. Each algorithm was developed such that they can be used via a GraphicalUser Interface or for command line use. Care was taken to ensure that all of the functionswere produced to be of maximum help to developers in the hope that more functionscan be added in the future to make the system more desirable to steganalysts as well asstudents wishing to learn more about steganography or steganalysis. We also tested thefunctions to ensure that they behave according to what we expect to see (based on theresearch from Part I of the project).The end result from this project is that we have provided both a detailed overview of
 steganography and steganalysis, and also a useful tool for determining the strengths andweaknesses of these systems.
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 12.2 Strengths and Weaknesses
 Whilst I consider a strength of the developed software to be that we offer a wide rangeof both steganography and steganalysis functions to multiple user groups (students anddevelopers), I do consider the software to be let down by the fact that it was not testedagainst existing products. This would have given more potential user’s a reason to usethe software, as we would be confident that the algorithms are safe and secure as perthose developed by the authors.I also consider a weakness of the software to be that it cannot be used on a cross-
 platform basis. In much the same way that Phil Sallee’s JPEG Toolbox can be compiledfor use with MATLAB, Java, C++, and many other languages, I would have liked to dothe same such that the system appeals to a mass market. If more time was available,and I was a more prolific programmer, this would have definitely been something Iconsidered.
 12.3 Problems Encountered
 12.3.1 Open Research Problems
 When carrying out the research for Part I of this project, the biggest problem wasensuring that the information I presented was accurate. On several occasions I foundthe literature to be contradictory, resulting in a lot of confusion as to which materialwas accurate. A prime example that comes to mind is the research on JPEG calibration.Some papers suggest cropping the source images by 4 pixels on the left and top sides of theimage, others suggested cropping from the left and right, and others suggested croppingfrom the top and bottom. In the end, I played about with each of the suggestions andfound that the best solution was to crop 4 pixels in each direction.I also attempted to review the YASS (Yet Another Steganographic Scheme) algorithm
 [22] such that I could come up with a method for breaking it. However, to be successfulin this would have required a lot of time, and I felt that the other areas of the projectwere being sacrificed. As a result, I dropped this objective in favour of delivering a morereliable software tool.
 12.3.2 Software Development Problems
 There were far more problems encountered for the software development phase of thereport as this was an area I knew extremely little about.The biggest problem was installing Phil Sallee’s JPEG toolbox for MATLAB such that
 I could produce more efficient code. My main machine is an Apple iMac, and thereforedid not come with a pre-installed C Compiler to run the toolbox. Once a C Compiler wasdownloaded through the Apple support website, I then experienced problems with theMakefiles in the JPEG toolbox. The easiest resolution was to install Microsoft Windowson a Virtual Machine where the toolbox could be run with very little effort.
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12.4. Reflections
 Other problems that were experienced were mainly a result of bugs in my code. How-ever, by using the debugging tools that MATLAB provides, I was able to pin-point theproblem areas and resolve the issues fairly effectively.
 12.4 Reflections
 Overall, I believe that the output from this project has succeeded in achieving the aimsthat were initially set out, and in addition, it also achieves some things that were notoriginally proposed. For example, the original plan was to research and implement somesteganography and steganalysis algorithms such that they can be illustrated and under-stood more completely. However, such was the progress of the implementations that itsoon became possible to develop a user interface for the algorithms, and also offer theback-end functions as a basis for further development.At the beginning of this project, I was familiar with only one or two basic methods
 for steganography, and was even less familiar with steganalysis techniques. The area ofsoftware development was also completely new to me, and I did not consider myself aconfident programmer before this project started. The project has therefore not onlybroadened my knowledge of the field on a theoretical level, it has also provided me withvaluable lessons of coding practise. This is of high value to me, as I would now consideremployment in software development, whereas it would have been a distant considerationlast year.With the knowledge gained from the research side of the project, I would also consider
 digging deeper into steganalysis at more of an academic level. If I were to extend thework carried out in this project, I would like to extend the research by bringing it moreup-to-date. This could involve reviewing the more recent stego-systems such as YASS[22], and considering how they can be attacked. Alternatively, we could review morecomplex steganalytical methodologies in detail such as Machine Learning models. Iftools such as these could be added to the existing functions developed from this project,then the scope for steganalysis is broadened dramatically, making the tools much moredesirable.Finally, I have learnt a lot about project management throughout the duration of this
 project. Through intense working patterns and small objectives, I was able to completethe project in a very time-effective manner. I ensured that I gave myself mini deadlinesto complete different areas of the project such that it would all be completed efficiently.A Gantt chart was used for achieving this, and was revised on a weekly basis to ensureeverything was done on time.
 12.5 Recommendations For Future Work
 For anyone wishing to develop this project further, I would suggest bringing the softwaremore up-to-date. This could be achieved by reviewing the more recent stego-systemssuch as YASS, and considering how they can be attacked.
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Chapter 12. Project Conclusion
 Alternatively, additional steganalytical functions could be added such that the systemis better equipped to operate on a wider range of images. This could be done by imple-menting some more blind attacks such as through methods such as Machine Learning.A more vigorous test strategy could also be developed such that the functions are
 scrutinised as much as possible, and any improvements could be made to the existingfiles. I feel this is important because if any of the processes are incorrect, then theycannot provide a good enough service for educating people in the field, and not can theybe used on a more professional basis in the real world.Finally, the calibration and Blockiness attack could be developed such that the attack
 is automated as much as possible. With the current system, the attack takes nearly anhour to complete properly, and it would be nice if the process could be improved by a userinterface or back-end function that can reduce the time spent producing the necessaryimages and gathering the results.
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