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 1 Introduction
 The aim of this paper is to provide a review and synthesis of holomorphic ap-proximation theory from classical to modern. The emphasis is on recent results andapplications to manifold-valued maps.
 Approximation theory plays a fundamental role in complex analysis, holomor-phic dynamics, the theory of minimal surfaces in Euclidean spaces, and in manyother related fields of Mathematics and its applications. It provides an indispensabletool in constructions of holomorphic maps with desired properties between complexmanifolds. Applications of this theory are too numerous to be presented properly ina short space, but we mention several of them at appropriate places and provide ref-erences that the reader might pursue. We are hoping that the paper will bring a newstimulus for future developments in this important area of analysis.
 Although this is largely a survey, it includes some new results, especially thoseconcerning Mergelyan approximation in higher dimension (see Sect. 6), and appli-cations of these techniques to manifold-valued maps (see Sect. 7). We also mentionopen problems and indicate promising directions. Proofs are outlined where pos-sible, especially of those result which introduce major new ideas. More advancedresults are only mentioned with references to the original sources. Of course weincluded proofs of the new results.
 There exist a number of surveys on holomorphic approximation theory; see e.g.[25, 69, 70, 71, 72, 74, 76, 78, 79, 109, 180], among others. However, ours seemsthe first attempt at a unified picture, from the highlights of the classical theory toresults in several variables and for manifold-valued maps. On the other hand, sev-eral of the surveys mentioned above include discussions of certain finer topics ofapproximation theory that we do not cover here, also for solutions of more generalelliptic partial differential equations. It is needless to say that the higher dimensionalapproximation theory is much less developed and the problems tend to be consider-ably more complex. It is also clear that further progress in many areas of complexanalysis and its applications hinges upon developing new and more powerful ap-proximation techniques for holomorphic mappings.
 Organization of the paper. In Sects. 2–4 we review the main achievements of theclassical approximation theory for functions on the complex plane C and on Rie-mann surfaces. Our main goal is to identify those key ideas and principles whichmay serve as guidelines when considering approximation problems in several vari-ables and for manifold-valued maps. We begin in Sect. 2 with theorems of K. Weier-strass, C. Runge, S. N. Mergelyan, and A. G. Vitushkin. In Sect. 3 we discuss ap-proximation on closed unbounded subsets of C and of Riemann surfaces. There aretwo main lines in the literature, one following the work of T. Carleman on approx-imation in the fine topology, and another the work of N. U. Arakelian on uniformapproximation. In Sect. 4 we survey results on C k Mergelyan approximation ofsmooth functions on Riemann surfaces. The remainder of the paper is devoted tothe higher dimensional theory. In Sect. 5 we recall the Oka-Weil approximation the-orem on Stein manifolds and some generalizations; these are higher dimensional
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 analogues of Runge’s theorem. In Sect. 6 we discuss Mergelyan and Carleman ap-proximation of functions and closed forms on Cn and on Stein manifolds. In Sect. 7we look at applications of these and other techniques to local and global approxima-tion problems of Runge, Mergelyan, Carleman, and Arakelian type for maps fromStein manifolds to more general complex manifolds; these are especially interest-ing when the target is an Oka manifold. Subsect. 7.2 contains very recent resultson Mergelyan approximation of manifold-valued maps. In Sect. 8 we mention somerecent progress on weighted approximation in L2 spaces.
 Notation and terminology. We denote by N = 1,2,3, . . . the natural numbers,by Z the ring of integers, Z+ = 0,1,2, . . ., and by R and C the fields of real andcomplex numbers, respectively. For any n ∈ N we denote by Rn the n-dimensionalreal Euclidean space, and by Cn the n-dimensional complex Euclidean space withcomplex coordinates z= (z1, . . . ,zn), where zi = xi+ iyi with xi,yi ∈R and i=
 √−1.
 We denote the Euclidean norm by |z|2 = ∑ni=1 |zi|2. Given a ∈ C and r > 0, we set
 D(a,r) = z ∈ C : |z−a| < r and D = D(0,1). Similarly, Bn denotes the unit ballin Cn and Bn(a,r) the ball centered at a ∈ Cn of radius r. The corresponding ballsin Rn are denoted Bn
 R and BnR(a,r).
 Let X be a complex manifold. We denote by C (X) and O(X) the Frechet algebrasof all continuous and holomorphic functions on X , respectively, endowed with thecompact-open topology. Given a compact set K in X , we denote by C (K) the Ba-nach algebra of all continuous complex valued functions on K with the supremumnorm, by O(K) the set of all functions that are holomorphic in a neighborhood of K(depending on the function), and by O(K) the uniform closure of f |K : f ∈O(K)in C (K). By A (K) = C (K)∩O(K) we denote the set of all continuous functionsK→C which are holomorphic in the interior K of K. If r ∈ Z+∪∞ we let C r(K)denote the space of all functions on K which extend to r-times continuously differ-entiable functions on X , and A r(K) = C r(K)∩O(K). Given a complex manifoldY , we use the analogous notation O(X ,Y ), O(K,Y ), A r(K,Y ), etc., for the corre-sponding classes of maps into Y . We have the inclusions
 O(K,Y )⊂ O(K,Y )⊂A (K,Y )⊂ C (K,Y ). (1)
 A compact set K in a complex manifold X is said to be O(X)-convex if
 K = KO(X) := p ∈ X : | f (p)| ≤maxx∈K| f (x)| ∀ f ∈ O(X). (2)
 A compact O(Cn)-convex set K in Cn is said to be polynomially convex. A compactset K in a complex manifold X is said to be a Stein compact if it admits a basis ofopen Stein neighborhoods in X .
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 2 From Weierstrass and Runge to Mergelyan
 In this and the following two sections we survey the main achievements of theclassical holomorphic approximation theory. More comprehensive surveys of thissubject are available in [25, 69, 70, 71, 72, 74, 76, 78, 180], among other sources.
 The approximation theory for holomorphic functions has its origin in two clas-sical theorems from 1885. The first one, due to K. Weierstrass [170], concerns theapproximation of continuous functions on compact intervals in R by polynomials.
 Theorem 1 (Weierstrass (1885), [170]). Suppose f is a continuous function on aclosed bounded interval [a,b]⊂R. For every ε > 0 there exists a polynomial p suchthat for all x ∈ [a,b] we have | f (x)− p(x)|< ε .
 Proof. We use convolution with the Gaussian kernel. After extending f to a contin-uous function on R with compact support, we consider the family of entire functions
 fε(z) =1
 ε√
 π
 ∫R
 f (x)e−(x−z)2/ε2dx, z ∈ C, ε > 0. (3)
 As ε → 0, we have that fε → f uniformly on R. Hence, the Taylor polynomials offε approximate f uniformly on compact intervals in R. If furthermore f is of classC k, then by a change of variable u = x−z and placing the derivatives on f it followsthat we get convergence also in the C k norm. ut
 The paper by A. Pinkus [136] (2000) contains a more complete survey of Weier-strass’s results and of his impact on the theory of holomorphic approximation. Aswe shall see in Subsect. 6.1, the idea of using convolutions with the Gaussian kernelgives major approximation results also on certain classes of real submanifolds incomplex Euclidean space Cn and, more generally, in Stein manifolds.
 One line of generalizations of Weierstrass’s theorem was discovered by M. Stonein 1937, [154, 155]. The Stone-Weiestrass theorem says that, if X is a compact Haus-dorff space and A is a subalgebra of the Banach algebra C (X ,R) which containsa nonzero constant function, then A is dense in C (X ,R) if and only if it sepa-rates points. It follows in particular that any complex valued continuous functionon a compact set K ⊂ C can be uniformly approximated by polynomials in z and z.Stone’s theorem opened a major direction of research in Banach algebras.
 Another line of generalizations concerns approximation of continuous functionson curves in the complex plane by holomorphic polynomials and rational functions.This led to Mergelyan and Carleman theorems discussed in the sequel.
 However, we must first return to the year 1885. The second of the two classicalapproximation theorems proved that year is due to C. Runge [144].
 Theorem 2 (Runge (1885), [144]). Every holomorphic function on an open neigh-borhood of a compact set K in C can be approximated uniformly on K by rationalfunctions without poles in K, and by holomorphic polynomials if C\K is connected.
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 The maximum principle shows that the condition that K does not separate theplane is necessary for polynomial approximation on K.
 Proof. The simplest proof of Runge’s theorem, and the one given in most textbookson the subject (see e.g. [143, p. 270]), goes as follows. Assume that f is a holo-morphic function on an open set U ⊂ C containing K. Choose a smoothly boundeddomain D with K ⊂ D and D⊂U . By the Cauchy integral formula we have that
 f (z) =1
 2πi
 ∫bD
 f (ζ )ζ − z
 dζ , z ∈ D.
 Approximating the integral by Riemann sums provides uniform approximation of fon K by linear combinations of functions 1
 a−z with poles a ∈ C\K. Assuming thatC\K is connected, we can push the poles to infinity as follows. Pick a disc ∆ ⊂ Ccontaining K. Since C\K is connected, there is a path λ : [0,1]→C\K connectinga = λ (0) to a point b = λ (1) ∈ C \∆ . Let δ = infdist(λ (t),K) : t ∈ [0,1] > 0.Choose points a = a0,a1, . . . ,aN = b ∈ λ ([0,1]) such that |a j− a j+1| < δ for j =0, . . . ,N−1. For z ∈ K and j = 0,1, . . . ,N−1 we then have that
 1a j− z
 =1
 (a j+1− z)− (a j+1−a j)=
 ∞
 ∑k=0
 (a j+1−a j)k
 (a j+1− z)k+1 ,
 where the geometric series converges uniformly on K. It follows by a finite induc-tion that 1
 a−z is a uniform limit on K of polynomials in 1b−z . Since b ∈ C \∆ , the
 function 1b−z is a uniform limit on ∆ of holomorphic polynomials in z and the proof
 is complete. If C \K is not connected, a modification of this argument gives uni-form approximations of f by rational functions with poles in a given set Λ ⊂ C\Kcontaining a point in every bounded connected component of C\K.
 Another proof uses the Cauchy-Green formula, also called the Pompeiu formulafor compactly supported function f ∈ C 1
 0 (C):
 f (z) =1π
 ∫C
 ∂ f (ζ )z−ζ
 dudv, z ∈ C, ζ = u+ iv. (4)
 Here, ∂ f (ζ ) = (∂ f/∂ ζ )(ζ ). If f is holomorphic in an open set U ⊂ C containinga compact set K, we choose a smooth function χ : C→ [0,1] which equals 1 on asmaller neighborhood V of K and satisfies supp(χ)⊂U . Then,
 f (z) =1π
 ∫C
 ∂ χ(ζ ) f (ζ )z−ζ
 dudv, z ∈V.
 Since the integrand is supported on supp(∂ χ) which is disjoint from K, approximat-ing the integral by Riemann sums shows that f can be approximated uniformly onK by rational functions with poles in C \K, and the proof is concluded as before.ut
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 We now digress for a moment to recall the main properties of the Cauchy-Greenoperator in (4) which is used in many approximation results discussed in the sequel.
 Given a compact set K ⊂ C and an integrable function g on K, we set
 TK(g)(z) =1π
 ∫K
 g(ζ )z−ζ
 dudv, ζ = u+ iv. (5)
 It is well known (see e.g. L. Ahlfors [1, Lemma 1, p. 51] or A. Boivin and P. Gauthier[25, Lemma 1.5]) that for any g ∈ Lp(K), p > 2, TK(g) is a bounded continuousfunction on C that vanishes at infinity and satisfies the uniform Holder conditionwith exponent α = 1−2/p; moreover, TK : Lp(K)→ C α(C) is a continuous linearoperator. (A closely related operator is actually bounded from Lp(C) to C 1−2/p(C)without any support condition.) The key property of TK is that it solves the non-homogeneous Cauchy-Riemann equation, that is,
 ∂ TK(g) = g
 holds in the sense of distributions, and in the classical sense on any open subset onwhich g is of class C 1. In particular, TK(g) is holomorphic on C \K. The optimalsup-norm estimate of TK(g) for g ∈ L∞(K) is obtained from Mergelyan’s estimate∫
 ζ∈K
 dudv|z−ζ |
 ≤√
 4π Area(K), z ∈ C, (6)
 which is sharp when K is the union of a closed disc centered at z and a compactset of measure zero. (See S. N. Mergelyan [124, 125] or A. Browder [29, Lemma3.1.1].) The related Ahlfors-Beurling estimate which is also sharp is that
 |TK(1)(z)|=∣∣∣∣ 1π
 ∫ζ∈K
 dudvz−ζ
 ∣∣∣∣ ≤√
 Area(K)
 π, z ∈ C.
 Another excellent source for this topic is the book of K. Astala, T. Iwaniec and G.Martin [10]; see in particular Sect. 4.3 therein.
 Coming back to the topic of approximation, the situation becomes considerablymore delicate when the function f to be approximated is only continuous on K andholomorphic in the interior K; that is, f ∈A (K). The corresponding approximationproblem for compact sets in C with connected complement was solved by S. N.Mergelyan in 1951.
 Theorem 3 (Mergelyan (1951), [123, 124, 125]). If K is a compact set in C withconnected complement, then every function in A (K) can be approximated uniformlyon K by holomorphic polynomials.
 Mergelyan’s theorem generalizes both Runge’s and Weierstrass’s theorem. It alsocontains as special cases the theorems of J. L. Walsh [168] (1926) in which K is theclosure of a Jordan domain, F. Hartogs and A. Rosenthal [90] (1931) in which K has
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 Lebesgue measure zero, M. Lavrentieff [107] (1936) in which K is nowhere dense,and M. V. Keldysh [99] (1945) in which K is the closure of its interior.
 In light of Runge’s theorem, the main new point in Mergelyan’s theorem is toapproximate functions in A (K) by functions holomorphic in open neighborhoodsof K, that is, to show that
 A (K) = O(K).
 If this holds, we say that K (or A (K)) enjoys the Mergelyan property. Hence,Mergelyan’s theorem is essentially of local nature, where local now pertains toneighborhoods of K. This aspect is emphasized further by Bishop’s localizationtheorem, Theorem 6, and its converse, Theorem 14.
 Some generalizations of Mergelyan’s theorem can be found in his papers [124,125]. Subsequently to Mergelyan, another proof was given by E. Bishop in 1960,[20], and yet another by L. Carleson in 1964, [32]. Expositions are available inmany sources; see for instance D. Gaier [70, p. 97], T. W. Gamelin [72], and W.Rudin [143]. We outline the proof and refer to the cited sources for the details.
 Sketch of proof of Theorem 3. By Tietze’s extension theorem, every f ∈ A (K) ex-tends to a continuous function with compact support on C. Fix a number δ > 0.Let ω(δ ) denote the modulus of continuity of f . By convolving f with the functionAδ : C→ R+ defined by Aδ (z) = 0 for |z|> δ and
 Aδ (z) =3
 πδ 2
 (1− |z|
 2
 δ 2
 )2
 , 0≤ |z| ≤ δ ,
 we obtain a function fδ ∈ C 10 (C) with compact support such that
 | f (z)− fδ (z)|< ω(δ ) and∣∣∂ fδ
 ∂ z(z)∣∣< 2ω(δ )
 δ, z ∈ C,
 and fδ = f on Kδ = z ∈ K : dist(z,C\K)> δ. By the Cauchy-Green formula (4),
 fδ (z) =1π
 ∫C
 ∂ fδ (ζ )
 z−ζdudv, z ∈ C.
 Next, we cover the compact set X = supp(∂ fδ ) by finitely many open discs D j =D(z j,2δ ) ( j = 1, . . . ,n) with centers z j ∈C\K such that each D j contains a compactJordan arc E j ⊂ D j \K of diameter at least 2δ . (Such discs D j and arcs E j existbecause C \K is connected.) The main point now is to approximate the Cauchykernel 1
 z−ζfor z ∈ C\E j and ζ ∈ D j sufficiently well by a function of the form
 Pj(z,ζ ) = g j(z)+(ζ −b j)g j(z)2,
 where g j ∈ O(C \ E j) and b j ∈ C. This is accomplished by Mergelyan’s lemmawhich says that g j and b j can be chosen such that the inequalities
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 |Pj(z,ζ )|<50δ
 and∣∣∣∣Pj(z,ζ )−
 1z−ζ
 ∣∣∣∣< 4000δ 2
 |z−ζ |3(7)
 hold for all z ∈C\E j and ζ ∈D j. (See also [70, p. 104] or [143, Lemma 20.2].) Set
 X1 = X ∩D1, X j = X ∩D j \ (X1∪ . . .∪X j−1) for j = 2, . . . ,n.
 The open set Ω = C\⋃n
 j=1 E j clearly contains K. The function
 Fδ (z) =n
 ∑j=1
 1π
 ∫X j
 ∂ fδ
 ∂ ζ(ζ )Pj(z,ζ )dudv
 is holomorphic in Ω (since every function Pj(z,ζ ) is holomorphic for z ∈Ω ), and itfollows from (7) that |Fδ (z)− fδ (z)|< 6000ω(δ ) for all z ∈Ω . As δ → 0, we havethat ω(δ )→ 0 and hence Fδ → f uniformly on K. ut
 We now consider approximation problems on Riemann surface. Fundamentaldiscoveries concerning function theory on open Riemann surfaces were made by H.Behnke and K. Stein [17] in 1949. They proved the following extension of Runge’stheorem to open Riemann surfaces (see [17, Theorem 6]); the case for X compactwas pointed out by H. L. Royden in 1967, [142, Theorem 10], and again by H.Koditz and S. Timmann in 1975 [102, Satz 1].
 Theorem 4 (Runge’s theorem on Riemann surfaces; [17, 142, 102]). If K is acompact set in a Riemann surface X, then every holomorphic function f on a neigh-borhood of K can be approximated uniformly on K by meromorphic functions F onX without poles in K, and by holomorphic functions on X if X \K has no relativelycompact connected components.
 In the papers of Royden [142] and Koditz and Timmann [102] the function f isassumed to be meromorphic on a neighbourhood of K (with at most finitely manypoles on K), the approximating meromorphic function F on X has no poles on Kexcept those of f , and its poles in X \K are located in a set E having one point ineach connected component of X \K. Furthermore, Royden showed that F can bechosen to agree with f to a given finite order at a given finite set of points in K.
 A relatively compact connected component of X \K is called a hole of K. A com-pact set without holes in an open Riemann surface X is also called a Runge compactin X . The following is a corollary to Theorem 4 and the maximum principle.
 Corollary 1. Let X be an open Riemann surface.
 (a) Holomorphic functions on X separate points, that is, for any pair of distinctpoints p,q ∈ X there exists f ∈ O(X) such that f (p) 6= f (q).
 (b) For every compact set K in X, its O(X)-convex hull KO(X) (see (2)) is the unionof K and all holes of K in X; in particular, KO(X) is compact.
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 Conditions (a) and (b) in Corollary 1 were used in 1951 by K. Stein [152] tointroduce the class of Stein manifolds of any dimension. (The third of Stein’s axiomsis a consequence of these two.) Thus, open Riemann surfaces are the same thing as1-dimensional Stein manifolds. Theorem 4 is a special case of the Oka-Weil theoremon Stein manifolds; see Sect. 5.
 The proof of Runge’s theorem in the plane is based on Cauchy’s integral formula.To prove Runge’s theorem on open Riemann surfaces, Behnke and Stein constructedCauchy type kernels, the so called elementary differentials; see [17, Theorem 3]and Remark 1 below where additional references are given. More precisely, on anyopen Riemann surface X there is a meromorphic 1-form ω on Xz ×Xζ which isholomorphic off the diagonal and which in any pair of local coordinates has anexpression
 ω(z,ζ ) =(
 1ζ − z
 +h(z,ζ ))
 dζ , (8)
 with h a holomorphic function. (Note that ω is a form only in the second variable ζ ,but its coefficient is a meromorphic function of both variables (z,ζ ).) In particular,ω has simple poles with residues one along the diagonal of X ×X . For any C 1-smooth domain Ω b X and f ∈ C 1(Ω) one then obtains the Cauchy-Green formula
 f (z) =1
 2πi
 ∫∂Ω
 f (ζ )ω(z,ζ )− 12πi
 ∫Ω
 ∂ f (ζ )∧ω(z,ζ ). (9)
 By using this formula when f is holomorphic on an open neighborhood of the setK in Theorem 4, one can approximate f by meromorphic functions with poles onX \K, and the rest of the argument (pushing the poles) is similar to the one inTheorem 2.
 Note that, just as in the complex plane, if we consider (0,1)-forms α with com-pact support in Ω , we get that the mapping α 7→ T (α), given by
 T (α)(z) =− 12πi
 ∫Ω
 α(ζ )∧ω(z,ζ ), (10)
 is a bounded linear operator satisfying ∂ (T (α)) = α . This will be used below wherewe give a simple proof of Bishop’s localization theorem.
 A functional analytic proof of Theorem 4 using Weyl’s lemma was given by B.Malgrange [115] in 1955; see also O. Forster’s monograph [51, Sect. 25].
 Remark 1. H. Behnke and K. Stein constructed Cauchy type kernels on relativelycompact domains in any open Riemann surface [17, Theorem 3]; see also H. Behnkeand F. Sommer [16, p. 584]. The existence of globally defined Cauchy kernels (8)was shown by S. Scheinberg [148] and P. M. Gauthier [75] in 1978-79. Their proofuses the theorem of R. C. Gunning and R. Narasimhan [89] (1967) which says thatevery open Riemann surface X admits a holomorphic immersion g : X → C. Thepull-back by g of the Cauchy kernel on C is a Cauchy kernel on X with the correctbehavior along the diagonal D = (z,z) : z ∈ X (see (8)), but with additional poles
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 if g is not injective. Since the diagonal D has a basis of Stein neighborhoods inX ×X and its complement X ×X \D is also Stein, one can remove the extra polesby solving a Cousin problem. Furthermore, Gauthier and Scheinberg found Cauchykernels satisfying the symmetry condition F(p,q) =−F(q, p). ut
 Theorem 4 implies the analogous approximation result for meromorphic func-tions. Indeed, we may write a meromorphic function f on an open neighborhoodU ( X of the compact set K as the quotient f = g/h of two holomorphic functions(this follows from the Weierstrass interpolation theorem on open Riemann surfaces;see [47, 169]) and apply the same result separately to g and h. Since meromorphicfunctions are precisely holomorphic maps to the Riemann sphere CP1 = C∪∞,this extension of Theorem 4 has the following corollary.
 Corollary 2. Let K be a compact set in an arbitrary Riemann surface X. Then, everyholomorphic map from a neighborhood of K to CP1 may be approximated uniformlyon K by holomorphic maps X → CP1.
 In 1958, E. Bishop [19] proved the following extension of Mergelyan’s theorem.
 Theorem 5 (Bishop-Mergelyan theorem; Bishop (1958), [19]). If K is a compactset without holes in an open Riemann surface X, then every function in A (K) canbe approximated uniformly on K by functions in O(X).
 More generally, if X is an arbitrary Riemann surface, ρ is a metric on X, andthere is a c > 0 such that every hole of a compact subset K ⊂ X has ρ-diameter atleast c, then every function in A (K) is a uniform limit of meromorphic functions onX with poles off K. This holds in particular if K has at most finitely many holes.
 Bishop’s proof depends on investigation of measures on K annihilating the alge-bra A (K). This approach was further developed by L. K. Kodama [101] in 1965. In1968, J. Garnett observed [73, p. 463] that Theorem 5 can be reduced to Mergelyan’stheorem on polynomial approximation (see Theorem 3) by means of the followinglocalization theorem due to Bishop [19] (see also [101, Theorem 5]).
 Theorem 6 (Bishop’s localization theorem; (1958), [19]). Let K be a compact setin a Riemann surface X and f ∈ C (K). If every point x ∈ K has a compact neigh-borhood Dx ⊂ X such that f |K∩Dx ∈ O(K∩Dx), then f ∈ O(K).
 Let us first indicate how Theorems 3, 4, and 6 imply Theorem 5. We cover K byopen coordinate discs U1, . . . ,UN of diameter at most c (the number in the secondpart of Theorem 5; no condition is needed for the first part). Choose closed discsD j ⊂U j for j = 1, . . . ,N whose interiors still cover K. Then, U j \ (K ∩D j) is con-nected. (Indeed, every relatively compact connected component of U j \ (K ∩D j) isalso a connected component of X \D j of diameter < c, contradicting the assump-tion.) Since U j is a planar set, Theorem 3 implies A (K ∩D j) = O(K ∩D j). Thus,the hypothesis of Theorem 6 is satisfied, and hence A (K) =O(K). Theorem 5 thenfollows from Runge’s theorem (see Theorem 4).
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 Proof of Theorem 6. The following simple proof, based on solving the ∂ -equation,was given by A. Sakai [146] in 1972. We may assume that f is continuous in a neigh-borhood of K. Cover K by finitely many neighborhoods D j as in the theorem, suchthat the family of open sets D j is an open cover of K. Let χ j be a partition of unitywith respect to this cover. Now by the assumption we obtain for any ε > 0 functionsf j ∈ C (D j)∩O(K ∩D j) such that ‖ f j− f‖C (K∩D j) < ε . Set g := ∑
 mj=1 χ j f j. Then
 on some open neighborhood U of K we have that ‖g− f‖C (U) = O(ε) and
 ∂g =m
 ∑j=1
 ∂ χ j · f j =m
 ∑j=1
 ∂ χ j · ( f j− f ) = O(ε).
 (We have used that ∑mj=1 ∂ χ j = 0 in a neighborhood of K.) Let χ ∈ C ∞
 0 (U) be acut-off function with 0 ≤ χ ≤ 1 and χ ≡ 1 near K. Then we have ‖χ · ∂g‖C (U) =
 O(ε), and so T (χ ·∂g) = O(ε), where T is the Cauchy-Green operator (10). Hence,the function g−T (χ · ∂g) is holomorphic on some open neighborhood of K and itapproximates f to a precision of order ε on K. ut
 Remark 2. Sakai’s proof also applies to a compact set K in a higher dimensionalcomplex manifold, provided K admits a basis of Stein neighborhoods on whichone can solve the ∂ -equation with uniform estimates with a constant independentof the neighborhood. This holds for instance when K is the closure of a stronglypseudoconvex domain; see Theorem 24 on p. 35. ut
 Remark 3. It was observed by K. Hoffman and explained by J. Garnett [73] in 1968that Bishop’s localization theorem in the plane is a simple consequence of the prop-erties of the Cauchy transform. Given a function φ ∈ C ∞
 0 (C) with compact supportand a bounded continuous function f on C, we consider the Vitushkin localizationoperator:
 Tφ ( f )(z) =1
 2πi
 ∫C
 f (ζ )− f (z)ζ − z
 ∂φ(ζ )∧dζ
 = f (z)φ(z)+1π
 ∫C
 f (ζ )ζ − z
 ∂φ
 ∂ ζ(ζ )dudv.
 (11)
 (We used the Cauchy-Green formula (4).) From properties of the operator TK (5)we see that Tφ ( f ) is a bounded continuous function on C vanishing at ∞, it is holo-morphic where f is holomorphic and in C\ supp(φ), and f −Tφ ( f ) is holomorphicin the interior of the level set φ = 1. If f has compact support and φ jN
 j=1 is apartition of unity on supp( f ), then f = ∑
 Nj=1 Tφ j( f ). Finally, it follows from (6) that
 ‖Tφ ( f )‖∞ ≤ c0δω f (δ )‖∂φ/∂ ζ‖∞, (12)
 where δ > 0 is the radius of a disc containing the support of φ , ω f (δ ) is the δ -modulus of continuity of f , and c0 > 0 is a universal constant. (See T. Gamelin [72,Lemma II.1.7] or D. Gaier [70, p. 114] for the details.)
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 Suppose now that f : K→ C satisfies the hypothesis of Theorem 6. By Tietze’stheorem we may extend f to a continuous function with compact support on C.Let U1, . . . ,UN ⊂ C be a finite covering of supp( f ) by bounded open sets such that,setting K j = K∩U j, we have f |K j ∈O(K j) for each j. Let φ j ∈ C ∞
 0 (C) be a smoothpartition of unity on supp( f ) with supp(φ j) ⊂U j. By the hypothesis, given ε > 0there is a holomorphic function h j ∈ O(Wj) on an open neighborhood of K j whichis uniformly ε-close to f on K j. Shrinking Wj around K j, we may assume that h jis 2ε-close to f on Wj. Choose a smooth function χ j : C → [0,1] which equalsone on a neighborhood Vj ⊂Wj of K j and has supp(χ j) ⊂Wj. The function h j =χ jh j +(1− χ j) f then equals h j on Vj (hence is holomorphic there), it equals f onC \Wj, and is uniformly 2ε-close to f on C. The function g j = Tφ j(h j) ∈ C (C)is holomorphic on Vj (since g j is holomorphic there) and on C \ supp(φ j). Sincethe union of the latter two sets contains K, g j is holomorphic in a neighborhood ofK. Furthermore, g j approximates f j = Tφ j( f ) in view of (12). The sum ∑
 Nj=1 g j is
 then holomorphic in a neighborhood of K and uniformly close to ∑Nj=1 f j = f on C.
 (Further details can be found in Gaier [70, pp. 114–118].)By using the Cauchy type kernels in Remark 1, P. Gauthier [75] and S. Schein-
 berg [148] adapted this approach to extend Bishop’s localization theorem to closed(not necessarily compact) sets of essentially finite genus in any Riemann surface.See also Sect. 3 and in particular Theorem 15.
 Another proof of Mergelyan’s theorem on Riemann surfaces (Theorem 5) can befound in [98, Chapter 1.11]. It is based on a proof of Bishop’s localization theorem(Theorem 6) which avoids the use of Cauchy type kernels on Riemann surfaces,such as those given by Behnke and Stein in [17]. ut
 After Mergelyan proved his theorem on polynomial approximation and Bishopextended it to open Riemann surfaces (Theorem 5), a major challenging problemwas to characterize the class of compact sets K in C, or in a Riemann surface X ,which enjoy the Mergelyan property A (K) = O(K). In view of Runge’s theorem(Theorem 4), this is equivalent to approximation of functions in A (K) by meromor-phic functions on X with poles off K, and by rational functions if X = C:
 A (K)?= R(K). (13)
 The study of this question led to powerful new methods in approximation the-ory. There are examples of compact sets of Swiss cheese type (with a sequenceof holes of K clustering on K) for which R(K)( A (K); see D. Gaier [70, p. 110].An early positive result is the theorem of F. Hartogs and A. Rosenthal [90] from1931 which states that if K is a compact set in C with Lebesgue measure zero,then C (K) = R(K). After partial results by S. N. Mergelyan [124, 125], E. Bishop[19, 20] and others, the problem was completely solved by A. G. Vitushkin in 1966,[166, 167]. To state his theorem, we recall the notion of continuous capacity. Let Mbe a subset of C. Denote by R(M) the set of all continuous functions f on C with‖ f‖∞ ≤ 1 which are holomorphic outside some compact subset K of M and whoseLaurent expansion at infinity is f (z) = c1( f )
 z +O( 1
 z2
 ). The continuous capacity of M
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 is defined byα(M) = sup
 |c1( f )| : f ∈R(M)
 .
 Theorem 7 (Vitushkin (1966/1967), [166, 167]). Let K be a compact set in C.Then, R(K) = A (K) if and only if α(D \K) = α(D \ K) for every open disc Din C.
 Vitushkin’s proof relies on the localization operators (11) which he introduced(see [167, Ch. 2, §3]). Theorem 7 is a corollary of Vitushkin’s main result in [167]which provides a criterium for rational approximation of individual functions inA (K). The most advanced form of Vitushkin-type results is due to Paramonov[134]. Major results on the behavior of the (continuous) capacity and estimates ofCauchy integrals over curves were obtained by M. Mel’nikov [120, 122], X. Tolsa[162, 163], and Mel’nikov and Tolsa [121].
 3 Approximation on unbounded sets in Riemann surfaces
 It seems that the first result concerning the approximation of functions on un-bounded closed subsets of C by entire functions is the following generalization ofWeierstrass’s Theorem 1, due to T. Carleman [31].
 Theorem 8 (Carleman (1927), [31]). Given continuous functions f : R→ C andε : R→ (0,+∞), there exists an entire function F ∈ O(C) such that
 |F(x)− f (x)|< ε(x) for all x ∈ R. (14)
 This says that continuous functions on R can be approximated in the fine C 0
 topology by restriction to R of entire functions on C. The proof amounts to induc-tively applying Mergelyan’s theorem on polynomial approximation (Theorem 3).
 Proof. Recall that D= z ∈ C : |z| ≤ 1. For j ∈ Z+ = 0,1, . . . set
 K j = jD∪ [− j−2, j+2], ε j = minε(x) : |x| ≤ j+2.
 Note that ε j ≥ ε j+1 > 0 for all j ∈ Z+. We construct a sequence of continuousfunctions f j : ( j+1/3)D∪R→C satisfying the following conditions for all j ∈N:
 (a j) f j is holomorphic on ( j+1/3)D,(b j) f j(x) = f (x) for x ∈ R with |x| ≥ j+2/3, and(c j) | f j− f j−1|< 2− j−1ε j−1 on K j−1.
 To construct f0, we pick a smooth function χ : R→ [0,1] such that χ(x) = 1 for|x| ≤ 1/3 and χ(x) = 0 for |x| ≥ 2/3. Mergelyan’s theorem (see Theorem 3) gives

Page 16
                        

16 Contents
 a holomorphic polynomial h such that, if we define f0 to equal h on (1/3)D andset f0(x) = χh(x)+(1− χ) f (x) for |x| ≥ 1/3, then f0 satisfies conditions (a0) and(b0), while condition (c0) is vacuous.
 The inductive step ( j−1)→ j is as follows. Mergelyan’s theorem (see Theorem3) gives a holomorphic polynomial h satisfying |h− f j−1| < 2− j−1ε j−1 on K j−1.Pick a smooth function χ : R → [0,1] such that χ(x) = 1 for |x| ≤ j + 1/3 andχ(x) = 0 for |x| ≥ j+2/3. Set f j = h on ( j+1/3)D and f j = χh+(1−χ) f j−1 onR. It is easily verified that the sequence f j satisfies conditions (a j), (b j), and (c j). Inview of (b j) we have f0 = f1 = . . .= fk−1 on |x| ≥ k for any k ∈N. From this and(c j) it follows that the sequence f j converges to an entire function F ∈ O(C) suchthat for every k ∈ Z+ the following inequality holds on x ∈ R : k ≤ |x| ≤ k+1:
 |F(x)− f (x)| ≤∞
 ∑j=0| f j+1(x)− f j(x)|<
 ∞
 ∑j=k−1
 2− j−2ε j ≤ εk−1 ≤ ε(x).
 This proves Theorem 8. ut
 The above proof is easily adapted to show that every function f ∈ C r(R) forr ∈ N can be approximated in the fine C r(R) topology by restrictions to R of entirefunctions, i.e., (14) is replaced by the stronger condition on the derivatives:
 |F(k)(x)− f (k)(x)|< ε(x) for all x ∈ R and k = 0,1, . . . ,r.
 In 1973, L. Hoischen [93] proved a similar result on C r-Carleman approximationon more general curves in the complex plane.
 When trying to adapt the proof of Carleman’s theorem to more general closedsets E ⊂ C without holes, a complication appears in the induction step since theunion of E with a closed disc may contain holes. Consider the following notion.
 Definition 1. Let D be a domain in C. A closed subset E of D is a Carleman setif each function in A (E) can be approximated in the fine C 0 topology on E byfunctions in O(D). (More precisely, given f ∈ A (E) and a continuous functionε : E→ (0,+∞), there exists F ∈O(D) such that |F(z)− f (z)|< ε(z) for all z∈ E.)
 The following characterization of Carleman sets was given by A. A. Nersesyanin 1971, [127, 128]. Given a domain D(CP1, let Vε(bD) denote the set of all pointshaving chordal (spherical) distance less than ε from the boundary bD.
 Theorem 9 (Nersesyan (1971/1972), [127, 128]). A closed set E in a domain D (CP1 is a Carleman set if and only if it satisfies the following two conditions.
 (a) For each ε > 0 there exists a δ , with 0< δ < ε , such that none of the componentsof E intersects both Vδ (bD) and D\Vε(bD).
 (b) For each ε > 0 there is a δ > 0 such that each point of the set (D\E)∪Vδ (bD)can be connected to bD by an arc lying in (D\E)∪Vε(bD).
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 We now look at the related problem of uniform approximation of functions in thespace A (E) by holomorphic functions on D. This type of approximation was con-sidered by N. U. Arakelian [6, 7, 8] who proved the following result characterizingArakelian sets.
 Theorem 10 (Arakelian (1964), [6, 7, 8]). Let E be a closed set in a domain D⊂C.The following two conditions are equivalent.
 (a) Every function in A (E) is a uniform limit of functions in O(D).
 (b) The complement D∗ \E of E in the one point compactification D∗ = D∪∗ ofD is connected and locally connected.
 When E is compact, condition (b) simply says that D\E is connected, and in thiscase, (a) is Mergelyan’s theorem. Note that local connectivity of D∗ \E is a nontriv-ial condition only at the point ∗ = D∗ \D. This condition has a more convenientinterpretation. For simplicity, we consider the case D = C. Given a closed set F inC, we denote by HF the union of all holes of F , an open set in C. (Recall that a holeof F is a bounded connected components of C\F .)
 Definition 2 (Bounded exhaustion hulls property). A closed set E in C with con-nected complement has the bounded exhaustion hulls property (BEH) if the setHE∪∆ is bounded (relatively compact) for every closed disc ∆ in C.
 It is well known and easily seen that the BEH property of a closed subset E ⊂ Cis equivalent to CP1 \E being connected and locally connected at ∞ = CP1 \C.Furthermore, this property may be tested on any sequence of closed discs (or moregeneral compact simply connected domains) exhausting C. For the correspondingcondition in higher dimensions, see Definition 6 on p. 38.
 We now present a simple proof of sufficiency of condition (b) for the case D =Cin Arakelian’s theorem, due to J.-P. Rosay and W. Rudin (1989), [140].
 Proof of (b)⇒(a) in Theorem 10. Since the set E ⊂ C has the BEH property (seeDef. 2), we can find a sequence of closed discs ∆1 ⊂ ∆2 ⊂ ·· · ⊂
 ⋃∞i=1 ∆i = C such
 that, setting Hi = HE∪∆i (the union of holes of E ∪∆i), we have that
 ∆i∪H i ⊂ ∆i+1, i = 1,2, . . . .
 Set E0 = E and Ei = E∪∆i∪Hi for i∈N. Note that Ei is a closed set with connectedcomplement in C, Ei ⊂ Ei+1,
 ⋃∞i=0 Ei = C, and E \∆i+1 = Ei \∆i+1.
 Choose a function f = f0 ∈ A (E) and a number ε > 0. We shall inductivelyconstruct a sequence fi ∈ A (Ei) for i = 1,2, . . . such that | fi − fi−1| < 2−iε onEi−1; since the sets Ei exhaust C, it follows that F = limi→∞ fi is an entire functionsatisfying |F − f | < ε on E = E0. Let us explain the induction step (i− 1)→ i.Assume that fi−1 ∈A (Ei−1). Pick a closed disc ∆ such that ∆i∪H i⊂∆ ⊂ ∆i+1, anda smooth function χ : C→ [0,1] satisfying χ = 1 on ∆ and supp(χ) ⊂ ∆i+1. Note
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 that Ei∪∆ = Ei−1∪∆ . Since the compact set Ei−1∩∆i+1 has no holes, Mergelyan’sTheorem 3 furnishes a holomorphic polynomial h on C satisfying
 | fi−1−h|< 2−i−1ε on Ei−1∩∆i+1,
 and1π
 ∫ζ∈Ei−1
 | fi−1(ζ )−h(ζ )|· |∂ χ(ζ )| dudv|z−ζ |
 < 2−i−1ε, z ∈ C. (15)
 Note that the integrand is supported on Ei−1 ∩ (∆i+1 \∆), and hence the integral isbounded uniformly on C by the supremum of the integrand (which may be as smallas desired by the choice of h) and the diameter of ∆i+1. Let
 g(z) =1π
 ∫ζ∈Ei−1
 ( fi−1(ζ )−h(ζ ))·∂ χ(ζ )dudvz−ζ
 , z ∈ C,
 and define the next function fi : Ei∪∆ → C by setting
 fi = χh+(1−χ) fi−1 +g. (16)
 Note that g is continuous on Ei∪∆ , smooth on Ei∪∆ , it satisfies ∂g = ( fi−1−h)∂ χ
 on Ei−1 ∪ ∆ , and |g| < 2−i−1ε in view of (15). Since Ei ∪∆ = Ei−1 ∪∆ , it followsthat fi is continuous on Ei and ∂ fi = (h− fi−1)∂ χ +∂g = 0 on Ei. Furthermore, onEi−1 we have fi = fi−1 +χ(h− fi−1)+g and hence
 | fi− fi−1| ≤ |χ|· |h− fi−1|+ |g|< 2−iε.
 This completes the induction step and hence proves (b)⇒(a) in Theorem 10. utComparing with the proof of Theorem 8, we see that it was now necessary to
 solve a ∂ -equation since the set Ei−1∩ (∆i+1 \∆), on which we glued the approxi-mating polynomial h with fi−1, might have nonempty interior. This prevents us fromobtaining Carleman approximation in the setting of Theorem 10 without additionalhypotheses on E (compare with Nersesyan’s Theorem 9). On the other hand, thesame proof yields the following special case of Nersesyan’s Theorem on Carlemanapproximation which is of interest in many applications.
 Corollary 3 (On Carleman approximation). Assume that E ⊂ C is a closed setwith connected complement satisfying the BEH property (see Definition 2). If thereis a disc ∆ ⊂C such that E \∆ has empty interior, then every function in A (E) canbe approximated in the fine C 0 topology by entire functions.
 To prove Corollary 3 one follows the proof of Theorem 10, choosing the firstdisc ∆1 big enough such that E \∆1 has empty interior. This allows us to define eachfunction fi (16) in the sequence without the correction term g (i.e., g = 0).
 The definition of the BEH property (see Definition 2) extends naturally to closedsets E in an arbitrary domain Ω ⊂ C. For such sets, an obvious modification ofproof of Theorem 10 and Corollary 3 provide approximation of functions in A (E)by functions in O(Ω) in the uniform and fine topology on E, respectively.
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 In 1976, A. Roth [141] proved several results on uniform and Carleman approxi-mation of functions in A (E), where E is a closed set in a domain Ω ⊂C, by mero-morphic functions on Ω without poles on E. Her results are based on the techniqueof fusing rational functions, given by the following lemma.
 Lemma 1 (Roth (1976), [141]). Let K1, K2 and K be compact sets in CP1 withK1 ∩K2 = ∅. Then there is a constant a = a(K1,K2) > 0 such that for any pair ofrational functions r1,r2 with |r1(z)− r2(z)|< ε (z ∈ K) there is a rational functionr such that |r(z)− r j(z)|< aε for z ∈ K∪K j for j = 1,2.
 The proof of this lemma is fairly elementary. In the special case of holomorphicfunctions, this amounts to the solution of a Cousin-I problem with bounds. As anapplication, A. Roth proved the following result [141, Theorem 1] on approximationof functions in A (E) by meromorphic functions without poles on E.
 Theorem 11 (Roth (1976), [141]). Let Ω be open in C, and let E ( Ω be a closedsubset of Ω . A function f ∈A (E) may be uniformly approximated on E by functionsin M (Ω) without poles on E if and only if f |K ∈R(K) for every compact K ⊂ E.
 The paper [141] of A. Roth also contains results on tangential and Carlemanapproximation by meromorphic functions on closed subsets of planar domains.
 The following result [141, Theorem 2] was proved by A. A. Nersesyan [128] forΩ = C; this extends Vitushkin’s theorem (Theorem 7) to closed subsets of C.
 Theorem 12 (Nersesyan (1972), [128]; Roth (1976), [141]). Let E ⊂ Ω be as inTheorem 11. A necessary and sufficient condition that every function in A (E) canbe approximated uniformly on E by meromorphic functions on Ω with poles off Eis that R(E ∩K) = A (E ∩K) holds for every closed disc K ⊂Ω .
 The results presented above have been generalized to open Riemann surfacesto a certain extent, although the theory does not seem complete. In 1975, P. M.Gauthier and W. Hengartner [77] gave the following necessary condition for uniformapproximation. (As before, X∗ denotes the one point compactification of X .)
 Theorem 13. Let E be a closed subset of a Riemann surface X. If every function inO(E) is a uniform limit of functions in O(X), then X∗ \E is connected and locallyconnected, i.e., E is an Arakelian set.
 However, an example in [77] shows that the converse does not hold in general. Inparticular, Arakelian’s Theorem 10 cannot be fully generalized to Riemann surfaces.Further examples to this effect can be found in [25, p. 120].
 The situation is rather different for harmonic functions: if E is a closed Arakelianset in an open Riemann surface X then every continuous function on E which isharmonic in the interior E can be approximated uniformly on E by entire harmonicfunctions on X (see T. Bagby and P. M. Gauthier [11, Corollary 2.5.2]).
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 In 1986, A. Boivin [23] extended Nersesyan’s Theorem 9 to a characterizationof sets of holomorphic Carleman approximation in open Riemann surfaces, and heprovided a sufficient condition on sets of meromorphic Carleman approximation.
 For Carleman approximation of harmonic functions, we refer to T. Bagby andP. M. Gauthier [11, Theorem 3.2.3]. Furthermore, in [26], A. Boivin, P. Gauthierand P. Paramonov established new Roth, Arakelian and Carleman type theoremsfor solutions of a large class of elliptic partial differential operators L with constantcomplex coefficients.
 We return once more to Bishop’s localization theorem (see Theorem 6). We havealready mentioned (cf. Remark 1) that in the late 1970’s, P. M. Gauthier [75] andS. Scheinberg [148] constructed on any open Riemann surface X a meromorphickernel F(p,q) such that F(p,q) =−F(q, p) and the only singularities of F are sim-ple poles with residues +1 on the diagonal. With this kernel in hand, they extendedBishop’s localization theorem to closed sets of essentially finite genus in any Rie-mann surface. (See also [146, 24].) The most precise results in this direction wereobtained by S. Scheinberg [149] in 1979. Under certain restrictions on the Riemannsurface X and the closed set E ⊂ X , he completely described those sets P ⊂ X \Esuch that every function in A (E) may be approximated uniformly on E by functionsmeromorphic on X whose poles lie in P. His theorems provide an elegant synthesisof all previously known results of this type and a summary of localization results.
 The following converse to Bishop’s localization theorem on an arbitrary Riemannsurface was proved by A. Boivin and B. Jiang [27] in 2004. Recall that a closedparametric disc in a Riemann surface X is the inverse image D = φ−1(∆) of aclosed disc ∆ ⊂ φ(U)⊂ C, where (U,φ) is a holomorphic chart on X .
 Theorem 14 (Boivin and Jiang (2004), Theorem 1 in [27]). Let E be a closedsubset of a Riemann surface X. If A (E) =O(E), then A (E∩D) =O(E∩D) holdsfor every closed parametric disc D⊂ X.
 Their proof relies on Vitushkin localization operators (11), adapted to Riemannsurfaces by P. Gauthier [75] and S. Scheinberg [149] by using the Cauchy kernelsmentioned above. (See also Remark 1.)
 Note that Theorem 14 generalizes one of the implications in Theorem 12 to Rie-mann surfaces. A result of this kind does not seem available for compact sets inhigher dimensional complex manifolds. We shall discuss this question again in con-nection with the Mergelyan approximation problem for manifold-valued maps (seeSubsect. 7.2, in particular Definition 8 and Remark 9).
 The following is an immediate corollary to Theorem 14 and Bishop’s localizationtheorem for closed sets in Riemann surfaces [75, 149]. It provides an optimal versionof Vitushkin’s approximation theorem (see Theorem 7) on Riemann surfaces.
 Theorem 15 (Boivin and Jiang (2004), Theorem 2 in [27]). Let E be a closed sub-set of a Riemann surface X, and assume either that E is weakly of infinite genus (thisholds in particular if E is compact) or E =∅. Then, the following are equivalent:
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 1. Every function in A (E) is a uniform limit of meromorphic functions on X withpoles off E.
 2. For every closed parametric disc D⊂ X we have A (E ∩D) = O(E ∩D).3. For every point x ∈ X there exists a closed parametric disc Dx centred at x such
 that A (E ∩Dx) = O(E ∩Dx).
 4 Mergelyan’s theorem for C r functions on Riemann surfaces
 In applications, one is often faced with the approximation problem for functionsof class C r (r ∈N) on compact or closed sets in a Riemann surface. Such problemsarise not only in complex analysis (for instance, in constructions of closed complexcurves in complex manifolds, see [44], or in constructions of proper holomorphicembeddings of open Riemann surfaces into C2, see [66, 67] and [68, Chap. 9]), butalso in related areas such as the theory of minimal surfaces in Euclidean spaces Rn
 (see the recent survey [3]), the theory of holomorphic Legendrian curves in complexcontact manifolds (see [2, 4]), and others. In most geometric constructions it sufficesto consider compact sets of the following type.
 Definition 3 (Admissible sets in Riemann surfaces). A compact set S in a Rie-mann surface X is admissible if it is of the form S = K ∪M, where K is a finiteunion of pairwise disjoint compact domains with piecewise C 1 boundaries in Xand M = S \ K is a union of finitely many pairwise disjoint smooth Jordan arcs andclosed Jordan curves meeting K only in their endpoints (or not at all) and such thattheir intersections with the boundary bK of K are transverse.
 Clearly, the complement X \ S of an admissible set has at most finitely manyconnected components, and hence Theorem 5 applies.
 A function f : S = K ∪M→ C on an admissibe set is said to be of class C r(S)if f |K ∈ C r(K) (this means that it is of class C r(K) and all its partial derivativesof order ≤ r extend continuously to K) and f |M ∈ C r(M). Whitney’s jet-extensiontheorem (see Theorem 46) shows that any f ∈ A r(S) extends to a function f ∈C r(X) which is ∂ -flat to order r on S, meaning that
 limx→S
 Dr−1(∂ f )(x) = 0. (17)
 Here, Dk denotes the total derivative of order k (the collection of all partial deriva-tives of order ≤ k). We define the C r(S) norm of f as the maximum of derivativesof f up to order r at points z ∈ S, where for points z ∈M \K we consider only thetangential derivatives. (This equals the r-jet norm on S of a ∂ -flat extension of f .)
 We have the following approximation result for functions of class A r on admis-sible sets in Riemann surfaces. Corollary 9 in Subsection 7.2 gives an analogousresult for manifold-valued maps.
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 Theorem 16 (C r approximation on admissible sets in Riemann surfaces). If S isan admissible set in a Riemann surface X, then every function f ∈ A r(S) (r ∈ N)can be approximated in the C r(S)-norm by meromorphic functions on X, and byholomorphic functions if S has no holes.
 Proof. We give a proof by induction on r, reducing it to C 0 approximation. Theresult can also be proved by the method in the proof of Theorems 24 and 25 below.
 Pick an open neighborhood Ω ( X of S such that there is a deformation re-traction of Ω onto S. (It follows in particular that S has no holes in Ω .) It suf-fices to show that any function f ∈ A r(S) can be approximated in C r(S) by func-tions holomorphic on Ω ; the conclusion then follows from Runge’s theorem (The-orem 4) and the Cauchy estimates. We may assume that S (and hence Ω) is con-nected. There are smooth closed oriented Jordan curves C1, . . . ,Cl ⊂ S generatingthe first homology group H1(S,Z) = H1(Ω ,Z) ∼= Zl such that C =
 ⋃li=1 Ci is a
 compact Runge set in Ω . Let θ be a nowhere vanishing holomorphic 1-form onΩ . (Such θ exists by the Oka-Grauert principle, see [68, Theorem 5.3.1]. Further-more, by the Gunning-Narasimhan theorem [89] there exists a holomorphic functionξ : Ω → C without critical points, and we may take θ = dξ .) Consider the periodmap P = (P1, . . . ,Pl) : C (C)→ Cl given by
 Pi(h) =∫
 Ci
 hθ , h ∈ C (C), i = 1, . . . , l.
 It is elementary to find continuous functions h1, . . . ,hl : C→C such that Pi(h j)= δi, j(Kronecker’s delta). By Mergelyan’s theorem (Theorem 5) we can approximate eachhi uniformly on C by a holomorphic function gi ∈O(Ω). Assuming that the approx-imations are close enough, the l× l matrix A with the entries Pi(g j) is invertible. Re-placing the vector g = (g1, . . . ,gl)
 t by A−1g we obtain Pi(g j) = δi, j. Fix an integerr ∈ Z+. Consider the function Φ : A r(S)×S×Cl → C defined by
 Φ(h,x, t) = h(x)+l
 ∑j=1
 t jg j(x),
 where h ∈ A r(S), x ∈ S, and t = (t1, . . . , tl) ∈ Cl . Then, P(Φ(h, · , t)) = P(h) +∑
 lj=1 t jP(g j), and hence
 ∂Pi(Φ(h, · , t)∂ t j
 ∣∣∣∣t=0
 = Pi(g j) = δi, j, i, j = 1, . . . , l.
 This period domination condition implies, in view of the implicit function theorem,that for every h0 ∈ A r(S) the equation P(Φ(h, · , t)) = P(h0) can be solved on t =t(h) for all h ∈A r(S) near h0, with t(h0) = P(h0).
 We can now prove the theorem by induction on r ∈ Z+. By Theorem 5, the resultholds for r = 0. Assume that r ∈N and the theorem holds for r−1. Pick f ∈A r(S).The function f ′(x) := d f (x)/θ(x) (x ∈ S) then belongs to A r−1(S). (At a point
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 x ∈ S \K we understand d f (x) as the C-linear extension to TxX of the differen-tial of f |M .) Note that P( f ′) =
 (∫C j
 d f)
 j = 0 ∈ Cl . By the induction hypothesis,we can approximate f ′ in C r−1(S) by holomorphic functions h ∈ O(Ω). If the ap-proximation is close enough, there is a t = t(h) ∈ Cl near P( f ′) = 0 such that theholomorphic function h := Φ(h, · , t) on Ω satisfies P(h) = 0. Fix a point p0 ∈ S anddefine f (p) =
 ∫ pp0
 hθ for p ∈ Ω . Since the holomorphic 1-form hθ has vanishingperiod, the integral is independent of the choice of a path of integration. If p ∈ Sthen the path may be chosen to lie in S, and hence f approximates f in C r(S). Thiscompletes the induction step and therefore proves the theorem. ut
 The following optimal approximation result for smooth functions on compactsets in C was proved by J. Verdera in 1986, [165].
 Theorem 17 (Verdera (1986), [165]). Let K be a compact set in C, and let f be acompactly supported function in C r(C), r ∈ N, such that ∂ f/∂ z vanishes on K toorder r− 1 (see (17)). Then, f can be approximated in C r(C) by functions whichare holomorphic in neighborhoods of K.
 Theorem 17 shows that the obstacles to rational approximation of functions inA (K) in Vitushkin’s theorem (see Theorem 7) are no longer present when consid-ering rational approximation of C r functions which are ∂ -flat of order r for r > 0.Results in the same direction, concerning rational approximation on compact sets inC in Lipschitz and Holder norms, were obtained by A. G. O’Farrell during 1977–79,[129, 130, 131].
 Verdera’s proof of Theorem 17 is somewhat simpler for r ≥ 2 than for r = 1. Inthe case r ≥ 2, he follows Vitushkin’s scheme for rational approximation, using inparticular the localization operators (11); here is the outline. Fix a number δ > 0.Choose a covering of C by a countable family of discs ∆ j of radius δ such that everypoint z∈C is contained in at most 21 discs. Also, let φ j ∈C ∞
 0 (C) be a smooth func-tion with values in [0,1], with compact support contained in ∆ j, such that ∑ j φ j = 1and |Dkφ j| ≤Cδ−k for some absolute constant C > 0. Set
 f j(z) = Tφ j( f )(z) =1π
 ∫C
 f (ζ )− f (z)ζ − z
 ∂φ j(ζ )
 ∂ ζdudv, z ∈ C.
 Then, f j is holomorphic on C \ supp(φ j), f j = 0 if supp( f )∩ ∆ j = ∅, and f =
 ∑ j f j (a finite sum). Let g = ∑′j f j where the sum is over those indices j for which
 ∆ j ∩K = ∅ and h = f − g = ∑′′j f j is the sum over the remaining j’s. Thus, g is
 holomorphic in a neighborhood of K, and Verdera shows that the C r(C) norm of hgoes to zero as δ → 0. The analytic details are considerable, especially for r = 1.
 In conclusion, we mention that many of the results on holomorphic approxima-tion, presented in this and the previous two sections, have been generalized to solu-tions of more general elliptic differential equations in various Banach space norms;see in particular J. Verdera [164], P. Paramonov and J. Verdera [135], A. Boivin, P.Gauthier and P. Paramonov [26], and P. Gauthier and P. Paramonov [74].
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 5 The Oka-Weil theorem and its generalizations
 The analogue of Runge’s theorem (see Theorems 2 and 4) on Stein manifoldsand Stein spaces is the following theorem due to K. Oka [132] and A. Weil [171].All complex spaces are assumed to be reduced.
 Theorem 18 (The Oka-Weil theorem). If X is a Stein space and K is a compactO(X)-convex subset of X, then every holomorphic function in an open neighborhoodof K can be approximated uniformly on K by functions in O(X).
 Proof. Two proofs of this result are available in the literature. The original one, dueto K. Oka and A. Weil, proceeds as follows. A compact O(X)-convex subset K in aStein space X admits a basis of open Stein neighborhoods of the form
 P = x ∈ X : |h1(x)|< 1, . . . , |hN(x)|< 1
 with h1, . . . ,hN ∈ O(X). We may assume that the function f ∈ O(K) to be approx-imated is holomorphic on P. By adding more functions if necessary, we can ensurethat the map h = (h1, . . . ,hN) : X→CN embeds P onto a closed complex subvarietyA = h(P) of the unit polydisc DN ⊂ CN . Hence, there is a function g ∈ O(A) suchthat g h = f on P. By the Oka-Cartan extension theorem [68, Corollary 2.6.3], gextends to a holomorphic function G on DN . Expanding G into a power series andprecomposing its Taylor polynomials by h gives a sequence of holomorphic func-tions on X converging to f uniformly on K.
 Another approach uses the method of L. Hormander for solving the ∂ -equationwith L2-estimates (see [94, 96]). We consider the case X = Cn; the general casereduces to this one by standard methods of Oka-Cartan theory. Assume that f isa holomorphic function in a neighborhood U ⊂ Cn of K. Choose a pair of neigh-borhoods W b V b U of K and a smooth function χ : Cn→ [0,1] such that χ = 1on V and supp(χ) ⊂U . By choosing W ⊃ K small enough, there is a nonnegativeplurisubharmonic function ρ ≥ 0 on Cn that vanishes on W and satisfies ρ ≥ c > 0on U \V . Note that the smooth (0,1)-form
 α = ∂ (χ f ) = f ∂ χ =n
 ∑i=1
 αi dzi
 is supported in U \V . Hormander’s theory for the ∂ -complex (see [96, Theorem4.4.2]) furnishes for any t > 0 a smooth function ht on Cn satisfying
 ∂ht = α and∫Cn
 |ht |2
 (1+ |z|2)2 e−tρ dλ ≤∫Cn
 n
 ∑i=1|αi|2e−tρ dλ . (18)
 (Here, dλ denotes the Lebesgue measure on Cn.) As t → +∞, the right hand sideapproaches zero since ρ ≥ c > 0 on supp(α)⊂U \V . Since ρ|W = 0, it follows thatlimt→0 ‖ht‖L2(W ) = 0. The interior elliptic estimates (see [65, Lemma 3.2]) imply
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 that ht |K → 0 in C r(K) for every fixed r ∈ Z+. The functions
 ft = χ f −ht : Cn −→ C
 are then entire and converge to f uniformly on K as t→+∞. ut
 We also have the following parametric version of the Cartan-Oka-Weil theoremwhich is useful in applications (see [68, Theorem 2.8.4]).
 Theorem 19 (Cartan-Oka-Weil theorem with parameters). Let X be a Steinspace. Assume that K is an O(X)-convex subset of X, X ′ is a closed complex sub-variety of X, and P0 ⊂ P are compact Hausdorff spaces. Let f : P×X → C be acontinuous function such that
 (a) for every p ∈ P, f (p, ·) : X → C is holomorphic in a neighborhood of K (in-dependent of p) and f (p, ·)|X ′ is holomorphic, and
 (b) f (p, ·) is holomorphic on X for every p ∈ P0.
 Then there exists for every ε > 0 a continuous function F : P×X→C satisfying thefollowing conditions:
 (i) Fp = F(p, ·) is holomorphic on X for all p ∈ P,
 (ii) |F− f |< ε on P×K, and
 (iii) F = f on (P0×X)∪ (P×X ′).
 The same result holds for sections of any holomorphic vector bundle over X.
 The proof can be obtained by any of the two schemes outlined above. For thesecond one, note that there is a linear solution operator to the ∂ -problem (18), andhence continuous dependence on the parameter comes for free. One needs to includethe interpolation condition into the scheme to take care of the interpolation condition(iii). We refer to [68, Theorem 2.8.4] for the details.
 A similar approximation theorem holds for sections of coherent analytic sheavesover Stein spaces (see e.g. H. Grauert and R. Remmert [85, p. 170]).
 The extension of the Oka-Weil theorem to maps X → Y from a Stein space X tomore general complex manifolds Y is the subject of Oka theory. A complex man-ifold Y for which the analogue of Theorem 19 holds in the absence of topologicalobstructions is called an Oka manifold. We discuss this topic in Subsect. 7.1.
 6 Mergelyan’s theorem in higher dimensions
 As we have seen in Sects. 2–4, the Mergelyan approximation theory in the com-plex plane and on Riemann surfaces was a highly developed subject around mid 20th
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 century. Around the same time, it became clear that the situation is much more com-plicated in higher dimensions. For example, in 1955 J. Wermer [173] constructed anarc in C3 which fails to have the Mergelyan property. This suggests that, in severalvariables, one has to be much more restrictive about the sets on which one considersMergelyan type approximation problems.
 There are two lines of investigations in the literature: approximation on sub-manifolds of Cn of various degrees of smoothness, and approximation on closuresof bounded pseudoconvex domains. In neither category the problem is completelyunderstood, and even with these restrictions, the situation is substantially more com-plicated than in dimension one. For example, R. Basener (1973), [14] (generalizinga result of B. Cole (1968), [39]) showed that Bishop’s peak point criterium doesnot suffice even for smooth polynomially convex submanifolds of Cn. Even moresurprisingly, it was shown by K. Diederich and J. E. Fornæss in 1976 [42] that thereexist bounded pseudoconvex domains with smooth boundaries in C2 on which theMergelyan property fails. The picture for curves is more complete; see G. Stolzen-berg [153], H. Alexander [5], and P. Gauthier and E. Zeron [80].
 In this section we outline the developments starting around the 1960’s, giveproofs in some detail in the cases of totally real manifolds and strongly pseudo-convex domains, and provide some new results on combinations of such sets.
 Definition 4. Let (X ,J) be a complex manifold, and let M⊂X be a C 1 submanifold.
 (a) M is totally real at a point p ∈M if TpM∩JTpM = 0. If M is totally real at allpoints, we say that M is a totally real submanifold of X .
 (b) M is a stratified totally real submanifold of X if M =⋃l
 i=1 Mi, with Mi ⊂Mi+1locally closed sets, such that M1 and Mi+1 \Mi are totally real submanifolds.
 We now introduce suitable types of sets for Mergelyan approximation. The fol-lowing notion is a generalization of the one for Riemann surfaces in Definition 3.Recall that a compact set S in a complex manifold X is a Stein compact if S admitsa basis of open Stein neighborhoods in X .
 Definition 5 (Admissible sets). Let S be a compact set in a complex manifold X .
 (a) S is admissible if it is of the form S = K∪M, where S and K are Stein compactsand M = S\K is a totally real submanifold of X (possibly with boundary).
 (b) S is stratified admissible if instead M =⋃l
 i=1 Mi is a stratified totally real sub-manifold such that Si = K∪Mi is compact for every i = 1, . . . , l.
 (c) An admissible set S = K ∪M is strongly admissible if, in addition to the con-ditions in (a), K is the closure of a strongly pseudoconvex Stein domain, notnecessarily connected.
 Remark 4. We emphasize that, in the definition of an admissible set, it is the de-composition of S into the union K ∪M that matters, so one might think of them aspairs (K,M) with the indicated properties. We will show (see Lemma 2) that if in
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 (a) only the set S is assumed to be a Stein compact (and M is totally real), thenK is nevertheless automatically a Stein compact. It follows that if S = K ∪M is astratified admissible set and M =
 ⋃mi=1 Mi is a totally real stratification, then the set
 Si = K∪Mi is a stratified admissible set for every i (see Corollary 4). ut
 Remark 5. We wish to compare the class of admissible sets with those consideredby L. Hormander and J. Wermer [97] and F. Forstneric [54, Sect. 3], [68, Sects. 3.7–3.8]. A compact set S in a complex manifold X is said to be holomorphically convexif it admits a Stein neighborhood Ω ⊂ X such that S is O(Ω)-convex. Clearly, suchS is a Stein compact, but the converse is false in general. Let us call a compact setS = K∪M an HW set (for Hormander and Wermer) if S is holomorphically convexand M = S\K is a totally real submanifold of X . In the cited works, approximationresults similar to those presented here are proved on HW sets. Clearly, every HWset is admissible. By combining the techniques in the proof of Proposition 2 andTheorem 20 one can prove the following partial converse.
 Proposition 1. If S = K∪M is an admissible set in complex manifold X and U ⊂ Xis a neighborhood of K, there exists a Stein neighborhood Ω of S such that
 h(S) := SO(Ω) \S ⊂ U.
 Thus, taking S′ = SO(Ω), K′ = K ∪ h(S) and M′ = M \ h(S), we see that S′ =K′∪M′ is an HW set with K′ ⊂U . Thus, every admissible set can be approximatedfrom the outside by HW sets, enlarging K only slightly.
 It was shown by L. Hormander and J. Wermer [97] (see also [68, Theorem 3.7.1])that if S = K ∪M is an HW set and S′ = K ∪M′ is another compact set, with M′ atotally real submanifold, such that S∩U = S′∩U holds for some open neighborhoodof K, then S′ is also admissible (i.e., any such S′ is a Stein compact). In view of theabove proposition, the same holds true for admissible sets, i.e., this class is stableunder changes of the totally real part which are fixed near K. ut
 We will consider two types of approximations in higher dimensions. On admis-sible sets S = K ∪M we will consider Runge-Mergelyan approximation, i.e., weassume that the object we want to approximate (function, form, map, etc.) is holo-morphic on a neighborhood of K and continuous or smooth on M. On stronglyadmissible sets we will consider true Mergelyan approximation, assuming that theobject to be approximated is of class A r(S) for some r ∈ Z+.
 6.1 Approximation on totally real submanifolds and admissible sets
 In this section we present an optimal C k-approximation result on totally real sub-manifolds. With essentially no extra effort we get approximation results on stratifiedtotally real manifolds and on admissible sets (see Theorems 20 and 21).
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 There is a long history on approximation on totally real submanifolds, startingwith J. Wermer [173] on curves and R. O. Wells [172] on real analytic manifolds.The first general result on approximation on totally real manifolds with various de-grees of smoothness is due to L. Hormander and J. Wermer [97]. Their work is basedon L2-methods for solving the ∂ -equation, and the passage from L2 to C k-estimatesled to a gap between the order m of smoothness of the manifold M on which the ap-proximation takes place, and the order k of the norm of the Banach space C k(M) inwhich the approximation takes place. Subsequently, several authors worked on de-creasing the gap between m and k, introducing more precise integral kernel methodsfor solving ∂ . The optimal result with m = k was eventually obtained by M. Rangeand Y.-T. Siu [139]. Subsequent improvements were made by F. Forstneric, E. Løwand N. Øvrelid [65] in 2001. They developed Henkin-type kernels adapted to thissituation and obtained optimal results on approximation of ∂ -flat functions in tubesaround totally real manifolds by holomorphic functions. In 2009, B. Berndtsson [18]used L2-theory to give a new approach to uniform approximation by holomorphicfunctions on compact zero sets of strongly plurisubharmonic functions. A novelbyproduct of his method is that, in the case of polynomial approximation, one getsa bound on the degree of the approximating polynomial in terms of the closeness ofthe approximation.
 We will not go into the details of the L2 or the integral kernel approaches, butwill instead present a method based on convolution with the Gaussian kernel whichoriginates in the proof of Weierstrass’s Theorem 1 on approximating continuousfunctions on R by holomorphic polynomials. This approach is perhaps the mostelementary one and is particularly well suited for proving Runge-Mergelyan typeapproximation results with optimal regularity on (strongly) admissible sets. It seemsthat the first modern application of this method was made in 1981 by S. Baouendiand F. Treves [12] to obtain local approximation of Cauchy-Riemann (CR) functionson CR submanifolds. The use of this method on totally real manifolds was developedfurther by P. Manne [118] in 1993 to obtain Carleman approximation on totally realsubmanifolds (see also [119]).
 We define the bilinear form 〈· , · 〉 on Cn by
 〈z,w〉=n
 ∑i=1
 ziwi, z2 = 〈z,z〉=n
 ∑i=1
 z2i . (19)
 We consider first the real subspace Rn of Cn. Recall that∫Rn
 e−x2dx =
 ∫Rn
 e−∑ni=1 x2
 i dx1 · · ·dxn =
 (∫R
 e−t2dt)n
 = πn/2.
 It follows that∫Rn e−x2/ε2
 dx = εnπn/2, so the family of functions π−n/2ε−ne−x2/ε2
 is an approximate identity on Rn. Given f ∈ C k0 (Rn), consider the entire functions
 fε(z) = π−n/2
 ∫Rn
 1εn f (x)e−(x−z)2/ε2
 dx, z ∈ Cn, ε > 0.
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 (See (3) for n = 1.) It is straightforward to verify that fε → f uniformly on Rn, andby a change of variables u = z− x we get convergence also in C k norm.
 It is remarkable that the same procedure gives local approximation in the C k
 norm on any totally real submanifold of class C k. Recall that BnR ⊂ Rn is the unit
 ball and BnR(ε) = εBn
 R for any ε > 0.
 Proposition 2. Let ψ :BnR→Rn be a map of class C k (k∈N) with ψ(0) = (dψ)0 =
 0, and set φ(x) = x+ iψ(x) ∈ Cn. Then there exists a number 0 < δ < 1 such thatthe following holds. Let N ⊂ Bn
 R be a closed set, and let M = φ(BnR(δ )∩N) ⊂ Cn
 and bM = φ(bBnR(δ )∩N) ⊂ Cn. Given f ∈ C0(M), there exists a family of entire
 functions fε ∈ O(Cn), ε > 0, such that the following hold as ε → 0:
 (a) fε → f uniformly on M, and
 (b) fε → 0 uniformly on U = z ∈ Cn : dist(z,bM)< η for some η > 0.
 Moreover, if N is a C k-smooth submanifold of BnR and f ∈ C k
 0 (M), then the approx-imation in (a) may be achieved in the C k-norm on M.
 Remark 6. This proposition is local. However, Condition (b) and Cartan’s TheoremB makes it very simple to globalize the approximation in the case that M is a totallyreal piece of an admissible set (see Theorem 20 below). ut
 Proof of Proposition 2. Since functions on N extend to BnR in the appropriate classes,
 it is enough to prove the proposition in the case N = BnR.
 Note that φ ′(x) = I + iψ ′(x). We will need (see Hormander [95, p. 85]) that if Ais a symmetric n×n matrix with positive definite real part, then∫
 Rne−〈Au,u〉du = π
 n/2(det A)−1/2. (20)
 We shall use this with the matrix A(x) = φ ′(x)T φ ′(x) whose real part equalsℜA(x) = I −ψ ′(x)T ψ ′(x). Since ψ ′(0) = 0, there is a number 0 < δ0 < 1 suchthat ℜA(x) > 0 is positive definite for all x ∈ Bn
 R(δ0), and ψ is Lipschitz-α withα < 1 on Bn
 R(δ0). By using a smooth cut-off function, we extend ψ to Rn such thatsupp(ψ) ⊂ Bn
 R, without changing its values on BnR(δ0). (This does not affect the
 lemma.) We will show that the lemma holds for any number δ with 0 < δ < δ0.Set M = φ(Bn
 R(δ )) and M0 = φ(BnR(δ0)), so M ⊂M0. Given f ∈ C k
 0 (M), set
 fε(z) =1
 πn/2εn
 ∫M
 f (w)e−(w−z)2/ε2dw, z ∈ Cn, (21)
 where dw = dw1 . . .dwn.We begin by showing that condition (b) holds by inspecting the integral kernel.
 Writing z = x+ iy ∈ Cn and w = u+ iv = Cn, we have that∣∣e−(w−z)2 ∣∣= e−ℜ(w−z)2= e(y−v)2−(x−u)2
 .
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 For a fixed w = u+ iv, let Γw = z = x+ iy ∈ Cn : (y− v)2 < (x− u)2. On Γw,the function e−(w−z)2/ε2
 clearly converges to zero as ε → 0. Since the map ψ isLipschitz-α with α < 1 on Bn
 R(δ0), we see that for every w ∈ M0 we have thatM0 \ w ⊂ Γw. Hence, there exists and open neighborhood U ⊂ Cn of bM withU ⊂ Γw for all w ∈ supp( f ). This establishes (b).
 Let us now prove (a). Since the function x 7→ f (φ(x)) is supported in BnR(δ ), we
 can extend the product of it with any other function on BnR(δ ) to all of Rn by letting
 it vanish outside BnR(δ ). Fix a point z0 = φ(x0) ∈ M with x0 ∈ Bn
 R(δ ). Using thenotation (19), we have that
 fε(z0) = π−n/2
 ∫M
 1εn f (w)e−(w−z0)
 2/ε2dw
 = π−n/2
 ∫Rn
 1εn f (φ(x))e−(φ(x)−φ(x0))
 2/ε2detφ
 ′(x)dx
 = π−n/2
 ∫Rn
 f (φ(x0 + εu))e−(u+i(ψ(x0+εu)−ψ(x0))/ε)2detφ
 ′(x0 + εu)du.
 (We applied the change of variable x = x0+εu.) The Lipschitz condition on ψ gives∣∣e−(u+i(ψ(x0+εu)−ψ(x0))/ε)2 ∣∣≤ e−(1−α)|u|2
 for all x0 ∈BnR(δ ) and 0 < ε < δ0−δ . The dominated convergence theorem implies
 limε→0
 fε(z0) = π−n/2
 ∫Rn
 f (φ(x0))e−〈φ′(x0)u,φ ′(x0)u〉 detφ
 ′(x0)du
 = π−n/2
 ∫Rn
 f (z0)e−〈φ′(x0)
 T φ ′(x0)u,u〉 detφ′(x0)du
 = f (z0).
 The last line follows from (20) applied with the matrix A = φ ′(x0)T φ ′(x0), noting
 also that detA = detφ ′(x0)2. The estimates are clearly independent of x0 ∈ Bn
 R(δ ),and hence of z0 ∈M, so the convergence fε → f is uniform on M.
 To get convergence in the C k norm, one replaces partial differentiation of thekernel in (21) with respect to z by partial differentiation of f with respect to w (seeP. Manne [118, p. 524] for the details). ut
 We now globalize Proposition 2 to obtain the approximation of C k functions ontotally real manifolds of class C k and on (stratified) admissible sets.
 Theorem 20. Let S = K ∪M be an admissible set in a complex manifold X (seeDefinition 5), with M a totally real submanifold (possibly with boundary) of classC k. Then for any f ∈ C k(S)∩O(K) there exists a sequence f j ∈ O(S) such that
 limj→∞‖ f j− f‖C k(S) = 0.
 Proof. We begin by considering the case when supp( f ) is contained in the to-tally real manifold M = S \K, that is, supp( f )∩K = ∅. We cover the compact set
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 supp( f )⊂M \K by finitely many open domains (coordinate balls) M1, . . . ,Mm ⊂Msuch that Proposition 2 holds for each M j and
 ⋃mj=1 M j ⊂M \K. Let χ j ∈ C k
 0 (M j)be a partition of unity on a neighborhood of supp( f ), so f = ∑ j χ j f . Clearly, it suf-fices to prove the theorem separately for each χ j f , so we assume without loss ofgenerality that f is compactly supported in M1.
 Let U ⊂ X be a neighborhood of bM1 satisfying condition (b) in Proposition 2.Let B⊂X be an open set with M1⊂B and let A⊂X be an open set containing S\M1,such that A∩B⊂U . Let Ω ⊂ X be a Stein neighborhood of S with Ω ⊂ A∪B, andset ΩA :=Ω ∩A and ΩB =Ω ∩B. Consider the map Γ : O(ΩA)⊕O(ΩB)→O(ΩA∩ΩB) defined by ( fA, fB) 7→ fA− fB. Then Γ is surjective by Cartan’s Theorem B, andso by the open mapping theorem, Γ is an open mapping with respect to the Frechettopologies on the respective spaces. Let now fε be a family as in Proposition 2.Then fε → 0 on ΩA∩ΩB, so there is a sequence Fε = ( fA,ε , fB,ε)∈O(ΩA)⊕O(ΩB)converging to zero in the Frechet topology, with Γ (Fε)= fε . Pick a sequence ε j→ 0,and set f j := fε j + fB,ε j on ΩB and f j := fA,ε j on ΩA. The conclusion now followsby restricting f j to any domain Ω ′ with S⊂Ω ′ b Ω .
 It remains to consider the general case when the support of f intersects K. To thisend, we note that what we have proved so far gives the following useful lemma.
 Lemma 2. If S=K∪M is a Stein compact in a complex manifold X, if S\K is totallyreal, and U ⊂ X is an open set containing K, then there exists a Stein neighborhoodΩ ⊂ X of S such that KO(Ω) ⊂U. In particular, K is a Stein compact.
 Proof. For each point p ∈ M \K there is a disc Mp ⊂ M \K around p on whichProposition 2 holds. As we have just shown, we may use Theorem 20 to approximatea continuous function which is zero near K and one at the point p, and so there existsa holomorphic function fp ∈ O(S) such that | fp| is as small as desired on K and| fp| > 1/2 on a neighborhood of p. By taking the sum ρ = ∑ j | fp j |2 over finitelymany such functions, we get a plurisubharmonic function ρ ≥ 0 on a neighborhoodV of S which is > 1 on a neighborhood W of the compact set M \U and is close to0 on a neighborhood of K. Note that S⊂U ∪W . By choosing a Stein neighborhoodΩ of S such that Ω ⊂ (U ∪W )∩V , it follows that KO(Ω) ⊂U . ut
 We now conclude the proof of Theorem 20. Assume that the function f ∈ C k(S)to be approximated is holomorphic in an open set U ⊃ K. Choose a Stein neigh-borhood Ω of S as in Lemma 2 such that K0 := KO(Ω) ⊂U . Pick an O(Ω)-convexcompact set K1 ⊂U containing K0 in its interior. Choose a smooth cut-off functionχ supported on K1 such that χ = 1 on a neighborhood K0. By the Oka-Weil theorem(see Theorem 18) there is a sequence g j ∈O(Ω) such that g j→ f uniformly on K1as j→ ∞. Then, we clearly have that
 f j := χg j +(1−χ) f = g j +(1−χ)( f −g j)→ f as j→ ∞
 in C k(S). As g j ∈O(Ω), it remains to approximate the functions (1−χ)( f −g j) ∈C k(S) whose support does not intersect K0 ⊃ K, so we have our reduction. ut
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 For approximation on stratified admissible sets, we need the following.
 Corollary 4. Let S = K∪M be a stratified admissible set, with a totally real strati-fication M =
 ⋃li=1 Mi. Then Si := K ∪Mi is a Stein compact (and hence a stratified
 admissible set) for each i = 1, . . . , l−1.
 Proof. Note that the top stratum M := M \Ml−1 is a totally real submanifold andS = Sl−1 ∪ M is an admissible set. Lemma 2 implies that Sl−1 is a Stein compact.The result now follows by a finite downward induction on l. ut
 Theorem 21. If S = K ∪M is a stratified admissible set in a complex manifold X,then for any f ∈ C (S)∩O(K) there exists a sequence f j ∈ O(S) such that
 limj→∞‖ f j− f‖C (S) = 0.
 Proof. By assumption there is a stratification M =⋃l
 i=1 Mi with M1 and Mi+1 \Mitotally real manifolds for i = 1, ..., l− 1. Let M0 = ∅. It suffices to apply Theorem20 successively with Ki = K∪Mi and Si = Ki∪Mi+1 (i = 0, ..., l−1). ut
 Remark 7. It is not possible in general to obtain C k-approximation on stratified to-tally real manifolds M, even if M is itself C k-smooth. Suppose for instance thatM ⊂ Cn is a C 1-smooth submanifold which is a Stein compact, and which is to-tally real except at a point p ∈M. Then, M has an obvious stratification by totallyreal manifolds, but it is clearly impossible to achieve C 1-approximation at the pointp due to the Cauchy-Riemann equations. However, one sees immediately that onemay achieve C k-approximation on compact subsets of each Mi+1 \Mi.
 Theorem 21 holds in the more general case when S = K ∪M is a Stein compactwith M =
 ⋃li=1 Mi a stratified totally real set, meaning that M1 and each difference
 Mi \Mi−1 (i = 2, . . . , l) is a locally closed totally real set. We refer to P. Manne[117, 118] and to E. Løw and E. F. Wold [113] for these extensions. ut
 A further generalization of Theorem 20 is provided by Theorem 34 in Sect. 7;we state it there as it concerns manifold-valued maps.
 Although holomorphically convex smooth submanifolds of Cn do not in generaladmit Mergelyan approximation, E. L. Stout [156] gave the following general resultin the real analytic setting, also allowing for varieties.
 Theorem 22 (E. L. Stout (2006), [156]). Let X be a Stein space. If M ⊂ X is acompact real analytic subvariety such that M = specO(M), then C (M) = O(M).
 Recall that M = specO(M) means that any continuous character on the algebraO(M) may be represented by a unique point evaluation on M. An example is if Mis a countable intersection of Stein domains. We will not give a proof of the fulltheorem here, but we will use Theorem 21, together with some fundamental results
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 due to K. Diederich and J. E. Fornæss [43] and E. Bishop [21], to give a relativelyshort proof under the stronger assumption that M is a Stein compact.
 Proof of Theorem 22 under the assumption that M is a Stein compact. Withoutloss of generality we may assume that M ⊂ Cn. It was proved by K. Diederichand J.-E. Fornæss [43] that M does not contain a nontrivial analytic disc. Now, Mhas a stratification M =
 ⋃mi=1 Mi such that each difference Vi = Mi+1 \Mi is a real
 analytic submanifold. We claim that every Vi is totally real outside a real analyticsubmanifold Vi of positive codimension. If not, there is an open subset U ⊂Vi suchthat U is a CR-manifold, and according to Bishop [21] one may attach families ofholomorphic discs to U shrinking towards any given point p∈U . By the assumptionabout holomorphic convexity, the discs will eventually be contained in U , but thiscontradicts the result of Diederich and Fornæss [43]. This argument may be usedrepeatedly to refine the initial stratification of M into a stratification by totally realsubmanifolds, and hence the result follows from Theorem 21. ut
 6.2 Approximation on strongly pseudoconvex domains and onstrongly admissible sets
 As we have seen, proofs of the Mergelyan theorem in one complex variable de-pend heavily on integral representations of holomorphic or ∂ -flat functions. Thesingle most important reason why the one-dimensional proofs work so well is thatthe Cauchy-Green kernel (4) provides a solution to the inhomogeneous ∂ -equationwhich is uniformly bounded on all of C in terms of sup-norm of the data and the areaof its support (see (6)). This allows uniform approximation of functions in A (K) onany compact set K ⊂ C with not too rough boundary by functions in O(K) (see Vi-tushkin’s Theorem 7). Nothing like that holds in several variables, and the questionof uniform approximability is highly sensitive to the shape of the boundary even forsmoothly bounded domains.
 The idea of developing holomorphic integral kernels for domains in Cn with com-parable properties to those of the Cauchy kernel in one variable was promoted by H.Grauert already around 1960; however, it took almost a decade to be realized. Thefirst such constructions were given in 1969 by G. M. Henkin [92] and E. Ramırezde Arellano [138] for the class of strongly pseudoconvex domains. These kernelsprovide solution operators for the ∂ -equation which are bounded in the C k normsand improve the regularity by 1/2. We state here a special case of their results for(0,1)-forms, but in a more precise form which can be found in the works by I. Lieband M. Range [112, Theorem 1], I. Lieb and J. Michel [111], and [68, Theorem2.7.3]. A brief historical review of the kernel method is given in [65, pp. 392–393].
 Given a domain Ω ⊂ Cn, we denote by C k(0,1)(Ω) the space of all differential
 (0,1)-forms of class C k on Ω .
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 Theorem 23. If Ω is a bounded strongly pseudoconvex Stein domain with boundaryof class C k for some k ∈ 2,3, ... in a complex manifold X, there exists a boundedlinear operator T : C 0
 (0,1)(Ω)→ C 0(Ω) satisfying the following properties:
 (i) If f ∈ C 00,1(Ω)∩C 1
 0,1(Ω) and ∂ f = 0, then ∂ (T f ) = f .
 (ii) If f ∈ C 00,1(Ω)∩C r
 0,1(Ω) for some r ∈ 1, ...,k then
 ‖T f‖C l,1/2(Ω) ≤Cl,Ω‖ f‖C l0,1(Ω), l = 0,1, ...,r.
 Moreover, the constants Cl,Ω may be chosen uniformly for all domains sufficientlyC k close to Ω .
 The kernel method led to a variety of applications to function theory on stronglypseudoconvex domains. In particular, G. Henkin (1969) [92], N. Kerzman (1971)[100], and I. Lieb (1969) [110] proved the Mergelyan property for strongly pseudo-convex domains with sufficiently smooth boundary, and J. E. Fornæss (1976) [48]improved this to domains with C 2 boundary. Subsequently, J. E. Fornæss and A.Nagel (1977) [49] showed that the Mergelyan property holds in the presence oftransverse holomorphic vector fields near the set of weakly pseudoconvex bound-ary points (the so called degeneracy set); this holds in particular for any boundedpseudoconvex domain with real analytic boundary in C2. F. Beatrous and M. Range(1980) [15] proved for holomorphically convex domains Ω b Cn with C 2 bound-aries that a function f ∈ A (Ω) can be uniformly approximated by functions inO(Ω) if it can be approximated on a neighborhood of the degeneracy set. This re-sult appeared earlier in the thesis of F. Beatrous (1978).
 On the other hand, K. Diederich and J. E. Fornæss (1976) [42] found an exampleof a C ∞ smooth pseudoconvex domain Ω ⊂ C2 for which the Mergelyan propertyfails. Their example is based on the presence of a Levi-flat hypersurface in bΩ hav-ing an annular leaf with infinitesimally nontrivial holonomy. This phenomenon wasfurther explored by D. Barrett [13] who showed in 1992 that the Bergman projectionon certain Diederich-Fornæss worm domains does not preserve smoothness as mea-sured by Sobolev norms. In 1996, M. Christ [37] obtained a substantially strongerresult to the effect that the Bergman projection on such domains Ω does not evenpreserve C ∞(Ω); this provided the first example of smoothly bounded pseudocon-vex domains in Cn on which the Bell-Ligocka Condition R fails.
 In 2008, F. Forstneric and C. Laurent-Thiebaut proved the Mergelyan prop-erty for smoothly bounded pseudoconvex domains Ω b Cn whose degeneracyset consisting of weakly pseudoconvex boundary points A ⊂ bΩ is of the formA = z∈M : ρ(z)≤ 0, where ρ is a strongly plurisubharmonic function in a neigh-borhood of A, M ⊂ Cn is a Levi-flat hypersurface whose Levi foliation is definedby a closed 1-form, and A is the closure of its relative interior in M (see [64, Theo-rem 1.9]). The paper [64] provides several sufficient conditions for a foliation to bedefined by a closed 1-form. This condition implies in particular that every leaf ofM is topologically closed and has trivial holonomy map. On the other hand, in the
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 worm hypersurface of Diederich and Fornæss [42] the foliation contains a leaf withnontrivial holonomy to which other leaves spirally approach. In [64] it was shownunder the same hypotheses that the ∂ -Neumann operator on Ω is regular. See E.Straube and M. Sucheston [158, 159] for related results.
 We begin with the proof of the Mergelyan property on strongly pseudoconvexdomains, taking for granted the existence of bounded solution operators for the ∂ -equation in Theorem 23. The proof we present here is similar to Sakai’s proof [146]discussed already in the proof of Theorem 6 (see Remark 2).
 Theorem 24. Let X be a Stein manifold, and let Ω ⊂ X be a relatively com-pact strongly pseudoconvex domain of class C k for k ∈ 2,3, .... Then for anyf ∈ C k(Ω)∩O(Ω) (k ∈ Z+) there exists a sequence of functions fm ∈ O(Ω) suchthat limm→∞ ‖ fm− f‖C k(Ω) = 0.
 Proof. Let ρ ∈ C 2(U) be a defining function for Ω in an open set U ⊃Ω , so Ω =ρ < 0 and dρ 6= 0 on bΩ = ρ = 0. For small t > 0, set Ωt = ρ < t ⊂U andΩ t = ρ ≤ t. We cover bΩ by finitely many pairs of open sets Wj ⊂Vj, j = 1, ...l,with flows φ j,t(z) of holomorphic vector fields defined on Vj, such that
 φ j,t(Wj ∩Ωt)⊂Ω for all small t > 0. (22)
 Such vector fields are obtained easily in local coordinates, using constant vectorfields pointing into Ω with a suitable scaling. Set W0 = Ω , and let χ jl
 j=0 be asmooth partition of unity with respect to the cover Wjl
 j=0. Choose m0 ∈ N suchthat Ω 1/m0 ⊂
 ⋃lj=0 Wj and (22) holds for all 0 ≤ t ≤ 1/m0. Note that the functions
 χ j have bounded C k+1(Ω 1/m0) norms. By Whitney’s theorem (see Theorem 46) wemay assume that f is extended to a C k-smooth function on Ω 1/m0 . For any integerm≥ m0 we set
 Um,0 = Ω , Um, j = Ω1/m∩Wj for j = 1, . . . , l, (23)
 fm,0 = f on Um,0 = Ω , fm, j(z) = f (φ j,1/m(z)), z ∈Um, j, j = 1, . . . , l. (24)
 Consider the function
 gm =l
 ∑j=0
 χ j fm, j ∈ C k(Ω 1/m).
 From the definition of the functions fm, j (24) it follows that
 ‖ fm, j− f‖C k(Um, j)= ω(1/m), j = 1, . . . , l, (25)
 where ω(1/m) → 0 as m → ∞ (here ω(1/m) is proportional to the modulus ofcontinuity of the top derivative of f ), and hence ‖gm− f‖C k(Ω 1/m)
 = ω(1/m).
 We now estimate the C k-norm of ∂gm. Since ∑lj=0 ∂ χ j = 0, we have that
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 ∂gm =l
 ∑j=0
 fm, j ∂ χ j =l
 ∑j=0
 ( fm, j− f )∂ χ j,
 and it follows from (25) that ‖∂gm‖C k(Ω 1/m)= ω(1/m).
 As explained above, there are bounded linear operators Tm : C k(0,1)(Ω 1/m) →
 C k(Ω 1/m), with bounds independent of m ≥ m0 and satisfying ∂Tm(α) = α forevery ∂ -closed (0,1)-form α on Ω 1/m. Setting fm = gm−Tm(∂gm) ∈ O(Ω1/m) weget that ‖ fm− f‖C k(Ω 1/m)
 = ω(1/m), and this completes the proof. ut
 The next result gives C k-approximation on strongly admissible sets.
 Theorem 25. Let X be a complex manifold. Assume that Ω b X is a strongly pseu-doconvex Stein domain of class C k for k ∈ 2,3, ..., and that S = Ω ∪M ⊂ X is astrongly admissible set. Given f ∈C (S)∩A (Ω) there is a sequence f j ∈O(S) suchthat lim j→∞ ‖ f j− f‖C (S) = 0. Furthermore, if M is a totally real manifold of classC k and f ∈ C k(S), we may choose f j ∈ O(S) such that lim j→∞ ‖ f j− f‖C k(S) = 0.
 Proof. We follow the proof of Theorem 24, but cover also M with the Wj’s. By thetheorem of Whitney and Glaeser (see Theorem 47 in the Appendix and the remarkfollowing it), we may extend Tm(∂gm) to C k functions hm on some neighborhood ofS, converging to 0 in the C k-norm. Hence, fm := gm− hm is holomorphic on Ω1/m
 and fm→ f in C k(Ω) as m→ ∞, and the result follows from Theorem 20. ut
 6.3 Mergelyan approximation in L2-spaces
 In his thesis from 2015, S. Gubkin [88] investigated Mergelyan approximation inL2 spaces of holomorphic functions on pseudoconvex domains in Cn:
 H2(Ω) = O(Ω)∩L2(Ω).
 The following theorem generalizes both his main results [88, Theorems 4.2.2 and4.3.3]; in the first one the domain is assumed to have C ∞-smooth boundary, and inthe second one it is assumed to admit a C 2 plurisubharmonic defining function. Weonly assume that the closure of the domain is a Stein compact.
 Theorem 26. Assume that X is a Stein manifold and Ω b X is a relatively com-pact pseudoconvex domain with C 1 boundary whose closure Ω is a Stein com-pact. Then for any f ∈ H2(Ω) there exists a sequence f j ∈ O(Ω) such thatlim j→∞ ‖ f j− f‖L2(Ω) = 0.
 Proof. As in the proof of Theorem 24, we find an open cover Wjlj=0 of Ω 1/m0 for
 some m0 ∈ N such that (22) holds. (This only requires that bΩ is of class C 1.) Let
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 χ jlj=0 be a smooth partition of unity subordinate to Wjl
 j=0. Given an integerm≥m0 we define the cover Um, jl
 j=0 and the functions ( fm, j)lj=0 by (23) and (24),
 respectively. Consider the function
 gm =l
 ∑j=0
 χ j fm, j ∈ L2(Ω1/m).
 Fix δ > 0. Since ‖ f‖L2(Ω) < ∞, there exists a compact subset K ⊂Ω such that
 ‖ f‖L2(Ω\K) < δ . (26)
 Choose a compact set K′ ⊂Ω such that
 K∪ supp(χ0)⊂ K′. (27)
 Note that gm→ f in sup-norm on K′ as m→ ∞. Furthermore, (22) and (23) implyφ j,1/m(Um, j\K′)⊂Ω \K for all big enough m, and hence (24) and (26) give
 ‖ fm, j‖L2(Um, j\K′) < 2δ for all m big enough and all j = 1, . . . , l. (28)
 (The factor 2 comes from a change of variable; note that φ j,t → Id as t→ 0.) Sincethis holds for every δ > 0, we see that limm→∞ ‖gm− f‖L2(Ω) = 0.
 Next, we need to estimate ∂gm on Ω1/m. We have that
 ∂gm =l
 ∑j=0
 fm, j ∂ χ j =l
 ∑j=0
 ( fm, j− f )∂ χ j,
 where the second expression holds on Ω . It follows that limm→∞ ‖∂gm‖L2(K′) = 0.On Ω \K′ we have in view of (27) that ∂gm = ∑
 lj=1 fm, j ∂ χ j, and hence (28) gives
 ‖∂gm‖L2(Ω1/m\K′) <C0δ
 for some constant C0 > 0 depending only on the partition of unity χ j. Since δ > 0was arbitrary, it follows that limm→∞ ‖∂gm‖L2(Ω1/m)
 = 0.
 Set αm = ∂gm, and let Ω ′ be a pseudoconvex domain with Ω ⊂ Ω ′ ⊂ Ω1/m. ByHormander, there exists a constant C > 0, independent of m and the choice of Ω ′,such that there exists a solution hm to the equation ∂hm = αm with ‖hm‖L2(Ω ′) ≤C · ‖αm‖L2(Ω ′). Setting fm = gm−hm we get that limm→∞ ‖ fm− f‖L2(Ω) = 0. ut
 Remark 8. A simple example of a pseudoconvex domain on which the L2 Mergelyanproperty fails is the Hartogs triangle H = (z,w)∈C2 : |w|< |z|< 1. The holomor-phic function f (z,w) = w/z on H is bounded by one, and it cannot be approximatedin any natural sense by holomorphic functions in neighborhoods of H since its re-striction to horizontal slices w = const has winding number −1. Note that H is
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 not a Stein compact. One can also see that the L2 Mergelyan property fails on theDiederich-Fornæss worm domain [42]. ut
 We shall consider further topics in L2-approximation theory in Sect. 8.
 6.4 Carleman approximation in several variables
 Carleman approximation on the totally real affine subspace M = Rn ⊂ Cn wasproved by S. Scheinberg [147] in 1976. Such spaces are obviously polynomiallyconvex, and, although less obviously so, they satisfy the following condition (com-pare with Definition 2). For any compact set C ⊂ Cn we set
 h(C) := C \C.
 Definition 6. A closed set M ⊂ Cn has the bounded exhaustion hulls property if forany polynomially convex compact set K ⊂ Cn there exists R > 0 such that for anycompact set L⊂M we have that
 h(K∪L)⊂ Bn(0,R). (29)
 Clearly, it suffices to test this condition on any increasing sequence of compactsets K j increasing to Cn. This notion extends in an obvious way to closed sets in anarbitrary complex manifold X , replacing polynomial hulls by O(X)-convex hulls.For closed sets M in C, this notion is equivalent to the one in Definition 2, and tothe condition that CP1 \M is locally connected at infinity. (This is precisely thecondition under which Arakelian’s Theorem 10 holds.)
 To see that M = Rn has bounded exhaustion hulls in Cn, we consider compactsets of the form
 Kr =
 z ∈ Cn : |x j| ≤ r, |y j| ≤ r, j = 1, ...,n.
 Let us first look at a point z = x+ iy ∈ Cn \Rn with |x j| > (√
 n+ 1)r for some j.Consider the pluriharmonic polynomial
 f (z) =−ℜ((z− x)2) =n
 ∑i=1
 (y2
 i − (xi− xi)2), z ∈ Cn.
 A simple calculation shows that f (z)< 0 holds for any point z ∈ Kr, and we clearlyhave f ≤ 0 on Rn and f (z) = (y)2 > 0. This shows that
 h(Kr ∪Rn)⊂
 z ∈ Cn : |x j| ≤ (√
 n+1)r, j = 1, ...,n.
 Clearly we also have h(Kr∪Rn)⊂ z ∈Cn : |y j| ≤ r, j = 1, ...,n, and (29) follows.
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 By using Theorem 20 it is easy to prove the following result, which by the ar-gument just given implies Scheinberg’s result in [147]. Fix a norm on the jet-spaceJ k(X), and denote it by | · |C k(x). Recall that an unbounded closed set M in a Steinmanifold X is called O(X)-convex if M is exhausted by an increasing sequence ofcompact O(X)-convex sets.
 Theorem 27 (P. E. Manne (1993), [117]). Let X be a Stein manifold. If M ⊂ X is aclosed totally real submanifold of class C k that is holomorphically convex and hasbounded exhaustion hulls, then M admits C k-Carleman approximation by entirefunctions.
 Proof. For simplicity of exposition we give the proof in the case X = Cn. SinceM has bounded exhaustion hulls, there exists a normal exhaustion K j j∈N of Cn
 by polynomially convex compact sets such that K j ∪M is polynomially convex foreach j ∈N. Choose a sequence m j ∈N such that m j < m j+1 and K j ⊂ Bn(0,m j) foreach j. Set M j = M∩Bn(0,m j), and choose a function χ j ∈ C ∞
 0 (Bn(0,m j+1)) withχ j ≡ 1 near Bn(0,m j). To prove the theorem we proceed by induction, making theinduction hypothesis that we have found f j ∈ C k(M)∩O(K j ∪M j) such that
 | f j− f |C k(x) < ε(x)/2, x ∈M.
 It will be clear from the induction step how to achieve this for j = 1. Theorems 20and 18 furnish a sequence g j,m ∈ O(K j+1∪M j+2) such that
 ‖g j,m− f j‖C k(K j∪M j+2)→ 0 as m→ ∞.
 It follows that f j+1 = g j,m +(1− χ j+1)( f j−g j,m) will reproduce the induction hy-pothesis for sufficiently large m, and we may furthermore achieve ‖ f j+1− f j‖K j <
 2− j. It follows that f j converges uniformly on compacts in X to an entire functionapproximating f to the desired precision. ut
 Prior to Manne’s result, H. Alexander [5] generalized Carleman’s theorem [31] tosmooth unbounded curves in Cn in 1979. By a fundamental work of G. Stolzenberg[153], such a curve is always polynomially convex and has bounded exhaustionhulls. In 2002 P. M. Gauthier and E. Zeron [80] improved Alexander’s result toinclude locally rectifiable curves with trivial topology.
 The situation is rather different for higher dimensional totally real manifolds.In 2009, E. F. Wold [177] gave an example of a C ∞ smooth totally real manifoldM ⊂ C3 which is polynomially convex, but fails to have bounded exhaustion hulls.In 2011, P. E. Manne, N. Øvrelid and E. F. Wold [119] showed that a totally realsubmanifold M ⊂ Cn admits C 1 Carleman approximation only if M is has boundedexhaustion hulls. Motivated by the problem of proving that the product of two to-tally real Carleman continua is again a Carleman continuum, B. Magnusson and E.F. Wold [114] gave in 2016 a very simple proof that a closed set admits C 0 Car-leman approximation only if it has bounded exhaustion hulls. Hence, we have the
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 following characterization of closed totally real submanifolds which admit Carle-man approximation.
 Theorem 28. Let M be a closed totally real submanifold of class C k in a Steinmanifold X. Then, M admits C k-Carleman approximation by entire functions if andonly if M is O(X)-convex and has bounded exhaustion hulls.
 On the other hand, for any closed totally real submanifold M in a Stein manifoldthere always exists some Stein open neighborhood Ω of M with respect to which Madmits Carleman approximation, see P. Manne [118].
 Problem 1. Let E ⊂ Cn be a closed polynomially convex subset with the boundedexhaustion hulls property (see Definition 6).
 (a) Suppose that k ∈ Z+ and f ∈ C k(Cn) is holomorphic in E and ∂ -flat to orderk along E. Is f uniformly approximable on E by entire functions? A positiveanswer in dimension n = 1 is given by Arakelian’s Theorem 10.
 (b) Suppose further that any f as in part (a) is approximable uniformly on everycompact K ⊂ E by entire functions. Does it follow that E is an Arakelian set?
 7 Approximation of manifold-valued maps
 We now apply results of the previous sections to approximation problems ofRunge, Mergelyan and Carleman type for maps to complex manifolds more generalthan Euclidean spaces. Such problems arise naturally in applications of complexanalysis to geometry, dynamics and other fields. With the exception of Runge’s the-orem which leads to Oka theory and the concept of Oka manifold (see Subsect. 7.1),this area is fairly unexplored and offers interesting problems.
 The most natural generalization of Runge’s theorem to manifold-valued mapspertains to maps from Stein manifolds (and Stein spaces) to Oka manifolds; seeTheorem 29. This class of manifolds was introduced in 2009 F. Forstneric [59] af-ter having proved that all natural Oka properties that had been considered in theliterature, which a given complex manifold Y might or might not have, are pair-wise equivalent. (See also [106].) The simplest one, which is commonly used asthe definition of the class of Oka manifolds, is given by Definition 7 below. Sincea comprehensive account of this subject is available in the monograph [68] and theintroductory surveys [61, 63], we only give a brief outline in Subsect. 7.1, focusingon the approximation theorem in line with the topic of this survey.
 In Subsect. 7.2 we consider the Mergelyan approximation problem for mapsK → Y from a Stein compact K in a complex manifold X to another manifold Y .Assuming that the map is of class A (K,Y ), the main question is whether it is ap-proximable uniformly on K by maps holomorphic in open neighborhoods of K.(The remaining question of approximability by entire maps X → Y is the subject of
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 Oka theory discussed in Subsect. 7.1.) If this holds for every f ∈A (K,Y ), we saythat the space A (K,Y ) enjoys the Mergelyan property. Thanks to a Stein neighbor-hood theorem due to E. Poletsky (see Theorem 32), it is possible to show for manyclasses of Stein compacts K that the Mergelyan property for functions on K impliesthe Mergelyan property for maps K→ Y to an arbitrary complex manifold Y .
 In Subsect. 7.3 we present some recent results on Carleman and Arakelian typeapproximation of manifold-valued maps.
 7.1 Runge theorem for maps from Stein spaces to Oka manifolds
 Oka theory concerns the existence, approximation, and interpolation results forholomorphic maps from Stein manifolds and, more generally, Stein spaces, to com-plex manifolds. To avoid topological obstructions one considers globally definedcontinuous or smooth maps, and the main question is whether they can be deformedto holomorphic maps, often with additional approximation and interpolation condi-tions. Thus, Oka theory may be understood as the theory of homotopy principle incomplex analysis, a point of view emphasised in the monographs [86, 68].
 The classical aspect of Oka theory is known as the Oka-Grauert theory. It orig-inates in K. Oka’s paper [133] from 1939 where he proved that a holomorphic linebundle E→X over a Stein manifold X is holomorphically trivial if it is topologicallytrivial; the converse is obvious. This is equivalent to the problem of constructing aholomorphic section X → E without zeros, granted a continuous section withoutzeros. (Oka only considered the case when X is a domain of holomorphy in Cn
 since the notion of a Stein manifold was introduced only in 1951 [152]; however,the same proof applies to Stein manifolds and, more generally, to Stein spaces.) Itfollows that holomorphic line bundles E1 → X , E2 → X over a Stein manifold areholomorphically equivalent if they are topologically equivalent; it suffices to applyOka’s theorem to the line bundle E−1
 1 ⊗E2. In particular, any holomorphic line bun-dle over an open Riemann surface X is holomorphically trivial. A cohomologicalproof of this result is obtained by applying the long exact sequence of cohomologygroups to the exponential sheaf sequence 0→ Z→ OX → O∗X → 0, where O∗X isthe sheaf of nonvanishing holomorphic functions and the map OX →O∗X is given byf 7→ e2πi f (see e.g. [68, Sect. 5.2]).
 In 1958, Oka’s theorem was extended by H. Grauert [83] to much more generalfibre bundles with complex Lie group fibres over Stein spaces; see also H. Cartan[33] for an exposition. Grauert’s results apply in particular to holomorphic vectorbundles of arbitrary rank over Stein spaces and show that their holomorphic classi-fication agrees with the topological classification. The cohomological point of viewis still possible by considering nonabelian cohomology groups with values in a Liegroup. Surveys of Oka-Grauert theory can be found in the paper [108] by J. Leitererand in the monograph [68] by F. Forstneric.
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 The main ingredient in the proof of Grauert’s theorem is a parametric versionof the Oka-Weil approximation theorem for maps from Stein manifolds to complexhomogeneous manifolds. More precisely, given a compact O(X)-convex set K in aStein space X and a continuous map f : X→Y to a complex homogeneous manifoldY such that f is holomorphic in an open neighborhood of K, it is possible to deformf by a homotopy ft : X → Y (t ∈ [0,1]) to a holomorphic map f1 such that everymap ft in the homotopy is holomorphic in a neighborhood of K and close to theinitial map f = f0 on K. Analogous results hold for families of maps fp : X → Ydepending continuously on a parameter p in a compact Hausdorff space P, wherethe homotopy is fixed for values of p ∈ P0 in a closed subset P0 of P for which themap fp : X →Y is holomorphic on all on X . In other words, Theorem 19 holds withthe target C replaced by any complex homogeneous manifold Y , provided that allmaps fp : X → Y (p ∈ P) in the family are defined and continuous on all of X . Thispoint of view on Grauert’s theorem is explained in [68, Sects. 5.3 and 8.2].
 After some advances during 1960’s, most notably those of O. Forster and K. J.Ramspott [53, 52], a major extension of the Oka-Grauert theory was made by M.Gromov [87] in 1989. He showed in particular that the existence of a dominatingholomorphic spray on a complex manifold Y implies all forms of the h-principle,also called the Oka principle in this context, for holomorphic maps from any Steinmanifold to Y . The subject was brought into an axiomatic form by F. Forstneric whointroduced the class of Oka manifolds (see [55, 57, 59, 60] and the monograph [68]).
 Definition 7. A complex manifold Y is an Oka manifold if every holomorphic mapK→ Y from a neighborhood of any compact convex set K ⊂ Cn for any n ∈ N canbe approximated uniformly on K by entire maps Cn→ Y .
 The following version of the Oka-Weil for maps from Stein spaces to Oka mani-folds is a special case of [68, Theorem 5.4.4].
 Theorem 29 (Runge theorem for maps to Oka manifolds). Assume that X isa Stein space and Y is an Oka manifold. Let dist denote a Riemannian distancefunction on Y . Given a compact O(X)-convex subset K of X and a continuousmap f : X → Y which is holomorphic in a neighborhood of K, there exists forevery ε > 0 a homotopy of continuous maps ft : X → Y (t ∈ [0,1]) such thatf0 = f , for every t the map ft is holomorphic on a neighborhood of K and satis-fies supx∈K dist( ft(x), f (x))< ε , and the map f1 is holomorphic on X.
 A complex manifold Y which satisfies the conclusion of Theorem 29 for everytriple (X ,K, f ) is said to satisfy the basic Oka property with approximation (see [68,p. 258]). A more general version of this result (see [68, Theorem 5.4.4]) includes theparametric case, as well as interpolation (or jet interpolation) on a closed complexsubvariety X0 of X provided all maps fp : X→Y (p∈ P) in a given continuous com-pact family are holomorphic on X0, or in a neighborhood of X0 when consideringjet interpolation. Since a compact convex set in Cn is O(Cn)-convex, the conditionthat Y be an Oka manifold is clearly necessary in Theorem 29.
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 The class of Oka manifolds contains all complex homogeneous manifolds, butalso many nonhomogeneous ones. For example, if the tangent bundle TY of a com-plex manifold Y is pointwise generated by C-complete holomorphic vector fields onY (such a manifold is called flexible [9]), then Y is an Oka manifold [68, Proposition5.6.22]. For examples and properties of Oka manifolds, see [68, Chaps. 5–7].
 Recently, two new characterizations of the class of Oka manifolds have beenfound by Y. Kusakabe. In his first paper [104], Kusakabe showed that a complexmanifold Y is Oka if (and only if) for any Stein manifold X , the mapping spaceO(X ,Y ) is C-connected. In his second paper [105], he showed that Y is Oka if (andonly if) Y satisfies Gromov’s Condition Ell1 [87]. This condition means that forevery holomorphic map f : X → Y there exists a dominating holomorphic sprayF : X ×CN → Y with F(· ,0) = f , where the domination property means that forany fixed x ∈ X the differential of the map F(x, ·) : CN → Y is surjective at 0 ∈ CN .Kusakabe’s second result implies that a complex manifold Y is Oka if and only ifevery point y0 ∈ Y has a Zariski open Oka neighbourhood [105, Theorem 1.4].
 In another recent direction, L. Studer proved a homotopy theorem for Oka prop-erty and extended its validity to Oka pairs of sheaves [160], generalizing the workof Forster and Ramspott [53].
 Theorem 29 has a partial analogue in the algebraic category, concerning mapsfrom affine algebraic varieties to algebraically subelliptic manifolds. For the defi-nition of the latter class, see [68, Definition 5.6.13(e)]. The following result is [68,Theorem 6.15.1]; the original reference is [56, Theorem 3.1].
 Theorem 30. Assume that X is an affine algebraic variety, Y is an algebraicallysubelliptic manifold, and f0 : X →Y is a (regular) algebraic map. Given a compactO(X)-convex subset K of X, an open set U ⊂ X containing K, and a homotopyft : U→Y of holomorphic maps (t ∈ [0,1]), there exists for every ε > 0 an algebraicmap F : X×C→ Y such that F(· ,0) = f0 and
 supx∈K, t∈[0,1]
 dist(F(x, t), ft(x))< ε.
 In particular, a holomorphic map X → Y which is homotopic to an algebraic mapcan be approximated uniformly on compacts in X by algebraic maps X → Y .
 Simple examples show that Theorem 30 does not hold in the absolute form, i.e.,there are examples of holomorphic maps which are not homotopic to algebraic maps(see [68, Examples 6.15.7 and 6.15.8]).
 By [68, Proposition 6.4.5], the class of algebraically subelliptic manifolds con-tains all algebraic manifolds which are Zariski locally affine (such manifolds aresaid to be of Class A0, see [68, Definition 6.4.4]), and all complements of closedalgebraic subvarieties of codimension at least two in such manifolds. In particular,every complex Grassmanian is algebraically subelliptic, so Theorem 30 includes asa special case the result of W. Kucharz [103, Theorem 1] from 1995. Another paperon this topic is due to J. Bochnak and W. Kucharz [22].
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 In conclusion, we mention another interesting Runge type approximation theo-rem of a rather different type, due to A. Gournay [82]. A smooth almost complexmanifold (M,J) is said to satisfy the double tangent property if through almost ev-ery point p ∈M and almost every 2-jet of J-holomorphic discs at p, there exists aJ-holomorphic map u : CP1→M having this jet as its second jet at 0 ∈ CP1.
 Theorem 31 (A. Gournay (2012), [82]). Let (M,J) be a compact almost complexmanifold satisfying the double tangent property and let R be a compact Riemann sur-face. Then, for every open set U ⊂R and every compact K⊂U, every J-holomorphicmap u : U →M which continuously extends to R can be approximated uniformly onK by J-holomorphic maps from R to M.
 7.2 Mergelyan theorem for manifold-valued maps
 In this section, we consider the question for which compact sets K in a complexmanifold X does the approximability of functions in A r(K) (r ∈ Z+) by functionsin O(K) imply the analogous result for maps to an arbitrary complex manifold Y .Such approximation problems arise naturally in many applications.
 Recall that A (K,Y ) denotes the set of all continuous maps K → Y which areholomorphic in K, and that if r∈N then A r(K,Y ) is the set of all maps f ∈A (K,Y )which admit a C r extension to an open neighborhood of K in X . We say that themapping space A (K,Y ) has the Mergelyan property if
 O(K,Y ) = A (K,Y ),
 that is, every continuous map K → Y that is holomorphic in the interior K is auniform limit of maps that are holomorphic in open neighborhoods of K in X .
 Lemma 3. Assume that X is a complex manifold and K ⊂ X is a compact set sat-isfying O(K) = A (K). Let Y be a complex manifold, and let f ∈ A (K,Y ). Thenf ∈ O(K,Y ) if one of the following conditions hold:
 (a) The image f (K)⊂ Y has a Stein neighborhood in Y .(b) The graph G f =
 (x, f (x)) : x ∈ K
 has a Stein neighborhood in X×Y .
 Proof. We will give a proof of (b); the proof of (a) is essentially the same. As-sume that V ⊂ X ×Y is a Stein neighbourhood of G f . By the Remmert-Bishop-Narasimhan theorem (see [68, Theorem 2.4.1]) there is a biholomorphic mapφ : V → Σ ⊂ CN onto a closed complex submanifold of a Euclidean space. By theDocquier-Grauert theorem (see [68, Theorem 3.3.3]) there is a neighborhood Ω ⊂CN of Σ and a holomorphic retraction ρ : Ω → Σ . Assuming that O(K) = A (K),we can approximate the map φ f : K → Σ ⊂ CN as closely as desired uniformlyon K by a holomorphic map G : U → Ω ⊂ CN from an open neighborhood U ⊂ Xof K. The map g = prY φ−1 ρ G : U → Y then approximates f on K. ut
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 Given a compact set K in a complex manifold X and a complex manifold Y , let
 O loc(K,Y )
 denote the set of all continuous maps f : K→ Y which are locally approximable byholomorphic maps, in the sense that every point x ∈ K has an open neighborhoodU ⊂ X such that f |K∩U ∈ O(K∩U). Clearly,
 O(K,Y )⊂ O(K,Y )⊂O loc(K,Y )⊂A (K,Y ).
 When Y = C, we simply write O(K)⊂ O(K)⊂ O loc(K)⊂A (K). We say that thespace A (K,Y ) has the local Mergelyan property if
 O loc(K,Y ) = A (K,Y ). (30)
 The following theorem was proved by E. Poletsky [137, Theorem 3.1].
 Theorem 32 (Poletsky (2013), [137]). Let K be a Stein compact in a complex man-ifold X, and let Y be a complex manifold. For every f ∈ O loc(K,Y ), the graph of fon K is a Stein compact in X×Y . In particular, if A (K,Y ) has the local Mergelyanproperty (30), then the graph of every map f ∈A (K,Y ) is a Stein compact in X×Y .
 Poletsky’s proof uses the technique of fusing plurisubharmonic functions. Rough-ly speaking, we approximate a collection of plurisubharmonic functions ρ j : U j→Ron open sets U j ⊂ X ×Y covering the graph of f by a plurisubharmonic function ρ
 on U =⋃
 j U j, in the sense that the sup norm ‖ρ−ρ j‖U j for each j is estimated interms of maxi, j ‖ρi−ρ j‖Ui∩U j and a certain positive constant which depends on astrongly plurisubharmonic function τ in a Stein open neighborhood of K in X . Thisfusing procedure is rather similar to the proof of Y.-T. Siu’s theorem [151] given byJ.-P. Demailly [41] and Coltoiu [40]. (Demailly’s proof can also be found in [68,Sect. 3.2].) The functions ρ j alluded to above are of the form | f j(x)− y|2, where(x,y) is a local holomorphic coordinate on U j = Vj×Wj with Vj ⊂ X and Wj ⊂ Y ,and f j ∈ O(U j,Y ) is a holomorphic map which approximates f on U j ∩K. (Suchlocal approximations exist by the hypothesis of the theorem.) By this technique,one finds strongly plurisubharmonic exhaustion functions on arbitrarily small openneighborhoods of the graph of f in X ×Y ; by Grauert’s theorem [84] such neigh-borhoods are Stein.
 In the special case when the set K in Theorem 32 is the closure of a relativelycompact strongly pseudoconvex Stein domain, the existence of a Stein neighbor-hood basis of the graph of any map f ∈ A (K,Y ) was first proved by F. Forstneric[58] in 2007. His proof uses the method of gluing holomorphic sprays.
 Theorem 32 and Lemma 3 give the following corollary.
 Corollary 5. Let K be a Stein compact in a complex manifold X. If A (K) = O(K),then O loc(K,Y ) = O(K,Y ) holds for any complex manifold Y .
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 Proof. Note that O(K,Y )⊂O loc(K,Y ). Assume now that f ∈O loc(K,Y ). By Theo-rem 32, the graph of f on K admits an open Stein neighborhood in X×Y . Assumingthat A (K) = O(K), Lemma 3(b) shows that f ∈ O(K,Y ). ut
 In light of Theorem 32 and Corollary 5, it is natural to ask when does the spaceA (K,Y ) enjoy the local Mergelyan property (30). To this end, we introduce thefollowing property of a compact set in a complex manifold.
 Definition 8. A compact set K in a complex manifold X enjoys the strong localMergelyan property if for every point x ∈ K and neighborhood x ∈U ⊂ X there is aneighborhood x ∈V ⊂U such that A (K∩V ) = O(K∩V ).
 Remark 9. Clearly, the strong local Mergelyan property of K implies the localMergelyan property A (K) = O loc(K) of the algebra A (K). However, the formerproperty is ostensibly stronger since it asks for approximability of functions definedon small neighborhoods of points in K, and not only of functions in A (K). If K hasempty interior, we have A (K) = C (K) and the two properties are equivalent by theTietze extension theorem for continuous functions. Theorem 14 due to A. Boivinand B. Jiang [27, Theorem 1] shows that, for a compact set K in a Riemann surface,the Mergelyan property A (K) =O(K) implies the strong local Mergelyan propertyof K. We do not know whether the same holds for compact sets in higher dimen-sional manifolds. It is obvious that every compact set with boundary of class C 1 inany complex manifold has the strong local Mergelyan property. Note also that thestrong local Mergelyan property for functions implies the same property for mapsto an arbitrary complex manifold Y , for the simple reason that locally any map hasrange in a local chart of Y which is biholomorphic to an open subset of a Euclideanspace. This is the main use of this property in the present paper. ut
 Problem 2. Let K be a compact set in a complex manifold X .
 1. Does A (K) = O loc(K) imply the strong local Mergelyan property of K?2. Does A (K) = O(K) imply the strong local Mergelyan property of K?
 We have the following corollary to Theorem 32.
 Corollary 6. Let K be a compact set in a complex manifold X.
 (a) If K has the strong local Mergelyan property (see Definition 8), then A (K,Y ) =O loc(K,Y ) holds for every complex manifold Y .
 (b) If K is a Stein compact with the strong local Mergelyan property and A (K) =O(K), then A (K,Y ) = O(K,Y ) holds for every complex manifold Y .
 (c) If K is a Stein compact with C 1 boundary such that A (K) = O(K), thenA (K,Y ) = O(K,Y ) holds for every complex manifold Y .
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 Proof. (a) Let f ∈A (K,Y ). Every point x ∈ K has an open neighborhood Ux ⊂ Xsuch that f (K ∩Ux) is contained in a coordinate chart W ⊂ Y biholomorphic to anopen subset of Cn, n= dimY . Since K is assumed to have the strong local Mergelyanproperty, there exists a compact relative neighborhood Kx ⊂ K∩U of the point x inK such that f |Kx ∈ O(Kx,W ). (See Remark 9.) This means that f ∈ O loc(K,Y ),thereby proving (a). In case (b), Corollary 5 implies O loc(K,Y ) = O(K,Y ), andtogether with part (a) we get A (K,Y ) = O(K,Y ). In case (c), the set K clearly hasthe strong local Mergelyan property, so the conclusion follows from (b). ut
 The following case concerning compact sets in Riemann surfaces may be of par-ticular interest (see [62, Theorem 1.4]).
 Corollary 7. If K is a compact set in a Riemann surface X such that A (K) =O(K),then A (K,Y ) =O(K,Y ) holds for any complex manifold Y . This holds in particularif X \K has no relatively compact connected components.
 Proof. Note that any compact set in a Riemann surface is a Stein compact (sinceevery open Riemann surface is Stein according to H. Behnke and K. Stein [17]).According to Theorem 14, the hypothesis A (K) = O(K) implies that K has thestrong local Mergelyan property, so the result follows from Corollary 6.
 In the special case when X \K has no relatively compact connected components,we can give a simple proof as follows. By Theorem 5, every function f ∈ A (K)is a uniform limit on K of functions in O(X), hence A (K) = O(K). Fix a pointx ∈ K and let U ⊂ X be a coordinate neighborhood of x with a biholomorphic mapφ : U → D ⊂ C. Pick a number 0 < r < 1. The compact set K′ = K ∩ φ−1(rD)does not have any holes in U . (Indeed, any such would also be a hole of K in X ,contradicting the hypothesis.) By Theorem 5 it follows that A (K′) = O(K′). Thisshows that K enjoys the strong local Mergelyan property, and hence the conclusionfollows from Corollary 6. ut
 The following consequence of Corollary 7 and of the Oka principle (see Theorem29) has been observed recently in [62, Theorem 1.2].
 Corollary 8 (Mergelyan theorem for maps from Riemann surfaces to Oka man-ifolds). If K is a compact set without holes in an open Riemann surface X and Y isan Oka manifold, then every continuous map f : X → Y which is holomorphic in Kcan be approximated uniformly on K by holomorphic maps X → Y homotopic to f .
 It was shown by J. Winkelmann [175] in 1998 that Mergelyan’s theorem alsoholds for maps from compact sets in C to the domain C2 \R2; this result is notcovered by Corollary 8. His proof can be adapted to give the analogous result formaps from any open Riemann surface to C2 \R2.
 Remark 10. The following claim was stated by E. Poletsky [137, Corollary 4.4]:
 (*) If K is a Stein compact in a complex manifold X and A (K) has the Mergelyanproperty, then A (K,Y ) has the Mergelyan property for any complex manifold Y .
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 The proof in [137] tacitly assumes that under the assumptions of the corollarythe space A (K,Y ) has the local Mergelyan property, but no explanation for thisis given. Corollaries 6 and 7 above provide several sufficient conditions for this tohold. We do not know whether (*) is true for every Stein compact in a complexmanifold of dimension > 1; compare with Remark 9 on p. 46. ut
 Corollary 9. If S = K∪M is a strongly admissible set in a complex manifold X (seeDefinition 5), then A (S,Y ) = O(S,Y ) holds for any complex manifold Y . Further-more, for each r ∈ N, every map f ∈ A r(S,Y ) is a C r(S,Y ) limit of maps U → Yholomorphic in open neighborhoods U ⊂ X of S.
 Proof. It is clear from the definition of a strongly admissible set that for every pointx∈ S and neighborhood x∈U ⊂X there is a smaller neighborhood U0 bU of x suchthat the set S0 = U0 ∩ S is also strongly admissible. By Theorem 25 we have thatA (S) = O(S), and also A (S0) = O(S0) for any S0 as above. This means that S hasthe strong local Mergelyan property. The conclusion now follows from Corollary 6.A similar argument applies to maps of class A r(S,Y ) for any r ∈ N. ut
 In the special case when the strongly admissible set K = S is the closure of arelatively compact strongly pseudoconvex domain, Corollary 9 was proved by F.Forstneric [58] in 2007. His proof is different from those above which rely on Polet-sky’s Theorem 32. Instead it uses the method of gluing sprays, which is essentially anonlinear version of the ∂ -problem. In the same paper, Forstneric showed that manynatural mapping spaces K → Y carry the structure of a Banach, Hilbert of Frechetmanifold (see [58, Theorem 1.1] and also [68, Theorem 8.13.1]). The followingspecial case of the cited result is relevant to the present discussion.
 Theorem 33. Let K be a compact strongly pseudoconvex domain with C 2 boundaryin a Stein manifold X. Then, for every r ∈Z+ and any complex manifold Y the spaceA r(K,Y ) carries the structure of an infinite dimensional Banach manifold.
 Further and more precise approximation results for maps from compact stronglypseudoconvex domains to Oka manifolds were obtained by B. Drinovec Drnovsekand F. Forstneric in [45].
 The proof of Theorem 20 in Subsect. 6.1 is easily generalized to give the follow-ing approximation result for sections of holomorphic submersions over admissiblesets in complex spaces. This plays a major role in the constructions in Oka theory(in particular, in the proof of [68, Theorem 5.4.4]).
 Theorem 34. Assume that X and Z are complex spaces, π : Z→ X is a holomorphicsubmersion, and X ′ is a closed complex subvariety of X containing its singular locusXsing. Let S = K∪M be an admissible set in X (see Definition 5), where M ⊂ X \X ′
 is a compact totally real submanifold of class C k for some k ∈N. Given an open setU ⊂ X containing K and a section f : U ∪M→ Z|U∪M such that f |U is holomorphicand f |M ∈ C k(M), there exist for every s ∈ N a sequence of open sets Vj ⊃ S in Xand holomorphic sections f j : Vj→ Z|V j ( j ∈N) such that f j agrees with f to orders along X ′∩Vj for each j ∈ N, and lim j→∞ f j|S = f |S in the C k(S)-topology.
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 A version of this result, with some loss of derivatives on the totally real subman-ifold M (due to the use of Hormander’s L2 method) and without the interpolationcondition, is [55, Theorem 3.1]. (A proof also appears in [68, Theorem 3.8.1].) Thecase when Z = X×C (i.e., for functions) and without loss of derivatives was provedearlier by P. Manne [117] by using the convolution method (see Proposition 2 inSubsect. 6.1). The general case is obtained from the special case for functions byfollowing [68, proof of Theorem 3.8.1], noting also that the interpolation conditionon the subvariety X ′ is easily achieved by a standard application of the Oka-Cartantheory. As always in results of this type, one begins by showing that the graph of thesection admits a Stein neighborhood in Z; see [68, Lemma 3.8.3].
 Another case of interest is when K is a compact set with empty interior, soA (K) = C (K). The following result is due to E. L. Stout [157].
 Theorem 35. If K is a compact set in a complex space X such that C (K) = O(K)(hence K =∅), then C (K,Y ) = O(K,Y ) holds for any complex manifold Y .
 Unlike in the previous results, the set K in Theorem 35 need not be a Steincompact. Special cases of Stout’s theorem were obtained earlier by D. Chakrabarti(2007, 2008) [34, 35] who also obtained uniform approximation of continuous mapson arcs by pseudoholomorphic curves in almost complex manifolds.
 Proof. Choose a smooth embedding φ : Y → Rm for some m ∈ N. Considering Rm
 as the real subspace of Cm, the graph Z = (y,φ(y)) : y ∈ Y ⊂ Y ×Rm ⊂ Y ×Cm
 is a totally real submanifold of Y ×Cm, so it has an open Stein neighborhood Ω
 in Y ×Cm. Let π : Y ×Cm→ Y denote the projection onto the first factor. Given acontinuous map f : K → Y , the hypothesis of the theorem together with Lemma 3imply that the continuous map K 3 x 7→ F(x) = ( f (x),φ( f (x))) ∈Ω can be approx-imated by holomorphic maps G : U → Ω in open neighborhoods U ⊂ X of K. Themap g = π G : U → Y then approximates f on K. ut
 7.3 Carleman and Arakelian theorems for manifold-valued maps
 In Sect. 3 and Subsect. 6.4 we have considered Carleman and Arakelian typeapproximation in one and several variables, respectively. In this section, we presentsome applications and extensions of these results to manifold-valued maps.
 The following result has been proved recently by B. Chenoweth.
 Theorem 36 (Chenoweth (2019), [36]). Let X be a Stein manifold and Y be an Okamanifold. If K ⊂ X is a compact O(X)-convex subset and M ⊂ X is a closed totallyreal submanifold of class C r (r ∈ N) with bounded exhaustion hulls (see Definition6) such that K ∪M is O(X)-convex, then for any k ∈ 0,1, . . . ,r the set K ∪Madmits C k-Carleman approximation of maps f ∈ C k(X ,Y ) which are holomorphicon a neighborhood of K.
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 This is proved by inductively applying Mergelyan’s theorem for admissible sets(see Theorem 34), together with the Oka principle for maps from Stein manifoldsto Oka manifolds (see [68, Theorem 5.4.4] which is a more precise version of The-orem 29 above). These two methods are intertwined at every step of the inductionprocedure. In view of Theorem 28 characterizing totally real submanifolds admit-ting Carleman approximation, the conditions in the theorem are optimal.
 Carleman type approximation theorems have also been proved for some spe-cial classes of maps such as embeddings and automorphisms. Typically, proofs ofsuch results combine methods of approximation theory with those from the An-dersen-Lempert theory concerning holomorphic automorphisms of complex Eu-clidean spaces and, more generally, of Stein manifolds with the density property.Space limitation do not allow us to present this theory here; instead, we refer thereader to the recent survey in [68, Chapter 4].
 We have already seen that Arakelian type approximation on closed sets withunbounded interior is considerably more difficult than Carleman approximation. Infact, we are not aware of a single result of this type on subsets of Cn for n > 1.However, the following extension of the classical one variable Arakelian’s theorem(see Theorem 10) was proved by F. Forstneric [62] in 2019.
 Theorem 37. If E is an Arakelian set in a domain X ⊂ C and Y is a compact com-plex homogeneous manifold, then every continuous map X → Y which is holomor-phic in E can be approximated uniformly on E by holomorphic maps X → Y .
 The scheme of proof in [62] follows the proof of Theorem 10, but with improve-ments from Oka theory which are needed in the nonlinear setting. The proof does notapply to general Oka manifolds, not even to noncompact homogeneous manifolds.Note that the approximation problems of Arakelian type for maps to noncompactmanifolds may crucially depend on the choice of the metrics on both spaces.
 8 Weighted Approximation in L2 spaces
 All approximation results considered so far were in one of the C k topologies onthe respective sets. We now present some results of a rather different kind, concern-ing approximation and density in weighted L2 spaces of holomorphic functions.
 Let Ω be a domain in Cn, and let φ be a plurisubharmonic function on Ω . Wedenote by L2(Ω ,e−φ ) the space of measurable functions which are square integrablewith respect to the measure e−φ dλ , where dλ is the Lebesgue measure:
 ‖ f‖2φ :=
 ∫Ω
 | f |2e−φ dλ < ∞.
 By H2(Ω ,e−φ ) we denote the space of holomorphic functions on Ω with finite φ -norm:
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 H2(Ω ,e−φ ) =
 f ∈ O(Ω) : ‖ f‖φ < ∞.
 Note that if φ1 ≤ φ2, then H2(Ω ,e−φ1) ⊂ H2(Ω ,e−φ2) and the inclusion map iscontinuous, in fact, norm decreasing.
 Let z = (z1, . . . ,zn) be coordinates on Cn and |z|2 = ∑ni=1 |zi|2. Let φ1 ≤ φ2 ≤ ·· ·
 and φ be plurisubharmonic functions on Cn with φ j→ φ pointwise as j→ ∞. Set
 ψ j = φ j + log(1+ |z|2), ψ = φ + log(1+ |z|2).
 Assume in addition that∫
 K e−φ1dλ < ∞ for every compact set K ⊂ Cn. The follow-ing theorem was proved by B. A. Taylor in 1971; see [161, Theorem 1.1].
 Theorem 38. (Assumptions as above.) For every f ∈ H2(Cn,e−φ ) there is a se-quence f j ∈ H2(Cn,e−ψ j) such that ‖ f j− f‖ψ → 0 as j→ ∞.
 This result was improved in a recent paper by J. E. Fornæss and J. Wu [50].
 Theorem 39. Let φ1 ≤ φ2 ≤ ·· · and φ be plurisubharmonic functions on Cn suchthat φ j → φ pointwise. For any ε > 0, let φ j = φ j + ε log(1+ |z|2) and φ = φ +
 ε log(1+ |z|2). Then⋃
 ∞j=1 H2(Cn,e−φ j) is dense in H2(Cn,e−φ ).
 Question 1. Let φ1 ≤ φ2 ≤ ·· · and φ be plurisubharmonic functions on Ω ⊂Cn suchthat φ j→ φ . Is
 ⋃∞j=1 H2(Ω ,e−φ j) dense in H2(Ω ,e−φ )? ut
 Recently, J. E. Fornæss and J. Wu [179] solved this problem in the case of Ω =C.
 Theorem 40. If φ1 ≤ φ2 ≤ ·· · and φ are subharmonic functions on C such thatφ j→ φ a.e. as j→ ∞, then
 ⋃∞j=1 H2(C,e−φ j) is dense in H2(C,e−φ ).
 This problem has a rich history in dimension one. Here one considers more gen-eral weights w which are positive measurable functions on a domain Ω ⊂ C, andone defines for 1≤ p < ∞ the weighted Lp-space of holomorphic functions:
 H p(Ω ,w) =
 f ∈ O(Ω) :∫
 Ω
 | f |pwdλ < ∞
 .
 The so called completeness problem is whether polynomials in H p(Ω ,w) are dense.There are two lines of investigation. One is about finding sufficient conditions onthe domain and the weight in order for the polynomials to be dense in the weightedHilbert space. Another one is to look at specific types of domains and ask the samequestion for the weight function. These questions go back to T. Carleman [30] whoproved in 1923 that if Ω is a Jordan domain and w ≡ 1, then holomorphic polyno-mials are dense in H2(Ω) = L2(Ω)∩O(Ω). Carleman’s result was extended by O.J. Farrell and A. I. Markusevic to Caratheodory domains (see [46, 126]). It is wellknown that this property need not hold for non-Caratheodory regions. The book byD. Gaier [70] (see in particular Chapter 1, Section 3) contains further results about
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 L2 polynomials approximation on some simply connected domains in the plane.For weight functions other than the identity, L. I. Hedberg proved in 1965 [91] thatpolynomials are dense when Ω is a Caratheodory domain, the weight function iscontinuous, and it satisfies some technical condition near the boundary. For certainnon-Caratheodory domains, the weighted polynomial approximation is usually con-sidered under the assumption that the weight w is essentially bounded and satisfiessome additional conditions. For a more complete description of the history of thisproblem and many related references, see the survey by J. E. Brennan [28].
 By using Hormander’s L2 estimate for the ∂ -operator, B. A. Taylor [161] provedthe following result which can be seen as a major breakthrough for general weightedapproximation. (See also D. Wohlgelernter [176].)
 Theorem 41 (B. A. Taylor (1971), Theorem 2 in [161]). If φ is a convex functionon Cn such that the space H2(Cn,e−φ ) contains all polynomials, then polynomialsare dense in H2(Ω ,e−φ ).
 In 1976 N. Sibony [150] generalized Taylor’s result as follows. Given a domainΩ ⊂ Cn, we denote by dΩ (z) the Euclidean distance of a point z ∈ Ω to Cn \Ω .Write δ0(z) = (1+ |z|2)−1/2 and
 δΩ (z) = mindΩ (z),δ0(z), z ∈Ω .
 Theorem 42 (N. Sibony (1976), [150]). If Ω is an open convex domain in Cn andφ is a convex function on Ω satisfying
 supz∈Ω
 e−φ(z)δ−kΩ
 (z)<+∞, k ∈ N,
 then polynomials are dense in H p(Ω ,e−φ ) for all 1≤ p≤+∞.
 In the same paper, Sibony also proved the analogous result for homogeneousplurisubharmonic weights.
 Theorem 43 (N. Sibony (1976), [150]). Let φ be a plurisubharmonic function onCn which is complex homogeneous of order ρ > 0, that is, φ(uz) = |u|ρ φ(z) for allu ∈ C and z ∈ Cn. Then, polynomials are dense in H2(Ω ,e−φ ).
 It is well known that every convex function is plurisubharmonic, but the converseis not true. In view of Theorem 41 it is therefore natural to ask the following ques-tion. Let φ be a plurisubharmonic function on a Runge domain Ω ⊂ Cn. Supposethat the restrictions of polynomials to Ω belong to H2(Ω ,e−φ ). Does it follow thatpolynomials are dense in H2(Ω ,e−φ )? Recently, S. Biard, J. E. Fornæss and J. Wu[178] found a counterexample in the plane.
 Theorem 44. There is a subharmonic function φ on C such that all polynomialsbelong to H2(C,e−φ ), but polynomials are not dense in H2(C,e−φ ).

Page 53
                        

Contents 53
 They also proved the following positive result under additional conditions.
 Theorem 45. Let φ be plurisubharmonic on a neighborhood of Ω ⊂ Cn, and sup-pose that Ω is bounded, uniformly H-convex and polynomially convex. If H2(Ω ,e−φ )contains all polynomials, then polynomials are dense in H2(Ω ,e−φ ).
 Recall that a compact set K ⊂Cn is said to be uniformly H-convex if there exist asequence ε j > 0 converging to 0, a constant c > 1, and a sequence of pseudoconvexdomains D j ⊂ Cn such that K ⊂ D j and
 ε j ≤ dist(K,Cn \D j)≤ cε j, j = 1,2, . . . .
 This terminology is due to E. M. Cirka [38] who showed that uniform H-convexityimplies a Mergelyan-like approximation property for holomorphic functions; how-ever, the condition was used in L2 approximation results already by L. Hormanderand J. Wermer [97] in 1968 (see Remark 5). A related notion is that of a strong Steinneighborhood basis (which holds in particular for strongly hyperconvex domains);we refer to the paper by S. Sahutoglu [145]. It seems an open problem whether anyof these conditions for the closure K = D of a smoothly bounded pseudoconvexdomain D b Cn implies the Mergelyan property for the algebra A (K).
 9 Appendix: Whitney’s Extension Theorem
 Given a closed set K in a smooth manifold X , the notation f ∈C m(K) means thatf is the restriction to K of a function in C m(X).
 Theorem 46 (Whitney (1934), [174]). Let Ω ⊂ Rn be a domain, and assume thatthere exists a constant c ≥ 1 such that any two points x,y ∈ Ω can be joined by acurve in Ω of length less than c|x− y|. If f ∈ C m(Ω) is such that all its partialderivatives of order m extend continuously to Ω , then f ∈ C m(Ω).
 In fact, a much stronger extension theorem was proved by Whitney. To state it,we need to introduce some notation and terminology.
 Let K ⊂ Rn be a compact set, and fix m ∈ N. A collection f = ( fα) of functionsfα ∈C (K), where α = (α1, . . . ,αn)∈Zn
 + is a multiindex with |α|=α1+ · · ·+αn ≤m, is called an m-jet on K. Let J m(K) denote the vector space of m-jets on K. Set
 ‖ f‖m,K = max|α|≤m
 supx∈K| fα(x)|.
 An m-jet f = ( fα) ∈J m(K) is said to be a Whitney function of class C m on K if
 fα(x) = ∑|β |≤m−|α|
 fα+β (y)β !
 (x− y)β +o(|x− y|m−|α|)
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 holds for all α ∈ Zn+ with |α| ≤m and all x,y ∈ K. We denote by J m
 W (K) the spaceof all Whitney functions of class C m on K.
 Theorem 47 (Whitney [174], Glaeser [81]). Let K be a compact set in Rn. Givenf ∈J m(K), there exists f ∈ C m(Rn) such that J m( f )|K = f if and only if f isa Whitney function of class C m, that is, f ∈J m
 W (K). Furthermore, there exists alinear extension operator Λ : J m
 W (K)→ C m(Rn) such that J mΛ( f )|K = f foreach f ∈J m
 W (K), and for every compact set L⊂Rn with K ⊂ L there is a constantC > 0 depending only on K,L,m,n such that
 ‖Λ( f )‖m,L ≤C‖ f‖m,K , f ∈J mW (K). (31)
 A proof of Whitney’s theorem, including the extensions and simplifications dueto Glaeser [81], can be found in the monograph by Malgrange [116, Theorem 3.2and Complement 3.5].
 Remark 11. An inspection of the proof in [116] shows that, if the set K in Theorem47 is the closure of a domain Ω b Rn with C m-smooth boundary, then there areextension operators for all domains sufficiently close to Ω with the same bound in(31). Furthermore, if Ω j is a sequence of domains such that Ω j→Ω in C m topologyas j→∞, we may fix a domain Ω containing Ω and smooth maps φ j : Ω →Rn suchthat φ j(Ω j) = Ω and φ j→ Id in the C m-norm on Ω . ut
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