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CHAPTER I
 The Standard Treatment
 There is hardly a subject that dies harder or has changed so littleover the years. After two millennia of active study of logic and,in particular, after over half of that most iconoclastic of centu-ries, the twentieth A.D ., we still find fallacies classified, presentedand studied in much the same old way. Aristotle's principal listof thirteen types of fallacy in his Sophistical Refutations — the Latintitle is De Sophisticis Elenchis (from Greek llEp/ T6'w Z4Eurticth'y'Eltlyxcov) whence they have often been called 'sophisms', andsometimes (elenchs' — still appears, usually with one or two obis-'sions and a handful of additions, in many modern textbooks oflogic; and though there have been many proposals for reform,none has met more than temporary acceptance. Such set-backs asAristotle's treatment has had have been as much due to irrelevantvicissitudes of history as to any kind of criticisms of its short-comings. Thus, although current in the ancient world in Athens,Alexandria and Rome it was 'lost' to western Europe, for somecenturies during the monastic period; but was rediscovered withenthusiasm about the twelfth century, when it began to form asection of the logic curriculum in the emerging universities.Since that time until the present century textbooks of logic notcontaining a short chapter on fallacies have been the exception;and since, for most of the period, all students took Logic, Europe'smen-of-affairs have generally regarded a nodding acquaintancewith a standard version of Aristotle's doctrine as a routinenecessity of the same character as knowledge of the multiplicationtable. Quite a few of these men, in fact, have written accountsof fallacies themselves; they include at least one Pope, two saints,archbishops in profusion, the first Chancellor of the University
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of Oxford, and a Lord Chancellor of England. The tradition hasrepeatedly proved too strong for its dissentients. Ramus, in thesixteenth century, led an attack on Aristotle and refused to con-sider fallacies as a proper subject for Logic on the grounds thatthe study of correct reasoning was enough in itself to make theirnature clear; but within a few years his own followers had re-instated the subject and one of them, Heizo Buscher, actuallypublished a treatise entitled The Theory of the Solution of Fallacies. . . deduced and explained from the logic of P. Ramus.' Bacon andLocke also dropped the Aristotelian treatment, but only to re-place it with treatments of their own which, in due course, be-came partially fused with it again. During the past century someof the more mathematically minded of logicians, starting withBoole, have dropped the subject from their books in apparentagreement with Ramus ; but it is possible to discern a trend back.
 What about other traditions than our own? Constantinople,in the interval between the decline of Rome and its own fall tothe Turks, continued the Greek tradition that was in declinefurther west; and some Arab logicians also inherited Aristotle'sSophistical Refutations and wrote their own commentaries on it.But these traditions were mere outposts of our own. Furthereast, we find an apparently independent logical tradition in Indiawhich, starting with the Nita sutra, has its own doctrine offallacies as an adjunct to its own theory of inference. Indianlogicians have displayed the same concern to explore the formsof faulty reasoning, and the same inability either to move outsidetheir original tradition or to dispense with it. The study of theIndian tradition is of especial interest here in providing us witha control on which to test our woollier historical generalizations.
 Strangely, in a certain sense, there has never yet been a bookon fallacies; never, that is, a book-length study of the subject asa whole, or of incorrect reasoning in its own right rather than asan afterthought or adjunct to something else. Schopenhauer'sArt of Controversy is too short, and Bentham's Book of Fallacies toospecialized, to qualify. A book entitled Fallacies: a View of Logicfrom the Practical Side, by Alfred Sidgwick, belies its title and is inlarge part concerned with a particular theory of non-fallaciouslogical reasoning. The medieval treatises, though some of them
 1 Buscherus, De ratione solvendi sophismata (3rd edn. 1594).
 run to enormous length — that of St Albert the Great, for ex-example, has 90,000 Latin words — are mere commentaries onAristotle even when, as in the case of Peter of Spain's Treatiseon the Major Fallacies, they do not indicate the fact in their titles.And all the others, including the wordy treatment by J. S. Mill,must be counted as short treatments in longer works. (Mill isjust as wordy in the rest of his volume.) Even Aristotle's Sophis-ticalRefutations is properly only the ninth book of his Topics.
 There are, of course, works on fallacy of a slightly differentkind; namely, less formal works such as Thouless's Straight andCrooked Thinking, Stebbing's Thinking to Some Purpose and, per-haps, Kamiat's Critique of Poor Reason and Stuart Chase's Tyrant!),of Words and Guides to Straight Thinking, which aim to induce inthe reader an appreciation of and feeling for faulty reasoning bygiving discussions based mainly on examples. Some of thesebooks — I am not going to say which — are good, but they do notsupply the need for a critical theoretical survey. Into the samecategory — or, perhaps, into the space between the two stools — Iconsign a book entitled Fallacy — the Counterfeit of Argument, by ,W. Ward Fearnside and William B. Holther. This is describedon the back cover as `5 i fallacies named, explained and illus-trated'. The gratifyingly large bag of fallacies has been arrangedin a system of categories partly resembling the traditional onesbut not, it is to be presumed, intended either as exhaustive or asnon-overlapping. These books have their place; but their placeis not here. What is needed, above all, is discussion of some un-resolved theoretical questions, which these books do not includein their terms of reference.
 The truth is that nobody, these days, is particularly satisfiedwith this corner of logic. The traditional treatment is too unsys-tematic for modern tastes. Yet to dispense with it, as some writersdo, is to leave a gap that no one knows how to fill. We haveno theory of fallacy at all, in the sense in which we have theories ofcorrect reasoning or inference. Yet we feel the need to ticket andtabulate certain kinds of fallacious inference-process which intro-duce considerations falling outside the other topics in our logic-books. In some respects, as I shall argue later, we are in the posi-tion of the medieval logicians before the twelfth century: wehave lost the doctrine of fallacy, and need to rediscover it. But
 10 FALLACIES THE STANDARD TREATMENT II
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12 FALLACIES
 it is all more complicated than that because, these days, we setourselves higher standards of theoretical rigour and will not besatisfied for long with a theory less ramified and systematic thanwe are used to in other departments of Logic; and one of thethings we may find is that the kind of theory we need cannot beconstructed in isolation from them. What I shall suggest is thatinterest in fallacies has always been, in part, misplaced in that thefunction of their study has been to remind the student (and histeacher) of features of the scope and limitations of the otherparts of Logic. What the logicians of the thirteenth and four-teenth centuries made of the study of fallacies is especiallyinteresting in this connection.
 This is, however, for later chapters. To start with, let us setthe stage with an account not of what went on in the thirteenthcentury, or even of what Aristotle wrote, but of the typical oraverage account as it appears in the typical short chapter orappendix of the average modern textbook. And what we find inmost cases, I think it should be admitted, is as debased, worn-out and dogmatic a treatment as could be imagined — incrediblytradition-bound, yet lacking in logic and in historical sense alike,and almost withdut connection to anything else in modern Logicat all. This is the part of his book in which a writer throws awaylogic and keeps his reader's attention, if at all, only by retailingthe traditional puns, anecdotes, and witless examples of his for-bears. 'Everything that runs has feet; the river runs: therefore,the river has feet' — this is a medieval example, but the modernones are no better. As a whole, the field has a certain fascinationfor the connoisseur, but that is the best that can be said for it.
 A fallacious argument, as almost every account from Aristotleonwards tells you, is one that seems to be valid but is not so. Twodifferent ways of classifying fallacies immediately present them-selves. First, taking for granted that we have arguments thatseem to be valid, we can classify them according to what it isthat makes them not so ; or secondly, taking for granted that theyare not valid, we can classify them according to what it is thatmakes them seem to be valid. Most accounts take neither of theseeasy courses. Aristotle's original classification tries to be bothsorts at once, and there are writers even in modern times whoadopt it without criticism. Of those who invent their own classi-
 THE STANDARD TREATMENT 13
 fications many share this uncertainty of purpose; and, in anycase, their most noteworthy characteristic is that they disagreenot only with the Aristotelians but also extensively with oneanother, and have quite failed to establish any account for longerthan the time it takes a book to go out of print. In fact, thougheveryone has his classification, it is commonly argued that it isimpossible to classify fallacies at all. De Morgan (Formal Logic,p. 276) writes :
 There is no such thing as a classification of the ways in which menmay arrive at an error: it is much to be doubted whether there evercan be.
 and Joseph (Introduction to Logic, p. 569) saysTruth may have its norms, but error is infinite in its aberrations,and they cannot be digested in any classification.
 but even they frequently express doubts. Cohen and Nagel(Introduction to Logic and Scientific Method, p. 382) say
 It would be impossible to enumerate all the abuses of logical prin-ciples occurring in the diverse matters in which men are interested.
 They go on to consider 'certain outstanding abuses'.Despite divergences of arrangement, there is a considerable
 overlap in raw material as between one writer and another: theindividual kinds of fallacy are much the same, even down totheir names. It will suit us, therefore, to forget about arrange-ment and describe the raw material. I shall start by runningthrough the traditional list, and then discuss some additions. Iam mainly concerned with recent accountsl but draw here andthere on older ones.
 EQUIVOCATION
 Aristotle classified fallacies into those Dependent on Languageand those Outside Language. (The traditional Latin terms are
 1 The recent books that I have especially consulted are: Cohen and Nagel,Introduction to Logic and Scientific Method; Black, Critical Thinking; Oesterle,Logic: The Art of Defining and Reasoning; Schipper and Schuh, A First Cow-sein Modern Logic; Copi, Introduction to Logic; Salmon, Logic. Two dozen otherscould have been included. Oesterle is a strict traditionalist and the others allpartly invent their own classifications.
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14 FALLACIES
 itt dictione and extra dictionem, from the Greek 7ra/A 171V Agew and7-77s- AE'eEws.) Fallacies of the first category are those that
 arise from ambiguity in the words or sentences in which they areexpressed. Those of the second category will occupy us later.
 In the simplest case of Fallacies Dependent on Language theambiguity can be traced to double-meaning in a single word.This is the Fallacy of Equivocation.
 The word 'equivocation' refers literally to pairs of words thatare the same in pronunciation. Ralph Lever,' one of the earliestwriters on logic in English, translated aequivoca as clykesoundingwordes', and its opposite univoca as `playmneaning wordes'. Theterm commonly has a pejorative sense, in that an equivocal argu-ment is one deliberately intended to deceive; though, in spite of adistinction made by Max Black, this is not usually a part of thelogician's meaning. At its lowest level Equivocation is plainpunning: at least three modern American books I have consultedthink it worth while to give the example 'Some dogs have fuzzyears; my dog has fuzzy ears ; therefore my dog is some dog 1';and Oesterle is only graver, not more in earnest, in quoting thetraditional 'Whatever is immaterial is unimportant; whateveris spiritual is immaterial; therefore, whatever is spiritual is un-important'. One of Abraham Fraunce's examples in Elizabethantimes (Lawier'sLogike, f. 27) was.
 All the maydes in Camberwell may daunce in an egge shell.
 He explains :Of a little village by London, where Camberwell may be taken for theWell in the towne, or ye towne it selfe.
 And again:
 So lastly, the Mayre of Earith, is the best Mayre next to the Mayreof London. Where the towne, God knowes, is a poore thing, and theMayre thereof a seely fellow, in respect of the Mayres of divers othercities, yet it is the very next to London, because there is nonebetweene.
 These examples serve to introduce us to different kinds of am-biguity. They do not, however, provide good examples offallacies since, whatever our feelings about maids in Camberwell
 The Arte of Reason, rightly termed Iritcraft (15 73), pp. 2-3.
 THE STANDARD TREATMENT 15
 or the Mayor of Erith, we are hardly capable of being deceivedby any serious chain of reasoning exploiting the double-mean-ings in the statements about them.
 If we try to find better examples we meet another kind ofdifficulty, in that what is non-trivial may be controversial. Josephattempts to illustrate Equivocation with discussion of an exampleas follows (p. 579) :
 `A mistake in point of law,' says Blackstone, 'which every person ofdiscretion not only may, but is bound and presumed to know, is incriminal cases no sort of defence'; the State must perhaps presumea knowledge of the law, and so far we are bound to know it, in thesense of being required under penalty; but a criminal action donein ignorance of the law that a man is legally bound to know is oftenconsidered morally discreditable, as if the knowledge of the law onthe matter were a plain moral duty. How far that is so in a particularcase may be a very doubtful question; the maxim quoted tends toconfuse the moral with the legal obligation.
 All that Joseph claims, however, is that it is doubtful that moraland legal duty must be identified; not that it is clear that tVey:must be distinguished. If moral words were not slippery therewould be little need for the study of moral philosophy. For thisto be a clear example of Equivocation there needs to be a cleardistinction between moral rectitude and obedience to the law ofthe land. We know, of course, that there is sometimes a case forsaying that the law is wrong and should be altered or even dis-obeyed. But the law of the land is interpreted by the courts, andthe courts are inevitably and properly influenced to some extentby moral factors; and, on the other hand, it could be argued thata certain conformity to law, in so far as it promotes the generalgood through stable government, is morally commendable onits own account. We do not need to resolve these questions here,but it must be clear that there is at least room for debate. In manycontexts the two subsenses of moral words can be conflatedwithout risk, so that a charge of Equivocation needs to be backedup with a demonstration that the context is one in which the dis-tinction is necessary.
 The more satisfactory accounts of Equivocation are thosewhich — usually at some length — give us hints and practice inlooking for those slight shifts of direction which may lay a
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16 FALLACIES
 detailed argument open to objection. Max Black, for example,discusses four types of meaning shift which he calls 'Sign:Referent', 'Dictionary meaning: Contextual meaning', 'Connota-tion: Denotation' and 'Process : Product'. (See his Chapter to.)Any one of these meaning shifts could be unobjectionable insome contexts : in most contexts it is unnecessary to make clearwhich of the alternative meanings is in use. Equally, these con-fusions are capable of generating fallacies. None of the booksseriously explores the question of how to differentiate valid fromunsound arguments in this connection, and we shall have to takeit up later.
 AMPHIBOLY
 The word amphiboly means 'double arrangement' : for manyyears it assumed an extra syllable and became camphibology' butthis is just bad Greek, presumably short for the unpronounceable(amphibolology'. Amphiboly is the same kind of thing as Equi-vocation except that the double-meaning occurs in a construc-tion involving several words unambiguous in themselves. Copi(p. 76) cites the wartime austerity slogan
 SAVE SOAP AND WASTE PAPER
 and Thomas Gilby (Barbara Celarent, p. 2S4) was set on a trainof amphibolous speculation by the sight, in Albermarle Street,of a door-plate announcing The Society for Visiting Scientists. Theolder examples of this Fallacy, some of which are still reproducedin textbooks, often involve fables about ambiguous prophecies,decrees, or inscriptions. To quote Abraham Fraunce again (f.27) :
 . . . Amphiboly, when the sentence may be turned both the wayes,so that a man shall be uncertayne what waye to take, ... as that oldesophister the Devill deluded Pyrrhus by giving him such an intri-cate answere.
 Aio le, Aeacida, Romanos vincere posse.I now foretell the tiling to thee
 which after shalbe knowne;That thou, king Pyrrhus, once shalt see, the
 Romaines overthrowne.
 THE STANDARD TREATMENT 17
 Where this woord, overthrowne, may eyther bee the nominativecase and appliable to king Pyrrhus: or the accusative, and attributedto the Romaynes.
 The Latin can be translated either 'I say that you can conquerthe Romans' or 'I say that the Romans can conquer you':Aeacida is another name for King Pyrrhus. The example is re-peated by Joseph (p. 5 8o), and by Fearnside and Holther (p.162). 1 Copi (p. 75) and others give the apparently similar exampleof the Delphic Oracle's prophecy to Croesus, that if he went towar with the Persians, he 'would overthrow a mighty empire',fulfilled in the event by his overthrowing his own. This isnot a clear case of Amphiboly, since it could be argued thatCroesus was deceived as much by his own plain inability to see apossible implication. As Herodotus (History, Book I, ch. 91)reasonably says 'After an answer like that the wise thingwould have been to send again to enquire which empire wasmeant.'
 Schipper and Schuh (p. 5 3), following De Morgan (p. 287),take the numerical specification ' x equals two times four dlusthree' to be amphibolous, denoting either eleven or fourteen.Presumably the same applies, in the absence of brackets, or somespecial convention, to the symbolic formulation '2 X 4 + 3'.Elaborate examples of mispunctuation have also been classifiedunder this heading. The verse:
 I saw a comet drop down hail.I saw the clouds suck up a whale.I saw the sea within a glass.I saw some cider beat an ass.I saw a man full two miles high.I saw a mountain sob and cry.I saw a child with a thousand eyes.All this was seen without surprise.
 can be converted into reasonable sense by repunctuation to putthe stops after 'comet', 'clouds', 'sea', 'cider', 'man', 'mountain'
 1 It is given in the medieval Viennese Fallacies and is originally from Cicero,De Divinatione, Book 2, 5116, where the prophecy was made not by theDevill but by Apollo. Cicero remarks that it is surprising that he shouldhave spoken in Latin.
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18 FALLACIES
 and 'child'. 1 A similar case of misplaced punctuation forms thecentral theme of the early Elizabethan play Ralph Roister-Doisterin which a public letter-writer's punctuation of a dictated love-letter turns it into a stream of insults. This example is of someimportance in literary history in that its citation by the logicianThomas Wilson was the clue that led to the ascription of theplay, whose author had been unknown, to Nicholas Uda11. 2
 But puns and anecdotes do not take the place of logical analy-sis. How many of the examples given are genuine cases of fallacy?The slogan 'Save Soap and Waste Paper' is not an argument at all,and even if some kind of invalid argument were erected on itthere is very little likelihood that anyone would be persuaded ofits validity. Again, Pyrrhus may or may not have misconstrued theprophecy made to him but, if he indulged in any kind of argu-ment, what was mainly wrong with it was that, in believing whathe thought he was told, he started from a false premiss. To get agood example of Amphiboly as it is defined by the textbooks weneed to find a case in which someone was misled by an ambigu-ous verbal construction in such a way that, taking it to state atruth in one of its senses, he came also to take it to state a truthin its other sense. None of the examples so far quoted is of thischaracter; and I regret to report that, in the books I have con-sulted, I have found no example that is any better.
 COMPOSITION AND DIVISION
 The Fallacy of Composition is described by Max Black (p. z3 z)as that in which 'what is true of a part is therefore assertedto be true of the whole'. His examples, however refer not toarguments from 'a part' to 'the whole', but to arguments fromcall the parts' to 'the whole'. Thus :
 Everybody in this city pays his debts. Therefore, you can be surethe city will pay its debts.
 Schipper and Schuh explain (p. 5 o):
 1 I learnt this (I would not guarantee every word) from my grandfather. Aslightly different version is given under the heading 'Fallacies of Punctua-tion', in Mercier, A New Logic, p. 374.2 Wilson, The Rule of Reason (15 5 1) ; see I Lowell, Logic and Rhetoric in England,
 5oo-r7oo, pp. 30-I.
 THE STANDARD TREATMENT 19
 Names of collections or wholes are often used equivocally, in thatsuch names, and their modifying adjectives, may refer to each of themembers or parts of a class, or to the class as a whole. When aninference is made from properties of the parts of a whole, con-sidered individually, to properties of the whole, considered organ-ically or collectively, it is said that the fallacy of composition hasbeen committed. For what is true of each of the parts may not holdtrue at all for the whole.
 An example of this Fallacy occurs :
 . . . when one reasons that each member of a football team is a goodplayer, and that therefore the team as a whole is a good team.. . . That a team consisting of all good players need not be a goodteam is obvious when we consider that all-star teams, composedpresumably of the best individual college players, perhaps areseldom the best college teams in the nation.
 Cohen and Nagel regard the Fallacy of Composition as one of anumber of special forms resulting from the ambiguous use ofwords, and explain (p. 377):
 For the same word may have a different significance when applied'to a totality than it has when applied to an element. Thus the factthat the soldiers of a given regiment are all 'strong' does not justifythe conclusion that the regiment which they constitute is 'strong'.The word 'strong' does not mean the same in the two cases.
 The Fallacy is sometimes mentioned in books on formal logicin a different connection; as when Quine, in a footnote to thedistinction between 'class-membership' and 'class-inclusion'(Mathematical Logic, p. 189) says it occurred in a tentative formin traditional logic as
 ... a distinction between 'distributive' and 'collective predication',drawn to resolve the fallacies of composition and division (e.g.Peter is an Apostle, the Apostles are twelve, therefore Peter istwelve).
 There are some differences to be noted between the aboveexamples. Copi, in fact, says (p. 79 ff.) that there are two relatedvarieties of fallacy with the same name. The first is 'reasoningfallaciously from the properties of parts of a whole to theproperties of the whole itself', and
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A particularly flagrant example would be to argue that since everypart of a machine is light in weight, the machine 'as a whole' islight in weight.
 The second is reasoning 'from properties possessed by indi-vidual members of a collection to properties possessed by theclass or collection as a whole'. Quine's example comes underthis rubric, and Copi distinguishes between the two kinds ofpredication involved, respectively, in the statements
 Rodents have four feet.and
 Rodents are widely distributed over the earth.
 The example of Cohen and Nagel about 'strong' soldiers makingup a 'strong' regiment is quite different, however, if, as suggested,the word has two different senses at its two occurrences. Thepoint of the distinction between distributive and collectivepredication is rather that, even without alteration of the senseof individual words, there may be two senses of a general sen-tence taken as a whole.
 Oesterle (p. 25 5) gives the traditional example (Aristotle, Soph.Ref 166a. 33):
 Three and two are odd and even.Five is three and two.Therefore, five is odd and even.
 Exactly how we are to analyse this argument, which may havebeen matter for furious debate between Socrates and some of hisSophist sparring partners but can hardly have aroused manystrong emotions since the turn of the fourth century B.C., is notclear; but certainly, numerical addition, on which it depends, isnot to be confused either with the putting together of parts intoa whole or with the collection of individuals into a class. Actu-ally, a careful reading of Aristotle suggests that he thinks of theFallacy of Composition in a much more simple-minded way asarising in connection with different ways of grouping wordstogether in a sentence.
 In a paper in which he refers to Copi's account of the Fallacy,W. L. Rowe (`The Fallacy of Composition') raises the generalquestion of the validity of arguments of the form 'All the partsof x have 0; therefore, x has cb', where q is a property of some
 kind. In some cases, an argument of this form seems to be per-fectly valid; thus 'All the parts of this machine are made ofmetal: therefore, this machine is made of metal', or 'All the partsof this chair are red: therefore, this chair is red'. In other cases,such as 'All the parts of this machine are light in weight: there-fore this machine is light in weight', the invalidity is obvious.Rowe suggests that the distinction between the two cases restsin the fact that, when a fallacy is committed, there is an ambiguityin the property-word: that what it is, for example, for a machineas a whole to be light in weight is a different thing from what itis for a part of a machine to be light in weight. The word 'light',that is, is a relative word, and the fallacy that is committed isreally a special case of the Fallacy of Equivocation. We coulddispose of this suggestion by substituting the predicate 'weighsless than i lb' for 'is light in weight' but the problem remains ofdistinguishing the predicates for which the argument is validfrom those for which it is not. Richard Cole' suggests that, solong as some predicates work and others do not, we must insistthat, in strict logic, an additional premiss is necessary of theform (say)
 When all the parts of a chair are a certain colour, the chair isthat colour.
 and that it is only when the appropriate additional premiss isfalse that the argument fails. This seems too easy a move: usedgenerally, it would make every fallacy of whatever kind a formalone. In the present case the issue will turn on whether the addi-tional premiss is to be regarded as a necessary truth, and henceredundant, or not.
 It is worth while remarking, however, that we sometimesneed to distinguish plysical collections, like piles of sand, from
 functional collections, like football teams, and these in turn fromconceptual collections, like the totality of butterflies. Within eachof these categories there are sub-categories. These distinctionsare different from the ones already made.
 The Fallacy of Division is supposed to be the reverse of theFallacy of Composition, and to arise from the illicit replacement
 1 'A Note on Informal Fallacies.' See also Bar-Hillel, 'More on the Fallacyof Composition.'
 20 FALLACIES THE STANDARD TREATMENT 21

Page 11
                        

22 FALLACIES
 of a statement about a whole with a statement about its parts,rather than the other way round. Since to confuse A with B isthe same thing as to confuse B with A it usually takes, at most, alittle rewording to convert an example of Composition into anexample of Division, or vice versa. Formally, an argument fromA to B is always exactly as valid, or as invalid, as the argumentfrom the contradictory of B to the contradictory of A; and,although non-formal features of an argument make it possibleto distinguish the two, there is no particular point in doing sosince the considerations involved are the same in the two cases.All the same distinctions — between part and whole, collectiveand distributive predication — are involved in the two cases.Nevertheless many books still list them separately and giveseparate examples. Copi has (p. 8 I):
 American Indians are disappearing.That man is an American Indian.Therefore that man is disappearing.
 ACCENT
 `Accents are divided into acute, grave and circumflex', wrotePeter of Spain (Summulae Logicales, 7.31), more gravely thanacutely, under this heading in the thirteenth century. He waswriting in Latin, which has never had written accents of thiskind and, so far as anyone knows, has never been pronouncedin such a way as to make them appropriate. In theory an acuteaccent (') indicates a rising intonation, a grave (') a falling one,and a circumflex (" or -) a rise and fall within the same syllable;and the Fallacy of Accent is supposed to arise from the confusionof words which are spelt alike but differ in spoken accentuation.Peter explains all this and then proceeds to cite Latin words andsentences which quite fail to exemplify it. 1 Altogether, treatmentsof the Fallacy of Accent, through the ages, provide an excellentexample of adherence to superficial features of Aristotle's accountcoupled with complete neglect of its spirit. The history is worthtracing briefly.1 There was, however, some attempt to recognize accents in Latin. Aquinas,in his Opuscuhrm on fallacies gives as examples : for acute, the middle syllableof Martinus; for grave, the middle syllable of Dominus; for circumflex, theword Rom.
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 Greek had no written accents when Aristotle wrote, but thereis evidence that it was pronounced in such a way as to make suchaccents quite natural when they were introduced about the firstcentury B.C.: the acute did indicate a rise in pitch, and so on. Infact, for all we know, the introduction of written accents couldhave been inspired by what Aristotle wrote, and have had theprecise purpose of removing ambiguities such as can lead to theFallacy. Aristotle (166a 39) says that an argument depending onaccent is not easy to construct in unwritten discussion but easierin written discussions and poetry: the metre of Greek poetrydepended on distinction between short and long vowels ratherthan intonation, and presumably declaimed poetry tended tobe like written Greek in being accentless or, at least, a little in-definite in accent. The examples he gives, designed, perhaps, tobe spoken in lectures, are poetic ones from Homer.
 Medieval logicians, of whom Peter of Spain may be taken astypical, could not reproduce Aristotle's Fallacy in Latin but feltobliged to find a way of representing his account as meaningful.Peter gives two kinds of example. The first turns on a distinc-tion between long and short vowels, as in the case of the wordpopulus which, with short o means 'a people' and with long o 'apoplar'. Hence we have Omnispopulus est arbor: gens est populus: ergogens est arbor (Every poplar is a tree; a nation is a people; there-fore a nation is a tree). This kind of ambiguity would be impos-sible in Latin poetry, which depends on the distinction betweenlong and short vowels to establish its metre.
 The second kind of example depends on reading two words asone or one as two. Thus the Latin word invite means 'againstone's will' but in vile means 'in the grape-vine'; so that we haveDeus nibil fecit invite, ergo vinum non fecit in vite (God made nothingagainst his will, therefore he did not make the wine in the grape-vine). This kind of example, however, is one that can occur inspeech but cannot occur in writing, at least so long as word-breaks are preserved. Either way it proves impossible to repro-duce the features of Aristotle's Fallacy, which depends tooclosely on particular features of classical Greek to stand trans-planting.
 But what, now, of our modern writers ? We would not expectmisplaced reverence for Aristotle or medieval tradition to be a
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 general feature of modern writing. Logicians, however, havebeen unwilling to part with the Fallacy of Accent, and it is stillin the lists in at least half of the books I have studied.
 In English we do not rely much on rise or fall of intonationand we have few words which can be pronounced alternativelywith long or short vowel-sounds. There remains stress: we dodistinguish, in speech but not normally in writing, betweenwords differently stressed, as in the case of 'incense' and 'incense'.(This is Oesterle's example, p. 255. To incense a person is, pre-sumably, to surround him with perfumed smoke. This may ormay not incense him.) It is probably rather rarely, in practice, thatanyone ever perpetrates or is deceived by a fallacious argumentthat turns on this confusion, but at least it ought to be possibleto produce textbook-style examples which have approximatelythe features of Aristotle's originals. Unfortunately, stress alsohas another function in English or, for that matter, any otherlanguage: it connotes emphasis. Logicians are evidently in-capable of making distinctions of this sort, and go overboard forexamples in which changes of emphasis on the various words in asentence alter the meaning of the sentence as a whole. Copi (p. 76)says
 Consider the different meanings that are given according to whichof the italicized words is stressed in the injunction:
 !Fe should not speak ill of our friends.
 When read without any undue stresses, the injunction is perfectlysound. If the conclusion is drawn from it, however, that we shouldfeel free to speak ill of someone who is not our friend, then thisconclusion follows only if the premiss has the meaning it acquireswhen its last word is accented. But when its last word is accented, itis no longer acceptable as a moral law, it has a different meaning,and is in fact a different premiss. The argument is a case of thefallacy of accent.
 I am sorry to keep picking on Copi. It is perhaps because hisaccount is better than most that one is inclined to regard him asa spokesman. Similar examples are given by Oesterle, by Schip-per and Schuh (p. 5 2) and others. The original of this genre is inDe Morgan (p. 289).
 But we have not yet finished. We are on a slippery slide, and
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 now that verbal emphasis has been allowed as relevant, any kindof emphasis may be called in. Copi cites the false emphasis thatmay be given typographically by newspaper headlines or inadvertisements. Schipper and Schuh say
 The fallacy of special pleading or half-truth may be considered a dis-tinctive kind of illegitimate accent. For if one emphasizes onlythose circumstances favourable to his own case, and convenientlyforgets the unfavourable circumstances, he is wrongfully accentingor stressing only part of the truth. It must be admitted that specialpleading is the stock in trade of the legal profession. One wondersindeed how an attorney, especially one who pleads his cases incourt, could possibly build a successful practice without persist-ently and cleverly resorting to this fallacy.
 We have come a long way since Aristotle.The phenomena referred to by Copi, Schipper and Schuh,
 and others are, no doubt, worth mentioning as important ele-ments in a theory of argumentation. They are, however, veryvarious in character and are not to be summed up in just anexample or two; least of all, with the misleading title 'fallacy ®faccent'. As Gilby says (p. 2 5 5):
 We touch here the persuasions of rhetoric, for there are accentsother than those of sound: subtler psychological stresses can be setup by the position, or repetition, or emotional tone of words, bythe archness in the pauses of a radio news announcer and the over-charging of a thesis by a research scholar. The mind is an opal,rather than a clear crystal; its words are echoing chords, not singlepings.
 The best thing the modern logician might do would be to givethis field some explicit, separate attention: some of them do,though a satisfactory account is hard to find. The next best is toomit all mention: it is only fair to say that many of them do this.
 FIGURE OF SPEECH
 This is the last of Aristotle's six Fallacies Dependent on Lan-guage. It consists in being deceived by the misleading structureor etymology of a word. Very few modern writers even botherto mention it. Their difficulty, if they do so, is to find serious
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 examples of it. Joseph (p. 5 84) illustrates it with the apparentpassivity of 'I am resolved what to do', which suggest that aman's resolution is not his own free act, and with the apparentnegativity of 'important', which has the same prefix as thegenuinely negative 'imperturbable' and `impenitent'; and herefers, in a footnote, to a lady who once observed: 'The questionis, is he a postor or an impostor ?' Fearnside and Holther (p.168), without referring to Figure of Speech explicitly, have asection entitled 'Misuses of Etymology' in which some similararguments are explored. We do not need to examine theseexamples very closely.
 It was given to J. S. Mill to make the greatest of modern con-tributions to this Fallacy by perpetrating a serious example of ithimself. This was what the textbook writers were waiting for,and he is widely quoted. He said (Utilitarianism, ch. 4, p. 32)
 The only proof capable of being given that an object is visible, isthat people actually see it. The only proof that a sound is audible, isthat people hear it: and so of the other sources of our experience.In like manner, I apprehend, the sole evidence it is possible toproduce that anything is desirable, is that people do actually desire it.
 But to say that something is visible or audible, is to say thatpeople can see or hear it, whereas to say that something is desir-able is to say that it is 'Portly of desire or, plainly, a good thing.Mill is misled by the termination `-able'.
 How did the phrase 'figure of speech' get into the language ?Aristotle was apparently not the first to use it, but borrowed itfrom earlier rhetorical teachings. It was probably first used bythe sophist Gorgias. 1 It has had a variety of meanings in Rhe-toric and Grammar before giving us, in modern times, the word`figurative' to describe metaphor. Logicians usually do not knowwhat to say about metaphor and are content to let grammariansand ordinary men have this use to themselves.
 ACCIDENT
 Leaving Aristotle's first group of Fallacies we turn to FallaciesOutside Language. On starting to look at examples we could be
 1 See Diodorus sieulus, History, XII, 53, 4. Cf. Aristotle, Rhetoric 1408b 20,
 141ob z8, and Poetic,- 1 456b 9.
 pardoned for thinking that the change of genus is not going tomake much difference. A much-quoted example which is as oldas Plato's Euggdemus is
 This dog is yoursThis dog is fatherTherefore, this dog is your father.
 This is a verbal pun as flagrant as any of the Fallacies Dependenton Language. Cohen and Nagel, in fact, put the Fallacy of Acci-dent and the (following) Fallacy of Secundum Quid under theheading `Semilogical or Verbal Fallacies'. This would have beeninappropriate for Accident as originally understood, thoughsomewhat less so for Secundum Quid. It is not at all out of linewith some modern treatments.
 The name 'Accident' is a doctrine-bound one which turns ona particular analysis by Aristotle of a class of controversialexamples. In theory these fallacies arise from taking an acci-dental property to be an essential one, and it is this that most ofthe books take as their starting-point. Unfortunately it is oftendifficult to say of a property whether it is 'essential' or not, addfew people these days would be prepared to go so far as to main-tain generally that the essential properties of every kind of thingcan be uniquely specified. Yet all the most common examplesdepend on this assumption. Oesterle, for example, argues thatracialism in politics is due to the mistaken belief that skin colourand similar racial characteristics are 'essential' properties of thosewho bear them. It is difficult to know what this means : if it is thatthese characteristics should never be taken into account for anypurpose, it is plainly at variance with common sense and wouldrule out good differential treatment along with bad. Moreover,two can play at the game of Essentialism and it is not at all clearhow someone who claims that a given property is not an essen-tial one will be able to argue against someone else who claimsthat it is. A charge of fallacy may simply be returned to thesender.
 Speaking relatively instead of absolutely, we might say thatracial differences are essential for certain purposes, unessentialfor others. But if we speak this way, we can no longer provideso simple a rationale for the Fallacy of Accident.
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 Consequently an alternative, slightly different rationale isoften provided. Copi says (p. 63).
 The fallacy of accident consists in applying a general rule to a par-ticular case whose 'accidental' circumstances render the rule in-applicable.
 Should we pay our debts ? Yes, as a general rule, but there arcexceptional situations in which the obligation lapses. The word`accidental', however, is not really appropriate as a characteriza-tion of the exceptional situations, and it could be omitted with-out loss from Copi's description, as he nearly acknowledges byplacing it between quotes. What we call a general rule, if it is not(as we might prefer) an absolutely universal one, is one whichholds most of the time, in general, normal or usual circumstances,but this is not to say that it depends on 'essential' properties ofthings, or that exceptions are 'accidents'.
 This change in interpretation brings the Fallacy of Accidentclose in character to the next one in the list. We shall return, inthe next chapter, to Plato's paternal dog.
 `SECUNDUM QUID'
 Secundum Quid, Greek 7rapa TO 7rfi, means 'in a certain respect'and refers to the qualifications which may be attached to a termor generalization. Fallacies secundum quid are those which involveneglect of necessary qualifications. Copi's quoted description ofthe Fallacy of Accident puts it firmly in this category. It is some-times said, following De Morgan, that the two kinds of fallacyare converses and that, whereas Accident is argument fromgeneral to inappropriate particular, Secundum Quid is invalidargument from particular to general. However, in view of theease with which an argument may be cast into different forms, thedistinction is a little artificial. If someone argues that alcohol isbad because it causes drunkenness there may be, in his argument,some kind of movement of meaning; but the direction of themovement is not clear until we determine which of the two state-ments 'Alcohol is bad' and 'Alcohol causes drunkenness' is to beregarded as a strictly universal generalization and which as aqualified one.
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 Underlying the difficulty is a more serious one, which we shallhave to face in due course. 'Hasty generalization', as Copi (p. 64)describes what is apparently intended to be this Fallacy, is a com-mon logical sin, but logicians themselves are far from beingagreed on criteria for what are called 'inductive' arguments. Ithas been seriously argued by Hume and others that every argu-ment from particular cases to a general rule must be fallacious,since it is impossible to survey, and to know that one has sur-veyed, all the particular cases the generalization covers. We seemto have a double logical standard: one set of criteria for deduc-tive arguments and another for inductive ones. If so, there aretwo sets of criteria for fallacy as well'. Most or all generalizationsare deductively unjustified; but we have a need for other criteriawhich will enable us to distinguish between the too-hasty onesand the relatively reliable. As long ago as the Port Royal Logic'an attempt was made to supplement the traditional account offallacies with some discussion of unjustified inductions, andMill's account of fallacies (System of Logic, Book 5) is stronglyoriented, at least superficially, in this direction. For whateverreason, these attempts to remedy a deficiency of the traditionalscheme have been dropped by most recent writers, and all thatremains is some brief reference under other headings.
 The Fallacy of Secundum Quid was never designed to carry thiskind of load and does so uneasily. The distinction between aqualified and a strictly universal generalization is of minor im-portance in discussions of induction and vice versa. We shallneed, later, to investigate the relation between them; but onlyafter putting both into historical context.
 An interesting, and entirely typical, illustration of the ossi-fication of the traditional treatment of fallacies in modern timesconcerns the example:
 What you bought yesterday, you eat todayYou bought raw meat yesterdayTherefore, you eat raw meat today.
 which appears first in the twelfth-century Munich Dialectica, 2
 1 Arnauld, L' Art de Penner (1662); known as the Port Royal Logic.2 De Rijk, Logica Modernorum, vol. 2, part 2, p. 580. For reasons to be dis-cussed later, this example was classified in the Middle Ages as Figure ofSpeech.
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and is usually regarded as an example of Secundum Quid but isgiven in some modern books (Cohen and Nagel, p. 377; Copi,p. 63) as an example of Accident. We have already noticed thatthere is not much difference between the two categories. How-ever, the reclassification of the example can almost certainly beput down not to conscious design but to a historical mistake.Writers of textbooks take their examples one from another. DeMorgan had written (pp. 291-2):
 1. The fallacia accidentis; and a. That a ditto secundum quid ad dictumsimpliciter. The first of these ought to be called that of a dictasimpliciter ad dictum secundum quid, for the two are correlative in themanner described in the two phrases. The first consists in inferringof the subject with an accident that which was premised of thesubject only: the second in inferring of the subject only that whichwas premised of the subject with an accident. The first example ofthe second must needs be 'What you bought yesterday you eat to-day . . . [etc.]' . . . Of the first, we may give the instance 'Wine ispernicious; therefore, it ought to be forbidden'.
 It is clear both that De Morgan takes the 'raw meat' example tobe a case of Secundum,Quid proper, and that, on a careless reading,he could have been understood as taking it to be a case of Acci-dent. When it is added that the mistake is not found before DeMorgan and is often found after him, the possibility that this isits origin becomes a strong presutnption.
 I cannot leave the Fallacies of Accident and Secunduni Quidwithout a comment on the way in which people invoke them inorder to seek a logical sanction for their personal prejudices.These two heads of fallacy seem ideally suited to bolster anypreconceived notion anyone may happen to have. We see some-thing of this, even though we may agree with the conclusions,in Oesterle's analysis of racialism. A similar example, from thesame author (p. 257), is given for Secunclum Quid:
 In general, this fallacy consists of using a proposition, which has aqualified meaning, as though it applied in all circumstances andwithout restriction. One thus argues fallaciously that the command-ment 'Thou shalt not kill' forbids fighting for one's country. Butthe meaning and context of the commandment forbids killing aninnocent person unjustly, that is, murdering.
 Does it? This is much too easy a way out. Let us admit, if wemust, that the Ten Commandments are not to be taken literally;but, if someone wants to pay lip-service to a principle whilemaking convenient exceptions, at least he should not be allowedto enlist the authority of Logic.
 `IGNORATIO BLENCH'', MISCONCEPTION OF
 REFUTATION
 The traditional term Ignoratio Elenchi means 'ignorance of refu-tation'. Oesterle translates it 'ignoring the issue' and Black,Copi, and Schipper and Schuh as 'irrelevant conclusion'. Aris-totle (167a t) shows that he means it to refer to cases in which,through lack of logical acumen, an arguer thinks he has provedone thing but has at best proved something else. 'The journeyhas been safely performed', says Sidgwick (p. 182), 'only wehave got into the wrong train.' So described, this category canbe stretched to cover virtually every kind of fallacy; or it can berestricted to clear cases of misintepretation of the thesis. Schip-
 '' •per and Schuh treat it frankly as a rag-bag and say (p. 36) :
 Many arguments in which the premises are irrelevant to the con-clusion cannot be classified properly under any of the foregoingheadings. It will prove convenient, therefore, simply to call thesefallacies of irrelevant conclusion, using this as the title of a miscellane-ous or catchall category of fallacies of relevance.
 Schipper and Schuh's other 'fallacies of relevance' are the adhominetn, the ad verecundiam and other arguments ad something-or-other. We shall deal with these separately. They are peculiarin that they represent specious attempts, usually emotional, topersuade an audience, and Aristotle's examples are not like themat all. Copi says (p. 69) :
 An argument may be stated in cold, aseptic, neutral language andstill commit the fallacy of irrelevant conclusion. •
 However, I have not been able to find in modern books anyexamples fitting this description. The prosecuting counsel in amurder case argues irrelevantly that murder is a horrible crime(Copi); a liberal education is not practical because it does notresult immediately in a cash dividend (Oesterle); opponents of
 30 FALLACIES I THE STANDARD TREATMENT 31
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 federal health insurance plans demonstrate the dangers (!) of thesocialized medicine programmes of Great Britain or Sweden(Schipper and Schuh). Whether the Lockean categories are in-cluded or not, the name Ignoratio Elenchi inadequately charac-terizes these examples; and since there are no other modernexamples for it to characterize it has no modern justification.
 I shall later prefer the term 'Misconceptions of Refutation' inreferring to the earliest accounts of this Fallacy.
 BEGGING THE QUESTION
 The origin and meaning of the phrase 'beg the question', and itsLatin and Greek counterparts, have proved a problem to manywriters and their readers. Some interesting etymologies havebeen proposed. I recall that I used to think 'beg the question'was a corruption of 'beggar the question'; not unlike a twelfth-century colleague who had trouble making sense of the Latinpetitio and transcribed it repetitio. 1 An eighteenth century Frenchtextbook2 refers to
 ...petition de principe from the Greek word njTo,ua,, which means tofly towards something, and the Latin word principium, which meansbeginning; thus to commit a p etition de Principe is to run back in newwords to the same thing as was originally in dispute.
 In fact 'beg the question' is a reasonably accurate translation ofAristotle's original Greek TO Ev apxn on!TEFolica (— in place ofalTEioOcct Aristotle also sometimes uses the word A R4.ap,,__VEW 'toassume' —) provided we suitably interpret the word `question':the phrase in the original actually means something like 'beg forthat which is in the question-at-issue'. The Latin principiumpetere is the vulgate translation of this, and 'beg the question' hasbeen the accepted English one at least since the sixteenth cen-tury.3 Nevertheless Webster's Dictionary still translates petitio
 1 De Rijk, Logica Moderno•um, vol. 1, p. too.2 Du Marsais, Logique (p. Si); see Mansel's edition of Aldrich, AriisLogioae Rudimenta, p. 201.3 I owe some enlightenment on this point to A. C. W. Sparkes, who findsthe phrase 'demanding the thing in question' used in 1577. See his note`Begging the Question'. Abraham Fraunce has 'the requesting of the thingin controversie' in 1588.
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 principii as postulation of the beginning' and, to balance onesin with another, gives 'evade' as a synonym of 'beg'.
 The arrangement of fallacies in Schipper and Schuh (pp. 5 5-6o) suggests that these authors fail to realize that 'beg the ques-tion' is connected with petitio principii. Under the general head-ing 'Fallacies of Presumption' they explain:
 These presumptive arguments are sometimes called question-begging, because by smuggling the conclusion into the wording ofthe premises, they beg or avoid the question at issue in the argu-ment.
 (Note the gloss 'or avoid'.) There are four separate kinds of`Fallacy of Presumption' listed, including 'Complex Question',yet to be discussed. The fourth is 'Circular Reasoning',
 . . . sometimes called the 'vicious circle argument' or by itsLatin name, petitio principii.. .
 This is an involved confusion of terminology. Apart from any-thing else, a vicious circle is one involving self-contradiction orself-defeat, as in the paradox of the Liar. . .
 Why 'beg' ? We shall understand this better when we cometo put it in the context of disputation on the Greek pattern, asAristotle originally intended it. If one person sets out to argue acase to another he may ask to be granted certain premisses on whichto build. The Fallacy consist in asking to be granted the ques-tion-at-issue, which one has set out to prove. What makes thephrase confusing is that modern examples are so seldom pre-sented as specimens of lifelike disputation. Keynes' says, makinga distinction that has not occurred before in this discussion, thatBegging the Question is a fallacy of proof rather than a fallacy ofinference: apparently to ward off the criticism that there is nothingwrong with inferring something from itself unless it is accom-panied by a claim to have proved something. If there is really adistinction between fallacies of proof and fallacies of inferenceit should, of course, be made generally and used as a feature ofclassification, but nobody has done this.1 Keynes, Studies and Exercises, p. 425. The distinction had been made in thethirteenth century: Peter of Spain wrote (Summulae 7.54) 'It is to be notedthat this fallacy is no impediment to an inferring syllogism, but only to aprobative one.'
 C .
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 The name 'Begging the Question' is often extended to casesin which, although the precise point in dispute is not itself as-sumed as a premiss, something equally questionable is assumedin its place. Abraham Fraunce has (f. z8)
 Petitio principii, then, is eyther when the same thing is prooved byit selfe, as, The some is immortall, because it never dyed,: Or when adoubtful thing is confirmed by that which is as doubtfull, as
 The earth moovethBecause the heaven standetb still.
 Whately (Elements of Logic, Bk. II, 5 1 3 ) is a little more explicitwhen he defines it as that
 in which one of the Premises either is manifestly the same in sensewith the Conclusion, or is actually proved from it, or is such as thepersons you are addressing are not likely to know, or to admit,except as an inference from the Conclusion ...
 Curiously, the commonest example in the modern books has atwist to it which prevents either of these definitions from clearlycapturing it. Cohen and Nagel (p. 379) say
 . it would be arguing in a circle to try to prove the infallibility ofthe Koran by the proposition that it was composed by God'sprophet (Mahomet), if the truth about Mahotnet's being God'sprophet depends upon the authority of the Koran.
 Black (p. 236) has, in essence, the same example in the shape of adialogue between a man and his bank manager: 'My friend Joneswill vouch for me.' `How do we know he can be trusted ?"0h,I assure you he can.' Copi refers to the argument that Shake-speare is greater than Spillane because people with good tasteprefer him, the good taste being demonstrated by . . . etc., etc. ;and Oesterle (pp. 2S7-8) has a partly similar example concerningproving the existence of God from the idea of God as existing inthe human mind and arguing the reliability of human powers ofknowing from the existence of God. All these arguments are atleast partly arguments from authority; and, elsewhere in their dis-cussions, most of the authors concerned point out that argu-ments from authority are to be distinguished from argumentson the merits of a case and are even, perhaps, essentially fallaciousthemselves. We shall discuss the merits of arguments from
 THE STANDARD TREATMENT 35authority later; but this is a complication that one would expectto be absent from textbook prototypes of another fallacy.
 However, by far the most important controversy surroundingpetitio principii concerns J. S. Mill's claim that all valid reasoningcommits this Fallacy. Cohen and Nagel touch on this when theysay (p• 379):
 There is a sense in which all science is circular, for all proof restsupon assumptions which are not derived from others but are justi-fied by the set of consequences which are deduced from them. . . .But there is a difference between a circle consisting of a smallnumber of propositions, from which we can escape by denyingthem all or setting up their contradictories, and the circle of theo-retical science and human observation, which is so wide that wecannot set up any alternative to it.
 Apparently a fallacy is not objectionable so long as it is bigenough. This is, however, a serious philosophical assertion andwe must discuss it as such in a later chapter.
 AFFIRMING THE CONSEQUENT
 This Fallacy, as Aristotle explains (167 bi),
 arises because people suppose that the relation of consequence isconvertible. For whenever, suppose A is, B necessarily is, they thensuppose that if B is, A necessarily is.
 A relation is convertible if its two terms can be validly inter-changed. We need not hang too much on Aristotle's word`necessarily'. The ordinary form of reasoning from S implies Tand S is true to T is true is commonly called mocks ponens; and theFallacy of the Consequent is generally regarded as a backwardsversion of this, from S implies T and T is true to S is true. Copi, forexample, says (p. 225)
 One must not confuse the valid form modus ponens with the clearlyinvalid form displayed by the following argument.
 If Bacon wrote Hamlet, then Bacon was a great writer.Bacon was a great writer.Therefore Bacon wrote Hamlet.
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This argument differs from modus ponens in that its categoricalpremiss affirms the consequent, rather than the antecedent, of thehypothetical premiss. Any argument of this form is said to committhe Fallacy of Affirming the Consequent.
 The phrase 'affirming the consequent' is not from Aristotleand goes back, I think, no further than J. N. Keynes who,though he does not use it as a tag, says (Studies and Exercises, p.3 5 3) 'It is a fallacy to regard the affirmation of the consequent asjustifying the affirmation of the antecedent.' From the samesource we get the concept of the Fallacy of Denying the Ante-cedent. Copi's example would commit this Fallacy if it wereturned round to read
 If Bacon wrote Hamlet then Bacon was a great writer.Bacon did not write Hamlet.Therefore Bacon was not a great writer.
 In the previous case the consequent 'Bacon was a great writer' ofthe hypothetical premiss was affirmed as a second premiss andthe antecedent 'Bacon wrote Hamlet' invalidly inferred from it:in this case the antecedent is denied in the second premiss andthe denial of the consequent is equally invalidly inferred. Ex-amples very like these were given in antiquity by the Stoics, asreported by Sextus Empiricus and others. 1
 All of our modern books identify and name this Fallacy butonly one, the traditionalist Oesterle, lists it in order with theother Fallacies. The others treat it along with inferences of the cal-culus of propositions. The divorce between Fallacies and therest of Logic could hardly be more complete. As soon as a Fallacyhas some relation to the rest of Logic it is removed from its placein the chapter on Fallacies I
 There is a subtle difference between Aristotle's treatment andthat of the Stoic and modern writers, in that Aristotle gives usnot examples with a hypothetical 'If . . . then . . .' formulationbut rather examples consistent with his 'syllogistic' logic of class-terms. Even so we might reasonably ask why he fails to treatConsequent as a 'formal' fallacy in the way the modern books do;and we shall investigate this question in due course. The modern
 1 See Sextus Empiticus, Outlines of Pyrrhonism,II,§147; Against the Logicians,II, § 420.
 books are, of course, quite consistent in treating it separatelyfrom the others, since it is sufficiently proscribed by the rulesthey all give for propositional inferences. What is less clear iswhy it is still singled out at all. Every invalid inference-schemaof the propositional calculus — or, for that matter, of otherlogical systems — could, in theory, be dignified with a specialname and treated similarly, yet we do not hear of any others.Why not the Fallacy of Inferring the Conjunction of TwoPropositions from their Material Equivalence; or, say, theFallacy of Distributing Quantifiers without regard to NegationSigns ?
 FALSE CAUSE
 Copi, after explaining that various analyses have been given tothis Fallacy, says (p. 64)
 We shall regard any argument that incorrectly attempts to establisha causal connection as an instance of the fallacy of false cause.
 We are now classifying fallacies according to the kind of c9n-elusion they have! Schipper and Schuh continue (p. 3 5 )
 In practice, however, the false-cause fallacy has come to mean aspecific kind of illicit argument, that is, one which involves aninference from a merely temporal sequence of events to a causalsequence. The Latin expression for this fallacy precisely describesits nature: post hoc, ergo proper hoc — after this, therefore because ofthis.
 Even so, this is puzzling. If we know that B always occurs afterA we are well on the way to setting up a causal law, and theprecise difference between necessary connection and constantconjunction has been a matter for debate among philosophers atleast since Hume. Hasty or unwarranted generalizations have,moreover, already been proscribed in this list in the name of theFallacy of Secundum „Quid: yet the examples given by the quotedauthors — herb medicines 'curing' colds, excursions under laddersending in broken legs, rabbit's foot tokens securing pay rises —are clear examples of hasty generalizations whose main fault isthat they proceed from temporal conjunctions which are actuallyfound not to be constant. As in the case of some previous
 3 6 FALLACIES I THE STANDARD TREATMENT 37
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 Fallacies, the mystery is why logicians should think it worthwhile to preserve an incoherent tradition.
 The interpretation of Copi and Schipper and Schuh (andOesterle) has some sanction from Aristotle in that a passage inhis Rhetoric gives it (i4oib 3o); and the tradition that backs it is along one. We shall see later, however, that Aristotle's mainaccount of this Fallacy is quite different and makes more sense,referring to a fault which can occur in arguments of the kindknown as reductio ad impossibile.
 MANY QUESTIONS
 The Fallacy of Many Questions or, more comprehensibly,Fallacy of the Complex Question is most commonly illustratedby the question 'Have you stopped beating your wife ?', whichseems designed to force ordinary non-wife-beaters into admis-sion of guilt. Another example is Charles II's (probably apocry-phal) question to the Royal Society. As reported by Joseph (p.5 97) this asked
 Why a live fish placed in a bowl already full of water did not causeit to overflow, whereas a dead fish did so; .. .
 There are various different versions of the story, and Joseph'sis not the original one. Whateley (Book 3, 5 1 4) has
 ... the Royal Society were imposed on by being asked to account forthe fact that a vessel of water received no addition to its weight bya dead fish put into it; .. .
 What is probably the earliest extant version is given by IsaacD'Israeli.' On the occasion of the creation of the Royal Societythe King dined with its members and, towards the close of theevening, admitted,
 with that peculiar gravity of countenance he usually wore on suchoccasions, that among such learned men he now hoped for a solu-tion to a question which had long perplexed him. The case he thusstated: 'Suppose two pails of water were fixed in two differentscales that were equally poised, and which weighed equally alike,
 1 Quarrels of Authors (1814), chapter on 'The Royal Society', p. 341.
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 and that two live bream, or small fish, were put into either of thesepails, he wanted to know the reason why that pail, with such addi-tion, should not weigh more than the other pail which stoodagainst it.' Every one was ready to set at quiet the royal curiosity;but it appeared that every one was giving a different opinion. One,at length, offered so ridiculous a solution, that another of the mem-bers could not refrain from a loud laugh; when the King, turningto him, insisted, that he should give his sentiments as well as therest. This he did without hesitation, and told His Majesty, in plainterms, that he denied the fact l On which the King, in high mirth,exclaimed 'Odds fish, brother, you are in the right!'
 Nevertheless, in this version, the problem is a not entirely trivialone in fluid dynamics. Max Black has suggested for comparison'the case of the weight of a cage with covered floor and sides andcontaining a bird in flight.
 However this may be, Charles's question, like 'Have youstopped beating your wife ?', carries with it a presumption whichmay prejudice an attempt to give a straightforward answer. Apresumption is unimportant only when it is clearly true; andwhen it is not true the question is properly answered only ifit13an objection which denies or attacks the presumption, in somesuch form as 'I have never beaten my wife', or 'Before offeringan explanation, let us be sure there is a fact to be explained.' Thishaving been said, it remains to ask what relevance these exampleshave in a list of fallacies. A fallacy, we must repeat, is an invalidargument; and a man who asks a misleading question can hardlybe said to have argued, validly or invalidly, for anything at all.Where are his premisses and what is his conclusion ?
 We shall find a resolution of this difficulty, as with some pre-vious ones, when we come to consider ancient Greek patterns ofpublic debate. Nevertheless it is a long time since there have beenany ancient Greek public debates, and logicians have not beenquick to adjust to their discontinuance. Let us just note one evenless suitable example. Joseph (p. S 98), copied by Copi (p. 67),refers to
 the custom of 'tacking' in the American legislature. The Presidentof the United States can veto bills, and does veto them freely; buthe can only veto a bill as a whole. It is therefore not uncommon for
 In a talk in Sydney in 1966.
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 the legislature to tack on to a bill which the President feels boundto let pass a clause containing a measure to which it is known thathe objects; so that if he assents, he allows what he disapproves of,and if he dissents, he disallows what he approves.
 But Congress, in so doing, could not, by any stretch of imagina-tion, be regarded as guilty of a fallacious argument. It is simply aquirk of constitutional law that the President is forbidden fromsorting things out by 'dividing the question', as is acceptedpractice in debates within Congress itself.
 Oesterle, discussing the wife-beating example, says (p. 2.5 9):
 This type of question is called a 'leading question' and is ruled outof court in legal debates.
 This is another confusion. At law, any question which is so defi-nite as to call merely for the selection of one of a short list of pre-determined possible answers is called a 'leading question'; butleading questions are generally admitted without restriction incross-examination of a witness by an opposing counsel and areprohibited only during the direct examination of a witness bythe counsel responsible for calling him.
 Many Questions is the last of the Fallacies in Aristotle's list.Several of the later items in this list have led us to question thecoherency of the classification. In the case of some of them, in-cluding this one, the word 'fallacy' seems to be misdescription.I shall later argue that this is the case and that many of the dis-cussions in modern logic books do a different job from the onethey purport to do. It is of some interest that the phenomenonof the complex question also receives a mention in connectionwith recent work on the formal logic of questions, where it isessential to recognize that questions may — and, in fact, usuallydo — involve presumptions and that there are various differentlyappropriate kinds of answer in such cases. Work of this kind is acontribution to the theory of the use of language in practicalsituations : what Carnap calls Pragmatics and what we shall findreason to call Dialectic. It may be in this field that the discussionssurrounding some of these so-called Fallacies find their truemodern home.
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 `AD HOMINEM'
 As we turn from Aristotle's list to later additions our attention isclaimed first by a group of alleged Fallacies known as the argil-mentum ad bominem, the argumentum ad verecundiam, the argument=ad misericordiam and the argumenta ad ignorantiam,populum,baculum,passions, superstitionem, imaginationem, invidiam (envy), crumenam(purse), quieten; (repose, conservatism), metum (fear), fidern (faith),socordiam (weak-mindedness), superbiam (pride), odium (hatred),amicitiam (friendship), ludicrum (dramatics), captandum tudgus(playing to the gallery),fulmen (thunderbolt), vertiginem (dizziness)and a carcere (from prison). We feel like adding: ad nauseam — buteven this has been suggested before.' Most of our books men-tion a few of them, though I do not know of any that treats themall. Fearnside and Holther say (p. 94)
 These Latin terms show how long these fallacies have been recog-nised; a naive person might be surprised we still have them with us.
 These authors may be interested to know that the genre wasvented by Locke and that all but a few of the names are from thenineteenth and twentieth centuries. Incidentally, as we shall seelater, Locke does not clearly say that he regards them as Fallacies.
 According to modern tradition an argument ad hominem iscommitted when a case is argued not on its merits but by analys-ing (usually unfavourably) the motives or background of itssupporters or opponents. For example, Cohen and Nagel say(p. 38o)
 ... attempts have been made to refute some of Spinoza's argumentsas to the nature of substance, or as to the relation of individualmodes to that substance, on the ground that they were advanced bya man who had separated himself from his people, a man who livedalone, was intellectualist in temper, and so on.
 Or one might, says Joseph, condemn Home Rule for Ireland onthe grounds that Parnell was an adulterer. As already mentioned,writers wedded to Aristotle's classification often fit this Fallacyin under Ignoratio Elenchi; and since almost any fallacy at allmight be put under this heading we can have no objection. The
 1 By F. H. Bradley in Appearance and Reality, p. 35.
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 main question, however, is not one of classification but ofwhether arguments ad hominem are genuinely fallacious. Severalof our authors express doubts. Joseph says (p. 5 9 5 )
 A barrister who meets the testimony of a hostile witness by provingthat the witness is a notorious thief, though he does less well thanif he could disprove his evidence directly, may reasonably be con-sidered to have shaken it; for a man's character bears on his credi-bility. And sometimes we may be content to prove against thosewho attack us, not that our conduct is right, but that it accords withthe principles which they profess or act upon.
 Copi distinguishes two varieties of ad hominem argument whichhe calls 'circumstantial' and 'abusive'. Circumstantial argumentsare not always invalid, though it is not clear when they are andwhy. Purely abusive arguments, on the other hand, are not argu-ments at all, though Copi does not say so. The further problemarises of distinguishing pure abuse from relevant circumstantialcomment.
 Fearnside and Holther (p. 94), perhaps following Whately (seeour p. 174 below), contrast ad hominem with ad rem, which means`to the point' or 'relevantly'. The contrast is sound enough insome contexts, but the latter is a legal term and has no historicalconnection with the former.
 `AD VERECUNDIAM'
 Verecundia means 'shame' or 'shyness' or 'modesty' but an argu-ment ad verecundiam is usually, not quite appropriately, regardedas an argument which rests on respect for authority; what Ben-tham calls the 'wisdom of our ancestors, or Chinese argument'.Presumably I can respect authorities without being ashamed,shy or (particularly) modest. Copi says (p. 6z)
 Advertising 'testimonials' are frequent instances of this fallacy. Weare urged to smoke this or that brand of cigarettes because achampion swimmer or midget auto racer affirms their superiority.
 Once again (as Copi himself insists) we find a species of argu-ment that is not clearly fallacious. An argument of the form
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 4 3Xis an authority on facts of type TX said S, which is of type TTherefore, S is true.
 may leave something to be desired where deductive validity isconcerned but the premisses, if true, do at least lend the conclu-sion support. The trouble with the quoted examples is that whatcorresponds with the first premiss is false. At various historicalperiods arguments from authority have been especially disliked, --but this has been more because some particular 'authorities' havebeen distrusted than because there is anything wrong with anargument proceeding from a premiss which truly asserts exper-tise. Historically speaking, argument from authority has beenmentioned in lists of valid argument-forms as often as in lists ofFallacies.'
 `AD MISERICORDIAM'
 Copi (p. 5 8) quotes the speech of barrister Clarence Darrow inthe defence of a union member charged with criminal conspiracy,,Misericordia means 'pity', and this appeal to pity 'was sufficientlymoving to make the average juror want to throw questions ofevidence and of law out the window'. The fallacious argumentproceeds by engaging the hearer's emotions to the detriment ofhis good judgement.
 We readily recognize this syndrome and it seems carping toobject. However, more depends on a lawsuit, or a politicalspeech, than assent to a proposition. A proposition is presentedprimarily as a guide to action and, where action is concerned,it is not so clear that pity and other emotions are irrelevant.
 `AD IGNORANTIAM'
 `The argumentum ad ignorantiam is illustrated by the argument thatthere must be ghosts because no one has ever been able to provethat there aren't any.' However, 'this mode of argument is notfallacious in a court of law, because there the guiding principleis that a person is presumed innocent until proven guilty' (Copi,p. 57). We also have guiding principles in our everyday affairs;but it must be a strange form of argument that is now valid, now
 1 Starting with Aristotle in Rhetoric 1398b i8.
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 invalid, according as presumptions change with context. Actu-ally, belief in ghosts in the absence of evidence itself offendsagainst a commonly revered philosophical principle, the Ock-hamist 'Entities are not to be multiplied unnecessarily' ; and per-haps that is what is really wrong with it.
 The argumentum ad ignorantiam is nominally an appeal 'to ig-norance'; but it is not quite clear, from some of the examplesgiven, that it does not consist alternatively of a browbeating ofignorant people into accepting the views of the speaker.
 BACULUM, POPULUM, ODIUM, ETC.
 The other 'arguments ad' are more rarely mentioned. Most ofthem are appeals to one or other specified emotion. The argu-mentum ad populum is an appeal to popular favour, which, to pre-serve uniformity, must be purely emotional, though it is notclear from its name that it does not consist of the purest validreasoning, and only an anti-democrat could unhesitatinglyassume the contrary.
 The argumentum ad baculum is dignified with a paragraph byCopi (p. 5 3): baculum means 'stick', so this is argument by threat.The preposition 'ad' clearly means many different things. Weneed not, however, pursue these argument forms further.
 FORMALLY INVALID SYLLOGISMS
 The terms 'Fallacy of Illicit Major', 'Fallacy of Illicit Minor',`Fallacy of Undistributed Middle' and 'Fallacy of Four Terms'are applied to arguments of traditional syllogistic form whichbreak one or another of a well-known set of rules. We shall des-cribe these in more detail later (in chapter 6).
 The Fallacy of Four Terms, however, is worth special men-tion here because it illustrates a common confusion in modernaccounts. An example of a syllogism which is claimed to committhis Fallacy is 1
 All metals are elementsBrass is a metalTherefore, brass is an element.
 1 Mellone, Introductory Text Book of Logic, p. 166.
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 the premises have no link of connection, and contain four differentterms between them. Such mistakes are possible because of theambiguity of language. If any term is used ambiguously, it is reallytwo terms; hence the syllogism containing it has at least four terms,and is not a true syllogism at all, though at first sight it may appearto be one ...
 . . . using the middle term metal in two different senses, in one ofwhich it means the pure simple substances known to chemists asmetals, and in the other a mixture of metals commonly called metalin the arts, but known to chemists by the name alloy.
 Under this interpretation, the Fallacy of Four Terms is a straight-forward case of Equivocation. But this is having things both ways.The middle term cannot be equivocal unless it is one term withtwo meanings. If there are really four terms we have a formalfallacy, independently of whether any term is equivocal: if wehave an essentially equivocal term there is a fallacy of the Aris-totelian variety whatever the formal shape of the argument.
 Incidentally, there is nothing to prevent the other terms of asyllogism from being involved in the same kind of trouble. Thereis nothing to stop us from having a Fallacy of Five Terms, oreven a Fallacy of Six Terms.
 FALLACIES OF SCIENTIFIC METHOD
 Cohen and Nagel have invented special names for a number offallacies under the heading 'Abuses of Scientific Method'. Weread here about the Fallacy of Simplism or Pseudo-Simplicity,and a number of particular fallacies under this heading such asthe Fallacy of Exclusive Linearity and the Fallacy of False Oppo-sition, We are told (p. 384) that
 . hasty monism, the uncritical attempt to bring everything underone principle or category, is one of the most frequent perversionsof scientific method.
 We also hear of the Genetic Fallacy, which is the fallacy of con-fusing temporal or historical origin with logical nature. Thereis no attempt at system or at completeness.
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 The notion that invalid induction is a species of fallacy is firstexplicit in the Port Royal Logic (p. 264):
 Finally, we reason sophistically when we draw a general conclusionfrom an incomplete induction. When from the examination ofmany particular instances we conclude to a general statement, wehave made an induction. After the waters of many seas have beenfound salty and the waters of many rivers found fresh, we canconclude that sea water is salty but river water is fresh. . . . It isenough to say here that imperfect inductions — that is, inductionsbased on examination of fewer than all instances — often lead us toerror.
 The authors go on to give the example of the generalization`Suction pumps can raise water to any height', and the (at thattime recent) discovery that there is in fact a height limit of aboutthirty-two feet. We shall look later at the historical ancestry ofthis concept of fallacy. It has had few descendants but there hasbeen a thread of interest in it, and one of its main exponents isJ. S. Mill (System of Logic, Book V). Of the modern books wehave reviewed, only one, Salmon, has an explicit treatment ofinductive shortcomings. Here we read (p. 56)
 The fallacy of inslOcient statistics is the fallacy of making an inductivegeneralization before enough data have been accumulated towarrant the generalization. It might well be called 'the fallacy ofjumping to a conclusion.'
 We have met Hasty Generalization before under the heading ofthe Fallacy of Sect's:dam Quid: though not in Salmon. Again (p.57)
 Thefallag of biased statistics consists of basing an inductive generali-zation upon a sample which is known to be unrepresentativeor one which there is good reason to believe may be unrepresent-ative.
 A traditional example of this is from Francis Bacon, who givesa psychological explanation:'
 . . . that instance which is the root of all superstition, namely, Thatto the nature of the mind of all men it is consonant for the affirmative or
 1 Advancement of Learning (1605); see ll"orks, vol. 3, p. 395. The example isoriginally from Cicero, Nature of the Gods, III, § 89.
 THE STANDARD TREATMENT 47active to affect more than the negative or privative: so that a few timeshitting or presence, countervails oft-times failing or absence; as waswell answered by Diagoras to him that shewed him in Neptune'stemple the great number of pictures of such as had scaped ship-wrack and had paid their vows to Neptune, saying, Advise now, youthat think it folly to invocate Neptune in tempest: Yea but (saith Diagoras)where are they painted that are drowned?
 Joseph (p. 595) gives this as an example of False Cause. It will beseen that it is not very difficult to find a place in the traditionalscheme for such examples, and this apparently tends to dis-courage go-it-alone originality of Salmon's variety.
 The difficulty that surrounds the definition of 'inductivefallacies' in their own right is that of distinguishing at all pre-cisely between good inductions and bad. Every Philosophystudent knows what Hume made of this difficulty. What is mostclearly wrong with the Port Royal account and its successors isthat nothing definite is done to provide criteria. If an inductionis based on 'fewer than all instances' it may lead us into error, butit also may not. This leaves it open to everyone to adopt anyinductive argument that happens to please him and to censureas fallacious any he happens to dislike. To add to the public con-fusion, logicians are in the habit of presenting induction as anargument from particular to general in such a way as to guaran-tee that it commits the Fallacy of the Consequent. In one chapterof a textbook we are shown schemata such as
 Crow No. i is blackCrow No. a is black. . .Crow No. n is blackTherefore, all crows are black.
 as examples of conditionally valid inductions and in another weare given comparable arguments as unconditionally fallacious.We have already noticed the tendency to give as examples of theFallacy of the Consequent instances of what might be construedas valid, or at least incipient, inductions.
 Once again, what is needed is some logical clarification. Untilit is clear whether induction is an argument-form in any waycomparable with deduction there is nothing to be gained bytreating inductive shortcomings as varieties of fallacy.
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 MISCELLANEOUS
 There are several varieties of fallacy or particular Fallacies whichhave received special names, but which are not really logicalfallacies at all but merely false beliefs. This is the sense in whichthe word 'fallacy' is used in the title of Martin Gardner's bookFads and Fallacies in the Name of Science, sub titled A Study inHuman Gullibility, which examines for us every kind of scientificcrankhood from water divining to scientology. In more philo-sophical contexts names for particular erroneous or allegedlyerroneous doctrines have often been invented and have some-times received currency. The pathetic fallacy, for example, is themistake of supposing that nature and inanimate objects havefeelings like humans; and infects, at least as a literary device,certain kinds of tragic writing. Most famous in modern times,perhaps, is G. E. Moore's naturalistic fallacy, which he describesas follows (PrincipiaEthica, p. io):
 It may be true that all things which are good are also somethingelse, just as it is true that all things which are yellow produce acertain kind of vibration in the light. . . . But far too many philo-sophers have thought that when they named those other proper-ties they were actually defining good ; that these properties, in fact,were simply not 'other', but absolutely and entirely the same withgoodness. This view I propose to call the 'naturalistic fallacy' .. .
 He is concerned with the identification of moral values withpleasure, usefulness, majority approval, 'greatest happiness ofthe greatest number', or any other quality which might con-ceivably be described independently of morality. In these cases,Moore thinks, we can still ask 'It is pleasant (useful, etc.) but isit good ?', illustrating that there is not an identity between theterms.
 Different classificatory systems for the logical fallacies lead tothe invention of different classificatory terms. J. S. Mill, forexample, though his account (3)stem of Logic, Book V) has littlein it that is not covered in essence in what has already been said,has an original scheme of classification involving five broadcategories : (i) Fallacies apriori, which are false beliefs, prejudicesor superstitions with which people approach a subject-matter;
 THE STANDARD TREATMENT 49(2) Fallacies of Observation, where the subject-matter itself isfalsified; (3) Fallacies of Generalization, including his treatmentof faulty induction and false analogies; (4) Fallacies of Ratioci-nation, which are formal; and (5) Fallacies of Confusion. Milltook this last title from Bentham, and it represents his rag-bag category, including Question-Begging, Ambiguity, andIgnoratio Elenchi.
 We shall have occasion later to look at some other attempts atreclassification. Most modern writers have their minor prefer-ences of arrangement, but it is almost always the same materialthat is being chopped about and served up reheated. One has theimpression that respect for the material or the tradition has longsince disappeared; and the great argument for conformity is thatit saves effort. For the last word on this subject I can do no betterthan quote from the influential seventeenth-century Compendiumof Aldrich. The book is in Latin; and the section on fallacies,which contains no novelty of treatment whatever, ends as follows(Appendix § 4) :
 These, then, are the thirteen kinds of fallacy familiar to the ancientsand normally presented to Logic students as examples. The num-ber could be cut down; for some seem to coincide and, moreover,three of them — Non-Cause, Begging the Question and ManyQuestions — are not fallacies properly so-called, that is, ill-formedsyllogisms, but rather faults of the opponent. The number couldalso be increased; but since it satisfied Aristotle it has satisfied alllater logicians.

Page 25
                        

ARISTOTLE'S LIST 51
 CHAPTER 2
 Aristotle's List
 The tradition described in the previous chapter is so incoherentthat we have every reason to look for some enlightenment at itshistorical source. Since the division of fallacies found in themodern books is, in the main, a development of that of Aristotlein his Sophistical Refutations, it is to Aristotle that we must turn.
 We need do no more than open a copy of the Sophistical Refit-tations to find features inconsistent with modern conceptions. Tostart with, even the title presents us with, some questions: why`refutations' ? A refutation (Greek aeyxos-, elenchus) is defined nearthe start of the treatise as 'reasoning involving the contradictoryof the given conclusion' ; but though this might reassure us as tothe correctness of the translation it adds to the mystery since itis not clear why we must assume that we are presented with a`given conclusion' or why it is only or mainly reasoning againstsuch a conclusion that is going to be investigated. Again, theword 'sophistical' seems to have a shade of meaning that is notquite appropriate. Greek has no precise synonym for 'fallacy',and the word so translated is generally u4tu,u,a, sophisma; butto discover this is no comfort.
 That Aristotle is writing about deliberate sophistry, and notabout mere errors or mistakes, is made clear quite early (16 5a i9):
 Now for some people it is better worth while to seem to be wise,than to be wise without seeming to be (for the art of the sophist isthe semblance of wisdom without the reality, and the sophist isone who makes money from an apparent but unreal wisdom); .. .Those, then, who would be sophists are bound to study the class ofarguments aforesaid: . . .
 Among the book's aims, then, is even the training of would-be`sophists' in the use of fallacious arguments, so that they maydeceive others and make money in so doing ! To be sure, thereis also the subsidiary aim of rendering the reader proof againstdeception; but this is also only a subsidiary aim in the modernbooks.
 The next thing that might worry us is the unexplained occur-rence of references to 'questioning' and 'the questioner', 'an-swering' and 'the answerer'. Are we being treated to training incross-examination in courts of law? Actually what is referred tois a particular form of academic or public debate, and we shalllook at details in a moment. The scope of the book's investiga-tion is laid out as follows (165b i2):
 First we must grasp the number of aims entertained by those whoargue as competitors and rivals to the death. These are five in number,refutation, fallacy, paradox, solecism, and fifthly to reduce theopponent in the discussion to babbling — i.e. to constrain him torepeat himself a number of times: or it is to produce the appearance ofeach of these things without the reality.
 (My italics.) Some of these unscholarly aims, such as 'solecism'(`to make the answerer, in consequence of the argument, to usean ungrammatical expression') and the 'reduction of the opponentto babbling' turn out, when fully described, to be less vexatiousthan they sound; but this is, nevertheless, the general tenor ofthe treatise. Opponents in debate should, if possible, be plainlyrefuted; but if this is not possible they should either be convictedof some falsehood, relevant or irrelevant; or led into paradox;or reduced to solecism or babbling; or, if none of these aims canbe achieved by 'fair' means, they should be achieved by foul, byproducing the appearance without the reality.
 Later on Aristotle devotes a whole chapter to stratagems ofargument. Thus (174a i6)
 With a view then to refutation, one resource is length—for it is diffi-cult to keep several things in view at once; and to secure lengththe elementary rules that have been stated before should beemployed. One resource, on the other hand, is speed; for whenpeople are left behind they look ahead less. Moreover, there isanger and contentiousness, for when agitated everybody is less
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 able to take care of himself. Elementary rules for producing angerare to make a show of the wish to play foul, and to be altogethershameless.
 Or again (174b 7, 38)
 A strong appearance of having been refuted is often produced bythe most highly sophistical of all the unfair tricks of questioners,when without proving anything, instead of putting their finalproposition as a question, they state it as a conclusion, as thoughthey had proved that 'Therefore so-and-so is not true' .
 . . . One must not ask one's conclusion in the form of a premiss,while some conclusions should not even be put as questions at all;one should take and use it as granted.
 There is nothing quite like this anywhere in modern literature.'These quotations are enough to raise serious questions about
 the traditional interpretation of Aristotle's list of fallacies. Never-theless there is something to be said on the other side; and, to doso, we shall have to put the Sophistical Refutations in its historicalsetting and see it against a background of Greek academic insti-tutions and the development of Greek thought.
 The key to the understanding of the work is that it was com-posed while Aristotle was still a young man, a student-teacherin Plato's Academy; before his epoch-making work on FormalLogic and, therefore, before Formal Logic had been invented.It has too often been regarded as appendical to a manual of for-mal reasoning. For historical perspective we must see it as itselfa Logic-in-the-making that is quite different in character.
 Aristotle wrote three accounts of fallacies, spread through hiscareer. The Sophistical Refutations is the earliest and shows thestrong influence of some of Plato's dialogues. The other accountsare in the Prior Analytics and the Rhetoric. Aristotle's active life —though there is hardly a fact about it or about the dating of hisworks that is not contested — is generally accepted as falling into
 1 I hope not to be accused of frivolity in suggesting that the closest parallelis in Stephen Potter's Gamesmanship, Lifemanship and other writings inthis vein. Interesting parallel passages can be found. It is no disparagementof these works to suggest that their success as satire would not have beenpossible if the serious study of disputation had not been neglected in moderntimes.
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 three main periods.' He first went to the Academy about 367B.C. at the age of seventeen and stayed as student and teacher fortwenty years. He might reasonably have expected to succeed toleadership of the Academy; but when, on Plato's death in 347,the post went elsewhere he left, married soon after, and duringthe next twelve years lived at several different places in theGreek islands and Asia Minor and was latterly tutor to the youngAlexander the Great at the court at Pella in Macedon. WhenAlexander succeeded to the throne in 335 he returned to Athensand for a further period of about twelve years conducted his ownschool known as the Lyceum.
 Nobody is quite sure when the Prior Analytics was written buta reasonable guess might put it towards the end of his stay in theAcademy or, perhaps, during a relatively quieter regime of re-search and domestic bliss shortly after he left. This is the workwhich presents Aristotle's theory of deduction and the syllogismand which can be regarded as originating Formal Logic. Thenotes on fallacies are brief, but interesting in their selectivity andarrangement, and indicate a development of his thought sincethe Sophistical Refutations.
 The Rhetoric (i 39ob o) contains the interesting statement thatthe mind is in its prime about the age of forty-nine, and this isalmost enough on its own to permit us to date it in 335, the yearof his return to Athens : other internal evidence is consistentwith this, at least as regards the first two of its three books. How-ever, he had been thinking about and teaching Rhetoric formany years before. Both the theory of inference and its comple-mentary discussion of fallacies are adapted to the special needsof the subject.
 There is one complication to this picture of composition-dates.It is clear from the patchwork nature of some of Aristotle'sworks that they have been extensively edited and rearrangedsince they were first written. In particular, cross-references havebeen inserted, often appearing to indicate composition in anorder corresponding with the modern order of arrangement andwhich appeared to the editor as 'logical'. It is not clear whetherthis was done by Aristotle himself during his second period inAthens, or by Theophrastus or some other successor at the
 1 See Jaeger, Aristotle; Ross, Aristotle; Grene, A Portrait of Aristotle.
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 Lyceum, or even much later in the first century B.C. when An-dronicus of Rhodes is known to have prepared the works forrepublication. The most reasonable speculation seems to be thatAristotle revised his own material for use in lectures at theLyceum.
 When Aristotle first came to Athens Plato was sixty-one, aninfluential philosopher who was just entering his period of mostmature work as reflected in the dialogues Theaetetus, Sophist,Statesman, Parmenides, Philebus, and Timaeus. The material of theseworks was Aristotle's philosophical training, and at first he evenemulated Plato by writing dialogues of his own. Philosophy, inPlato's Academy, must have been studied very much in dialogueform. Not only were there formal debates and contests, but evenin the classroom a good deal of the instruction must have been,as often in modern tutorials, in the form of a discussion betweenthe teacher and one or another selected pupil. Plato had a theorythat all knowledge worth the name is already, strictly speaking,in the possession of the learner and only needs to be elicited bymeans of suitable questions. The questioner's role, says Socratesin the Meno, is that of a midwife. Sometimes in the dialogues aspeaker (usually Socrates), having a didactic point to make,deliberately selects a member of the audience and plies him withquestions.
 Writing, in his Topics and Sophistical Refutations, on argumentsin dialogue form, Aristotle especially distinguishes a class ofarguments that he calls `didactic'; they are (165b i)
 . . . those that reason from the principles appropriate to each sub-ject and not from the opinions held by the answerer (for the learnershould take things on trust): ...
 For Plato and Aristotle a dialogue, didactic or not, is alwaysbetween two people identified as 'the questioner' and 'the an-swerer'. Plato might not have agreed that the learner should takethings on trust, since he thinks of the educative process as oneof a clash of opinions rather than as a serving-up of pre-syste-matized knowledge. However, in his more didactic works suchas the Republic, much of the dialogue is of a rather one-sidedcharacter, where the answerer's principal contributions are indi-cations of assent such as 'Assuredly' or 'That is certainly so,
 ARISTOTLE'S LIST 55Socrates'. Elsewhere the answerer humbly raises difficulties thatappear to him to require further comment. Later Aristotleapparently dropped this kind of tuition and replaced it with for-mal lectures; but there is no firm evidence that Plato or anyoneelse gave formal lectures in the Academy.
 Didactic arguments, however, are not the only kind of argu-ment in dialogue form. Aristotle distinguishes at least two otherkinds, dialectical or examination arguments, and contentious argu-ments. The last named are (i 6 5 b 12) 'the arguments used in com-petitions and contests', and the Sophistical Refutations is intended,according to its opening paragraphs, to be relevant particularlyto these. There is some evidence that public debates, as much forentertainment as for instruction, may have been a feature of lifein Athens. We meet professional debates called 'sophists' whomake a practice of taking part in contests and train students todo the same. The better-known sophists such as Gorgias andProtagoras are worthy philosophical foils for Socrates, andPlato's dialogues named after them relate encounters that aremore than mere debating competitions. Both Plato and Aristotle;however, have a low opinion of sophists and have bequeathedus the word 'sophistical' in a meaning that reflects their assess-ment. Aristotle says (Topics loob 23)
 reasoning is 'contentious' if it starts from opinions that seem to begenerally accepted, but are not really such, or again if it merelyseems to reason from opinions that are or seem to be generallyaccepted.
 A contentious inference is called a sophism (i 6za 17), so that it iswritten into the definition that the stock-in-trade of sophists isfallacy.
 We have no detailed account of an actual sophistical contest.The best example, in Plato's dialogues, of the kind of argumen-tation he and Aristotle have in mind is the Euthydemus. This dia-logue seems to have impressed Aristotle, since he not only takesa number of examples from it in his Sophistical Refutations butalso reproduces the mood of Socrates's reproof of the sophistsand praise of Philosophy in his Protrepticus. It is, however, oneof Plato's earlier dialogues. Two sophists, Euthydemus andDionysodorus, in turn practice their craft on the young boy
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 Cleinias, tying him in logical knots. Socrates is relating the en-counter (Euttydenms 2 7 5) :
 Now Euthydemus, if I remember rightly, began nearly as follows:0 Cleinias, are those who learn the wise or the ignorant ?The youth, overpowered by the question, blushed, and in hisperplexity looked at me for help ; . . . Whichever he answers,said Dionysodorus, leaning forward so as to catch my ear, hisface beaming with laughter, I prophesy that lie will be refuted,Socrates.While he was speaking to me, Cleinias gave his answer : . . . thatthose who learned were the wise.Euthydemus proceeded : There are some whom you would callteachers, are there not ?The boy assented.And they are the teachers of those who learn — the grammar-master and the lyre-master used to teach you and other boys; andyou were the learners ?Yes.And when you were learners you did not as yet know the thingswhich you were learning ?
 No, he said.And were you wise then ?No, indeed, he said.But if you were not wise you were unlearned ?Certainly.You then, learning what you did not know, were unlearned whenyou were learning ?The youth nodded assent.Then the unlearned learn, and not the wise, Cleinias, as youimagine.At these words the followers of Euthydemus, of whom I spoke,like a chorus at the bidding of their director, laughed and cheered.Then, before the youth had time to recover his breath, Dionyso-dorus cleverly took him in hand and said: Yes, Cleinias; and whenthe grammar-master dictated anything to you, were they the wiseboys or the unlearned who learned the dictation ?The wise, replied Cleinias.
 ARISTOTLE'S LIST
 57Then after all the wise are the learners and not the unlearned;and your last answer to Euthydemus was wrong.Then once more the admirers of the two heroes, in an ecstasy attheir wisdom, gave vent to another peal of laughter,
 Socrates intervenes on behalf of Cleinias and the sophists turntheir attention to him (z83):
 Dionysodorus said: Reflect, Socrates; you may have to deny yourwords.I have reflected, I said, and I shall never deny my words.Well, said he, and so you say that you wish Cleinias to becomewise ?Undoubtedly.And he is not wise as yet ?At least his modesty will not allow him to say that he is.You wish him, he said, to become wise and not to be ignorant ?That we do.You wish him to be what he is not, and no longer to be what he is ?I was thrown into consternation at this.Taking advantage of my consternation he added: You wish himno longer to be what he is, which can only mean that you wish himto perish. Pretty lovers and friends they must be who want theirfavourite not to be, or to perish(
 In the course of the dialogue the sophists prove, among otherthings, that it is impossible to tell a lie, since a lie is 'that whichis not', and can have no existence; that good men speak evil,since they would not be good if they did not speak evil of evilthings; that no one ever contradicts anyone; that Socrates bothknows (some things) and does not know (other things) at thesame time; and that everything visible 'has the quality of vision'and hence can see. Towards the end of the dialogue the quibblesrun riot, with Socrates and another onlooker Ctesippus joiningin. Here we have (298):
 If you will answer my questions, said Dionysodorus, I will soonextract the same admissions from you, Ctesippus. You say that youhave a dog.Yes, a villain of a one, said Ctesippus.
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 And he has puppies ?Yes, and they are very like himself.And the dog is the father of them ?Yes, he said, I certainly saw him and the mother of the puppiescome together.And is he not yours ?To be sure he is.Then he is a father, and he is yours ; ergo, he is your father, and thepuppies are your brothers.Let me ask you one little question more, said Dionysodorus,quickly interposing, in order that Ctesippus might not get in hisword: You beat this dog ?Ctessipus said, laughing, Indeed I do ; and I only wish that I couldbeat you instead of him.Then you beat your father, he said.
 We have already met this example.Plato's attitude to these arguments is mixed. I-le puts heavy
 irony into Socrates's praise of them (303-4):
 There is much, indeed, to admire in your words, Euthydemus andDionysodorus, but there is nothing that I admire more than yourmagnanimous disregard of any opinion — whether of the many, orof the grave and reverend seigniors — you regard only those whoare like yourselves .. .
 . . . but at the same time I would advise you not to have any morepublic entertainments ; there is a danger that men may undervaluean art which they have so easy an opportunity of acquiring; theexhibition would be best of all, if the discussion were confined toyour two selves; but if there must be an audience, let him only bepresent who is willing to pay a handsome fee: ...
 Crito, to whom Socrates is relating the encounter, agrees thathe 'would rather be refuted by such arguments than use them inthe refutation of others'. Nevertheless Plato approves of thequestion-and-answer procedure and is genuinely fascinated bythe paradoxes. Among these there is a least one — the contentionthat if a beautiful thing is not identical with absolute beauty itcannot really be beautiful — that Plato would want to espouse ashis own. Even the sophists' disregard of the opinions of others is
 ARISTOTLE'S LIST 5 9something that Plato, in other moods, would be prepared toapprove without irony. With hindsight we can see the Bugg-demus as an exercise in Logic, and the absurdities of the sophistsas a set of puzzles for the would-be theoretical logician. Aris-totle's Sophistical Refutations can then be regarded as a first stepin constructing the relevant logical theory.
 How, then, should arguments be conducted ? Let us turn todialectical or examination arguments. Aristotle is not quite surewhether these are two kinds or one, and in different places makeseach a subclass of the other (Soph. Ref. 160 25, 171 b 4, 17 za z3).The word 'dialectical', which seems to have been invented byPlato, is partly honorific in force and refers to all that is best inPlato's way of doing Philosophy. Aristotle says of his theory ofargumentation in the Topics (iota 34—b 4)
 .. . the ability to raise searching difficulties on both sides of asubject will make us detect more easily the truth and error aboutthe several points that arise. . . . Dialectic is a process of criticismwherein lies the path to the principles of all inquiries.
 The contrast between the three kinds of argument — didactic,dialectical or examination, and contentious — is clearly drawn inthe long middle clause of the following passage (Topics 15 9a z 5) :
 Inasmuch as no rules are laid down for those who argue for thesake of training and of examination: — and the aim of those engagedin teaching or learning is quite different from that of those engagedin a competition; as is the latter from that of those who discussthings together in a spirit of inquiry: for a learner should alwaysstate what he thinks: for no one is even trying to teach him what isfalse; whereas in a competition the business of a questioner is toappear by all means to produce an effect upon the other, while thatof the answerer is to appear unaffected by him; on the other hand,in an assembly of disputants discussing in the spirit not of a com-petition but of an examination and inquiry, there are as yet noarticulate rules about what the answerer should aim at, and whatkind of things he should and should not grant for the correct orincorrect defence of his position: — inasmuch, then, as we have notradition bequeathed to us by others, let us try to say somethingupon the matter for ourselves.
 Dialectical or examination arguments are those conducted 'in a
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 spirit of inquiry' and Aristotle Topics — or at least this part of it,Book VIII — is to be a manual for their conduct. At the same time,much of the rest of the Topics also refers in spirit to these argu-ments; and the same is true of the Sophistical Refutations, whichfollows on from it and has sometimes been regarded as its BookLX.
 A dialectician, says Aristotle (Soph. Ref. 1 72a 35), is a man whoexamines with the help of a theory of reasoning. The skill of thespeakers in Plato's most mature dialogues, which are his model,is the result of a long training in move and countermove. Gooddiscussions must have experts on both sides. On the other hand,there is no easy way of characterizing expertness and Plato some-times seems to say that it is impossible to do so : 1 there is no setof rules but only inspiration, a divine gift. Aristotle is not satis-fied to leave it at this but his actual definition of dialectical argu-ments is less than satisfactory (Topics tooa 3o, b z1):
 . . . reasoning, on the other hand, is 'dialectical', if it reasons fromopinions that are generally accepted .
 . . . those opinions are 'generally accepted' which are accepted byeveryone or by the majority or by the philosophers — i.e. by all, orby the majority, or by the most notable and illustrious of them.
 This marks them off from didactic arguments and, as definedabove, contentious arguments but does not give us any clue totheir supposed exceptional merit.
 In fact, Aristotle is in transition from a pure Platonic view to amore measured one which treats Dialectic as a mere technique,unessential to the pursuit of truth. At times — see, for exampleSop/. Ref. 169a 37 — he even thinks of it as a hindrance: he is inthe process of discovering Logic which, he thinks, enables a manto achieve as much by solitary thought as in social intercourse.But Aristotle is the great systematizer, and the first system hemust build is one which will display and label the various partsand species of the Method (the word is also Plato's : see, forexample, Republic 533) which has taught him so much. Already,in his old age, Plato had been growing away from Dialectic.Aristotle completes the process, by the paradoxical procedure of
 1 For example, at Republic 533. For a discussion of Plato's concept seeRobinson, Plato's Earlier Dialectic, pp. 69 ff.
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 consummating a theoretical work on the dialectical method. Thisis a contradiction in terms, and the dialectical method is dead.Aristotle is half aware of this himself (see Rhetoric 5359b 12);and he is conscious that he is breaking new ground. He contraststhe subject with that of Rhetoric, and says (Soph. Ref. 183b 34)
 Of this inquiry [Dialectic], on the other hand, it was not the casethat part of the work had been thoroughly done before, while parthad not. Nothing existed at all. For the training given by the paidprofessors of contentious arguments was like the treatment of thematter by Gorgias. For they used to hand out speeches to be learnedby heart, some rhetorical, others in the form of question andanswer, each side supposing that their arguments on either sidegenerally fall among them.
 From various works we can dig out some notion of the rulesto which a debate was supposed to conform. 1 Aristotle generallyassumes that the same rules apply to debates of all kinds. The aimof a debate is generally understood to be the discovery of thenature or essence of some abstract concept, e.g. virtue, or num-ber, or the State; but there were various standard or recurring•subjects, of which we possess lists: many of these were currentin Greek philosophy long before Plato. There is one questionerand one answerer at a time. The answerer commits himself todefending a general thesis on some subject, and submits to ques-tioning. The questions must be clear and direct — in fact, of thekind known as 'leading questions' — and, if they are not, the an-swerer may object to them and insist that they be clarified or re-formulated. The answerer is expected to give his own opinion,independently of the opinions of the questioner or of others;except of course that, if he is found out in a contradiction, hemust change one or other of the contradictory opinions in orderto escape it. He is expected to have an opinion in answer to eachproperly formulated question; but, if he must profess simpleignorance or lack of opinion on any point, it becomes the busi-ness of the questioner to formulate further questions which willlead him to a resolution of it. Every issue must be followedthrough: the questioner and answerer may not 'agree to differ'.The dialogue or phase of dialogue ends when the questioner has
 1 See particularly Robinson, Plato's Earlier Dialectic, pp. 69 if.
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 refuted the answerer or when it becomes clear that he cannot doso. Bystanders or audience are understood to know these rulesand to be capable of intervening to enforce them if necessary,and to be the ultimate adjudicators. Ryle thinks (Plato's Progress,ch. 4) that both impromptu and staged dialogues were commonfrom before the time of Socrates, that is, from the fifth century;that some of Plato's dialogues were written for public perform-ance at the occasion of Olympic games; and that Plato and Aris-totle themselves took part in these performances.
 About three-quarters of Aristotle's Topics consists of rules ofargumentation which . can be construed as a groping attempt at aformal theory of inference. A topic is a form of argument: inLatin this became locus or locus communis — Aristotle has both`special' and 'common' topics — whence the English wordcommonplace which, in logical as distinct from rhetorical tradition,used to refer to such a rule or argument-form. Book VIII is ex-plicitly concerned with the practice, as against the theory, ofDialectic and includes, in particular, rules for putting questionsand for answering them.
 The Sophistical Refutations explicitly takes up the question of`contentious' reasoning. It falls rather clearly into two partswhich were later, in the medieval vulgate translation, called BookI and Book III under the subtitles Invention and Judgment. Thefirst part describes how various 'sophistical refutations' arise,and the second discusses their solution and avoidance. In eachpart the same thirteen sophistical refutations are enumerated,divided into their two groups as follows:
 [a] Sophistical refutations dependent on language.[I] Ambiguity.[z] Amphiboly.[3] Combination of words.[4] Division of words.[5] Wrong accent.[6] The form of expression used.
 [b] Sophistical refutations not dependent on language.[t] Accident.[z] The use of words absolutely or in a certain respect.
 1 As in Migne, vol. 64, cols. 1007-40.
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 [3] Misconception of refutation.[4] Assumption of the original point.[5] Consequent.[6] Non-cause as cause.[7] Making of two questions into one.
 That we are not concerned with fallacies of reasoning in quitethe modern sense is made clear from the structure or architec-tonic within which the discussion is embedded. To start with,there is a third category:
 [c] Sophistical refutation by valid arguments inappropriate tothe subject-matter.
 Under this heading Aristotle describes what is usually pre-sented under [b] 3 as Ignoratio Elenchi: we shall see later how hereally conceives [b] 3.
 Secondly, however, the three categories of sophistical refu-tations together only make up the first of the five kinds of con-tentious reasoning mentioned earlier. These are distinguished as'five possible aims of the questioner, in detail as follows :
 A. To refute the opponent; that is, to prove the contradictoryof his thesis.
 B. To show that the opponent has committed a fallacy.C. To lead the opponent into paradox.D. To make the opponent use an ungrammatical expression.E. To reduce the opponent to babbling; that is, make him
 repeat himself.
 The work opens with a definition of 'refutation', some re-marks about sophists and their practices, and a classification ofarguments in dialogue form — in this place, into four categories,dialectical and examination arguments being regarded as dis-tinct. The five possible aims of the questioner in a contentiousargument are listed. Taking the first of these, refutation, thethirteen traditional kinds in their two groups are introduced andexemplified in order. Having worked through his list Aristotlenext suggests that all 'apparent proofs and refutations' may bereferred to 'ignorance of what refutation is', that is, to category[b] 3, and goes through them again briefly to prove his point.
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 There follows a puzzling short chapter whose main point seemsto be the psychological one that it is very easy to be misled bythese sophisms if we do not pay due attention to fine logical dis-tinctions.
 Next the third kind of refutation — by arguments which,though valid, are inappropriate to the question-at-issue — isintroduced rather as an afterthought. There follows a collectionof short discussions on the nature of sophistical refutation ingeneral: it is never absolute but only relative to a particular an-swerer: there is really an infinity of kinds of refutation and wecannot study them all: our concern is with those common to allthe sciences and not with those peculiar to a particular science,such as Geometry. There is an interesting discussion of the dis-tinction which 'some people draw' — one sees Aristotle arguingagainst a possible interpretation of his own twofold classification— between 'arguments that are directed against the expression'and 'arguments that are directed against the thought expressed';but this is ultimately only a distinction between cases in whichthe expression is, and is not, used in the same sense by questionerand answerer. Some attempt is made to elucidate the finer shadesof meaning of 'contentious' and 'sophistical' and to contrastprofessional sophists with 'quarrelsome persons' who arguecontentiously 'in order to win the mere victory'. One of thethings that distinguishes contentious reasoning as Aristotlestudies it, moreover, is that it is common to all subjects of in-quiry, and this especially unfits it for use in the special sciencessince (172a 8):
 ... an argument which denied that it was better to take a walk afterdinner, because of Zeno's argument, would not be a proper argu-ment for a doctor, because Zeno's argument is of general appli-cation.
 (The relevant argument of Zeno is that no one can make a jour-ney since he must first make half of it, and before that, half, andso on: see Physics z63a 4) Everybody, even including amateurs,makes use in a way of Dialectic.
 Aims B, C, D, and E of the contentious reasoner are now con-sidered: we shall return to some of these later. There follows thechapter on stratagems of a general nature : length, speed and so on.
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 Turning, in what the Middle Ages reckoned as Book II of thetreatise (175a i) to 'answering, and how solutions should bemade', we are given a paragraph on the philosophical use of thestudy of sophisms : if we can learn to detect them we shall behelped towards avoiding them in our own thought. Here prac-tice and training in spotting is as important as theoretical label-ling. However, Aristotle brings us quickly back to the exigen-cies of disputation: it is as important for the answerer to usesophistical tricks as it is for the questioner since, quite indepen-dently of the merits of the argument, it is important for him toavoid the appearance of being refuted. So that the correct tech-nique of answering may be demonstrated, he runs through theentire list of sophistical refutations in detail again, in a treatmentwhich often adds to our understanding of what may have beentoo briefly said earlier. At the end of the discussion of refutationsdependent on language — category [a] — a section is insertedgiving a number of additional examples and containing an analy-sis of Plato's 'third man' argument (compare Plato, Parmenides,pp. I 30-2) which is to the effect that besides individual men andthe general concept 'man' there is a third concept that can bepredicated of both the first two: Aristotle's well-known solutionis that the general concept 'man' denotes 'not an individual sub-stance, but a particular quality, or the being related to somethingin a particular manner, or something of that sort', whence thefault lies in a sophism dependent on the form of the expression,category [a] 6. After all the thirteen sophisms of categories [a] and[b] have been dealt with from this point of view there is a similardiscussion of arguments aimed at 'babbling' and solecism andanother chapter discussing the relative psychological force ofdifferent argument-forms. The treatise ends with an epiloguewhich sums up the programme of the Topics as well as of theSophistical Refutations and compares the state of the theory ofDialectic with that of other subjects, particularly Rhetoric.
 Aristotle, like Plato, is at once contemptuous of sophisticalreasoning and fascinated by it. He is not always sure how to dis-tinguish good reasoning from bad and is prepared, now andthen, to appeal to irrelevancies such as the fact that sophistspractise for money. Dialectic is standing in the way of his under-standing of Logic. For ourselves, a move in the other direction
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 has been indicated: in our attempts to understand Aristotle'saccount of fallacies we need to give up our tendency to see themas purely logical and see them instead as moves in the presentationof a contentious argument by one person to another. Anothermoral we might draw is that the explicit study of Dialectic mighthave something to offer the modern student.
 THE ACCOUNT IN THE 'PRIOR ANALYTICS'
 Bochenski (History of Formal Logic, p. 5 5) notes :
 There is a second doctrine of fallacious inference, in the PriorAnalytics, much briefer than the first but incomparably moreformal; all fallacious inferences are there reduced to breaches ofsyllogistic laws.
 I do not think this is quite apt. In the first place, there is little inthe Prior Analytics that is really new and, secondly, what there iscontains no definition or clear doctrine: at most, there is a changeof direction. By studying this account, however, we might hopeto answer certain questions. Did Aristotle, having invented For-mal Logic, change his conception and classification of fallacies ?Have the writers who have restewed the Sophistical Refutationsall these centuries missed a change in the direction of his thought ?If Aristotle had worked out his new approach more completely,might we have been saved two millennia of confusion ?
 Perhaps even the fact that we do not have a long or fully-fledged account is significant. Sophistical refutations, as theyhad been conceived, should have been left behind altogetherwith Dialectic. But Aristotle never quite succeeded in leavingthem behind for, when he turns to the discussion of fallacy, hetends also to turn again to the irrelevant concepts of questioningand answering and to assume again that errors of reasoning arethe result of deliberate deceit. Even later, in the Rhetoric, thereare still undertones of dialogue, for the rhetorical practitioner isthought of as drawing out an argument in his audience as aquestioner might.
 A brief and obviously late-interpolated passage at the begin-ning of the Sophistical Refutations refers to the Prior Analytics asproviding a theoretical treatment of didactic argument (165b 8).
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 This identification is intended to make us see the whole of theOrganon — Categories, Interpretation, Prior Analytics, Posterior Ana-lytic!, Topics and Sophistical Refutations, in that order — as a unity,in which arguments of all three (or four) kinds are discussed.This is also the rationale of this traditional arrangement of theworks : the Prior Analytics is supposed to deal with didacticreasoning, the Topics with dialectical and examination arguments,and the Sophistical Refutations with contentious. However, thePrior Analytics defies this classification and is nearly all devotedto a formal and context-free appraisal of argument-forms. Theword 'syllogism', which appears in the Topics but is used there inreference to any kind of verbal proof, in the Prior Analytics ac-quires by association the specialized meaning it still has, in refer-ence to a three-term three-proposition argument based on thefour standard forms of proposition and their modal counterpartsin the shape 'If all men are mortal and all Greeks are men, allGreeks are mortal', or 'If bus services are necessarily inefficientand some city transport facilities are bus services, it is possiblethat not all city transport facilities are efficient'. Aristotle gives acomplete theory of deduction for these propositions, surprisinglymodern in its thoroughness. The reduction of all categoricalsyllogisms to the four 'perfect' forms of the first figure has thenature of an axiomatization. 1 Nowhere, however — even in thesupplementary discussions on such subjects as how to find argu-ments in support of a given conclusion — is there any necessityfor specification of the context of use of the rules that are given.This completely marks the Prior Analytics off from the otherworks.
 The part of the Prior Analytics that particularly concerns us isBook II, chapters 16-21 where, having disposed of the rules forvalidity of syllogisms, Aristotle turns to defective proofs (64b2.8):
 To beg and assume the original question is a species of failure todemonstrate the problem proposed;...
 (My italics.) We are immediately treated to examples of otherways in which failure in demonstration may occur:
 1 See Lukasiewicz, Aristotle's Syllogistic, chapters 3 and 4.
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 A man may not reason syllogistically at all, or he may argue frompremisses which are less known or equally unknown, or he mayestablish the antecedent by means of its consequents; for demon-stration proceeds from what is more certain and is prior.
 There is an echo here of some of the sophistical refutations inde-pendent of language, of the earlier work. Besides Begging theQuestion we detect Misconception of Refutation and Conse-quent, and later Non-Cause is discussed. However, there is nomention of questions and answers, refutation, contentiousreasoning, or sophists. Begging the Question and Non-Causeare discussed in some detail but interpreted, as we shall see later,entirely formally. An earlier reference to Begging the Question(4ib 9) had even been in the context of the pure reasoning in-volved in the proof of a theorem of Geometry.
 There follows a chapter that gives us Aristotle's thoughtsabout the application of the theory of syllogisms to Dialectic.Here, without warning, we are back in the language of theTopics; but the points made are new (66a 25):
 In order to avoid having a syllogism drawn against us, we musttake care, whenever an opponent asks us to admit the reason with-out the conclusions, not to grant him the same term twice over inhis premisses, since we know that a syllogism cannot be drawnwithout a middle term, and that the term which is stated more thanonce is the middle.
 When we are questioning rather than answering, he says, weshould conceal the trend of the argument until the last momentby concealing the connection between premisses. It is also a con-sequence of the theory of syllogisms that an answerer can avoidbeing refuted if he concedes only negative propositions, or onlynon-universal ones.
 The digression is short-lived and the rest of the Prior Ana()Wesis on the other subjects. What are we to say of this as a new treat-ment of fallacies ? In the first place, we should notice that soph-isms of the first kind, dependent on language, have been com-pletely dropped, as also have Accident and Secundum ,Quid: allthese would be an embarrassment in a formal work where theprecise point of formalization is to indicate propositional formsunambiguously. The others of the original thirteen receive atleast passing recognition with the exception of Many Questions,
 ARISTOTLE'S LIST 69
 which is out of place outside Dialectic. There is evidence fromwhat follows that Aristotle has been reviewing his work on Dia-lectic to see what changes or new comments he should make. Itseems to follow that in reviving the discussion of sophisms hehas made a deliberate selection of all the material he considersrelevant.
 The omissions may strike us as significant; but it does notfollow that he has undergone a change of heart. It could beargued, admittedly, that Aristotle was not the man lightly tothrow away good material and would have adapted more of it ifhe could have made it fit. But this assumes that he thought of thePrior Analytics as replacing, rather than supplementing, hisearlier work and we have no evidence at all for this assumptionand a good deal against it. The sureness of his touch in the formalparts of the Prior Analytics may even belie his real feelings aboutthis new, untried development; and our modern prejudices needto be carefully discounted as we assess his attitudes and those ofhis contemporaries. It is too much to expect that Logic, themoment it was invented, should have taken over the field andthat Dialectic should immediately have been dropped. There is acase to be argued, even in modern times, on behalf of studies likeDialectic and Rhetoric against a Logic which is pursued in dis-regard of the context of its use. Logic is an abstraction of featuresof flesh-and-blood reasoning; and it is entirely natural that a for-mal theory of fallacies should be seen simply as abstracting fea-tures of fallacies drawn in anger. All this suggests that the dis-cussions in the Prior Analytics are to be seen not as a new accountbut as comments supplementary to the old one.
 If Aristotle had written a fuller and clearer formal account offallacies, would it have made any subsequent difference? His-torical counterfactuals are notoriously shapeless, but it might justbe worthwhile recording the opinion that what the Prior Analy-tics needs at the point at which the discussion occurs is a theoryof syllogistic lapses or `paralogisms' of the kind produced bysome later writers. Such a theory, however, leaves the study ofsophisms virtually untouched; and does nothing to fill the needthis study aims to fill. That Aristotle, at least, did not think thatthe Prior Analytics had superannuated his other work can bedemonstrated by turning to consideration of the Rhetoric.

Page 35
                        

70 FALLACIES
 THE ACCOUNT IN THE 'RHETORIC'
 Aristotle's Rhetoric is not usually regarded as a logical work andit tends to be ignored by logicians. Both the classification andthe neglect, however, are un-Aristotelian. Some parts of theRhetoric, it is true, are concerned with non-logical questions ofstyle and arrangement of public speeches, and other parts areprimarily forensic or political. From the start, however, Aris-totle makes it clear that he conceives the subject as a counterpartof Dialectic and as concerned primarily with the presentation ofarguments. Thus (1 3 5 5a 4).
 . . . rhetorical study, in its strict sense, is concerned with the modesof persuasion. Persuasion is clearly a sort of demonstration, sincewe are most fully persuaded when we consider a thing to have beendemonstrated.
 In the twentieth century we are less sanguine about these matters,but Aristotle is an optimist. Rhetoric is useful (1355a zo)
 . because things that are true and things that are just have a naturaltendency to prevail over their opposites, so that if the decisions ofjudges are not what they ought to be, the defeat must be due to thespeakers themselves, and they must be blamed accordingly.
 By 'judges' we must understand not necessarily the judges ina court of law but whoever it is that the arguments are designedto convince; for example, in the case of a political speech, thegeneral public.
 Rhetoric has been taught since the dawn of time as trainingfor law or politics. Aristotle still has these applications in mindbut defines the study in such a way as to make it relevant to anykind of linguistic presentation, spoken or written. He is repor-ted to have made a collection of earlier training manuals butboth he and Plato, whose Phaedrus is largely on this subject, arecritical of other practitioners on the grounds that they concen-trate on style and delivery to the exclusion of content. Aristotlequotes Isocrates, an older contemporary who must have in-fluenced him in his youth, often enough to show that he respectshim; but also continually criticizes his cepideictic' variety of ora-tory. He virtually ignores the younger, brilliant, Demosthenes.
 ARISTOTLE'S LIST 71
 Rhetoric, in fact, is to be made to model Dialectic quite closely( 1 35 6a35):
 With regard to the persuasion achieved by proof or apparent proof:just as in dialectic there is induction on the one hand and syllogismor apparent syllogism on the other, so it is in rhetoric. The exampleis an induction, the Enthymeme is a syllogism, and the apparentEnthymeme is an apparent syllogism. I call the Enthymeme arhetorical syllogism, and the example a rhetorical induction.
 The difference between the concepts of Dialectic and theparallel ones of Rhetoric is that the orator has a practical con-cern to sketch his argument quickly and in a forceful and easily'understood form (1357a 16, 1395b 25):
 The Enthymeme must consist of few propositions, fewer often thanthose which make up the normal syllogism. For if any of thesepropositions is a familiar fact, there is no need even to mention it;the hearer adds it himself. Thus, to show that Dorieus has beenvictor in a contest for which the prize is a crown, it is enough to sayTor he has been victor in the Olympic games', without adding.,`And in the Olympic games the prize is a crown', a fact whicheverybody knows.
 . . . we must not carry its reasoning too far back, or the length ofour argument will cause obscurity: nor must we put in all the stepsthat lead to our conclusion, or we shall waste words in saying whatis manifest.
 A further important difference, unremarked but plain to thereader, is that Rhetoric is everywhere less systematic. When listsof 'topics' or lines of argument are given in the Rhetoric they aregiven briefly without detail, unaccompanied by any claim tocompleteness, and seem to be not so much argument-analyses asmere handy reminders of useful rhetorical ploys. The same appliesto the 'topics that form spurious enthymemes' that are the newbreed of Fallacies. There are nine of these, namely :
 [1] That which arises from the particular words employed:(a) compact wording giving impression of fresh conclusion;(b) use of similar words for different things.
 [2] To assert of the whole what is true of the parts, or viceversa.
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 ARISTOTLE'S LIST
 73[3] Use of indignant language.[4] Use of a 'sign', or single instance, as certain evidence.[5] Representing the accidental as essential.[6] Argument from consequence.[7] Representing as causes things which are not causes.[8] Omitting mention of time and circumstances.[9] Confusion of absolute with particular.
 If we look closely at these we find again a selection from theearlier list of sophisms. In many cases, however, there is hardlymore than a family likeness between the old and the new, and itseems that the earlier material has not so much been reproducedas simply used to stimulate new thoughts. Headings [1] and [2]are all that is left of sophistical refutations dependent on languageand [z] is a rather strange substitute for Composition and Divi-sion: [I] (a) was not actually in the original list at all, butmentioned separately (see I74b 7). [3] and [4] are new and arespecially relevant to Rhetoric, the latter an important kind of in-adequate enthymeme. [5], [6] and [7] correspond closely with threeof the sophistical refutations independent of language, and [8]and [9] seem both to be cases of Seeman,' cQuid, the old [b] 2. Thereis no mention of Begging the Question, or Many Questions,though there is no reason to regard these as irrelevant.
 The discussions of these topics of spurious enthymemes arebrief, in some cases only a few lines long, and amount to nomore than exemplifications. There follows a brief account of`refutation'. The section is at the very end of Book II, and per-haps it is possible to read into the cursoriness of treatment animpatience with the subject and desire to have done with it.
 Much of the earlier parts of the Rhetoric, however, has somerelevance for us, and we shall find occasion to refer back to it.
 In assessing validity of an enthymematic argument which,from the point of view of a theory of deduction, may be incom-pletely stated we run into a difficulty of principle. In readingbetween the lines to a precise formulation of premisses and con-clusion we are all too likely to beg the question ourselves. Aris-totle believes that Rhetoric is an autonomous study and that hecan sort out a set of peculiarly rhetorical argument-types whichare purveyors at once of persuasive force and logical validity;
 but he does not explain how there can also be, in the first place,sound but unrhetorical arguments which presumably do notpersuade and, in the second, spurious enthymemes which per-suade but are invalid. Without oversimplifying a complex prob-lem it can be said that, by choosing which rule to apply, we mayoften support or reject an argument more or less at our discre-tion. For example, arguments condemned as fallacious undernumber [4] of our topics of spurious enthymemes, the use of a`sign' as certain evidence, could often alternatively be regardedas rhetorically valid under the dispensation which permits us torefrain from stating arguments in full. This is the kind of criti-cism we have made earlier of some modern treatments of fallacy,and it is now clear that the defect has a long history; though notyet clear that it cannot be cured.
 The existence of this lacuna in the theory is consistent withwhat is conjectured about the historical relation of the Rhetoric tothe other works. If we assume that, about the time he wrote theRhetoric, Aristotle was also engaged in revising the corpus ofother logical works we can make parallel sense of the order ofarrangement, the retention of the Topics as well as the Prior•Analytics (for Dialectic and Rhetoric are related applications ofthe latter work's pure theory) and the insertion of the cross-references designed to encourage us to see the works in relation.Knowing that Aristotle's interest were changing towards thenatural sciences and that he may have been preoccupied withteaching we can, perhaps, also explain the cursory nature of whatare probably the Rhetoric's last-written paragraphs and itsauthor's last-written words on a logical subject.
 BEGGING THE QUESTION, AND MANY QUESTIONS
 Having dealt with the general features of Aristotle's writings weare now ready to take up features of his discussion of particularFallacies.
 The Fallacies of Begging the Question and Many Questionsdepend in conception, more than any of the other kinds, on thecontext of contentious argument. If we are to be literal, a ques-tion cannot be 'begged' without someone to do the begging,that is, to ask to have a premiss granted to him containing the

Page 37
                        

74 FALLACIES
 substance of what is in dispute; and the Fallacy of Many Questionscan occur only when there is actually a questioner, who asks twoor more questions disguised as one. If we find putative examplesof these Fallacies occurring outside the context of question-and-answer debate this can only be because some alternative accountis being given side by side with this simple one.
 Many Questions, as it happens, does not appear outside theSophistical Refutations, and the account of it there is fairly straight-forward; but Begging the Question, besides being described inthe Sophistical Refutations and Topics is treated also in the PriorAnalytics, where Aristotle was in the process of developing acontext-free Logic of pure form. In the latter case the word 'beg'is completely inappropriate. The word 'assume', as we noticed,occurs sometimes as an alternative to 'beg', though it is hardlymore frequent in the later work than the earlier. 'Beg', however,tends to dominate the account in the Topics (i6zb 34: the sen-tence which precedes the quoted passage is interpolated but thepassage itself seems to be original):
 People appear to beg their original question in five ways : the firstand most obvious being if any one begs the actual point requiringto be shown: this is easily detected when put in so many words; butit is more apt to escape detection in the case of different terms, or aterm and an expression, that mean the same thing. A second wayoccurs whenever any one begs universally something which he hasto demonstrate in a particular case: .. .
 The other ways are: begging particular cases of what should bedemonstrated universally; begging a conjunctive conclusionpiecemeal ; and begging one of a pair of statements that 'neces-sarily involve one another', that is, are interdeducible.
 Most of these make very little sense transported to the PriorAnalytics, where the only question supposed to be relevant is thatof formal validity of inferences. If two statements 'necessarilyinvolve one another', it is possible to deduce one from the other,and that is all there is to be said; the deduction of a particularcase from a universal that contains it is explicitly allowed for, andso on. When we turn to the Prior Analytics we find, however,that he does make an attempt to describe Begging the Questionin a new and context-free way, but ends up making some quitedifferent and puzzling remarks about it (65a I o) :
 ARISTOTLE'S LIST 75if then it is uncertain whether A belongs to C, and also whether Abelongs to B, and if one should assume that A does belong to B, itis not yet clear whether he begs the original question, but it isevident that he is not demonstrating: for what is as uncertain as thequestion to be answered cannot be a principle of a demonstration.If however, B is so related to C that they are identical, or if they areplainly convertible, or one belongs to the other, the original ques-tion is begged. For one might equally well prove that A belongs toB through those terms if they are convertible.
 Formally, he seems to say, a begging of the question is a de-generate syllogism in which, because of the trivial satisfactionof one of the premisses, the other premiss and the conclusion areeach as good or as bad as the other, so that argument from oneto the other is nugatory; and that this is so is shown, among otherthings, by the fact that the premiss will, in this case, be as un-certain as the conclusion. However, this account will work onlyfor the case in which B and C are 'identical'. If they are merely`convertible' (that is, co-extensive though not strictly the samein meaning, like 'man' and 'featherless biped') it is difficult tosee why fault should be found with the syllogism which results :say, 'If all men are featherless bipeds and all Greeks are men, allGreeks are featherless bipeds'. The same applies even morestrongly to the case in which the only relation between B and Cis that 'one belongs to the other'; that is, that the required pre-miss connecting /3 and C is true. The translator of the OxfordAristotle here adds the footnote 'As genus to species' to explain`belongs', but does not further explain his footnote. Sir DavidRoss, referring to this passage, says in part (Aristotle, p. 38) :
 And syllogism is distinguished from petitio principii in this, thatwhile in the former both premises together imply the conclusion, inthe latter one premise alone does so.
 This is a bold attempt to help Aristotle find a purely formal cri-terion of question-begging but the contrast with what Aristotleactually says is alone enough to reveal its inadequacy. Unless weimport the idea that the premiss is being invoked to prove theconclusion in circumstances in which it is no more acce tabthan the conclusion itself, all we are left with is a plain y validargument.
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 Another point in which Aristotle departs, deliberately or not,from the attempt to build a purely formal theory concerns therelative certainty of premisses and conclusion. In what sense arepremisses ever more certain than the conclusion they entail ? Inthe only sense of 'certain' relevant to context-free logic a con-clusion is always at least as certain as the (conjunction of the)premisses that lead to it. Aristotle, however, elsewhere says(67b 3; Posterior Analytics 86a 2 t) that argument proceeds from
 t the more certain to the less certain and, moreover, that it is some-I times possible f r a man to know the premisses of an argumentto be true without knowing the conclusion to be true. This as-sumption is necessary if we are to admit that anyone ever learnsanything by reasoning; but it seems to reveal a confusion oflogical certainty with a more flesh-and-blood, epistemologicalvariety.
 Aristotle is a rewarding writer to study in so far as apparentlyloose and discrepant remarks of this kind can usually be pro-vided with an explanation if one is prepared to dig for it. Hereit is relevant to quote his actual definition of Begging the Ques-tion in the Prior Analytics (64b 33) :
 ... since we get to know some things naturally through themselves,and other things by means of something else (the first principlesthrough themselves, what is subordinate to them through some-thing else), whenever a man tries to prove what is not self-evident bymeans of itself, then he begs the original question.
 (My italics.) The clue is his concern with how we come to knowthings. Aristotle's theory of knowledge is alien to us; but at thispoint it touches his logic.' We come to know some things im-mediately, others mediately by inference. Propositions have apeck-order; and what can be known immediately cannot, strictlyspeaking, be known mediately, or vice versa. The truly certainthings are those known immediately, the others being so muchthe less certain from having to be arrived at by inference. The oneand only proper function of inference is to derive mediate truthsfrom immediate. (`Immediate inference', which is an inventionof later logicians, is not true inference at all.)
 This account is sketchy and oversimplified, but it will do for
 1 See Posterior Analytic! 7113 19, and generally in Book I, chapters a and 3.
 ARISTOTLE'S LIST 77our purpose. It is the account Aristotle was developing in hislater work, as he became interested in Science. We can put it towork to make sense of what he says about Begging the Question.
 If it is uncertain whether all Bs are As, and equally uncertainwhether all Cs are As, we cannot use one to prove the other,since premisses must always be more certain — more immediatelyknown — than their conclusions. If Bs and Cs are the same thingswhether because the concepts are identical or merely because theterms are convertible, 'All Cs are As' seems to be inferable from`All Bs are As', but also vice versa; but there cannot be genuineinferences both ways, or there could be argument in a circle.Hence the apparent inference is really fallacious.
 Again, consider the possibility that one of B and C can bepredicated of the other. Perhaps Aristotle means not that all Csare Bs, which would license his inference, but that all Bs are Cs:thus the proposed inference is 'If all Bs are As and all Bs are Cs,all Cs are As'. This is not formally valid at all; but it commits yeta further sin in having a premiss 'All Bs are As' which, given theother premiss, can be deduced from the conclusion and mu:st 'therefore (by his account) be less certain than the conclusion,This is a case of question-begging since the premiss could notstrictly be known except by way of deduction from the conclu-sion.
 Hence the Fallacy of Begging the Question survives in anepistemological interpretation rather than a dialectical one. Thenew interpretation can be given a certain fanciful analogy, how-ever, to the old: there is still, as it were, a question-and-answerdebate, but now we are corporately questioners and Nature isthe answerer. Nature properly grants us only self-evident truthsas premisses: the rest we must infer for ourselves. Begging aQuestion is asking Nature to grant us, without argument, aproposition that is not self-evident. In the end Aristotle objectsless to faults of the reasoning itself than he does to the fact thatthe reasoner goes the wrong way about getting knowledge.
 The apriorism of Aristotle's Science is, however, not anessential element in his account, for other theories of knowledgecan give rise to a similar tendency to regard as 'begged' any pro-position which does not have appropriate specified credentials.Empiricist versions of the story come later.
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 NON-CAUSE AS CAUSE
 One way of refuting a thesis is to deduce an obvious falsehoodfrom it; and, in practice, it will often be the case that the false-hood is deduced not from the thesis alone, but only grantedcertain other assumptions. However, there is a logical trap in-herent in this procedure. If a questioner seeking to demolishthesis T extracts from the answerer the concession of some otherstatement U before deducing false statement X, he has not neces-sarily proved the falsity of T at all, but only the falsity of one orother of T and U. Since the answerer has conceded both of thesehe has been exposed in a falsehood, but not necessarily in thefalsity of T. He may say 'That is not the reason: X is false notbecause T is, but because U is. All you have done is show me Ishould not have admitted U'.
 This is a simplified version of the kind of fallacy Aristotle hadin mind when he wrote about 'treating a non-cause as a cause'in the Sophistical Refutations. It has no relation whatever to whatis generally referred to as the Fallacy of False Cause in modernbooks. The word 'cause' is not here being used in its naturalscientific sense at all, but in a purely logical sense. We shall see ina moment that Aristotle himself is partly responsible for the con-fusion. However, let us first look at the form of argument a littlemore closely.
 The reasoning involved is sometimes referred to as reductio adimpossibile; though, in the description given, reductio ad falsuuzwould be a more precise name, since we have presented thederived conclusion X as a merely false, not impossible one. If Xwere impossible one might deduce that the premises T and Uwere together also impossible. Aristotle writes as if this is whathe had in mind, but the weaker case of derivation of a statementwhich was merely false would probably be as common in prac-tice. If impossibility is demanded it will usually be obtained onlyby having the supplementary assumption U inconsistent withthe thesis T, and 'non-cause as cause' can be pleaded by puttingthe blame on the conjunction of T and U instead of on T alone.
 Since the workings of the Fallacy can be analysed in proposi-sitional logic it can be regarded as a formal one, like Consequent.
 ARISTOTLE'S LIST 79This being so, it is at first sight not surprising that it is describedalso in the Prior Analytics. On deeper reflection it can be seenthat there is an inconsistency, for, if the Logic of the Prior Ana-lytics is intended for use purely in deriving subordinate truthsfrom first principles there should be no place for reductio, whetherad impossibile or ad falsum. First principles are supposed to be, atthe very least, true, and from true statements no false ones follow.A reductio argument may be used in working out the system toderive one kind of valid syllogistic schema from another, butnot in a `demonstrative' proof.
 That Aristotle is uneasy about its inclusion can be seen in histerminology. The Sophistical Refutations refers quite literally tothe Fallacy as the one 'about the non-cause as cause', O 7rapa TO t.6oCITcov (Ls cdrtov (167b z1), but makes it clear that a logicalinterpretation is intended by, later in the book, referring to itmerely as 'insertion of irrelevant matter'. Irrelevant matter canbe inserted in an ordinary argument without prejudice to theconclusion, but it is methodologically dangerous to permit it in areductio. 1 In the Prior Analytics the word 'cause' is completely;avoided and the Fallacy is referred to by a prepositional phrase,`the not because of that', TO pa) Trapa TO OTO ((•,-5a 33 if). Aris-totle has become self-conscious about the use of the noun 'cause'in connection with the relation between premisses and conclu-sion, because he wants to distinguish demonstrative inference,where he thinks there is such a relation (see Posterior Analytics7 1b zz), from dialectical and contentious reasoning, where theremay not be. This is, in fact, a step in the development of thescientific concept of a 'cause' : the discussion in Book II of thePosterior Analytics, and in the Physics and Metaphysics, is wellknown.
 We are now ready for the account in the Rhetoric: it is verybrief, and can be quoted in full (140ib 3 o).
 Another line [i.e. topic] consists in representing as causes thingswhich are not causes, on the ground that they happened along withor before the event in question. They assume that, because Bhappens after A, it happens because of A. Politicians are especially
 I However, some later writers objected generally to insertion of irrelevantmatter: cf. the Stoic Fallacy of Superfluous Premiss, below, p. 92.
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 fond of taking this line. Thus Demades said that the policy ofDemosthenes was the cause of all the mischief, 'for after it the waroccurred'.
 This is, in effect, the account the modern books give. The kindof fallacious argument described in the earlier works is much toocomplicated to be recommended to orators and is not mentioned.Instead, the phrase 'non-cause as cause'—here TO avail-top cLsi cartov— is given a scientific, rion-logical sense which will avoid ambigu-ous connotation.
 The term 'False Cause' is no older than Isaac Watts, who usedit (Logick, p. 473) in 17z 5 . It was taken up by nineteenth-centuryEnglish translators; but no word meaning 'false' occurs in theoriginal. No doubt it has played its part in consolidating therevised account in popular favour.
 REFUTATIONS DEPENDENT ON LANGUAGE
 How firmly is Aristotle wedded to the classification of fallaciesinto the two main groups of the Sophistical Refutations, those De-pendent on Language and those Outside Language ? The answeris that although he says several times that this is the best andmost appropriate classification he also says much that compro-mises any attempt to make it a rigid one. Thus, all fallacies can beconsidered to fall under Misconception of Refutation (168a 19);Misconception of Refutation itself might be brought underFallacies Dependent on Language (167a 85); and Equivocationand Amphiboly are related to Many Questions (175b 39).Secundum ,Quid is described in a way and with examples that makeit very like Composition or Division; and Form of Expressionis not unlike Solecism, which is not classed in either category,though it is clearly 'dependent on language' (see 169b 3 5). It mustbe added that the dichotomy is dropped, without replacement,in the Prior Analytics and Rhetoric.
 What, precisely, does Aristotle mean by 'dependent on lan-guage' ? Familarity with modern treatments of fallacy seduces usinto regarding all divisions as loose and not very meaningful;but would it not be reasonable to suppose that Aristotle hadsomething quite definite in mind ? Unfortunately what he actu-ally says is extremely puzzling and leads us to suppose that wedo not have the full story (i65b z5) :
 ARISTOTLE'S LIST 8i
 Those ways of producing the false appearance of an argumentwhich depend on language are six in number: they are ambiguity,amphiboly, combination, division of words, accent, form of expres-sion. Of this we may assure ourselves both by induction and by syllogisticproof based on this — and it may be on other assumptions as well —that this is the number of ways in which we might fail to mean thesame thing by the same names or expressions.
 (My italics.) How we are to construct such proofs remains amystery. A little later (168a z3) he does divide the six types intotwo groups of three, those that depend on double-meaning —Ambiguity, Amphiboly, and Form of Expression — and thosethat arise only 'because the phrase in question or the term asaltered is not the same as was intended'; but this is not enough togive us the proofs referred to. We shall deal later with some at-tempted reconstructions.
 In the meantime something needs to be said in support ofthe plausibility, in historical context, of the main twofolddivision.
 A natural tendency would be to regard the refutations depen- .dent on language as concerned purely with words, rather than°with the concepts or thoughts behind them and which they ex-press. Aristotle rules this out explicitly by refusing to counten-ance the distinction, and points out (i 7ob i z) that it would makenonsense of the concept of equivocation, whose analysis involvesboth the words and their (multiple) meanings. What does distin-guish the refutations dependent on language is that they all arisefrom the fact that language is an imperfect instrument for theexpression of our thoughts : the others could, in theory, ariseeven in a perfect language. Admittedly, this principle of divisioncan hardly be sustained if the fallacies are all given their moderninterpretations; but if we run through them we shall see thatAristotle's examples, setting aside one or two special points, areall consistent with it.
 Equivocation and Amphiboly gives us little trouble. Aristotlestarts (i 6 5b 31) with the Euthydemus example
 Those learn who know : for it is those who know their letters wholearn the letters dictated to them. For to 'learn' is ambiguous; itsignifies both 'to understand' by the use of knowledge, and also 'toacquire knowledge'.
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 and goes on to`The same man is both seated and standing and he is both sick andin health: for it is he who stood up who is standing, and he who isrecovering who is in health: but it is the seated man who stood up,and the sick man who was recovering. For `The sick man does soand so', or 'has so and so done to him' is not single in meaning :sometimes it means 'the man who is sick or is seated now', some-times 'the man who was sick formerly' .. .
 For Amphiboly we have (166a 7):`I wish that you the enemy may capture'.
 and`There must be sight of what one sees : one sees the pillar: thereforethe pillar has sight' ... Also, 'Speaking of the silent is possible': for... it may mean that the speaker is silent or that the things of whichhe speaks are so.
 This is also from the Euthydemus. All the examples clearly dependon double-meanings, whether in a word or in syntactical con-struction, that are contingent features of language and can beregarded as imperfections of it. Aristotle says (i66a 1 5) that thereare three kinds: (I) when either the word or the phrase hasstrictly more than one meaning : as when 'the dog' can refereither to an animal or to the dog-star, Sirius; (z) when we asso-ciate two meanings by custom; and (3) when the double-meaningarises in a word taken in combination with other words. Wemight have some reservations about whether (2) is really differ-ent from (I), or about whether (2) can ever really be avoided in alive natural language but, truistically, language ought to be builton the principle 'One word, one meaning'.
 Accent and Form of Expression also create no difficulty. WhatAristotle says about Accent was described above. Languageshould relate written and spoken forms one-for-one. In the caseof Form of Expression Aristotle gives two classes of examples.First, Greek, like many other languages, has different inflectedforms for masculine, feminine, and neuter words, but tends tohave irregularities so that one may be misled about gender.Secondly, a word like 'flourishing' can appear to be 'active' whenit is really 'passive' : that is, transitive when it is really intransi-tive. It is not unreasonable to demand of a perfect language thatit should be 'regular' in matters of gender and conjugation.
 ARISTOTLE'S LIST 83
 The only cases that cause us any difficulty, then, are Compo-sition and Division. The examples of these fall into two classes,and it is possible that Aristotle intends Composition and Divisionto be different kinds of fallacy rather than, as usually understood,converse forms of a single kind. The first example of Composi-tion is (166a zz):
 . . . 'A man can walk while sitting, and can write while not writing'.For the meaning is not the same if one divides the words and if onecombines them in saying that 'it is possible to walk-while-sitting'. . . if one does not combine them, it means that when he is notwriting he has the power to write.
 Another example (177b o) contrasts 'I saw-a-man-being-beatenwith my eyes' with 'I saw a man being-beaten-with-my-eyes'.Our first question must be why these are not simply examples ofAmphiboly. Aristotle says (177a 4o)
 This fallacy has also in it an element of amphiboly . . . but it reallydepends upon combination. For the meaning that depends on thedivision of the words is not really a double meaning...
 He puts up for comparison the case of two words which differslightly in pronunciation, one having a 'smooth breathing' (un-aspirated initial vowel) and the other a 'rough breathing' (initialaspirate), and continues :
 In writing, indeed, a word is the same whenever it is written of thesame letters and in the same manner — and even there people nowa-days put marks at the side to show the pronunciation — but thespoken words are not the same. Accordingly an expression thatdepends on division is not an ambiguous one.
 What distinguishes these cases from Amphiboly, then, is thatalthough the double-meaning occurs in the written form, it isremoved — or, at least, can be removed — when the words arespoken aloud. This is done, obviously, mainly by groupingwords together or separating them by pauses. Marks of pro-nunciation could, in principle, remove the double-meaning inthe written form too.
 The other class of example may be subject to the same analysisbut, at least, is not quite so clearly so (166a 33):
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 Upon division depend the propositions that 5 is a and 3, and evenand odd, and that the greater is equal: for it is that amount and morebesides.
 When we say that 5 is z and 3 we cannot deduce that 5 is both 2
 and 3. As we should say, 'and' does not here indicate conjunction,but numerical addition. No doubt it is better to realize that addi-tion is a separate concept and use a separate word for it. Never-theless it was not unreasonable for Aristotle to suggest that thedistinction be made by pronouncing the sentence in differentways.
 We noted that, in the Rhetoric, Aristotle seems to be intendingto give an account of Composition and Division when he speaks(14o a 2.3) of the Fallacy of Whole and Part. If this is so, hisinterpretation has moved even more completely away from theoriginal one than it has in the case of Non-Cause as Cause.
 ACCIDENT AND CONSEQUENT
 What Aristotle says about the Fallacy of Accident has seldombeen clearly understood. This is partly his own fault, since he isunclear what he means by 'accident' and hovers between twointerpretations. The Fallacy occurs whenever (166b z3)
 ... any attribute is claimed to belong in a like manner to a thing andto its accident. For since the same thing has many accidents there isno necessity that all the same attributes should belong to all of athing's predicates and to their subject as well.
 Two examples are immediately given, of which one is:
 . 'If [Coriscus] be different from Socrates, and Socrates be a man,then,' they say, 'he has admitted that Coriscus is different from aman because it so happens that the person from whom he said that he(Coriscus) is different is a man '
 The phrase 'because it so happens' M'_ot T6 alltkPEPTIKEVCCO is
 cognate with the name 'Accident' (\7TCya TO ONLPE137)K6C). But,if 'accident' means what it is usually taken to mean, it is verystrange indeed that being a man should be regarded as an acci-dent of Socrates, rather than as an essential, perhaps defining,property as in the tree of Porphyry. Moreover, many logic
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 books would need to be rewritten if we were to ban every argu-ment as fallacious that has 'Socrates is a man' as a premiss. 1
 Later examples of Accident are sketched in the form of ques-tions, indicating currency in dialogue and debate (I79a 3 2) :
 All arguments such as the following depend upon Accident. 'Doyou know what I am going to ask you ?"Do you know the manwho is approaching', or 'the man in the mask ?"Is the statue yourwork of art ?' . . . 'Is the product of a small number with a smallnumber a small number ?'
 He explains :
 . . . in the case of a good thing, to be good is not the same as to begoing to be the subject of a question; nor in the case of a manapproaching, or wearing a mask, is 'to be approaching' the samething as 'to be Coriscus', so that suppose I know Coriscus, but donot know the man who is approaching, it still isn't the case that Iboth know and do not know the same man; nor, again, if this ismine and is also a work of art, is it therefore my work of art, butmy property or thing or something else. (The solution is after thesame manner in the other cases as well.)
 It is not going to be possible to analyse all these examples inthe same way but something can be done to make Aristotle'sthought-processes clearer. In the first place, we should noticethat he has a persistent tendency, not merely here but elsewherein his writings, 2 to use the word 'accident' for any property of athing that is not convertible with it: 'man' is an accident of`Socrates' because although Socrates is a man not every man isSocrates. The fault of the inference
 Coriscus is different from Socrates.Socrates is a manTherefore, Coriscus is different from a man.
 is that the second premiss can not be taken as an identity, orregarded as equivalent to 'Every man is Socrates'. We cannotentirely exonerate Aristotle by regarding the English word1 It has sometimes been suggested in explanation that the Socrates referredto is not the well-known one but a younger, still beardless, member ofAristotle's classes.2 Particularly in the Posterior Analytics, 73a 20-74a 4; see discussion in Poste,pp. 11z-13,128-9.
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 `accident' as a mistranslation: he appears to think that thepredicate of a convertible proposition necessarily gives theessence of its subject and that the predicate of a non-convertibleone can only give an accidental property.
 Elsewhere (168b 27, 169b 6) Aristotle makes the, to modernminds, bewildering statement that Consequent is a variety ofAccident. (There is no hint whatever of any kind of relation, asin modern books, between Accident and Secunclum Quid.) This isquite intelligible if examples of Consequent are cast in syllogisticform rather than propositional. We might see Aristotle here asgroping towards the theory of syllogistic inference that laterflowered in the Prior Analytics. Some commentators have openlyidentified Accident with syllogistic invalidity.'
 With some strain we could accommodate the 'paternal dog'example to this analysis : the source of invalidity of the quasi-syllogism 'The dog is yours; the dog is a father; therefore, thefather is yours' could be traced to the non-convertibility of 'Thedog is a father', in virtue of the fact that not all fathers are thisdog. The 'small number' example is not explained and any ex-planation must be quite conjectural. 2 The other examples, how-ever, introduce different considerations. The identification of`Coriscus' with 'the man approaching' is, in context, convertibleand there seems to be more substance here in the complaint thatthe fault is in the accidental nature of the relation. The examplehas sometimes been dismissed as Equivocation with the remarkthat 'know' means 'be familiar with' in one premiss and 'recog-nize' in the other; but this will not do, since we could easilyformulate a parallel example in which this was not so; say
 Coriscus is known-by-me-to-be-musical.The man in the mask is Coriscus.Therefore, the man in the mask is known-by-me-to-be-musical.
 1 Poste, p. 158, note 14 to ch. 24. Compare Buridan (fourteenth century):`The fallacy of accident is therefore a deception arising from the fact thatthe conclusion seems to follow syllogistically from the premisses and doesnot follow from them.' Compendium Toilers Logicae, tract 7.2 Poste, pp. 73, 156-7, reads into it 'A four multiplied by a four is a largenumber; but a four multiplied by a four is a four; therefore a four is a largenumber', where 'In one premiss, four multiplied by four means the productof the factors, in the other, only the first-named factor'; but it is still notclear why this should be Accident.
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 The most obvious way of making this valid would be by streng-thening the second premiss to 'I knoll, that the man in the maskis Coriscus', whence the inference, though not any longer intraditional syllogistic form, might be sanctioned by some moderncepistemic' logic. This partially vindicates Aristotle's diagnosisof the fault but also means that we can, perhaps, charge him withconfusing cepistemic' modalities with calethic' ones." Discussionhad better be left, at this point, to later chapters.
 MISCONCEPTION OF REFUTATION
 The Fallacy which has become known as Ignoratio Elenchi is des-cribed by Aristotle in the following passage (167a zo):
 Other fallacies occur because the terms 'proof' or 'refutation' havenot been defined, and because something is left out in their defini-tion. For to refute is to contradict one and the same attribute — notmerely the name, but the reality — and a name that is not merelysynonymous but the same name — and to confute it from the pro-positions granted, necessarily, without including in the reckoningthe original point to be proved, in the same respect and relation.and.manner and time in which it was asserted. . . . Some people, how-ever, omit some one of the said conditions and give a merelyapparent refutation, .. .
 There is an attempt here to set down complete conditions ofvalid `refutation'; that is, of 'proof'. Some of these echo the dis-cussions of other fallacies: thus, 'without including in thereckoning the original point to be proved', in effect, is aimed atexcluding question-begging. Some of the others, however, par-ticularly the stipulations about 'same respect and relation andmanner and time', are not explicitly dealt with elsewhere; and itis to infractions of these that Aristotle addresses his examples. Athing can be 'double' another thing at one time, but not atanother time, or in one respect, say breadth, but not in another,say length. We shall see later that these examples came to assumean entirely disproportionate importance in the history of Logic.
 It strikes Aristotle, however, that, if his definition of 'refuta-tion' is really complete, he can regard all fallacies as due to failure,in some respect or other, to conform to it; and he runs through
 1 von Wright's terms: see his Essay in Modal Logic.
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 the entire list to illustrate this (167a I7-169a 22). At this point itis clear that there is an overlap in the classification: Misconcep-tion of Refutation should have been confined to the cases notcovered elsewhere.
 The name 'Irrelevant Conclusion' that has been used inmodern books as a replacement is not very apt: Aristotle's pointis that people misunderstand what a refutation consists in. Aris-totle himself, however, is not very clear about the differencebetween knowledge of how to define 'refutation' and ability toput the definition into effect.
 CHAPTER 3
 The Aristotelian Tradition
 `BABBLING'
 The phenomenon that the Oxford translators eupeptically term`babbling" is of more philosophical importance than its positionat the end of the list (173a 31) indicates. It will be recalled thatthis is one of the five kinds of fate the contentious arguer mayplan for his opponent. To babble, which Aristotle seems to re-gard as one stage worse than solecism, is to get involved in averbal iteration or regress through a repetitious definition. If`double' is defined as 'double of half', then the word 'double' inthe second phrase may be replaced by its definiens, giving 'doubleof half of half'. which in turn becomes 'double of half of half ofhalf'; or if 'snub' means 'having a concave nose', a snub nose isa nose having a concave nose. The trouble, Aristotle says, is thatrelative terms like 'double' do not have meaning in abstractionby themselves, and should therefore not be defined alone. Moreadequately we might say that if an incomplete expression isdefined alone it should be defined in terms of a similarly incom-plete one, and not equated with one that has been surreptitiouslycompleted.
 Aristotle may be seen, as in several other cases, to be gropingtowards a logical point but finding it incompletely in a verbal ordialectical one. The babbling or iteration, if it occurs, is pro-duced by the questioner who brings out the consequences of thefaulty definition after visiting it on his victim.
 1 asoAcaxeiv, to talk idly, prattle on. The standard Latin translation isnugatio, which is unnecessarily insulting.
 It would be stretching history to claim that Aristotle's work onfallacies was an instant and unqualified success. We surmise thatit continued to be taught in the Lyceum. We know that a copyof it was 'rediscovered' in a cellar in Asia Minor in the first cen-tury B.C., and republished by Andronicus of Rhodes. Minorreferences to it in various authors assure us that it was generallyavailable to be read: the educated Greek or Roman of Athens orAlexandria or, later, Rome or Constantinople could walk clownto his local library and consult a copy if he chose. Yet the entirebulk of extant literature on the subject, from the time of Aristotleup to the eleventh century A.D., would hardly fill a small note-book. This is a period of fourteen hundred years, equal to theperiod from Boethius to the present. We know that somewritings have been lost, but, even so, it is clear that the subjectwas not often the centre of academic attention.
 We shall trace this history briefly and then move on to themuch more important contributions of the Middle Ages.
 Aristotle's work was not quite the only work on fallacies fromhis period: we must not forget the Megarians and Stoics. Inparticular, Eubulides taught at Megara, not far from Athens, inAristotle's time and is credited with having invented examplesresembling those of Aristotle. Our surviving accounts of theactivities of the Megarians and Stoics, however, are all fromsome hundreds of years later. Diogenes Laertius (second centuryA.D.) writes (Lives of Eminent Philosophers, II, 5 ios):
 To the school of Euclides belongs Eubulides of Miletus, the authorof many dialectical arguments in an interrogatory form, namely,
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 The Liar, The Disguised Electra, The Veiled Figure, The Sorites, TheHorned One, and The Bald Head. Of him it is said by one of the Comicpoets : 'Eubulides the Eristic, who propounded his quibbles abouthorns and confounded the orators with falsely pretentious argu-ments, is gone with all the braggadocio of a Demosthenes.' Demos-thenes was probably his pupil and thereby improved his faultypronunciation of the letter R. Eubulides kept up a controversy withAristotle and said much to discredit him.
 Diogenes's gossipy style does not encourage faith in his histori-cal accuracy and two pages later he ascribes the argumentsknown as the 'Veiled Figure' and 'Horned One' to ApolloniusCronus instead. However, it is interesting to learn of theseexamples and particularly that they are supposed to be 'dialecti-cal arguments in interrogative form'. We surmise that in the timeof Eubulides the Megarians taught and learnt their Philosophyin much the same way as the members of Plato's Academy. Oneof Eubulides's pupils, Alexinus, was so argumentative that theynicknamed him Elenxinus. The arguments Diogenes mentionsare described in various places : 'Electra' and 'The Veiled Figure',for example, are in Lucian's play Philosophies for Sale, in which theGods evaluate various philosophical positions by the novelmethod of having the philosophers themselves offered for saleas slaves. Chrysippus, representing the Stoics, is interrogated bya potential buyer ( 5 22- 3 ):
 BUYER What do you mean by the Veiled Figure and the Electra ?CHRYSIPPUS The Electra is the famous Electra, the daughter of
 Agamemnon, who at once knew and did not know the same thing;for when Orestes stood beside her before the recognition she knewthat Orestes was her brother, but did not know that this wasOrestes. As to the Veiled Figure, you shall hear a very wonderfulargument. Tell me, do you know your own father?
 BUYER Yes.CHRYSIPPUS But if I put a veiled figure before you and asked you if
 you know him, what will you say ?BUYER That I don't, of course.CHRYSIPPUS But the veiled figure turns out to be your own father;
 so if you don't know him, you evidently don't know your ownfather.
 BUYER Not so : I should unveil him and find out the truth! .
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 Lucian, perhaps deliberately, does not state the arguments verywell, but we can fill in the details. Aristotle, as we noticed, hasan example virtually the same as these two, under the heading ofAccident. He resolves it as follows (1 79a 3 6) :
 For it is evident in all these cases that there is no necessity for theattribute which is true of the thing's accident to be true of the thingas well ... nor in the case of a man approaching, or wearing a mask,is 'to be approaching' the same thing as `to be Coriscus' so thatsuppose I know Coriscus but do not know the man who is approach-ing, it still isn't the case that I both know and do not know thesame man; ...
 Of the other arguments mentioned by Diogenes Laertius, 'TheLiar' is the well-known demonstration that a man may lie andtell the truth at the same time, by asserting that he is lying; 'TheDisguised' is probably another version of 'The Veiled Figure' ;`The Sorites', or heap, is the demonstration that there can be nosuch thing as a heap of sand since one grain does not make a heapand adding one grain is never enough to convert a non-heapinto a heap; 'The Bald Head' is a similar proof that no one,cailhave a head of hair; and the 'The Horned One' is, in one foPtnu•lation, the argument 'What you have not lost you still have; youhave not lost horns; therefore you still have horns', which is givenspecial point by a double-meaning. These have been enumeratedand described in more detail elsewhere.' We can see of theseexamples that they raise logical points which would serve as afocus for discussion but it is not obvious that they fit into anysystem.
 Sextus Empiricus, who is the best of our sources on theMegarians and Sotics, tells us that there did exist a classificationof fallacies. His account of the Stoic classification is hostile andpossibly suspect; but it is all we have. 2
 Now the Dialecticians [i.e. Stoics] assert that an argument is incon-clusive owing to inconsistency or to deficiency or to its being pro-pounded in a bad form or to redundancy. An example of inconsist-ency is when the premisses are not logically coherent with each
 1 See, for example, Kneale, p. 114. A much longer list is given in Gassendi,Syntagma Philosophic= (1658), Part I, Chapters 3 and 6. See also Aldrich,Appendix 5.2 Outlines of Pyrrhonism,II, § 146-51. Parallel account in Against the Logicians,II, § 429-34. See also Mates, Stoic Logic, pp. 82-3.
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 other and with the inference, as in the argument 'If it is day, it islight; but in fact wheat is being sold in the market; therefore Dionis walking.' And it is a case of redundancy when we find a premissthat is superfluous for the logic of the argument, as for instance `Ifit is day it is light; but in fact it is day and Dion also is walking;therefore it is light.' And it is due to the bad form in which it ispropounded when the form of the argument is not conclusive; forwhereas the really syllogistic arguments are, they say, such as these:`If it is day it is light; but in fact it is day; therefore it is light'; and`If it is day, it is light; but it is not light; therefore it is not clay,' —the inconclusive argument runs thus: 'If it is day, it is light; but infact it is light; therefore it is day.'
 .. And the argument is faulty by deficiency, when it suffers fromthe omission of some factor needed for the deducing of the con-clusion: thus, for instance, while we have, as they think, a validargument in 'Wealth is either good or bad or indifferent; but it isneither bad nor indifferent; therefore it is good,' the following isfaulty by way of deficiency: 'Wealth is either good or bad; but it isnot bad; therefore it is good.'
 Several comments should be made on this passage. In thefirst place, the four kinds of 'inconclusiveness' are regarded asinvoluntary lapses of reasoning rather than as tricks of a sophist.There is no suggestion of question-and-answer, and the category-headings themselves are inappropriate to this interpretation. Weknow independently that the later Stoics, particularly Philo andChrysippus, had a fairly well-developed propositional logic thatwas formal in outlook,' and a corresponding change in theirconception of fallacies seems natural. The word sophisma is notused in this connection and, at least by the time of Sextus, theword 'Dialectic' has dropped its old meaning and has becomesimply the standard word for Logic. Elsewhere Sextus some-times uses examples which reveal that they have been adaptedfrom sophistical dialogue: thus the example (Outlines of Pyrrhon-ism, II, 5 2 3 1)
 It is not true both that I have asked you a question first andthat the stars are not even in number.
 But I have asked you a question first.Therefore the stars are even.
 1 See Kneale, ch. 3, and Mates, ch. 5.
 THE ARISTOTELIAN TRADITION 93
 makes sense only if the 'question' referred to in the second pre-miss is the one that has arisen from the putting of the first premissin question form. Possibly the change in emphasis from the dia-logue form of argument to a context-free form was made by thelater Stoics.
 Secondly, it should be noted that two of the 'inconclusivearguments' are in fact formally valid. The only thing wrong withthe second kind, due to redundancy, is that there is a superfluouspremiss; and in the case of the fourth we have, as we wouldnormally reckon these matters, a valid argument but a false firstpremiss. It would be possible to put these anomalies down tomuddleheadedness or a faulty text but we should do this only asa last resort. The concept of logical argument is a complex oneand it is early to find reasons for refusing to regard arguments ofthe second and fourth kinds as perfectly valid: in the case of thesecond, the statement of an argument ordinarily carries a pre-sumption, if seldom an explicit claim, that the stated premissesare unredundant, and, with reference to the fourth, it often hap-pens that an argument is erected on an ad hoc 'tautology' that .,turns out, on examination, to be less than truly tautologous a•factor has been overlooked. Although we cannot exonerateSextus from the blame of inadequate explanation we should notbe too ready to condemn the classification.
 Finally it should be noted, however, that the account suffersfrom the same fault as most other accounts of fallacies: its too-brief statement makes it a catalogue rather than a doctrine. Wedo not know what the Stoics may have made of these distinc-tions in their verbal tradition or in lost writings — DiogenesLaertius gives us an impressive catalogue of books on the sub-ject by Chrysippus' — but whatever system there was has not beenreproduced here.
 Between the time of the later Stoics and the time of Diogenesand Sextus there is no logician of interest, but we might note inpassing the rhetorical writings of Cicero, which were subsequent-ly very influential. One of these, the Topics, is explicitly intendedto be a commentary on Aristotle's Topics and was later accepted
 Lives of Eminent Philosophers, VII, 5 189-202. For what is preserved ofChrysippus's writings on Fallacies, see Von Arnim, Stoicorum Vele;timFragmenta, vol. 2, pp. 89-94.
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 as part of the Aristotelian logical tradition. Cicero wrote it, how-ever, on a shipboard holiday off Calabria and, having no actualcopy of Aristotle with him at the time, was forced to rely onmemory. His memory was not good: the result has very littleconnection with anything that Aristotle ever wrote, and whatconnection it has is with the Rhetoric rather than the Topics.Cicero wrote a great deal on Rhetoric but nothing on fallacies,and his influence has tended to cut fallacies out of the subse-quent rhetorical tradition. At the same time he picked up logicalpoints from Aristotle's Rhetoric, and the historical accident thathis work was studied in the Middle Ages at times when Aris-totle's Rhetoric was unknown has given his work traditional im-portance. Aristotle, for example (Rhetoric 13 5 5 b 36), had referredto certain 'modes of persuasion not belonging strictly to the artof rhetoric', namely, those that depend on the evidence of wit-nesses or evidence gained through tortures or especially guaran-teed by oath or by written declaration; and arguments based onthese were called 'extrinsic' by Cicero and contrasted with moredirect or 'intrinsic' arguments.' These are the nearest recognitionin Greek and Roman writers of the modern ad hominem, ad vere-cundiam, and so on. Cicero has lawsuits in mind: the advocatemay use these as valid aids to his case but should treat them as ofless account than arguments that tell directly on the desired con-clusion.
 Now let us consider what Sextus Empiricus has to say aboutfallacies on his own account. He is the most famous of the Tyr-rhonian' sceptics; so-named after Pyrrho, an obscure contem-porary of Aristotle who, according to Diogenes Laertius (Lives-IX, ch. II, § 61—z), suspended judgement so completely evenon the existence of things around him that he needed regularlyto be saved from carts, precipices, and dogs by a party of friendswho followed him about for the purpose. Whether or not Sextusis as sceptical in practice, he is a nihilist in theory and sets out notmerely to disprove all particular doctrines, philosophical or anyother, but also to demonstrate the impossibility of truth, reasonand proof. To the obvious criticism that a proof of the non-exis-tence of proof is self-defeating he replies that some purgatives
 Cicero, Topics, ch. 2, § 8 ; 19, § 72. The words extrinsecus and intrinsecus areactually adverbs.
 THE ARISTOTELIAN TRADITION 95`after driving the fluids out of the bodies expel themselves aswell' and says (Against the Logicians, II, 5 481):
 And again, just as it is not impossible for the man who has ascendedto a high place by a ladder to overturn the ladder with his foot afterhis ascent, so also it is not unlikely that the Sceptic after he hasarrived at the demonstration of his thesis by means of the argumentproving the non-existence of proof, as it were by a step-ladder,should then abolish this very argument.
 This must be the source of the idea in Wittgenstein's famouspassage.' Sextus's long and detailed attack on the concept ofproof incorporates many arguments usually credited to laterwriters including, in several variant forms, the complaint thatevery valid proof must be a case of Begging the Question. Forexample (Against the 3 5 7)
 By what means, then, can we establish that the apparent thing isreally such as it appears ? Either, certainly, by means of a non-evident fact or by means of an apparent one. But to do so by meansof a non-evident fact is absurd ; for the non-evident is so far frombeing able to reveal anything that, on the contrary, it is itself in,need of something to establish it. And to do so by means of anapparent fact is much more absurd; for it is itself the thing in ques-tion, and nothing that is in question is capable of confirming itself.
 Fallacies are clearly grist to his mill and he is adept at detectingthem in the writings of others; but doctrines of Fallacy are adifferent matter and must be thrown away just as one throwsaway the ladder one has climbed up on. Sextus's writings on thissubject are, I believe, quite unique and contain insights of afundamental character. These are of the same kind as, but ulti-mately more incisive than, his strictures against Proof.
 His basic point concerns the practical application of a doctrineof fallacy. (The following quotations are all from Outlines ofPyrrhonism, II, 52. 3 6- 5 9.)
 As regards all the sophisms which dialectic seems peculiarly able toexpose, their exposure is useless; whereas in all cases where the ex-posure is useful, it is not the dialectician who will expose them butthe experts in each particular art who grasp the connexion of the facts.
 1 Wittgenstein, Tractatus, 6.54; see Weiler, 'Fritz Mauthner's Critique ofLanguage', p. 86.
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 We might regard this as Sextus's way of distinguishing be-tween 'logical' and `empirical' knowledge. He considers thefollowing syllogism:
 In diseases, at the stages of abatement, a varied diet and wine are tobe approved:
 In every type of disease an abatement inevitably occurs before thefirst third day;
 Therefore, it is necessary to take a varied diet and wine before thefirst third day.
 The doctrine of a three-day fever-cycle was current in contem-porary medicine. The term 'abatement' is equivocal, referringin the first premiss to the period of convalescence and in thesecond to the temporary upturn every third clay; but — and thisis the point — the logician has no means of spotting the trouble,whereas a doctor, with specialized knowledge, will find it im- .mediately because he already knows that the conclusion is false. Thefunction of the study of arguments is generally supposed to beto enable us to reason from premisses to conclusion with con-fidence; but ambiguity can be detected only a posteriori, by seeingthat there are arguments of valid form with true premisses andfalse conclusions.
 For just as we refuse our assent to the truth of the tricks performedby jugglers and know that they are deluding us, even if we do notknow how they do it, so likewise we refuse to believe argumentswhich, though seemingly plausible, are false, even when we do notknow how they are fallacious.
 . . . Thus, suppose there were a road leading up to a chasm, we donot push ourselves into the chasm just because there is a road lead-ing to it but we avoid the road because of the chasm ; so, in thesame way, if there should be an argument which leads us to a con-fessedly absurd conclusion, we shall not assent to the absurdityjust because of the argument but avoid the argument because of theabsurdity.
 It seems to be Sextus's view that no word is absolutely ambigu-ous or absolutely unambiguous. Distinctions are made when, andonly when, something hangs on them.
 And in the ordinary affairs of life we see already how people — yes,and even the slave-boys — distinguish ambiguities when they think
 THE ARISTOTELIAN TRADITION 97such distinction is of use. Certainly, if a master who had servantsnamed alike were to bid a boy called, say, 'Manes' (supposing thisto be the name common to the servants) to be summoned, theslave-boy will ask 'Which one ?' And if a man who had severaldifferent wines were to say to his boy 'Pour me out a draught ofwine,' then too the boy will ask 'Which one ?' Thus it is the experi-ence of what is useful in each affair that brings about the distin-guishing of ambiguities.
 If this is true, the role of a discussion of ambiguity in the studyof Logic must always be a strictly limited one; for if a validly-drawn conclusion seems to us false, we may explain this by 'dis-covering' an ambiguity in one of the terms. On the other hand,if ambiguity is not detectable apart from its connection withargument, the practical use of argument is also severely circum-scribed; for, if we cannot guarantee any term against ambiguity,we cannot allow any argument to influence us to accept aconclusion that we do not already accept on independentgrounds.
 This charge, moreover, is not so easily answered as is the onethat every argument is question-begging; for the latter does notdepend on the added complication of ambiguous terms. Therehave been many discussions of, and answers to, the latter; but,to my knowledge, no one has ever taken up Sextus's criticismsof the concept of fallacy. We shall do so in due course.
 An approximate contemporary of Diogenes and Sextus in thelate second century A.D. was the Aristotelian commentatorAlexander of Aphrodisias. He is credited with being the first touse the word 'logic' in its modern sense, and his logical inven-tions, include the pas asinorum or 'bridge of asses', the diagramwhich embodies Aristotle's principles of argument-finding. Herehistory has really treated us badly because, although several ofhis commentaries on Aristotle's works survive, a commentaryon the Sophistical Refutations which was known and quoted bothin his own time and in the Middle Ages and of which, in conse-quence, we have enough glimpses to make us impatient to readit in full, has been lost. It is the only known case of a commen-tary on the Sophistical Refutations before the eleventh century.Our scanty knowledge of its contents has been pieced togetherfrom references in later Byzantine and medieval commentaries,
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 ^,1(1) 0 •Does Aristotle have some principle of exhaustive enumeration 9a . -
 in mind ? We have seen that he tells us very little, even in pas-
 textbookish and utterly clear division of them.There are three kinds of multiplex, actual, potential, and
 1 Peter of Spain, Tractatus maiorttm fallaciarum, Mtinchen StaatsbibliothekClm. 14458, and four other manuscripts, has never been printed. There arebriefer references in Peter's Summulae Logicales, ch. 7. The Byzantine sourcesare Alexandri quad fer/ur in Aristotelis Sophisticos Elenchos Commentarium,vol. z, part 3 of Commentaria in Aristotelem Graeca (ed. Wallies), probablyby Michael Ephesius (eleventh century); and a paraphrase of the SophisticalRefutations (ed. M. Hayduck), in the same collection, vol. 23, part 4, prob-ably by Sophonias about the year 1300. It is temporally possible that Petershould have read the earlier of these, but it is distinct from the (lost) com-mentary of Alexander that he mainly refers to, though it was confused withit for many centuries. On its authorship see the introduction to the aboveedition. The multiplex doctrine also appears in the short Fallacies Depend-ent on Language ascribed uncertainly to Alexander's contemporary Galen:!Forks, vol. 54, pp. 5 82-98.
 It has been suggested to me by Nicholas Rescher that there may yet existan Arabic translation of Alexander's commentary. Such a translation wasmade from Syriac in the tenth century by Yabya ibn `Adi: see Rescher,Development of Arabic Logic, p. 131.
 foremost among which is the Treatise on the illgjor Fallacies ofPeter of Spain.'
 Alexander's principal contribution to our subject was thedoctrine of TO 8GTT(71i, 'the double', which came to be known inLatin as multiplex: the terms are used to mean 'double meaning'or 'multiple meaning' but clearly also have overtones of deceit,something like the word 'duplicity' in English. The ramificationsof the concept of multiplex enable Alexander to give a unifiedaccount of Aristotle's Refutations Dependent on Language. Wecan reasonably suppose that Alexander came to it as a result ofpuzzling over Aristotle's cryptic remarks, quoted above, aboutthe demonstrable completeness of the enumerated six kinds(Sopb. Ref. 165b 23. The Byzantine sources refer their discussionto this passage):
 Of this we may assure ourselves both by induction, and by syllo-gistic proof based on this — and it may be on other assumptions aswell — that this is the number of ways in which we might fail tomean the same things by the same names or expressions.
 sages where he compares and contrasts the members of the list(168a z3, 169a 22). Alexander, on the other hand, gives us a neat,
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 imaginary. The word 'actual', which describes the first and simplestsort, refers specifically to the 'act' of speaking. Actual multiplexoccurs 'when a word or phrase, without variation either in itselfor in the way it is put forward, has different meanings', or 'whena word or phrase, unchanged simpliciter, has more than onemeaning'. This is the case with Equivocation and Amphiboly,the one being in respect of a single word and the other in respectof a phrase.
 Potential multiplex occurs 'when a word or phrase, withoutvariation in itself but varying in the way it is put forward, hasdifferent meanings'. This is the case with Composition, Division,and Accent and it seems that the word 'actual' and the verb 'putforward' are being used very literally to refer to speech, dis-tinguished from writing. Multiplex is potential when the varia-tion of meaning can, but need not, occur in the act of utteringthe relevant word or phrase. Composition and Division hererefer to a phrase, and Accent to a single word. We have seenabove that it is part of the theory of Composition and Divisionthat they differ from Amphiboly by virtue of being produced bythe grouping-together or separation of words in pronunciation,and are avoidable if this grouping or separation can remainconstant from one occurrence to another. Peter (Treatise, f. 6va)discusses the distinction in detail and regards two occurrences ofa word or phrase as 'materially' the same if they are made up 'ofthe same letters and syllables and divisions' (cf. Soph. Ref. 17711 5and Sophonias( ?) paraphrase p. 49, 1. z3), but thinks thatdifferent pronunciations can still resolve an ambiguity in the caseof Composition and Division.
 Peter (perhaps not here representing Alexander) is a littleconcerned to explain why Aristotle apparently got the orderwrong in putting Composition and Division, which pertain tophrases, before Accent, which pertains to single words. In theSummulae (7.24), he says that Composition should be discussedbefore the others 'because its paralogisms are more effective thanthose of the others in furthering the sophist's aims, that is, anapparent and unreal wisdom'.
 Imaginary or apparent multiplex occurs 'when a word with afixed meaning seems, owing to some likeness, to have a differentone' (7.34). The Aristotelian examples of deponent verbs with
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 active meaning but passive conjugations, and nouns of femininedeclension denoting males, are given. It is not explained why thiskind of multiplex occurs only in single words and not in phrases,but this will obviously be so so long as it is explained in terms ofmisleading word-endings.
 This completes the classification. However, if Alexander suc-ceeded in erecting on it a proof of exhaustivity, this did not com-municate itself to Peter of Spain, who is even more cryptic thanAristotle. He says (Summulae 7.05):
 Aristotle shows, by induction and by syllogism, why there are sixfallacies in dictione. The pro of by induction is as follows : Equivocationarises in one of those six modes; Amphibology; and so on for theothers; therefore, every fallacy in dictione arises in one of those sixmodes. The proof by syllogism is as follows: every deception dueto our meaning something not the same by the same names orphrases arises in one of those six modes; but every fallacy indictione arises due to our meaning something not the same by thesame names or phrases; therefore every fallacy in diction arisesin one of those six modes.
 With callous irrelevance he adds that the syllogism is in the firstmood of the first figure. We may surmise that Alexander, at least,would have been acute enough to see this argument as a goodexample of Begging the Question. Peter pushes the deductiveargument back a little further by giving equally question-beggingsyllogisms to justify the major and minor premisses. If we turnfor enlightenment to the Byzantine commentary we find a similarsyllogism attributed to Alexander's contemporary, Galen; andthis may be verified,' but here the chase stops.
 We find the elements of the multiplex doctrine in Aristotle ifwe dig. He occasionally uses the term of which `multiplex' is a1 Actually, if the work of Galen referred to is the Fallacies Dependent onLanguage mentioned above, this does not give a syllogism in full but saysthat Aristotle's account is quite obscure and 'the phrase "this is the numberof ways in which we might fail to mean the same thing by the same names orexpressions" is more like the conclusion of a syllogism than like a syllogism;but such brevity of speech is customary in this philosopher . . Vorks,vol. 14, pp. 584-5. What are clearly Galen's own thoughts on Fallacies aregiven in the curious Diagnosis and Treatment of Faults of Every Mind, which isa precursor of some twentieth-century Philosophy in likening errors totumours and the logician to a medical practitioner : 'Forks, vol. 5, pp. 58-103.
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 translation, and it is translated 'double meaning' or 'ambiguity'.Thus he says (168a 24)
 For of the fallacies that consist in language, some depend upon adouble meaning, e.g. Ambiguity of words and of phrases, and thefallacy of like verbal forms (for we habitually speak of everythingas though it were a particular substance) — while fallacies of combi-nation and division and accent arise because the phrase in questionor the term as altered is not the same as was intended.
 (The italics indicate the occurrence of(; 8T_ _ V.)
 Elsewhere he says (177b 8)Accordingly an expression that depends upon division is not anambiguous one.
 (Italics for 8tr-rtiv.) But it is clear that it is 'potentially' ambigu-ous, though he does not say so directly. In discussing Form ofExpression he says (I78a 24)
 . . . really the meaning is not alike, though it appears to be sobecause of the expression.
 For 'appears' we have kivErat, cognate with kyr-owl; theword used in reference to 'imaginary' multiplex in the Byzantineworks. None of this detracts from the doctrine's originality, butit does indicate a very thorough reading of Aristotle by someonedetermined to find system in its more obscure passages. Thatperson was presumably Alexander, whose commentaries onothers of Aristotle's works' are so painstaking and perceptive.
 We can now trace the interesting history of the loss and re-discovery of the doctrine of fallacies in western Europe. This isthe best example in. history of how a whole area of learning canbecome dormant and, in spite of a felt need for it, require theefforts of new and original scholars to bring it back to conscious-ness.
 There is nothing surprising, of course, about the loss ofmanuscripts. The slow erosion of old documents goes on bywar, flood, and simple dereliction even in the twentieth century,and the period between the sixth and twelfth centuries was notexactly a peaceful one for Europe. It is easy, however, to exag-gerate the loss and its causal role. Manuscripts disappear, in part,because people are not interested enough to save them; and it is
 1 Vol. 2 of Commeniaria in Aristotelem Graeca.
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 not fair to blame marauding Goths or Moslems without firstreflecting that these people, too, had their scholars and theirintellectual priorities. Theodoric, the Roman emperor at the timeof Boethius, was a civilized Goth who had the opportunity tohelp preserve Roman learning if he had wanted to; and theArabs in fact did possess translations of virtually all Aristotle'sworks.' The Eastern Roman Empire at Constantinople, more-over, had a continuous and relatively peaceful existence un-accompanied by book-burning until it fell to the Turks in 1453;but for centuries it took little interest in the manuscripts it un-doubtedly had.
 The scholars of the West in the twelfth century found theirnew awareness of Logic exciting even before they discoveredthe lost works of Aristotle which were later to be taken as theirleading texts and the proper cause of their excitement. In theinterregnum between their first awareness of their need and thedemonstration that Aristotle's Sophistical Refutations filled it theyrelied on a half-spurious Aristotelian doctrine put together outof fragments; and when, finally, the manuscripts were unearthed -1 I have Nicholas Rescher's permission to quote verbatim a note he w'rote e
 for me on Arab contributions: .`The Sophistical Refutations (SR) was first translated into Arabic around
 A.D. 83o by `Abd al-Masih ibn Na'imah, a Jacobite Christian. A later trans-lation (from the Syriac version of Theophilus of Edessa) by Yabyä ibn 'Ad'(893-974) — who also translated the commentary on this treatise by Alex-ander of Aphrodisias — became the standard Arabic version.
 `The major Arabic Aristotelians all dealt with this treatise. The greatcommentary on SR by Avicenna survives and was published in Cairo in1958. Averroes also commented on this text in his standard, triplicatemanner (short, middle, and great commentaries), and a medieval Latintranslation of the middle commentary, made from a Hebrew intermediary,is unique among Arabic SR materials to be accessible in a European tongue.The later Arabic logicians, who worked outside the context of specificallyAristotelian texts, did not much concern themselves with fallacies, and theydropped out of view in the standard handbooks produced after the earlythirteenth century.
 `The principal — perhaps sole — explicit deployment of the conception offallacy in Arabic extra-logical writings occurs in the setting of the hostilecommentaries or "refutations" (a genre patterned on a Greek model, therefutations by Alexander of .Aphrodisias of various treatises by Galen).Thus, for example, in Averroes's refutation of al-Ghazz5li's Refutation ofthe Philosophers (Tandfut al-Tahafut, translated by S. van den Bergh) one findsGhazzali being charged (vol. r, p. 3) with committing the fallacy of manyquestions, "one of the well-known seven sophisms".'
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 and translated the genuine and spurious Aristotles lived for atime beside each other. The spurious account is important for itscontribution to that most characteristic of all Medieval inven-tions, the doctrine of Supposition.
 For the origin of the spurious doctrine of fallacies we must goback to before the loss of the manuscripts. Boethius, the Romanof the sixth century who was imprisoned and executed by theemperor Theodoric after many years of service to him, wroteextensive commentaries on works of Aristotle, Cicero, Porphyryand others besides writing logical works of his own. History hasbeen kind to these writings.' From his time until the twelfthcentury Aristotle's Topics,Sophisti cal Refutations, Prior and PosteriorAnalytics and Rhetoric were, for practical purposes, unavailable inwestern Europe; but certain works, consisting of Aristotle'sCategories and Interpretation, Porphyry's Introduction, Boethius'scommentaries on these last three works and on Cicero'sTopics, together with Boethius's own other logical writings,became standard 'classics' for logicians. The twelfth centurysubsequently called this corpus of works the 'Old Logic', tocontrast it with the rediscovered lost works. It contained nosustained discussion of fallacies, and such references as there areto individual fallacies of Aristotle's list do not indicate any kindof systematic connection. However, in two passages, both byBoethius, there are discussions which, at first sight, look likeaccounts of part of Aristotle's original list. Their connectionshave been traced by De Rijk. 2
 At one point in the Sophistical Refutations Aristotle had had abrief and quoteworthy definition of refutation which we havealready noticed (167a z 3 ; see also echoes at i 8oa 22, i 8 la 3):
 For to refute is to contradict one and the same attribute — notmerely the name, but the reality — and a name that is not merelysynonymous but the same name — and to confute it from the pro-positions granted, necessarily, without including in the reckoningthe original point to be proved, in the same respect and relationand manner and time in which it was asserted.
 1 It has been suggested that Cassiodorus used his influence with theEmperor Theodoric to help preserve Bocthius's writings: see Isaac, Le PeriHermeneias en Occident, p. 3o.2 Logica Modernorum, vol. i. The present chapter leans heavily on this book.
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 This definition we find actually quoted by Alexander of Aphro-disias and a later Alexandrine writer, Asclepius, in their respec-tive commentaries on Aristotle's Metaphysics. It is an interestingdefinition because it encapsulates a virtually complete doctrineof fallacy. A refutation can fail because
 i. the reality is not contradicted, but only the name, orii. the proof contains only a 'synonymous' word, or
 iii. the premisses of the refutation are not granted, oriv. are not necessary (but only accidental), orv. the original point to be proved is among the premisses, or
 vi. the refutation does not refute in the same respect, orvii. relation, or
 viii. manner, orix. time.
 Some unknown Greek writer has recognized this, at least so faras categories i, ii, and vi—ix are concerned; for these are listed byBoethius, and also (except ii) independently by AmmoniusHermiae about a century earlier. The same or a similar list is. .
 given in the two medieval Byzantine works, as a bonus sub- •classification of Misconception of Refutation. Boethius tells uselsewhere that he found many marginal notes scribbled on hiscopy of Aristotle and spent a lot of time and trouble decipheringthem, so perhaps this is his source. The passage on which he iscommenting (Interpretation I 7a 34) is concerned with affirmationand denial, and the burden of the comment is that oppositionbetween pairs of statements may sometimes be apparent ratherthan real. Consequently all his examples are of apparently con-tradictory pairs.
 i. Equivocation. 'Cato killed himself at Utica' and 'Cato did notkill himself at Utica' may fail to be mutually contradictory,since there are two historical Catos one of whom did, andone of whom did not, kill himself at Utica. This is unlikeany of Aristotle's examples of equivocation, since it de-pends on ambiguous reference of a proper name ratherthan ambiguous connotation of a predicate. However,Boethius gives as an alternative example 'Cato is strong'and 'Cato is not strong' where the word 'strong' (fortis)can refer either to physical or mental prowess.
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 ii. Univocation. 'Man walks' and 'Man does not walk' can failto be contradictory, since 'man' can refer either to a par-ticular man or to the species Man. (The Latin Immo ambulatis more ambiguous than the English because of the lack ofdefinite or indefinite articles.) This is a strangely namedFallacy and one that does not either contrast cleanly withthe previous one or square well with the appropriate clauseof the passage in Aristotle. In his alternative treatment inthe Introduction to Categorical Syllogisms Boethius explicitlyrestricts his examples to singular statements as distinctfrom generalizations and consequently omits this heading.However, Univocation was to be important later in con-nection with the concept of Supposition.
 iii. Different part. 'The eye is white' and "The eye is not white'may both be true even if the same eye is referred to, sinceone proposition may refer to the eyeball and the other tothe pupil.
 iv. Different relatum. 'Ten is double' and 'Ten is not double'fail to contradict one another if the term 'double' hasdifferent relata in the two cases. In the Introduction to Cate-gorical Syllogisms he gives the example 'Socrates is on theright-hand side' and 'Socrates is not on the right-handside'.
 v. Different time. 'Socrates is sitting down' and 'Socrates is notsitting down' may both be true at different times.
 vi. Different modality. 'The kitten can see' (Wallis videt) and`The kitten cannot see', though both refer to the samekitten at the same time, may both be true since one maybe a statement of potentiality, the other of actuality. In theIntroduction to Categorical Syllogisms he gives the example`The egg is an animal' and 'The egg is not an animal'.
 Boethius's examples, except in the case of Univocation, are allsingular statements. In the Introduction to Categorical Syllogisms heconfines himself to singular statements explicitly and omits Uni-vocation from the list. He says directly that Aristotle followedup these matters very thoroughly in the Sophistical Refutations:this is not, of course, true, since the Boethian list is relevant only
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 to the original headings of Equivocation and Amphiboly, andAristotle has no subheadings or examples like most of these andin some directions is even more cursory than Boethius. The 'old'logicians, however, were unable to check the reference andbefore the twelfth century they do not seem to have taken verymuch notice of Boethius's list at all.
 Peter Abelard, undoubtedly the biggest figure of his time, canhardly be regarded either as an 'old' logician or as a 'new'. Hislife (1079-1142) is astride the period of rediscovery. His earlylogical training must have been exclusively in the 'old' works andhe never attained more than a superficial knowledge of the newones; yet his writings display a new spirit which puts him aheadof his time, and there is no doubt of his influence on his succes-sors. His time was transitional in other ways: Logic schools inplaces like Paris were becoming more institutionalized, and wereto grow within the next half-century into universities. Abelardhimself taught at the cathedral school of Notre-Dame and at hisown school on the Mont-Sainte-Genevieve.
 Both in his Logica Ingredientibus (the work is named by the first .
 word of its text) and in his Dialectica Abelard reproduces anddiscusses the Boethian sixfold classification of fallacies. The twoworks were probably both first written early in his career,' inParis in the years leading up to the fateful incident of Heloiseand her uncle Fulbert 8). In the Dialectica he generally in-vents new examples : for Different Modality, for example, he has`The peasant is a bishop', where he must have had in mind somefriend or enemy who had been a peasant and became a bishop.For Different Time he gives in both books the same example,with a verb which is ambiguously present or past tense — Socrateslegit can mean either 'Socrates is reading' or 'Socrates read' —changing the force of the ambiguity, which would have been therewithout this complication. However, he also has other contri-butions to make: he is critical of some of Boethius's examplesand wants to raise analytical questions about them. When Aris-totle spoke of the conditions of contradiction between pairs ofaffirmative and negative propositions did he stipulate thatmaterially identical words must be used, or was he referring toidentity of meaning independently of words ? The first suggestionI See the respective introductions to the editions cited in the bibliography.
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 is neither quite sufficient, since words may be equivocal, norquite necessary, since (a) synonyms will do, and (b) sometimeswords are context-dependent as when A says 'You are angry' andB replies 'I am not angry'. The second suggestion, on the otherhand, raises all the difficulties about how we are to specify ineach particular case what meaning a word has, and is close tobeing a question-begging one.
 Univocation is even more thought-provoking. When we say`Socrates is a man', does the word 'man' stand for an individualman or for the species Flan? Socrates is not the species Man, andyet the fact that Socrates is a man consists in Socrates's havingjust those properties that characterize the species. Abelard's earlyinterest in the problem of universals, inherited from his nomi-nalist teacher Roscelin, is stirred. Roscelin had said that theseterms were just 'noises' (flatus vocis). Abelard is clear that lie mustdistinguish several kinds of use of these terms and speaks ofdifferent kinds of `translation':' a word such as 'man' which hasan ordinary concrete meaning in reference to individual menmay be used in various transferred senses, thus :
 [a] for the species Man ;[b] for the word itself, as in 'Man" is monosyllabic' or
 "Man" is a word' ;[c] metaphorically, as when (to change the example) the word
 auriga, which normally means 'charioteer', is used to referto the captain of a ship; and
 [d] for an entirely different but analogous thing, as when theword canis is used not for 'dog' but for 'the dog-star',Sirius.
 An awakening interest in the study of grammar contributesto Abelard's thinking. Both grammatical and logical rules arewell illustrated by examples of breaches, and the study of ambig-uities of the Boethius type assumes an academic role in helpingstudents make distinctions. At fast, in Abelard, it is hardly morethan that, and there is even some feeling that it is not reallyfallacies, either in the modern sense or in Aristotle's, that are
 1 See De Rijk, vol. r, pp. 51-6. The term is used in the sense of 'metaphor',as one of the ten tropes, in the traditional Rhetorica ad Herennium, which inthe Middle Ages was attributed to Cicero.
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 being .studied. In this connection Abelard remarks (Logicaredientibus, p. 400; quoted by De Rij k, vol. 1, p. 59):
 I remember once seeing and carefully studying a little book byAristotle entitled Sophistical Refutations; but when I searchedthrough the various kinds of sophism for Univocation I foundnothing written about it. Consequently I have often wondered whyBoethius said Aristotle recorded those six kinds there.
 Had he really read the Sophistical Refutations? If so, he had failedto pick out the key passage defining elenchus and to identify cuni-vocation' with 'synonymy'. Others soon made the connectionand smirked over Abelard's oversight.' This is, however, thefirst medieval reference to the sophistical Refutations and indicatesthat there was probably a translation in limited circulation beforethe first one of which we have definite knowledge, that of Jamesof Venice about 1128. 2 Abelard did not know it very well whenhe wrote his larger logical works. In the latter part of his life copieswere certainly circulating freely. De Rijk has noted with interestthat among the lost works of Abelard is mentioned a Book ofFantasies. 3 Abelard in one place in his Dialectica (III, 448 3-4) refersthe reader to it for the fuller discussion of the question 'whetherthere is a beginning of time'. We do not know what else it con-tained, but it is interesting to speculate. The word fantasia wassometimes used as a synonym offallacia.
 1 De Rijk, vol. 1 , p. 6o.2 There is a tradition that Boethius translated the Sophistical Refutations intoLatin. Since the sixteenth century it has been generally assumed that themedieval 'vulgate' text was that of Boethius: this text is reproduced andattributed to Boethius in Migne, Patrologia Latina, vol. 64, cols. 1007-40.The attribution was based on flimsy evidence. Textual criticism has shownthat the translation of the Posterior Analyticus in the same volume (cols.711-62), also attributed to Boethius, is not by him but probably by Jamesof Venice; see Minio—Paluello, lacobus Veneticus Greens, Canonist andTranslator of Aristotle'. The translation of the Sophistical Refutation is bysomeone other than the translator of the Posterior Analytic!, but we do notknow who this is. There are several other twelfth-century or earlier transla-tions and at least one of them, Milan, Biblioteca Ambrosiana I 195 Inf.,could be by Boethius. Abelard's occasional quotations from the SophisticalRefutations in his later work appear to be from a lost translation which is yetanother candidate. There is, however, no firm evidence that Boethius madeany translation at all.3 Leber Fantasiarum; see De Rijk, vol. 1, pp. 109—I z.
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 We now come to a uniquely original author of the twelfthcentury, Adam of Balsham, whose Art of Discourse was writtenin r 13 2. 1 Not much is known about him personally, but he wasborn at Balsham, near Cambridge, of a French family that hadcome over with William the Conqueror, and taught for manyyears in Paris at the Parvipontamu school, so named from itssituation near the 'little bridge' over the Seine. The Art of Dis-course is a deliberate attempt to break with tradition and producea forward-looking textbook — not of 'Logic' but of 'Discourse',Logic's practical application. He deals with questions as well asstatements; and for the latter he avoids the traditional term 'pro-position', presumably for the same reason as many modernlogicians, in favour, in his case, of enuntiatio. There is a long sec-tion on sophisms.
 Adam's style reflects his preoccupation with avoiding thetraditional and trite. He shares Aristotle's taste for using interro-gative words as nouns but, in a Latin without articles, this leadsto curiously convoluted formations. The four sections of the Artare entitled (as literally as I can translate them):
 i. About what.2. How, in what words, about what.3. What about it.4. How, in what words, what about it.
 The exegete needs to do the sort of job on these that Europeanssometimes need to do on Chinese. It transpires that 'about what'(de quo) and the 'what' (quid) in `what about it' are grammaticalterms referring to two parts of a sentence; and these, in fact,became standard terms in medieval Logic. With a little mind-twisting we get the explication
 . The Subject.2. Verbal form of the Subject.3. The Predicate.4. Verbal form of the Predicate.
 The same kind of ingenuity is needed in reading Adam's treat-ment of sophisms, which is in the second section of the work.1 Minio-Paluello, Adam Balsamiensis Parvipontani Ars Disserendi. See alsoMinio-Paluello, `The "Ars Disserendi" of Adam of Balsham "Parvi-pontanus"
 The fourth section — if it was ever written — has not come downto us and we do not know whether there was or would have beena complementary account of sophisms in it.
 Aristotle is nowhere mentioned in a logical connection butthere are many indications of his influence. The enterprise ofwriting an 'art of discourse' itself puts one in mind of the Topicsand Sophistical Refutations. It can also be demonstrated that Adamhad been reading (pseudo-) Augustine.'
 The extant manuscripts of the Art of Discourse give us twodifferent versions of it, one later than the other and probably notby Adam. John of Salisbury, who had studied under Adam inParis, complained in his Metalogicon (Book 1, Ch. 3) aboutlogicians who draw all their examples from the technical lan-guage of Logic itself. This charge could be sheeted against Adamin the first version of the work but whoever wrote the secondversion2 has replaced many of the examples with less pedanticones, besides adding clarificatory words and sentences. Past acertain point in the text we possess the second version only.
 The most interesting feature of Adam's treatment of sophismsis his survey of the ways in which words combined into phrasesmay suffer from ambiguity. A single-term designation, says Adam,derives its meaning from one of three sources, common use,technical use, or etymology. For the last of these he says 'argu-ments', but it transpires that 'etymology' is what he means. Theappropriate classification of single-term ambiguities is accordingto the sources of the respective meanings: both from commonuse, one from common use and one technical, and so on in allpossible combinations.
 Complex, or multiple-term, designations, however, may havemany quite different kinds of ambiguity. To start with, evenwhen the ambiguity is in only one term of the designation — andan ambiguity in a single term will sometimes be found to occuronly when that term is used in combination! — there is a distinc-tion to be made between the case in which the root meaning of aword is the same but it is ambiguous as to grammatical case,number, mood or tense; the case in which a root meaning is
 1 See Minio-Paluello, `The "Ars Disserendi" p. 136.2 Perhaps a certain Alexander Neckham; see Minio-Paluello's introductionto the text, p. xxii.
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 modified by context; and the case in which a word is simplyvague or inexplicit. The beginnings of this arborification are tobe found in Aristotle's subdivision of Equivocation and Amphi-boly (Sopb. Ref. 166a 14), but Adam is much more detailed. Thelast-mentioned category needs to be surveyed for different kinds,and Adam distinguishes eleyen, including several which approxi-mately categorize either Boethian or Aristotelian examples: oneof them is called Secundum Quid, one is described like Accident,and another reproduces Abelard's actuality-possibility distinc-tion. When the ambiguity depends on a combination of wordsand not on any one singly, there are many more distinctions tomake: Adam lists twelve cases and gives them technical names.Here are a few of them: I transliterate rather than translate theirtitles.
 1. Conjunction. 'This and that are not true' is ambiguous if thisis true and that isn't. The example has a family likeness tosome examples of Many Questions.
 z. Disjunction. 'That it is day or night is always the case' couldmean 'It is always day or it is always night'. It is remarkablethat in these two headings conjunction and disjunction occur intheir modern senses, in reference to 'and' and 'or'. De Rijk(vol. 1, pp. 7z-3) regards them as suggestive alternativelyof Composition and Division; but the examples do notcorrespond.
 3-5. Abjunction, transversion, and conversion. These refer to kinds ofalternative parsings of sentences; whether a word goes withan adjoining phrase or stands separately, whether a qualifierqualifies one word or another, whether a demonstrativeword refers to one word or another.
 7. Traduction. (that is, 'translation' as between languages). A -source of ambiguity is the use of a construction appropriatein a foreign language but inappropriate in the one in whichit is framed.
 8. Intellection. The examples given are 'one cannot hear inGreece what .is said in Egypt' and 'To know what is saidis to know that it is said'. There are two feasible interpre-tations and complete comprehension is needed to enableus to choose between them.
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 The others (Perversion, Defection, Innexion, Connexion,Internexion) are of less interest.
 An important section added in the second version describesvarious kinds of what it calls `Transumption', which is analogousto (and obviously derived from) Translation in Abelard.
 Adam's work was not as influential as it deserved to be: theschools — even his own after him — preferred pure Aristotle, orAristotle alloyed only with Boethius. We should not be sur-prised at this. The labour of coming to terms with Greek (andRoman and Arabic) learning was to be enough in itself to keepthe academic world busy for the next hundred years, and Adam'spersonal enterprise would have seemed brash to all but, possibly,his immediate associates and pupils.
 We have reached, in fact, Aristotle's golden age: learning wasto become identified, for several generations of scholars, withthe task of reading and commenting on Aristotle. The Logicthat was to grow out of this activity, moreover, was to form thebackbone of the educational system. A university system, alreadyimplicit in the schools of the time of Abelard and Adam, becameexplicit around the turn of the century. A Faculty of Artssupposed to be devoted to the 'seven liberal arts' : the trivitutt ofGrammar, Logic and Rhetoric and the quadrivium of Arithmetic,Geometry, Music and Astronomy. In practice the young (per-haps twelve-year-old) student's first need was to perfect hisLatin, and Grammar was learnt incidentally — in a 'grammarschool'. Literature, in the sense in which this is a special study,was not pursued: Humanities were not to be confused with Arts,which had a relatively serious purpose. The works to which thestudent turned were those of the 'old' and 'new' Logics, whichwere to be his basic training for whatever else — Theology, Law,Medicine — he might study later. The Renaissance later affectedto despise the sterility and logic-chopping of the `Schoolmen'but was in reality standing on their shoulders. In any case, thisattitude developed only in the fifteenth century when Logic wasin decline and the protagonists of the Humanities were hittingback.
 It is possible, from surviving university statutes, 1 to get a1 See Isaac, Le Peri Hermeneias en occident, ch. 3; and Paetow, 'The ArtsCourse at Medieval Universities'.
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 fairly clear idea of the syllabus of studies in the thirteenth century.Details varied, but the course, of from four to seven years, wasgenerally built round Logic and Aristotle's Ethics, The Soul andsome physical and naturalistic treatises. Several hours each daywere devoted to lectures by masters and 'tutorials' on them bybachelors. Approximately the same amount of time was devotedto the 'new' and 'old' Logics. The Topics and Sophistical Refuta-tions were treated together. There is no mention in the time-tables of any writer more recent than Boethius, with the excep-tion of Gilbert de la Porree, whose Six Principles had become anhonorary part of the 'old' Logic, The writings of more recentlogicians were, no doubt, studied but they were not regarded assufficiently venerable to be allowed to shape the syllabus.
 The works that we are dealing with, then, are textbooks forArts students. Some of the earliest of these have been edited byDe Rijk (Logica Modernorum). James of Venice wrote a commen-tary on the Sophistical Refutations, but this is lost; and anothershort commentary from the twelfth century was burnt at Chartresin 1944. The earliest extant medieval commentary is from (prob-ably) some time after 1 15o, the anonymous Glosses on the Sophis-tical Refutations (De Rijk, vol. 1, pp. 187-225) which continuallyquotes James of Venice and Alberic of Paris and was presumablypieced together by comparing previous commentaries of theserespective writers. Abelard is also sometimes quoted. The muchlonger, also anonymous, Summa of Sophistical Refutations (DeRijk, vol. 1, pp. 257-45 8 : a Summa is a complete or synoptic text-book) was written near the same date. De Rijk has edited severalother anonymous works from later in the twelfth century. Oneof these, which he calls Viennese Fallacies (vol. I, pp. 491-543),is remarkable in completely incorporating the Boethius classi-fication into the Aristotelian scheme. Another is the Parvipon-tanus Fallacies (vol. 1, pp. 545-609) from the closing years of thecentury and illustrating, in its thorough Aristotelianism, Adam'slack of memorial.
 We are told by Roger Bacon' that the first to 'read' the Sophis-tical Refutations at Oxford were St Edmund of Abingdon, whotaught there from 1 2o2 to 12.09, and a certain Master Hughes.However, a number of discussions of fallacies are extant in works
 1 See van Steenberghen, Aristotle in the [Vest, pp. 138 ff.
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 originating in England well before the turn of the century:among these is the impressive Munich Dialectica. 1 Robert Gros-seteste (c. 117o-1253), Bishop of Lincoln and first Chancellor ofthe University of Oxford, is usually regarded primarily as anatural scientist, but wrote logical commentaries including oneon the Sophistical Refutations. The largest of all commentaries isthat of St Albert the Great (1193-1280), teacher in Paris of theyet more famous St Thomas Aquinas; who himself left amonghis lesser philosophical works an opusculum, or little treatise, onfallacies, addressed 'to certain noble Arts students' ( 1244- 5 ?)•Another famous master-pupil pair are William of Sherwood(120o/10-66/71) whose Introduction to Logic contains a chapter onfallacies which bears comparison with other whole treatises, andPeter of Spain, later Pope John XXI (or XX), whose SummulaeLogicales is the most famous of all medieval texts, and is reportedto have been in use as late as the nineteenth century: in Paris forcenturies first-year students were known as summulistae in itshonour. Peter's textbook leans heavily on that of William, buthe also wrote the separate Treatise on the Major Fallacies which wehave already noticed as giving us, in greater detail than any other •extant work, the doctrine of multiplex of Alexander of Aphrodi-sias. Roger Bacon's Sumule Dialectices is a similar work of theperiod: these three give us a chance to assess the opinions ofthirteenth-century writers on the place of the study of fallaciesin relation to Logic as a whole. The list is by no means exhaus-tive, even of those whose work has been published; and thereremain many unpublished and even virtually unread manuscripts.
 The task of sifting examples and terminologies and tracingdoctrinal influences within these works is an absorbing one, butit is for specialists in the period. The plain fact is that the worksmentioned all deal with nearly the same material, and give tightlyinterlocking treatments of it. It will be enough to describe oneof them in detail, with occasional adversion to this or that other;but which? Several fingers point in the direction of William ofSherwood. Roger Bacon, who seldom praises anyone, regardedhim as the most original logician of his time. He was influential
 1 See De Rijk, Logica Modernorum, vol. z, part 1, chapters 12, 13, and s5, andtext of (particularly) the Munich Dialectica and London Fallacies in vol. 2,part 2, pp. 453-678.
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 not only on Peter of Spain and Roger Bacon but also on Albertthe Great and Thomas Aquinas. Although it is no longer be-lieved, as it has sometimes been, that he wrote the first consoli-dated logic textbook or that he invented the doctrine of Suppo-sition, it is clear in both respects that his work was an importantqualitative advance over what preceded it.
 About William's life, again, we know very little.' He wasprobably born in Nottinghamshire between i zoo and 1 z to andtaught at Paris in the 12.4os. The Arts Faculty at the Universityof Paris, which had had a troubled first half-century with a fightover the banning of Aristotle's MetapYsics and the burning ofother works in 12 to—t 5 and a strike over academic freedom thatclosed the University for three years following 1228, finally gotto its feet and produced the Golden Age of Logic. 3 During theyears 1240-7 William, Peter, Albert, Thomas, and Roger wereall at some time in residence, and about 1245 they were possiblyall present together. William was the senior and influentialteacher and put the others, in varying degrees, in his debt. Inretrospect it is strange that none of his works saw print beforethe twentieth century: no one of the other writers mentioned isin this position. The Introduction to Logic is his most significantwork but there are several others certainly or probably by him.After his return from Paris he held several clerical positions inEngland, and died, in what circumstances we do not know, atsome time in the period 1266-71.
 Of the six books of the Introduction to Logic the content of fivefollows approximately that of the various books, excluding thePosterior Analytic!, of Aristotle's Organon; thus :
 Chapter 1. Statements (cf. Categories)2. Predicables (cf. Interpretation)3. Syllogism (cf. Prior Analytics)4. Places (cf. Topics)5. Properties of Terms6. Sophisms (cf. Sophistical Refutations)
 The corresponding works of Peter and Roger deal with the same
 1 See the introduction by N. Kretzmann to his edition of the Introduction toLogic.2 See van Steenberghen for a history of this period.
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 material in slightly different arrangements.' Besides the loss ofthe Posterior Analytic!, whose material is partly incorporatedelsewhere, the content is poorer than that of Aristotle's Organonin just one important respect, in containing little reference tomodality or modal syllogisms ;2 but this is counterbalanced bythe incorporation of material from Boethius and the addition ofthe characteristic chapter 5, which deals with Supposition andallied concepts.
 Chapter 3 is noteworthy for the first appearance of the famousBarbara Celarent verse embodying the theory of validity of syllo-gisms and of the reduction of the valid forms to those of the firstfigure. 3
 The closeness with which Aristotle is sometimes followed isstartling to the modern mind. An example is the reproduction ofthe division of arguments into three types, demonstrative, dia-lectical and sophistical, in chapter 4, as in the Topics, in parallelwith the inconsistent division into four types, including exami-nation arguments, in chapter 6, as in the Sophistical Refutations.William, however, was himself puzzled over the conflict betweenthe obviously dialectical character of the Sophistical Refutationsand the overlaid claim that it can be seen as a supplement to thePrior Analytic!. He says boldly (p. 132) 4
 I maintain that the substance of disputation is nothing but syllo-gism. Considered as an entity, therefore, disputation and syllogismare one and the same thing. It is called 'syllogism', however, invirtue of the fact that a person can organize thought by means of it.
 The examples in this chapter are nearly all, sometimes ratherself-consciously, in the precise form of syllogisms as laid downin his chapter 3 : a very few have compound subject or predicate.
 The structure of the chapter on Sophisms is simple. The fivepossible aims of sophistical disputation are described, following
 1 The growth of this pattern can be traced through the twelfth-centuryTractatus Anagnini and Munich Dialectica edited by De Rijk in Logica Moder-norum, vol. 2, part z, pp. 215 -332 and 453 -638.2 There is a detailed treatment of modal syllogisms in Buridan's Com-pendium, tract 5, of the succeeding century.3 See, however, De Rijk, vol. z, part 1, pp. 401-3, on some precursors.4 In quoting from Kretzmann's translation I have frequently omitted hisparenthetical references to the original Latin.

Page 59
                        

I18 FALL'ACIE'S
 Aristotle: Refutation (redargutio), Falsity (falsum), Paradox(inopinabile), Babbling (nugatio), and Solecism (soloecismus). Therefutations Dependent on Language (in dictione) and refutationsOutside Language (extra dictionem) are dealt with separately, eachsection enumerating and describing the relevant sophisms aslisted by Aristotle. The work then ends, without any of Aris-totle's supplementary discussions. The same structure is foundin the other works on our list, except for those in commentaryform and the anonymous Summa, which is more elaborate.
 In the case of the Sophisms Dependent on Language, all theworks attempt to give a structure to their list in a way whichreflects knowledge of the theory of multiplex in the lost commen-tary of Alexander of Aphrodisias. Most of them actually use theword mu/tip/ex or mu/tip/icitas: the exception is William. Since asophism, however, is an argument that seems valid but is not, it isconsidered appropriate in the case of each variety to specify the`cause of the sameness' and the 'cause of the non-existence' (cf.Soph. Ref. 169a 22—b 17), and William gives what is, in effect, theclassification by multiplex in these terms. Thus (p. 13 5)
 Sameness in the case of a linguistic whole is either in the substanceof the discourse alone or in the substance of the discourse togetherwith its use. (I speak of the use of discourse since in its use it ispronounced.) This [last] sameness is either of a word alone or of anexpression. If it is sameness of a word and there is diversity in thecorresponding reality it is called Equivocation; if it is sameness ofan expression it is called Amphibology.
 Sameness of discourse with respect to its substance alone is eithersameness of an expression and called Composition or Division, orit is sameness of a word and called Accent.
 On the other hand,.sameness in the case of a grammatical ending inso far as it is a source of deception is in a word only and is calledthe Figure of a Word. (I am speaking of these samenesses [only] inso far as there is diversity on the part of the corresponding reality.)
 This passage may be compared with the multiplex tree of Alex-ander: 'sameness' (apparentia) does very nearly the same job as`multiplex'. By the 'substance' of a word William means the worditself considered as a grammatical item. 'Words' and 'expressions'are to be understood as written entities, and the 'use' (actus) of a
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 word is its use in speech. He uses systematically ambiguous ter-minology to avoid too precise an interpretation of this kind butwhat he says is not really intelligible on any other.
 William reproduces Aristotle's threefold subdivision of Equi-vocation and Amphiboly (SQL). Ref 166a 14; cf. Adam of Bal-sham, p. z6) but brings it forward to the beginning of his sectionin each case, so that he may exemplify them separately. The mainexamples, in the case of Equivocation, are (pp. 135-8):
 i. A word properly signifies more than one thing on its own:`Every dog runs — one of the heavenly constellations is a dog;therefore one of the heavenly constellations runs.'
 2. A word signifies one thing properly and another `transump-tively': 'Whatever runs has feet, the Seine runs; therefore theSeine has feet.' Here the word 'runs' is `transumptive' in thesecond premiss.
 3. A word signifies different things as a result of its connectionswith something else: 'Whoever was being cured is healthy, thesufferer was being cured; therefore the sufferer is healthy.' Theword 'sufferer' refers to someone who was suffering when It isput in a past -tense statement and to someone who is sufferingwhen it is put in a present-tense statement.
 Examples of Amphiboly (amphibologia) are nearly untranslat-able, depending as they do on Latin idiom. The first, recallingHorace Greeley's comments about the relative newsworthinessof 'Dog bites man' and 'Man bites dog', is (p. 139)
 Quemcunque verum est panern comedere, panis comedit ilium. Sed canemverum est panem comedere. Ergo panis comedit
 which goes into bad English as
 If someone bread did eat, bread ate him; but the dog bread did eat:therefore bread ate him.
 This resembles the King Pyrrhus example, which is first foundin the Summa. 1 If we turn to parallel accounts by other writerswe find the same or closely similar examples used time after time,and influences may be traced by comparing occurrences. 2
 1 De Rijk, vol. 1, p. 289. However, Aristotle has a very similar one: Sop).Ref. 166a 7.2 See De Rijk's indexes in vol. i and in vol. z, part 2.

Page 60
                        

120 FALLACIES THE ARISTOTELIAN TRADITION
 In discussing his examples William deals with issues arisingout of his theory of meaning. Thus in reference to examples oftype (3) of Equivocation he voices the objection that
 .. a word is prior to any expression, and therefore retains theessence it had before becoming an ingredient in the expression.
 The answer to this objection is that some words signify conceptswhich are systematically 'participated in by what is more thanone thing with respect to earlier and later' ; like the word 'sufferer'in the example. The direction of William's thought on sophismscan be clearly traced in these subsidiary discussions, which regu-larly raise for him questions in the Philosophy of Language.
 William's examples of Composition and Division also turn ontime-distinctions : in the case of
 Whatever is possible will be true; it is possible for a white thing tobe black: therefore it will be true that a white thing will be black.
 the minor premiss is ambiguous since we may take `a white thing'and 'to be black' together or separately; that is (taking 'Compo-sition' in the literal verbal sense suggested earlier), we may pro-nounce it
 It is possible (pause) for-a-white-thing-to-be-black.-or-
 It is possible-for-a-white-thing (pause) to be black.Peter of Spain (Summulae 7.26-7.30), an inveterate arborifier
 whose classification proliferates branches and twigs, says thereare two varieties of Composition and two of Division: the dis-tinction depends on whether there is question of alternativebracketings of words or merely a question of presence or absenceof a particular bracketing.
 We have already dealt in some detail with the Fallacy of Ac-cent and the style of the examples of it that are concocted to suitLatin idiom. William gives several examples, of which two arevirtually the same as those of Peter of Spain given above inchapter 1. 1
 1 Buridan, in his Compendium (tract 7), tells us that there are four waysaccent can vary; first, in respect of continuity and interruption; second, inhaving syllables lengthened or shortened; third, in the importation oromission of aspirates; and fourth, in respect of modulation of the voice asacute, grave and circumflex.
 Figure of Speech (figura dictionis, pp. 146-7) is referred entirelyto grammatical terminations. Latin abounds in 'deponent' verbs,whose passive-voice conjugation conceals an active sense andwe might be tempted to reason: Sorter operatur: ergo patitur,`Socrates is working', (passive verb in Latin) 'therefore he isinactive'. Then follows William's curious discussion of the crawmeat' example, 'What you bought yesterday you ate today; butyesterday you bought something raw, etc.' The word crudummeans 'something raw' but William is worried by the fact thatthis term refers ambiguously to the 'what' of the raw thing andto its 'how' and distinguishes, in terminology which need notconcern us, between two sorts of meaning a term may have. Thepoint of the subsumption of this case under Figure of Speechseems to be that crudum is an adjective (denoting a 'how') doingduty for a noun (denoting a 'what') and that there should in strictlogic — as in Latin grammar there is not — be distinct grammaticalforms for adjectives and derived nouns.
 In another case, 'What you had and do not have you have lost;you had ten and you do not have ten (suppose you have lost one);etc.' the word 'ten' (decem) ambiguously refers to a 'what' and a`how much'. Roger Bacon would use the same explanation in thecase 'Socrates is a man, Plato is a man; therefore Socrates isPlato'; the first premiss gives you a 'how' of Socrates and theconclusion says of him instead that he is a 'something' (hocaliquid).
 Peter of Spain (Summulae 7.3 4-8) finds that there are threekinds of Figure of Speech, of which the third is exemplified by`Man is a species, therefore some man is a species'. The rationaleof this is even harder to follow but there must have been a strongfeeling that the ambiguity of the word 'man' — as individual, andas species — was of a kind that should really have been indicatedby a variation of grammatical ending.
 Turning to Sophisms Outside Language (extra dictionem) wefind that William gives mainly traditional examples of Accident(p. 1 5 o) : 'You know Coriscus; it is Coriscus who is approaching;therefore you know who is approaching'. The 'cause of thesameness' since this is a sophism extra dictionem, is the (non-verbal) sameness of Coriscus and the man approaching. SecundumQuid is also traditional. In the case of Ignorance Regarding
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 Refutation (ignorantia elenchi; p. 15 5), where some of the accountsinterpolate a complete Boethian classification, William quotes Aris-totle's definition of refutation (he here uses the Aristotelian wordelenchus whereas in classifying kinds of refutation in his introduc-tion he had used the Latinism redargutio) and then says that onlythe four specifications 'in the same respect, in the same relation,in the same way and at the same time' are relevant to the sub-classification of sophisms under this heading. For the third kindhe gives the example 'Socrates is naturally pious but he is notabsolutely pious; therefore he is both pious and non-pious' andremarks that his examples are all also cases of Secundum Quidthough he thinks this misses the main point which distinguishesthem.
 Begging the Question can occur in five ways, as in the Topics(1 6zb 34): (1) when 'in order to prove something, that very thingis assumed', as in 'A man is running, therefore a man is running';(2) when to prove a particular we assume a universal underwhich it falls; (3) when to prove a universal we assume, oneafter the other, all the particulars falling under it; (4) when toprove a conjunction we separately assume the conjuncts; and (5)`when one has to prove something and assumes something elsethat necessarily affects it, as if one were to prove that the side isincommensurate with the diagonal and assumed that the diago-nal is commensurate with the side'. However, the old troubleabout question-begging comes up:
 But a doubt arises, because every one of those inferences is neces-sary, and in them there is a dialectical ground (locus, topic).
 William's way out is that
 the acceptability of an inference lies not merely in the necessity ofthe consequence but is inseparable from its producing belief regard-ing a doubtful matter.
 We have already noticed that Peter of Spain distinguishes herebetween an 'inference' and a 'proof'. 1-
 The treatment of Consequent needs no special comment. Non-Cause as Cause is given a correct traditional treatment in connec-tion with reasoning ad impossibile; and the same applies to all the
 1 p. 3 3 above.
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 medieval treatments, in spite of the superficial strangeness of theword 'cause' in this setting. The discussion of Many Questions(the heading is De fallaciis secundum plures interrogationes rtt unam,`Fallacies of many questions as one') is preceded by the state-ment that
 a question and a proposition are one and the same thing here,except that it is a question when it is asked prior to a syllogism, andit is a proposition when it is ordered in a syllogism.
 In spite of this unpromising conflation, the examples take anentirely appropriate dialectical turn; thus
 . . . suppose that two things are pointed to, one of which is good,the other bad. 'Are these things good or not good ?' If one takesthe affirmative, one is necessarily refuted, for it follows that whatis not good is good. But if one takes the negative, refutation seemsto follow although it does not follow, for this does not follow:`they are not good; therefore this one of them is not good'.
 In modern propositional terms, William denies that 'Not bothp and q' implies `Notp and not q'. We shall see that the discussionof this example links up with what William has to say about theObligation game.
 William's discussion stops abruptly (as does his whole treatise)at the end of his treatment of Many Questions but some of theother writers go on to subsidiary subjects. Peter (Summulae 7.65-9), for example, paraphrases Aristotle's reduction of varioussophisms to Misconception of Refutation. The contemporariesof William and Peter seem to have had no inclination to discussSolecism, Babbling, and the other forms of refutation.
 What did these writers learn from studying fallacies ? — Twovery important things; neither of which we can discover byreading the treatments of fallacies themselves, since neither re-acted to any extent on these treatments. William's chapter onProperties of Terms, however, contains many references to oneor another of (particularly) the Sophisms Dependent on Lan-guage; and there are a few references in the other direction whichwe have already touched on. This leads us to the concept ofSupposition. The other lesson is to be found in rules of thescholarly game of Obligation.
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 It is not necessary or desirable to go at all deeply into thetheory of Supposition here: it has been thoroughly discussed byothers, particularly by the Kneales (pp. 246-74). A few words,however, will explain its relevance. The theory has quite failedto survive into modern times, principally because it is based onan assumption which would be unhesitatingly rejected by modernphilosophers, that the meaning of a term consists solely in itsreferring to certain actually existing things. Modern practice is todistinguish sense from reference, or connotation from denotation.Thus the word 'unicorn' is meaningful in spite of the fact thatthere are no unicorns, and the expressions 'the Morning Star'and 'the Evening Star' have different meanings even though thereis only one thing, Venus, to which they both refer.
 The supposition of a term, as nearly as we can put it, is what it`stands for' (supponit pro); but a term may stand for differentthings on different occasions. The word 'man' in 'A man is run-ning' might stand for (the ubiquitous) Socrates, if that is who isbeing referred to, whereas in 'Man is the noblest of creatures' itstands for the human species or, what is in medieval times thesame thing, all men. In 'In every country some man is king' itstands, in a somewhat confused way, for just one man at a time,but a different one depending on which country you have inmind. In 'Man" has three letters' or "'Man" is monosyllabic'it stands (the use of syntactical quote-marks is a modern inven-tion, dating only from Frege 1) for the mord 'man', whether aswritten or as pronounced. Hence in order to sustain the Sup-position Theory of Meaning it is necessary to allow that there areseveral different kinds of Supposition a word may have, depend-ing on context.
 We have already seen the beginnings of this theory in Abelardand Adam but it should be obvious that the detailed study ofAristotle's Sophistical Refutations provides nearly the full range ofdistinctions needed: all the examples of Equivocation, and manyof the others, can be regarded as cases in which two conflictingSuppositions can be attributed to a word. The names given tothe different kinds of Supposition vary somewhat from writer towriter and they are variously classified and divided: the mainkinds in William are material (`Man is a species'); and personal,
 1 Grundgesette vol. I (5893), p. 3z of the Furth translation.
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 subdivided as determinate CA man is running') and confused,further subdivided. The word 'man' is confused and distributivein 'Every man is an animal'; the concept of Distribution waslater to be used in formulating rules for syllogistic reasoning.)There are some other subdivisions to deal with difficulties inconjunctive statements and cases of multiple quantification.
 A large part of Peter's chapter 6 and of the parva logicalia, chap-ters 8-52, are concerned with Supposition and related concepts.We possess many other such accounts. The theory of Suppositiondied in the fifteenth century, not to be revived. Nevertheless itwas important while it lasted, and some parts of it would standreanimation.
 The game of Obligation is a theoretical development of quitea different order. This, too, has been forgotten; but it has been re-placed by nothing else and, although it was never developed ata very high theoretical level, there is every reason to take it ser-iously and try to learn from it something relevant to moderntimes.
 The complaint that we have made against modern treatmentsof fallacy, to the effect that, by treating all reasoning as non-dia-lectical and context-free, they make nonsense of much of thetraditional account, applies with almost equal force to Williamand others of the Middle Ages who eschew dialogue and try tosqueeze all reasoning into standard syllogistic form or its minorextensions. We have noticed, however, some signs of strain inWilliam's accounts of Begging the Question and Many Ques-tions, and the closeness to Aristotle of the thirteenth-centurytradition guarantees that its exponents cannot be totally blind tothe origins in dialogue of much of what Aristotle wrote. Itshould be added that the exigencies of classroom teaching putthem much closer in spirit to Aristotle than we are; for, in aperiod in which books were handwritten and rare and paper andink were in short supply, classroom exercises had to be oral. Wehave seen that many hours of each day of four years of eachstudent's course were somehow spent studying Aristotle's logic,and it is not credible that all this time should have been spentlistening to lectures. What did they do ? The answer is that theyconducted disputations.
 1 See below, ch. 6.
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 There were probably many kinds of disputation; some, wemay surmise, on the Greek model and some more like moderndebates with long and measured contributions from speakers inturn. In the case of the Disputed Questions on Truth written up bySt Thomas Aquinas 1 it is fairly clear that an attempt is made touse the traditional Aristotelian rules of finding arguments todevelop syllogisms pro and contra a given conclusion, perhaps byalternate speakers. The so-called medieval disputations some-times conducted in Modern seminaries are basically of this pat-tern: compare the Lincoln's Inn debates broadcast in 1949-5o. 2
 What concerns us is neither of these: it is an elementary class-room exercise whose rules reintroduce Dialectic into Logic andwhose workings were, in the long run, to reillustrate much ofAristotle's material.
 One of the earliest — perhaps the earliest — of the treatises onObligation is ascribed to William of Sherwood. The ascriptioncannot be entirely certain. However, there are no extant treatisesearlier than the time of William. Several dozen treatises from thefourteenth century or later are known.
 As with the Greek debates, the Obligation game was playedby two people, here known as the opponent and the respondent:the first of these would usually have been the teacher. 3 Also as inthe Greek debates, the respondent is committed to uphold athesis, known as the positam; and submits to the equivalent ofdirect questions in so far as propositions, called proposita, are putto him by the opponent for his assent or dissent. With this the
 1 Thomas's Disputed Questions, which reads as if it might have been inspiredby (though it is by no means a literal transcript of) actual classroom discus-sions, was in an established literary tradition. The earliest example is theQuestions on Holy IFrit of Robert de Melun (c. 1145); and in the same tradi-tion is the Disputations of Simon de Tournai (c. zoi). See Chenu, Intro-duction a l'e'tude de s. Thomas d' Avail, pp. 67-77.2 One of these, Cusack and others, 'The Cinema is the Highest Form ofArt', broadcast 23 January 195o, has been published. There had been anearlier one on a more scholastic subject the previous October.3 In dealing with Obligation, which has not been much discussed in moderntimes, I have relied heavily on an unpublished thesis by Romuald Green,0.F.M., An Introduction to the Logical Treatise "De Obligationibus"; with criticaltexts of William of Sherwood (?) and Walter Burley, presented at the CatholicUniversity of Louvain, /963. I am also indebted to personal discussionswith Fr Green.
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 resemblance ends; and, although the features already mentionedare enough to make it likely that the origin of the game is to befound in Aristotle's Topics and Sophistical Refutations,' its develop-ment has given it a form of its own.
 The .positum, in the first place, is not necessarily a thesis towhich the respondent personally subscribes : it is handed out bythe opponent, and is generally a false statement, and understoodas such by both opponent and respondent. It is usually, also,quite simple in content — that Socrates is black, that the respon-dent is a bishop, or that Man is not an animal — unlike the ab-stract theses of the Greeks, such as that virtue is teachable.Having accepted the false positum the respondent must be quiteprepared to be led into other falsehoods to maintain consistency,suspending his own beliefs; but he must tell the truth in all casesin which he can do so consistently with the positron and suchother propositions as he has already admitted. Suppose, forexample, the positum is
 Socrates is blackand the two proposita are
 [1] Plato is black, and[2] Plato and Socrates are the same colour.
 The first propositum must be denied, simply because it is false andnothing else hangs on it; but the second, though really true,must now also be denied, for the sake of consistency. If the pro-posita had been presented in the opposite order they would bothhave had to be conceded, by similar reasoning.
 The game finishes by the opponent's saying Cedat tempos,usually when the respondent has been trapped in a contradictionor when he has clearly succeeded in avoiding such a trap.
 In variants of the procedure, the respondent may be obligedto deny, rather than affirm, a given thesis, or to hold a giventhesis as doubtful. It is not clear that the task of denying a thesisis different from that of upholding its contradictory, though it isin theory possible, of course, that it should be so interpreted. Anelaboration of the game is that the opponent, besides laying
 1 Green (p. 26) notices that part of the opening paragraph of Burley'streatise is nearly verbatim from the opening of Book VIII of the Topics;and comments on a number of lesser connections.

Page 64
                        

z 8 FALLACIES
 down a positurn, may specify certain statements as 'actual fact'(rei veritas). This is different from including them with the positumsince the respondent is not obliged to maintain them if they areinconsistent with the positum or whatever else he admits. Theresult is a two-level pretence on the part of the respondent. Thuswe could adapt the previous example by writing 'white' for`black' and vice versa, subject to a specification that, in 'actualfact', Socrates and Plato are both black.
 `Sophisms' occur when unexpected or paradoxical results areobtained. Rules are given for constructing cases of interest. Inthe self-explanatory words of the treatise attributed to William(translated from Green, vol. 2, p. I i) :
 One way of constructing sophisms is: to assume a conditionalwhose consequent is false and construct a disjunction of the conse-quent and another proposition, and another disjunction of theantecedent and the opposite of the proposition; then to conjointhose disjunctions [as positum] ; and then, proposit that the conse-quent is false. For example: In actual fact, Socrates does not exist.Let A mean 'Socrates is running or you are standing', and let Bmean 'Socrates is moving or you are not standing'. Conjoin A andB [as positron]. Then [proposition] : 'Socrates is moving'. This shouldapparently be denied, since it is false and does not seem to follow.If it is denied, let 'Socrates is running' be proposited. This must beconceded, because it follows: thus, if A and B are true and Socratesis not moving, .173 is true on account of the truth of You are notstanding'. Therefore, A is true not on account of 'You are stand-ing' but on account of 'Socrates is running', and so this must beconceded. This done, 'Socrates is moving' is again proposited. If youconcede it, cedat tempus, you have conceded and denied it in the samedisputation, which is wrong. If you deny it, cedat tempus, you havedenied something that follows, which is wrong.
 The solution, though it is not given in the text, is that 'Socratesis moving' really does follow from the positum, and should neverhave been denied in the first place. Another example is worthgiving, to illustrate the complications of the theory in the case inwhich the respondent undertakes the obligation to hold a pro-position (the dubitatum) as doutful (p. 33):
 But the following is a sophism concerning doubting : In actual fact,Socrates does not exist. It is to be doubted that Socrates is running.
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 Now [first propos/um]: Socrates is moving. If you deny this, let itbe proposited that Socrates is running. It is now necessary to denythis too; but it is the dubitatum. If you concede it, cedat tempus, youhave conceded a falsehood without being obliged to do so, which iswrong. If you reply that it is doubtful the objection is the same,because to doubt an antecedent does not oblige you to doubt aconsequent. (If something is seen walking in the distance it is pos-sible to doubt whether it is a horse, yet know that it is an animal.)It should be added that this is the case if the consequent is reallytrue, but if the antecedent is really false and is doubted the conse-quent is to be doubted. Thus it is not known to be true, since it isfalse, and it is not known to be false, because then it would beknown that the antecedent was false. In this case, then, a doubtfulreply is appropriate to 'Socrates is moving'.
 William's(?) analysis is not very good at this point since thesolution he favours is one against which he has just given aconvincing argument. However, even a modern logician mightneed to resort to symbols to do better.'
 Very many of the examples in treatises on Obligation turn onself-reference. Thus let the positum be 'You have not replied tbthe proposition "God exists" '. If 'God exists' is now propositectitmust be conceded; but this has made the positurn vulnerable, andWilliam(?) says the positum has become 'impossible per accidens'.We have set cases of this kind outside our terms of reference andneerl not linger over then,. They ilhictraje however the extent
 of the preoccupation of medieval writers and teachers with theproblems raised by Dialectic in the older, Platonic, sense. Onceagain, very little progress has been made in integrating the newdevelopments with the inherited Logic. It can now be shown,however, that a start was made here and there towards reapply-ing the Obligation game to the material of the traditionalaccounts of fallacies.
 Teachers conducting classes in Obligation needed lists of1 The appropriate logic is isomorphic to a deontic one as in, for example,von Wright, An Essay in Modal Logic, ch. 5. Let p be 'Socrates is running'and let q be 'Socrates is moving': interpret '0' as 'The respondent is com-mitted to saying that', and assume o(1, g). The obligation in respect of thedubitatum is represented by -Op. -0-p. When q is proposited the respondentmust resolve the situation with Oq, 0-g or -0g.-0--g. There are convincingobjections to 0-q, but he can reply with a disjunction of the others, equiva-lent to -O-q, a possibility William( ?) has not envisaged.
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 examples to work from, and we possess many such lists, datingfrom as early as the twelfth century (well before William) to thelate fourteenth or even the fifteenth century.' Treatises on`sophisms' also became a literary form in which solutions andobjections were discussed. Perhaps the most interesting of thesetreatises is that of Buridan 2 (about 133o). Another is that of hispupil Albert of Saxony (1316 ?-90 ?)
 The content of the examples in these lists reflects the pre-dominant interests of medieval logicians and, if any generali-zation is possible, it would be that they are concerned with Sup-position theory. However, this is only part of the truth. Some ofthem, particularly in the earlier lists, are simple exercises in logi-cal consequences; many involve paradoxes of self-reference;some deal with sophisticated philosophical issues; and, in thelater period, some lists deal almost exclusively with physicalscience. There is a traditional classification of the examples into
 impossibilia and sophismata but it is not always a veryfruitful one in detail.
 Even the twelfth-century lists use some Obligation termino-logy, showing that the Obligation game was practised half acentury or more before the earliest treatises : examples oftenbegin with some such phrase as Facia tali positions ('It is positedthat'), and the discussions use cedat tempts to indicate the end ofa disputation through the breaking of a rule. Some specimensophisms from an early list are (Grabmann, 'Die Sophismatali-teratur', pp. z1-3)
 Every man and every ass are two.Nothing differs from nothing.Opposites and non-opposites are opposites.
 It is posited that Socrates killed Plato's father and Plato killedSocrates's father, and it is asked whether the following is true:Socrates and Plato killed their fathers.
 It is posited that every man is running and no ass is running, and it isasked whether the following is true: Every man or ass is running.
 1 See particularly Grabrnann, 'Die Sophismataliteratur des t z. and 13.Jahrhunderts'.2 Sophismata: Buridan also gave an Aristotelian treatment of Fallacies in hisCompendium Totius Logicae, tract 7.
 THE ARISTOTELIAN TRADITION 131
 It is posited that a certain layman had that man as a son and wasafterwards made a priest, and it is asked whether the following istrue: That man is the son of a priest.
 The thing about which I am not speaking is something.
 There are about fifty sophisms in the list from which these aretaken.
 Later in the thirteenth century many of the sophisms reflectthe growing nominalist movement, and Siger of Brabant in 1277was even called to Rome to explain his support of the sophism`All men are animals, even if no men exist', which depended onthe heterodox premiss that the concept Man would still existeven after the Day of Judgment. Peter of Spain was by now pope,and it would be interesting to know what kind of discussion theyhad. (Siger was put in the charge of a 'secretary', who later wentmad and killed him.)
 A very few Aristotelian fallacies creep into the early lists : 'Thewhite thing can be black' is fairly common. In a manuscript ofthe late thirteenth century which seems to contain the minutesof some kind of international Conference of Sophismatists °(Grabmann, 'Die Sophismataliteratur', pp. 70-2): we find`Whether there are five fallacies in dictione, no more, no less' as asophisms allegedly resolved by Master Petrus de Insula. At thesame meeting Johannes de Alliaco contributed the solution of`Whether the proof of Something exists is intermediate' (that is,neither intrinsic nor extrinsic) and Petrus de Bognovilla resolved`Whether there can be a science of proof'. That these discussionswere regarded as being in the sophismata-tradition is an indicationof the development and deepening of the subject.
 That the Sophismata of Buridan draws heavily on the back-ground of the Obligation game can be seen not only from theuse of language but also from some explicit discussions; forexample, the discussion of sophism (3) of chapter 8 (ed. Scott,p. 185), 'If every man runs, then an ass runs' where what isdebated is the admissibility of positing a 'necessary' falsehood suchas 'Every man is an ass'. Buridan is strongly nominalist, in thetradition of Ockham, and continually produces examples suchas 'Every spoken proposition is true' whose 'proof' rests on —and hence demolishes — the theory that every spoken proposition
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 signifies a mental proposition and 'howsoever it signifies, so it iscorrespondingly in the thing signified' (p. 64). The realizationcomes as a surprise that one of these examples, 'No man lies'(p. 7o), is straight out of Plato's Eutbydemus; though this is prob-ably not a case of direct borrowing at all, but a re-invention.Buridan adapts to his medium several of the Aristotelian ex-amples from treatises on fallacies, fitting them into his own classi-fication scheme. Chapter 4 (pp. 110-24) which is 'about Conno-tations', has (I give only the opening arguments):
 [2] You ate raw meat today. I posit the case that you bought a piece ofraw meat yesterday, and today you ate it well-cooked ...
 [3] The white will be black .. .[6] I saw Peter and Robert. Posit that I saw Peter yesterday andRobert the day before yesterday. . . . The opposite is argued, since. . . it was never true to say, in the present tense, 'I see Peter andRobert' .. .[7] This dog isyour father. This is proved, because this is a father andthis is yours; hence, it is your father. Similarly, pointing at a blackmonk it is argued that there is a white monk, because this is whiteand it is a monk;[9] You know the one approaching. I posit the case that you see yourfather coming from a distance, in such a way that you do not dis-cern whether it is your father or another .
 In the case of the 'raw meat' example Buridan is launched intoa discussion of substances and properties. Yesterday, I bought`not only the substance of the meat, but also its accidents andproperties'. Certainly, 'in cooking, some of the substance of themeat disappears and evaporates', but this is not the main pointsince, even if the substance were unaltered, the properties couldstill be altered. There are lengthy discussions of the other ex-amples. To [9] the general remark is made that the verbs 'under-stand', `be acquainted with', 'know' and others (p. 126):
 effect some special kinds of connotation in the terms with whichthey occur. For since I can understand the same thing in manydifferent ways, and, corresponding to these diverse ways, imposedifferent names on it to signify it, therefore, such verbs cause theterms with which they occur to connote the reasons for which theirnames are imposed to signify them, and not only the external thingsknown, as happens with other verbs.
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 There are isolated other treatments of Aristotelian examples.The ultimate nominalist thesis is examined in the sophism 'It isin our power that a man is an ass' (p. 164):
 It is proved, since you and I shall argue, and then we can use con-ventional words in whatever way we agree to .. .
 A few of Buridan's sophisms raise issues in physical science —'All which is moved was moved previously', 'No change isinstantaneous' — and, soon after Buridan's time, 'physical'sophisms were very common. Particularly to be mentioned arethe Merton College (Oxford) group of the 133os and 134os,William Heytesbury, Thomas Bradwardine, Richard Swinesheadand, a little later, John Dumbleton and Richard Kilmington. 1
 Exegesis of the material of Aristotle's Physics and The Heavenshad been common earlier, in William of Sherwood and others;but the Merton writers produce elaborate puzzles concerningwhat we can only describe as the mathematics of beginning andceasing, maxima and minima, change, motion and velocity. Totake just one example: Socrates is one foot long and Plato is two ,
 feet long; both increase uniformly in length for one hour, at sucha rate that at the end of the hour both would be exactly three feetlong; but, at the final instant of the hour, each of them ceases toexist. Heytesbury (Wilson, p. 47) makes it clear that he means bythe latter positurn that the final instant of the hour is to be thefirst instant of their non-existence rather than the last instant oftheir existence, so that Plato and Socrates never 'begin to be' thesame size; but he thinks that it is nevertheless correct to say`Socrates and Plato will be equal'. In the process, the mathe-matical theory of bounds and limits gets a good airing.
 The function of the positum in these examples has changedsubtly and we have now not so much an Obligation game as athought-experiment. It should be added that Galileo, though hehad no high regard for medieval logic, refers to Heytesbury andwas influenced by him. Perhaps the greatest thought-experimentin the history of science was that of Galileo. The form is dia-logue : 2
 1 See Wilson, IFilliam Heytesbury: Medieval Logic and the Rise of MathematicalPhysics. For manuscript sources see the bibliography in this work.2 Galilei, Dialogues Concerning Two New Sciences, p. 63.
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 s ALITIA T1 if then we take two bodies whose natural speeds aredifferent, it is clear that on uniting the two, the more rapid one willbe partly retarded by the slower, and the slower will be somewhathastened by the swifter. Do you not agree with me in this opinion ?
 slat'Llclo You are unquestionably right.sALVIATI But if this is true, and if a large stone moves with a speed
 of, say, eight while a smaller moves with a speed of four, thenwhen they are united, the system will move with a speed less thaneight; but the two stones when tied together make a stone largerthan that which before moved with a speed of eight. Hence theheavier body moves with less speed than the lighter; an effectwhich is contrary to your supposition.
 The hypothesis, that the 'natural speeds' of bodies are indepen-dent of their size, did not need to be tested empirically from theTower of Pisa. The style in sharp contrast with what has precededit, is Plato's; but the argumentation is unmistakably medieval.
 CHAPTER 4
 Arguments `Ad'
 What happened to the Middle Ages ? Surveying the two cen-turies preceding I Soo we could be pardoned for thinking that in1350 logicians were all suddenly carried off by plague. A fewslightly-known names can be found after this — Paul of Venice,Paul of Pergula, Ralph Strode, George of Trebizond — but theoverall picture is nearly blank. It has been customary to tracesome part of the change of direction of academic thought to the n
 invention of printing, but though this may have affected the laterrevival it can hardly explain the dearth of original thought in thecentury or so before 1450. Again, the scholars who left Constan-tinople when it fell to the Turks may have stimulated Europeanlearning when they arrived, but we can hardly explain the ossifi-cation of Logic before 1453 by the fact that Constantinople wasstill in Byzantine hands. The non-discovery of the New Worldcannot be blamed for things that did not happen before 1492.Did the Hundred Years War really so upset the scholars of Eng-land and France? If the Middle Ages are defined as the period ofthe pre-eminence of Logic, they stopped well before the Renais-sance took over.
 Whatever the explanation, although the medieval logical syn-thesis continued to be at the base of university studies, it clearlybecame progressively rigid and fleshless in the absence of newstimulus. Sir Thomas More, writing in 1516 about the happyinhabitants of Utopia, said (ed. Surtz and Hexter, p. 1 5 9) :
 . . . in music, dialectic, arithmetic, and geometry they have madealmost the same discoveries as those predecessors of ours in theclassical world. But while they measure up to the ancients in almost
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 all other subjects, still they are far from being a match for theinventions of our modern logicians. In fact, they have discoverednot even a single one of those very ingeniously devised rules aboutrestrictions, amplifications, and suppositions which our own chil-dren everywhere learn in the Small Logicals. In addition, so far arethey from ability to speculate on second intentions that not one ofthem could see even man himself as a so-called universal ...
 The 'Small Logicals' are the parva logicallez in the second half ofPeter of Spain's ,Vummulae, and could be stretched to includeObligations, Insolubles, and the non-Aristotelian Sophisms. SirThomas could hardly have made this judgement if he had livedtwo centuries earlier, but it was fair comment on what survivedof the tradition among his contemporaries. The Obligation doc-trine was particularly badly served by inferior printed treatises.'
 The subsequent history of the study of fallacies — from theRenaissance to the present — is a series of waves of anti-Aristo-telian attempts to get rid of the subject altogether, followed atregular intervals by the reinstatement of the old doctrine in evernew revised forms. In the process we have drifted far away fromAristotle; but as fast as one logician has declared him redundant,another has come forward to re-employ him, at least in theory.There have been three groups either actively opposed to Falla-cies or uninterested in them: the first, Agricola and Ramus; thesecond, Locke and the empiricists, matched by Leibniz and therationalists; the third, Boole, Frege and Russell. Answeringrevivals have been instituted by, first, Fraunce, Buscher, Baconand Arnauld; secondly, Whately, J. S. Mill and De Morgan;thirdly, the modern, Mainly American, logicians that have beencited extensively in chapter 1. A century off, a century on: thecycle is not, of course, quite so regular as this, but it is more pro-nounced than most historical patterns.
 There was not, at first, any open anti-Aristotelianism. Weknow the fourteenth and fifteenth centuries as the age of Dante,Petrarch, Boccaccio, Chaucer and Villon, when literature stolethe scene and made the decaying scholastic tradition seem lifeless.Towards the end of the period we begin to find a renewed inter-
 1 See the treatises on Obligation and Insolubles appended to Peter's work inPeter of Spain, Tractatus Syncategorematttm and Selected Anonymous Treatises.These are from editions of 5489 and 5494.
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 est in Rhetoric, conceived as a science of literary style. The mostimportant figure of this movement is Rodolphus Agricola (orRoelof Huustnan, 1444-85) who, besides writing his DialecticalInvention, was a painter and musician — 'a sort of minor Leonardoda Vinci" — and who tried to unify Dialectic and Rhetoric bytaking the emphasis away from deductive reasoning and puttingit on Topics. This reversion to early Aristotelianism was notaccompanied by an interest in fallacies, which, significantly, arenot mentioned at all. The combined subject is divided into In-vention and Judgement, the latter being identified with Dispo-sition or Arrangement, following Cicero's conception of Rhetoric.This set a fashion which was followed, with variations, by mostlogicians for the next two hundred years and even influencedtheories of experimental method in the emerging sciences.
 Agricola's opposition to the traditional Aristotelianism wasimplicit rather than open, but he initiated a movement that wasto take some time to develop. His contemporaries were gener-ally more traditional than he. A treatise on fallacies under therather surprising authorship of Girolamo Savonarola (1452-90,•the monk who assumed leadership of the reform movement inFlorence, is less revolutionary than its writer's politics. Equallytypical of its time, notable in this case for literary rather thanlogical originality is the Margarita Philosophica (Tearl of Philo-sophy', 1496) of Gregor Reisch (d. Iszs), which was an eight-volume philosophical encyclopaedia in verse, and assumed enor-mous popularity, running through nearly as many editions asPeter of Spain's Summulae. A little later, another noted reformerwhose energies went elsewhere than into the reform of Logic wasPhilipp Melanchthon (1497-156o ; the name is a graecization ofSchwarzerd) colleague of Martin Luther: his Commonplaces is oneof the classics of Protestant theology, but his DialecticalQuestions,a logic text in the form of a catechism, is unremembered. It showsAgricola's influence, but reintroduces a traditional treatment offallacies.
 For a serious attempt to overthrow the existing order we mustmove ahead to Pettus Ramus 5 1 5 —72), who became famous in
 1 So described by Ong in his Ramus: Method and the Decay of Dialogue,pp. 95-6. Agricola's work was completed about 5479 and ran through manyeditions in the sixteenth century.
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 1537 for his dissertation-thesis 'Everything Aristotle said wasfalse'. The impiety of this pronouncement would hardly haveshocked academics familiar with medieval sophisms, but it seemsto have impressed the public and he dined out on it all overEurope in a short career that brought him widespread, if un-deserved, popularity. There is hardly any philosophical methodmore unpromising than that of allowing one's opponents to askthe questions and disagreeing with their answers. Ramus'spositive logic is a deductive theory based, following Agricolaand Melanchthon, on a set of topics of reasoning.' The study offallacies is dismissed as unnecessary:
 First, should not the overall description of vices itself arise from thedirect opposition of virtues so that, for every kind of virtue thereshould be just one kind of vice ? And in so far as there are twooverall virtues in dialectic, one of Invention and one of Judgment,so there ought to be two overall vices, one opposed and hostile totrue Invention, the other to correct Judgment; so that, to the vir-tues of sensible discourse there are opposed the contrary vices ofdeception, and captious argument to true, the faulty arrangementof what is invented to the correct and constant. But how could youexpect light from the author of darkness ?
 This is his regular title for Aristotle. A little further on he con-tinues :
 What is it that is sold in the shops of the Aristotelians ? Fictitiousand fabricated wisdom ? Surely not. Then what ? Madness coveredwith the false simulation of wisdom ?. . .
 How many kinds of sophisms are there ? There are five: refuta-tion, falsification, paradox, solecism and babbling. There are sixdivisions of refutation in dictione, of which five — equivocation (inthe terminology of the Aristotelians), amphiboly, composition,division and accent — are sufficiently comprehended in one word,in the fault of ambiguly: which is a common fault of all speech, anddoes not need these empty absurdities of subdivisions. Figure ofspeech is captious similarity; but an incomplete similarity, for it canalso be a fallacious one. There are seven kinds of fallacies extradictionem, the fallacy of accident, secundum quid, ignoratio elenchi,begging the question, consequent, non-cause as cause, diverse
 1 Ramus's earlier, and most anti-Aristotelian, works are the Dialecticainstitutiones and Aristotelicae Animadversiones (both 1543). The quoted pas-sages are from the latter, ff. 7o—z.
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 question. When Aristotle reckons these seven kinds to be containedwithin ignoratio elenchi, we shall believe the man: the rest we shalllaugh at. Yet I see begging the question stuck in in third place:this excresence enormously pleases the Aristotelians, and it seemsenormously appropriate that it will be made sport of by such re-fined intellects.. .
 The fallacy of secundum quid is a false species of division, for thewhole seems to be equated to a part: the source of the fallacy ofnon-cause as cause is indicated by its name: the fallacy of the con-sequent is a captious kind of related secondary syllogism: the fallacyof accident, of diverse questions, of ignoratio elenchi do not stand inneed of new rules.. .
 Of the remainder, the ostentation of falsification, paradox, sole-cism and babbling is not so much obscure as ridiculous.
 Elsewhere he says that the Organon is not authentic but was attri-buted to Aristotle by some sophist enemy of truth and science.'The superficiality of these unargued pronouncements is matchedonly by their historical importance. This kind of criticism ofcurrent Logic was overdue, and led many men more worthy thantheir author to call themselves Ramists. He became a martyr bybeing killed in the riots of St Bartholomew's Eve in 1572, andwas celebrated in Christopher Marlowe's Massacre at Paris.
 From this time, editions of medieval and traditional authorsstop, and fresh new books begin to appear. In 1551 ThomasWilson published his Rule of Reason, the first of these and, inci-dentally, the first logic book in English. (Ramus's Dialectique of
 5 5 5 was the first in French.) He was followed by a succession ofsome dozen `Elizabethans', 2 nearly all writing in English, and invarying degrees of allegiance to Ramus. It is common for thesubject to be laid out as a series of Topics, and for attitudes ofRamus to be echoed. In one respect, however, these writers areunited: they are unwilling to forego the opportunity of writingon fallacies.
 One of the most interesting of the Elizabethans is AbrahamFraunce, whose Lan'iers Logike, though in English, is larded with
 1 See discussion by Waddington, Pierre de la Ranie'e, p. 366.2 Howell, in his Logic and Rhetoric in England, oo-1700, has notes on logicbooks by Thomas Wilson, Ralph Lever, Abraham Fraunce, ThomasGranger, Thomas Blundeville, Samuel Smith, Robert Sanderson, Christ-opher Airay, John Newton and some others.
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 1 40 FALLACIES.
 excursions into Latin and what he calls the `hotchpot French' ofEngland's old legal statutes. He uses legal case-histories exten-sively as examples. He is a little apologetic about his inclusion ofnotes on fallacies (f. z6):
 Sophistry, as I have said elsewhere, is no Logike: therefore least Ishould injury the art by joyning sophisticall fallacians with Logicallinstitutions, I have rather reserved them to these annotations, thenthrusted them in among the precepts. Some use, I confesse, theremay bee had of them. . .. But if wee shall put downe every thingin Logike, which bath any little shew of profite thereunto; Gram-mer will be good Logike, because it helpeth us to utter yt which wehave Logically conceived.
 This said, the 'annotations' can proceed. New kinds of fallacyare discussed, though many traditional ones are included. Thearrangement is also a mixture of old and new, as may be seenfrom the attached figure. Those shown are all presented and dis-cussed early in the book, when the concept of a Fallacy is firstintroduced, with the exception of those 'belonging to Disposi-tion', which are discussed only briefly in a later section, and those`peculiar to certaine places' : these are numerous, and discussionsof them are appended to discussions of the various Topics or`places' to which they are supposed to be related. Thus under theTopic of 'Cause', representing argument from cause to effect, wehave mention of the Fallacy of 'arguing from that which is nocause: as if it were a cause' ; and under the Topics of 'Whole, part,generall, speciall' we have the Fallacies of Composition, Division,and Whole and Part. Some of Fraunce's examples have been givenin chapter I.
 So the Ramist revolution both succeeded and failed: Logictook on a new shape but remained nearly unchanged in content.Perhaps the most significant change — though it does not, at firstseem so as we read the writers who made it — was the introduc-tion into Logic, from the rhetorical tradition, of the 'extrinsic'or (inartificial' arguments of Aristotle and Cicero. These appearin Ramus, 1 and were taken up by most of the Elizabethans.Abraham Fraunce calls them 'Secondary arguments' and has arather strange extended list of them, including Distribution or
 1 Dialectique (1555), pp. 96-tot.
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 Definition, Notation or Etymology, 'Of the argumente bor-rowed' (namely, Testimony), and 'Of compared arguments'(namely, Analogy). Like Ramus, he treats them as supplemen-tary to his list of Topics; but since, unlike Ramus, he holds thatevery Topic has its own special kind of 'elench' he also effectivelyadds the abuses of these arguments to his list of fallacies. For thisinvolved reason, Fraunce becomes the first writer to tell us of theFallacies, among others, of False Definition, False Etymology,False Testimony and False Analogy. Thus under the heading`Notation or Etymologie' there appears the sub-heading`Elenchs' (f. 56):
 A Woman is a woe man, because slice worketh a man woe. . . . Butall the sport is to heare the Moonkish notations of woordes bothGreeke and Latine. . .
 Similarly, under 'Elenchs of all definitions' (f. 64):
 First, if it want where it should bee: Then if it bee, but bee false:or bee obscure, as that of the snayle, where the definition is moreobscure than the thing defined.. .
 This refers to an example of Cicero's quoted earlier in the book.Cicero (De Divinatione, II , 64, 133) makes fun of the scientistwho called a snail terrigenam, berbigradam, domiportam, sanguinecassam; in Fraunce's translation 'such a beast as is bred of theground, walketh on grasse, carrieth her cottage, and wantethbloud'.
 Again, under 'Of the argument borrowed' we once morehave 'Elenchs' (f. :
 A false testimonie is descried by the wickednesse, and maliciousnature of him that gave witnesse. The world is full of false for-sworne knaves. . . .
 If Fraunce's thought-processes were those of modern logicians,this would be the signal for him to bring in the airmen/um adhominem. He does not do so, but has nearly, instead, perpetratedone himself. Nevertheless the fact that reliance on False Testi-mony is regarded as an Elench is a sign of things to come.
 The ultimate irony of the times was the publication of a bookspecifically devoted to giving a Ramist theory of fallacies. We
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 have mentioned Heizo Buscher's treatise above.' It does notpossess any merits that would warrant our discussion.
 The greatest of all Ramists, however, was Francis Bacon (1 5 61-16z6), prosecutor of Essex on behalf of Elizabeth I, LordKeeper of the Seal and Lord Chancellor of England under JamesI, famous for his visionary championing of the cause of organ-ized science. He was, perhaps, less a logician than any otherperson whose writings are discussed in this book; he was alawyer and politician. The physician William Harvey, who knewhim and sometimes attended him in a professional capacity, saidof him 'He writes Philosophy like a Lord Chancellor'. DeMorgan remarks (A Budget of Paradoxes, vol. I, p. 79):
 This has been generally supposed to be only a sneer at the sutorultra crepidam [cobbler not sticking to his last] ; but we cannot helpsuspecting that there was more intended by it. To us, Bacon iseminently the philosopher of error prevented, not of progress facili-tated. When we throw off the idea of being led right, and betake our-selves to that of being kept from going wrong, we read his writingswith a sense of their usefulness, his genius, and their probable effectupon purely experimental science, which we can be conscious Ofupon no other supposition. It amuses us to have to add that thepart of Aristotle's logic of which he saw the value was the book onrefutation of fallacies. Now is this not the notion of things to whichthe bias of a practised lawyer might lead him? .. .
 This is unjust in that it suggests small-mindedness. In fact, Baconwas forever drawing up large schemes, political and literary,restlessly recasting his ideas in new forms. The early Advance-ment of Learning (1 6o5) was ambitious in its attempt to survey theentire state of learning in his day: the later New Organon (1623),whose title is enough to indicate his logical aspirations, was stillonly a part of the plan to end all plans, the Great Instauration (or,perhaps, Restoration), which was planned to include virtually allhis repetitious writings and much more besides. It hardly needssaying that it was never finished.
 He has left us half a dozen overlapping treatments of hisfamous Idols, inconsistent in various ways and fitting irregu-larly into different overall patterns. They are first described, un-named, in the Advancement. Surveying Logic, he finds that the
 1 p. ro.
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 study of sophisms is, on the whole, in a satisfactory condition(Works, vol. 3,pp. 393 ff.):
 This part, concerning Elenches is excellently handled by Aristotlein precept, but snore excellently by Plato in example, not only inthe persons of the Sophists, but even in Socrates himself; who,professing to affirm nothing, but to infirm that which was affirmedby another, bath exactly expressed all the forms of objection, fallaceand redargution.
 However, there is more to Elenches than this.
 . . . But lastly, there is a much more important and profound kindof fallacies in the mind of man, which I find not observed or en-quired at all, and think good to place here, as that which of allothers appertaineth most to rectify judgment : the force whereof issuch, as it doth not dazzle or snare the understanding in someparticulars, but doth more generally and inwardly infect and cor-rupt the state thereof.
 This is a general statement, but we now get down to detail.
 For this purpose, let us consider the false appearances that are im-posed upon us by the general nature of the mind, beholding themin an example or two; as first, in that instance which is the root ofall superstition, namely, That to the nature of the mind of all men it isconsonant for the affirmative or active to affect more than the negative orprivative: . . .
 The passage which follows has already been quoted above.'These 'false appearances' are what Bacon later referred to asthe 'Idols of the Nation or Tribe'. The word 'idol' (4,80)A0v)means 'false appearance' and, in the seventeenth century, hadovertones of irreligion. In a discussion of religion near the end ofthe Advancement Bacon defines 'idolatry' as 'when we worshipfalse gods, supposing them to be true', echoing the Aristoteliandefinition of fallacy and revealing that he already associates theone field with the other. Idols were things that were falsely wor-shipped. The name 'Nation' or 'Tribe' is not very clear in thisconnection but is explained in the New Organon (vol. 4, p. 54:in this case the text is a translation from Bacon's Latin):
 The Idols of the Tribe have their foundation in human nature itself,and in the tribe or race of men. For it is a false assertion that the
 1 P. 47.
 ARGUMENTS 'AD' 145sense of man is the measure of things ... the human understandingis like a false mirror, which, receiving rays irregularly, distorts anddiscolours the nature of things by mingling its own nature with it.
 The Advancement next moves to other cases (vol. 3, p. 396):
 Let us consider again the false appearances imposed upon us byevery man's own individual nature and custom, in that feignedsupposition that Plato maketh of the cave: for certainly if a childwere continued in a grot or cave under the earth until maturity ofage, and came suddenly abroad, he would have strange and absurdimaginations; so in like manner, although our persons live in theview of heaven, yet our spirits are included in the caves of our owncomplexions and customs; which minister unto us infinite errorsand vain opinions, if they be not recalled to examination.
 These are 'Idols of the Cave', and the reference is to the allegoryin Book IX of Plato's Republic. Next:
 . . . lastly, let us consider the false appearances that are imposedupon us by words, which are framed and applied according to theconceit and capacities of the vulgar sort: and although we think wegovern our words, and prescribe it well, Loquendum ut vulgus, senile:1-•dum ut sapienties, [a man should speak like the vulgar, and think likethe wise;) yet certain it is that words, as a Tartar's bow, do shootback upon the understanding of the wisest, and mightily entangleand pervert the judgment; . . .
 In his early work Valerius Terminus Bacon called these 'Idols ofthe Palace' (vol. 3, pp. 24z, 245), but the name might have beeninsulting to James and he changed it to 'Idols of the Market-Place'.
 The fourth kind, 'Idols of the Theatre', did not occur in theAdvancement and in order to find their origin in his early workwe must look at a short, illuminating if undergraduate piece withthe cryptic title Temporis Partus Masculus, 'The Male Birth ofTime' (vol. 3, pp. 528-39): originally he had called it TemporisPartus Maximus, 'The Greatest Birth of Time'. This is a speechfrom the bench at the trial for incompetence of a number of his-tory's leading philosophers, and is slightly reminiscent of Lucian.The judge heaps invective on the accused in a way which is quiteuncharacteristic of Bacon in his other writings and, from whatwe know, in real life: he was normally both generous and
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 balanced. Here, his deep anti-intellectualism is revealed, whenAristotle is described as 'that worst of sophists, stupid with use-less subtlety, a cheap mockery of verbiage'. He never quite lostthis attitude. Now, in the New Organon, he writes (vol. 4, p. 55):
 Lastly, there are Idols which have immigrated into men's mindsfrom the various dogmas of philosophies, and also from wronglaws of demonstration. These I call Idols of the Theatre; becausein my judgment all the received systems are but so many stage-plays, representing worlds of their own creation after an unrealand scenic fashion. Nor is it only of the systems now in vogue, oronly of the ancient sects and philosophies, that I speak; for manymore plays of the same kind may yet be composed and in like arti-ficial manner set forth; .. .
 The detailed discussion that follows gives more measured criti-cisms of some particular philosophers, using material from hisearlier Refutation of Philosophies (1608-9).
 The Idols have seldom found their way explicitly into bookson Logic but they summarize more completely than any otherpiece of work a changed attitude towards fallacy, sophism, anderror. From now on, some part of the analysis of fallacy will in-volve an appeal to psychological factors, as in the Idols of theTribe and Cave, or to social ones, as in the Idols of the Market-Place. The Idols of the Theatre are invoked less directly but, atleast in British empiricist tradition, an argument from authorityis now nearly always considered to be a fallacy, rather than ex-trinsically valid; and many are in sympathy with Hume's adviceas to the disposal of any book found to contain neither empiricalfact nor reasoning concerning quantity or number: 'Commit itthen to the flames, for it can contain nothing but sophistry andillusion'.'
 In passing we might notice that Sextus Empiricus had some-thing to do with forming these attitudes. Sextus had not beenentirely unknown to the Middle Ages, and a Latin translation ofOutlines of Pyrrhonism is found in one thirteenth-century manu-script. 2 In the sixteenth century, however, Sextus and Pyrrhon-ism were 'discovered' in circumstances in which they could makethe greatest impact, and, for a time, 'the divine Sextus', as Le
 1 Hume, Inquiry (1748); final sentence.2 Paris, Bibliothegue Nationale, MS. Fonds Latin 14700, ff. 83-13z.
 ARGUMENTS 'AD' 147Vayer called him, even seemed to overshadow Aristotle.' Mon-taigne's long essay 'An Apology of Raymond Sebond' (15 8o) isone of the classic texts of this revival and an English translationof it appeared in Bacon's time. 2 But though there is no doubtingSextus's influence in spreading philosophical scepticism, hiscritique of the concept of fallacy made no discoverable impres-sion : it is not mentioned at all by Montaigne.
 Before leaving Bacon we should note that he also had some-thing to say about sophistical stratagems; in his essay 'OfCunning' (vol. 6, pp. 42.8-3 I):
 Another [point of cunning] is, that when you have anything toobtain of present despatch, you entertain and muse the party withwhom you deal with some other discourse; that he be not too muchawake to make objections. I knew a counsellor and secretary, thatnever came to Queen Elizabeth of England with bills to sign, buthe would always first put her into some discourse of estate, that shemought the less mind the bills.
 and again
 There is a cunning, which we in England call The turning of the catin the pan; which is, when that which a man says to another, he laysit as if another had said it to him. And to say truth, it is not easy,when such a matter passed between two, to make it appear fromwhich of them it first moved and began.
 This is the model for future conceptions of sophistry: it is 'asinister and crooked wisdom'. Bacon's essay makes no pretenceof systematic or theoretical treatment:
 But these small wares and petty points of cunning are infinite; andit were a good deed to make a list of them; for that nothing dothmore hurt in a state than that cunning men pass for wise.
 The Essays predate the Advancement; and this programme for anew Sophistical Refutations — if it was ever really Bacon's own —was rewritten when the Advancement was undertaken.
 Bacon's most outstanding philosophical disciple was Hobbes(1 588-1679) who, however, though even less a logician than his
 1 See Popkin, History of Scepticism from Erasmus to Descartes, p. 17.2 Montaigne, Essays. John Florio's translation of 1605 is reprinted in theEveryman edition.
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 master, had unfortunate ambitions in Logic and produced atheory of fallacies so weird and without antecedent or conse-quence that it is best passed over without further mention.' Onthe Continent, Gassendi (1592-165 5) had been writing his historyof Logic and made a collection of Megarian and Stoic examplesof fallacy and paradox, but without systematization. (Some ofthese are also in Wilson's Rule of Reason.) The most influentiallogic text of the time was the Hamburg Logic (1638) of JoachimJunge (1587-1656) which, perhaps, deserves notice for the dis-covery, after almost two thousand years, of a way of classifyingAristotle's Fallacies Outside Language. The result is shown in thefigure. The disjunction 'Common : Proper' had occurred earlier,as we saw, in Abraham Fraunce, and the 'forms of argument'referred to are Agricolan or Ramist Topics; but, for Fraunce,sophisms 'common to all places' had comprised only Petitioprincipii and Superfluitie. The disjunction 'inhering in antece-dent: inhering in consequent' is also not quite new, havingappeared in Buscher as a classification of 'faults of syllogism';but, for Buscher, faults 'inhering in antecedent' comprise onlythose due to ambiguity of the middle term, and are not FallaciesOutside Language at all. Junge gives us no discussion of hisclassification, and, apart from this excursion into tree-building,his treatment is orthodox and rather scholastic.
 Now let us move on to the Port Royal Logic of 1662, writtenby Antoine Arnauld, with or without the help of Pierre Nicoleand other members of the Port Royal Movement in Paris. Thecorrect name of this book is The Art of Thinking, itself a sign of anew approach to Logic, which had previously been regarded asteaching how to discuss, argue or reason, but never how tothink. This is a very fine Logic book by any standards and isremarkably modern for its three centuries : it has influencedmodern philosophy as much as any other book. Its strength isthe closeness of the link it maintains with philosophical argu-mentation outside Logic, and particularly in its treatment of epis-temological issues, following Descartes. Both Locke and Humeowe much to it. Yet its modernity is two-edged. In its discussionof 'the different ways of reasoning incorrectly' we find the origin1 Hobbes, Computatio Sive Logica, ch. 5. But see Engel, 'Hobbes's "Table ofAbsurdity".'
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 of some of the misinterpretations and inconsistencies we havecriticized in the modern treatments of fallacies. This cannot bean accident. It is important to attempt some characterization ofthe Port Royal syndrome, and it will be worth our while to lookat its account in some detail.
 The book is divided into four parts, entitled respectively`Conception', 'Judgement', 'Reasoning', and 'Ordering': thefirst three headings are traditional divisions of the subject andthe fourth echoes 'Method' in Ramus. In fact the fourth part ison Scientific Method and is an enormous advance on anythingthat preceded it. Topics and Fallacies are no longer consideredas making up separate divisions of the subject but supplementthe formal treatment of syllogisms in Part Three, and they areintroduced a little apologetically, with the implication that theyonly just deserve a place in the book. This is, in fact, the swan-song of Topics, which hereafter practically disappear from theliterature. The first of the two chapters on fallacies, `Sophisms:the different ways of reasoning incorrectly', begins (ed. Dickoffand James, p. 246):
 Once the rules for good reasoning are known, bad reasonings areeasily recognised. Still what is to be avoided is often more strikingthan what is to be imitated. So, a discussion of the sophisms orparalogisms, that is, the chief sources of bad reasoning, is not with-out use. We shall discuss only seven or eight sophisms; the othersare faults so obvious as to deserve no mention.
 The position of the chapter in the book, its title, the suggestionof dispensability, the omission of the Aristotelian definition, allconspire to present the study of fallacies as the study of certainkinds of error or mental aberration among philosophers andscientists. There follows a discussion of a miscellaneous collec-tion of fallacies under nine headings, nearly all of them Aristo-telian. The following chapter, which we shall come to in amoment, breaks new, Baconian, ground.
 The kinds of fallacy treated in the first chapter are: (i) provingsomething other than what is in question, (z) assuming as truethe thing in question, (3) taking as a cause what is not a cause,(4) (not in the earliest editions) failing to make an exhaustiveenumeration of alternatives, (5) judging on the basis of an acci-
 dental characteristic, (6) passing from a divided to a connectedsense or vice versa, (7) passing from a qualified to an absolutetruth, (8) misusing the ambiguity of words, and (9) drawing ageneral conclusion from an incomplete induction. Only (4) and(9) are not, at least nominally, in Aristotle's list, and (4) couldconceivably have been inspired by the fourth category of theStoics ; 1 (9) is clearly a fully-considered addition.
 The first heading is linked with Aristotle's 'Misconception ofRefutation', and alleged examples of it are drawn from Aristotle'sown works. For the second (pp. 247-8):
 z. The second sophism is to assume as true the very thing in ques-tion. This sophism Aristotle called begging the question (petitioprincipii). Since what serves as proof must be clearer and betterknown than what we seek to prove, we see easily enough thatbegging the question is altogether opposed to genuine reasoning.Galileo, however, has justly accused Aristotle of begging the ques-tion in his proof that the earth was at the centre of the universe.Aristotle argued:
 The nature of heavy things is to tend toward the centre of theuniverse and of light things to tend away from the centre of theuniverse.
 Experience shows that heavy things tend toward the centre of theearth and that light things tend away from the centre of the earth.
 Therefore, the centre of the earth is the centre of the universe.
 The major premiss of this argument contains an obvious beggingof the question. We see readily enough that what the second premissstates is true; but unless Aristotle assumed that the centre of theearth is the same as the centre of the universe — the very conclusionthat he wished to prove by the argument — how did he learn that themajor premiss is true ?
 This is only partly just: Arnauld's real quarrel is with Aristotle'saprioristic reasoning about 'the nature of heavy things' andAristotle cannot clearly be accused of begging the question ex-cept on the assumption that his first premiss is intended to beempirical. The Fallacy of Petitio Principii is being invoked in anepistemological dispute. The impression is also given that theFallacy resides in a syllogistic inference (though the syllogism in
 1 See above, p. 92.
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 question, on its own, is clearly valid) and we are well on the wayto J. S. Mill's claim that every syllogism commits it. Arnauldgives three other examples of a similar kind.
 Next we have (p. 25 o) :
 3. To take as a cause what is not a cause is the sophism called noncausa pro causa and is a very common source of error. There areseveral ways to commit this sophism. One way is by simple ignor-ance of the true cause of a thing. For example, philosophers havecredited any number of effects to nature's abhorrence of a vacuum ;but some very recent and ingenious experiments, described inPascal's excellent treatise, show that these effects are caused by theweight of air alone. These same philosophers commonly teach thata container filled with water breaks when the water freezes becausethe water contracts in freezing and leaves a vacuum which naturecannot endure. But quite the contrary has been discovered. Thecontainer breaks when the water freezes because water in freezingcomes to occupy more space.
 Arnauld was not the first to interpret 'taking as a cause what isnot a cause' merely as 'giving an incorrect explanation', and wehave seen that there is a hint of this interpretation in Aristotle'sRhetoric, despite its complete inconsistency with the accountgiven in the Sophistical Refutations and elsewhere. Most of theAristotelians, however, had been more or less faithful to theaccount in the sophistical Refutations and none had departed fromit so radically and completely as Arnauld. Under the new inter-
 , pretation the fallacy is not 'logical', because it is not connectedwith any particular reasoning-process, valid or invalid. In sub-sequent examples apriorism, superstition, gullibility and pureobscurantism are the villains behind the false causal explanations,besides the Aristotelian post hoc el-go proper hoc, argument fromtemporal succession to causal influence (p. 2 5 5):
 ... people have concluded that the Dog Star is the cause of thatextraordinary heat we feel during the dog days. . . But Gassendihas very correctly observed that nothing could be less likely thancrediting the Dog Star with the heat of August. The Dog Star'sinfluence ought to be strongest in the region to which the star isclosest. But in August the Dog Star is much closer to the regionbelow the equator than to us ; and yet while we are in the dog days,the regions below the equator have their winter season.
 ARGUMENTS 'AD' 15 3But this example, like some modern ones, far from being acounter-example to post hoc ergo proper hoc, almost commits ititself, since one is led to assume that if it were not the case that thesouthern hemisphere is cold in August the causal explanationmight escape unscathed. In this case we are up against a deepempiricist theoretical difficulty, the problem of induction.
 The next heading but one reproduces a version of this diffi-culty (p. 2 5 9) :
 5. We commit a fifth kind of sophism when we make an unqualifiedjudgment of a thing on the basis of an accidental characteristic. Thissophism is called fallacia accidentis by the Schoolmen. For example,people commit this fallacy when they deprecate the use of antimonyon the ground that when misused antimony produces bad effects.This fallacy is also committed by those who attribute to eloquenceall the ill effects it works when abused or to medicine all the faultsof ignorant doctors.
 This hardly differs from 'taking as a cause what is not a cause';but that it started a presently fashionable misinterpretation canbe seen by comparing the examples with those of Accident inchapter I above. 1 A further major overlap occurs when we cometo number (7), 'passing from a qualified truth to an absolutetruth' because this, a dicta secundum quid ad dictum simpliciter, isquoted the other way round from the usual a dicta simpliciter addictum secundum quid. Since (9) gives us explicitly the case of in-complete induction, four of Arnauld's nine varieties nearlycoincide.
 Ambiguity is dealt with rather sketchily under (8), and it re-mains to say that Arnauld initiates another conceptual confusionby stating baldly 'All syllogisms invalid because of containingfour terms are arguments which commit this fallacy'; without,that is, distinguishing use of a given term twice in different sensesfrom use of two, possibly both unambiguous, terms.
 The broad causes of these misconceptions have already beenindicated and the faults of the Port Royal are no more than aworking-out of trends already in existence. We have not yetfinished, however, because the second chapter on fallacies, en-titled 'Concerning faulty arguments advanced in public lifeand everyday affairs', represents a development in a different
 1 pp. 27-8.
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 direction and adds a further element to the typical modernaccount. Arnauld seems to have realized that his previouschapter is narrow in its range of application and, in a passagerewritten for the second edition, he says (pp. z65-6):
 But reason does not find its principal use in science; to err in scienceis not a grave matter, for science has but little bearing on the con-duct of life.. .
 There follows an attempt to distinguish 'false judgment' from`bad reasoning'.
 Our errors can be credited to two principal sources : The one source— the will's dissoluteness — which troubles and perverts the judg-ment is internal; the other source is external and lies in the objectsof which we judge and in their being able to deceive our minds byfalse appearances.
 The mention of 'false appearances' echoes Bacon and the passagesounds like an attempt to separate two concepts conflated in theIdols. Arnauld affects to discuss the two sources of error sepa-rately but the bulk of the chapter is concerned with the way inwhich the emotions pervert reason.
 Since this is a recurrent theme in future treatments of fallacies,something should be said about its genesis and history. ForPlato, in Book IV of the Republic, the mind has three parts, in-tellect, spirit, and desire. He argues, first, that we observe threekinds of 'virtue' in the community — love of learning, spirit, andlove of riches — and that these must be reflections of the samethree kinds in the individual. The spirited character of Thraciansand Scythians, he says, must be due to a spirited element in theminds of individual citizens; Athenians' love of learning must bedue to domination of their minds by an intellectual element; andthe love of riches of the commercially-minded Phoenicians andEgyptians by a desiring element. The three elements, however,must co-exist in a single mind just as the three correspondingclasses, government, military, and commercial, must co-exist insociety. A second argument for the existence of the three parts isthat the mind is sometimes divided against itself: when we aredriven by hunger and thirst intellect sometimes intervenes andwe decline to eat and drink; the spirited element, in the case ofthe soldier, in battle may fight against the desires, and so on.
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 Aristotle, in a brief reference, criticizes Plato for thinking thatthe mind must have different parts in order to have differentfunctions (The Soul, 43 za 25); and his account of the mind's func-tions, which dominated Psychology throughout the MiddleAges, is a wider-ranging one which does not attempt to arrangethem in neat categories. Since the seventeenth century, however,a distinction along Platonic lines has been revived as a kind ofofficial starting-point for the study of mind. The distinctionbetween 'action' and 'passion' is perhaps central; and there is nodoubting, in Descartes, the completeness of the cleavage be-tween the two parts or functions, nor the fact that the former,like Plato's guardians, is regarded as properly dominant. Thisappears not only in his Passions of the Soul but in, for example, hisletters to Princess Elisabeth of Bohemia, where she seeks advicein the control of her troublesome passions and is duly instructedin their proper place in the scheme of things.' For Descartes,the important thing is that reason and will, loosely identified,should be dominant: for Hume (1711-76) later, the will wasa 'direct passion' and also needed to be kept under control. -Writing on `Unphilosophical Probability', Hume considers(Treatise,vol. I , p. 148):
 the case of a man, who being hung out from a high tower in a cageof iron cannot forbear trembling when he surveys the precipicebelow him, tho' he knows himself to be perfectly secure from falling,by his experience of the solidity of the iron, which supports him;. . . The circumstances of depth and descent strike so strongly uponhim, that their influence cannot be destroy'd by the contrary cir-cumstances of support and solidity, .. .
 Here even the will is not to be trusted as much as cool reason;or, at least, it must be enlisted on reason's side.
 But let us return to Arnauld and the Port Royal. The secondchapter on Fallacies starts by considering 'Sophisms of Self-love,of Interest, and of Passion' and Arnauld is scathing about thestupidity of people who go in for arguments which he takes tobe of the forms (pp. 266-8):
 1 Descartes, Correspondance, vol. 6; see particularly letter of r September1645. On the development of this attitude see Levi, French Moralists, theTheory of the Passions, If 8f-I619.
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 I am a native of country X.Therefore, I must believe that Saint so-and-so preached in country
 X.
 I belong to the Y order.Therefore, I must believe that order Y has such-and-such privileges.
 His formulation is unfortunate: he is not interested in the (rare)cases in which these arguments might be explicit so much as incases in which analysis of the reasoner's attitude indicates thatself-interest (or self-love, or passion) is the predominant causalfactor. In many of these cases the reasoner will not be consciousof his motivation and will certainly not make it explicit. Inci-dentally, Bacon's Idols of the (Nation or) Tribe seem to be inevidence, though the examples do not represent precisely whatBacon had in mind. Arnauld goes on in the same vein to
 I like him.Therefore, he is the cleverest man in the world.
 I hate him.Therefore, he is a nobody.
 and toIf this were the case, I should not be a clever man.But, I am a clever man.Therefore, this is not the case.
 and others. The only differences of any importance between theexamples is in the nature of the considerations of interest oremotion that are supposed to be operative.
 When 'Faulty Arguments Arising from the Objects Them-selves' are considered, the same kind of analysis is, in effect,offered. The chapter finishes with a description of 'sophisms ofauthority' and 'sophisms of the manner'. Under the first headingwe find the first appearance — unnamed — of the argumentum adbaculum: 1
 The very manner in which some religious tenets are urged on usdetermines their credibility. In different ages of the Church — prin-cipally in the last century — we have seen men trying to spread their
 1 p. 287. See also, however, Wilson, Rule of Reason, f. 166: `. . . they fell toreasonying with Argumentes, that ware ncyther in fygure, nor in mode, butstode in plaine buffettes, whiche is a subtiltie, that is not mentioned withinthe compasse of this boke,
 ARGUMENTS 'AD' 1 57doctrines by sword and bloodshed; we have seen men arm them-selves against the Church by schism, against temporal powers byrevolt; we have seen men without a common mission and withoutmiracles and without any external marks of piety but rather withthe obvious marks of licentiousness undertake to change the faithand the discipline of the Church. Any reasonable person will rejectwhatever is urged in so offensive a manner and not even the moststupid will listen.
 Force, we should notice, is regarded not merely as irrelevant toan argument's merits but as positively injurious to them. Muchthe same appears to be true of testimony, at least when manypeople are involved:
 Men follow the ridiculous procedure of believing a thing trueaccording to the number of witnesses to its truth. A contemporaryauthor has wisely pointed out that in difficult matters that are leftto the province of reason, it is more likely that an individual willdiscover the truth than that many will.
 Even discussion and debate may not help us here (p. 274):
 Helpful as debates are when rightly used and when not invaded bypassion, yet they are dangerous when improperly used by personswho pride themselves on maintaining their own opinions at anycost and on contradicting all other opinions.
 On the other hand, although 'if any error is pardonable, it is theerror of excessive deference to the opinion of a good man',people all too commonly reason in the following ways (p. 288):
 He has an income of a hundred thousand a year.Therefore, his judgment is good.
 He is of high birth.Therefore, what he advances is true.
 He is a man who owns nothing.Therefore, he is wrong.
 With these examples of (under the modern misinterpretation ofthat term) argumentum ad hominem, we may begin to wonder howanyone ever succeeds in reasoning correctly. And the truth isthat Arnauld does not give us any firm criteria, anywhere in thischapter, for distinguishing the not-so-bad extrinsic arguments
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 from the plainly vicious. In this failing, again, he was ahead ofhis time.
 Setting Arnauld against Bacon, we could find it hard to con-vince ourselves that they are from the same century. They bothsearch for psychological classifications where previous writershad looked mainly to logical ones ; but Bacon strikes us as nomore than a step on our historical road whereas, with the PortRoyal, we have an account that could nearly pass as contempo-rary. It is a pity that this is not an unqualified advantage. It was,however, the first and last such book of its time. The works fromEngland in this period are not noted for originality. The /mai-/Via Logicae (1686) of the mathematician John Wallis (1616-1703)is a competent piece of work which yet in no way matches thePort Royal. The better-known Compendium (1691) of Aldrich(1647-1710) draws heavily on Wallis but omits the best of himand displays a new rigidity like that of late scholasticism. BothWallis and Aldrich write in Latin. The experiment of droppingFallacies and keeping Topics having failed, Aldrich was to trythe contrary one of dropping Topics and keeping Fallacies; andthis, as we know, has been a success. For the rest, this is a dulllittle book, an affair of bare bones, and its author is more worthyof memory for his contributions to the architecture of Oxford,namely, Peckwater Quad and All Saints' Church.
 We have reached, in fact, a period of logical decline. To someextent this is associated with continuing anti-Aristotelianism,which is as open in John Locke as in most of the Ramists : thearguments are the same. Ramus had said that Dialectic is naturalto the human spirit and does not need to be taught: Locke says'
 . . . God has not been so sparing to men to make them barely two-legged creatures, and left it to Aristotle to make them rational.
 Locke's strictures against maxims in the early part of his Essayare in reference to the prevailing Topic-logic which really de-rives from Agricola and Ramus, though he does not dissociateit from 'scholastic Aristotelianism'. Thus (Book I , ch. z, 5 2. 7):
 ... But he that from a child untaught, or a wild inhabitant of thewoods, will expect these abstract maxims and reputed principles ofsciences, will, I fear, find himself mistaken . . . They are the lan-guage and business of the schools and academies of learned nations,
 1 Locke (1632-1704), Essay, Book 4, ch. 17.
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 accustomed to that sort of conversation or learning where disputesare frequent; these maxims being suited to artificial argumentationand useful for conviction; but not much conducing to the discoveryof truth or advancement of knowledge.Although Locke's Essay was not published till 1690 there is
 evidence that he started writing it long before; probably about1671, less than ten years after the first appearance of the PortRoyal. He has read the Port Royal's chapters on fallacies and givesthis subject quite a lot of attention but integrates his observationsmore fully with his other work than, perhaps, any writer beforeor since. Thus he has several short chapters on the imperfectionsof Ideas clear and obscure, distinct and confused (cf. Descartes),real and fantastical (cf. Hobbes), adequate and inadequate — andalso, in Book III, 'Of Words', chapters entitled 'Of the Imper-fections of Words', 'Of the Abuse of Words' and 'Of the Reme-dies of the foregoing Imperfections and Abuses', the last a mostdesirable, if not in fact very well-executed, addition. In Book IV,`Of Knowledge and Opinion', there is a chapter 'Of WrongAssent, or Error', and there are various discussions in otherchapters that are generally relevant. Yet all this excellent work islargely unremembered compared with one short passage nearthe end of the chapter 'Of Reason'. The passage is parentheticalto the main discussion and has usually been omitted withoutceremony by those who have prepared abridged editions.' It isworth quoting in full:
 19. Before we quit this subject, it may be worth our while alittle to reflect on four sorts of arguments that men, in their reasoningswith others, do ordinarily make use of to prevail on their assent, orat least so to awe them as to silence their opposition.
 First, The first is to allege the opinions of men whose parts,learning, eminency, power, or some other cause has gained a nameand settled their reputation in the common esteem with some kindof authority. When men are established in any kind of dignity, it isthought a breach of modesty for others to derogate any way fromit, and question the authority of men who are in possession of it.This is apt to be censured as carrying with it too much of pride,
 1 For example, it is not in the Pringle-Pattison edition, Oxford, 1924; or inthe older Everyman Library edition, edited by Raymond Wilburn, London,1947. It is here quoted from the Yolton edition, London, 1961; vol. 2,
 pp. 278-9.
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 when a man does not readily yield to the determination of approvedauthors which is wont to be received with respect and submissionby others; and it is looked upon as insolence for a man to set upand adhere to his own opinion against the current stream of anti-quity, or to put it in the balance against that of some learned doctoror otherwise approved writer. Whoever backs his tenets with suchauthorities thinks he ought thereby to carry the cause, and is readyto style it impudence in anyone who shall stand out against them.This I think may be called aqumeni fun ad verecundiam.
 zo. Secondly, Another way that men ordinarily use to drive othersand force them to submit their judgments and receive the opinionin debate is to require the adversary to admit what they allege as aproof, or to assign a better. And this I call argumentum ad ignorantiam.
 21. Thirdly, A third way is to press a man with consequencesdrawn from his own principles or concessions. This is alreadyknown under the name of argumentum ad hominem.
 22. Fourthly, The fourth is the using of proofs drawn from any ofthe foundations of knowledge or probability. This I call argumentumadjudicium. This alone of all the four brings true instruction with itand advances us in our way to knowledge. For: (1) It argues notanother man's opinion to be right because I, out of respect or anyother consideration but that of conviction, will not contradict him.(z) It proves not another man to be in the right way, nor that Iought to take the same with him, because I know not a better. (3)Nor does it follow that another man is in the right way because hehas shown me that I am in the wrong. I may be modest and there-fore not oppose another man's persuasion; I may be ignorant andnot be able to produce a better; I may be in an error and anothermay show me that I am so. This may dispose me, perhaps, for thereception of truth but helps me not to it; that must come fromproofs and arguments and light arising from the nature of thingsthemselves, and not from my shamefacedness, ignorance, or error.
 That is all: the passage is self-contained. This is not intendedas a classificatory treatment of fallacies, least of all in the PortRoyal sense, and he does not explicitly link these few remarkswith what he says about Error, or the Abuse of Words. Whatmight strike us about this passage, in fact, is its Aristotelian tone:this is a classification of assent-producing devices, sophisticalor otherwise. We can push the Aristotelian analogy a little fur-
 ARGUMENTS 'AD' 1 61
 ther than this; for the argumentum ad judicium is surely close, indescription and honorific intent, to Aristotle's 'didactic' or`demonstrative' arguments, 'those that reason from principlesappropriate to each subject'; and the argumentum ad hominem, inwhich we 'press a man with consequence drawn from his ownprinciples or concessions', resembles Aristotle's 'dialectical'arguments, at least as they are interpreted in the context of Greekdebate; and the others are 'contentious'. What is even moreAristotelian about the passage is that Locke does not clearlycondemn any of the argument-types, but stands poised betweenacceptance and disapproval. It is clear from the final paragraphthat arguments of the first three types are less than perfect, butnot clear that they are never to be used; at least, in practicalpolitics.
 Locke indicates clearly that he has invented three of the termshimself, but that the argumentum ad hominem is already knownunder that name. This poses the interesting question: where didhe get it from? We may search the writings of Locke's contem-poraries and immediate predecessors for it in vain: it is not inBacon, or Hobbes, or the Port Royal. We might have hoped tofind it in legal tradition, since it would seem to have some rele-vance to possible abuses of Court-room examination; but it isnot, for example, in Abraham Fraunce's Lawiers Logike. TheOxford Dictionary gives its use by Locke as the first occurrencein English, and Larousse gives Bossuet as introducing it intoFrench about the same time. Where did it come from ?
 The answer — perhaps not surprisingly, in view of what wehave just been saying — is that it comes from Aristotle. In thesecond half of the Sophistical Refutations Aristotle says of a pro-posed solution of one of the examples of the Fallacy of Divisionthat it is 'valid against the questioner, but not against his argu-ment' (177b 33); that is, that it is only against certain ways ofputting the questions that the proposed solution is valid. A littlelater he makes the same kind of point in the case of anotherexample, and says (178b 17; see also 183a 2.1)
 ... these persons direct their solutions against the man, not againsthis argument.
 The vulgate Latin of this passage (Migne, Patrologia Latina, vol.
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 64, col. 103 I) is . hi °limes non ad orationem, sod ad hominem sol-vunt, . . . and the distinction between ad orationem and ad hominemappears here and there in medieval commentaries and treatises. 1
 Locke, however, may have had to go back a long way to find thisterm. The weaker and stronger senses of 'refutation', namely (a)destruction of an opponent's proof, and (6) construction of theproof of a contrary thesis, have seldom been clearly distinguishedand we have already explored some of the difficulties in the con-cepts involved in the dubitatio version of the Obligation game.
 Locke's argumentum ad ignorantiam touches on another featureof argumentation that is all too often regarded as no business ofthe logician; the question of burden of proof. What Locke saysis a little less than adequate here, in that he apparently assumesthat parties to an argument are always all equally under obliga-tion to prove their respective cases; but again, is more toleranttowards the argument as a dialectical move than either the PortRoyal or most modern authors.
 Only the argumentum ad verecundiam, in fact, has anything of themodern flavour attached to it; though it is worth noticing thatverecundia means 'modesty' and that Locke is explicit in referringto men's natural reluctance to challenge authorities that arelearned, eminent or powerful. He is not referring to the fallacyof relying on worthless authorities so much as with the reminderthat even worthy authorities, whom it is normally reasonable totrust, may be wrong. Hence we misrepresent even the airmen-turn ad verecundiam if we treat it in the manner of the Port Royal.
 Leibniz (1646-1716), though he admired much in Aristotle,wrote nothing on fallacies except by way of commentary onLocke. Characteristically, he suggests (New Essays, Bk. 4, ch. 17,p. 5 77) as an addition to Locke's four argumenta the argumenlumad vertiginem (giddiness) :
 . . . when we reason thus: if this proof is not received we have nomeans of attaining certainty upon the point in question, which wetake as an absurdity. ThiS argument is valid in certain cases, as ifany one wished to deny primitive and immediate truths, for ex-ample, that anything can be and not be at the same time, or that weourselves exist, .. .
 1 See the Summa, in De Rijk, Logica Modernorum, vol. r, p. 430; and thecommentary of Albert the Great on the Sophistical Refutations, Book a,tract z, chapters 3 and 6 and tract 5, chapter 1.
 ARGUMENTS 'AD' 163
 But on less basic matters arguments ad vertiginem, he says, arefallacious. Like so much in Leibniz's writings, this suggestionbore no fruit.
 As an anti-Aristotelian, Locke was more effective than Ramushad been: he not only turned his readers against traditional Logicbut also absorbed and digested so much of it in his own workthat they did not feel the deprivation. He received support, onthe Continent, from the developing rationalist movement, whichdrove Philosophy off in yet another direction. The result was thatthere was negligible new work of any kind on the subjects thatconcern us. The needs of elementary teaching were filled bybooks already in existence, such as Aldrich's Compendium.
 The eighteenth century, despite giants like Hume and Kant,was another Dark Age for Logic; with only a few immature stir-rings behind the scenes, from writers like Saccheri and Plouc-quet, to give promise for the future. Almost the only logic bookwritten in English during the entire century was one in 1725 byIssac Watts, better known as the author of '0 God, our help inages past" Watts draws on the Port Royal and has a lot to sayabout Prejudices, arising from Things, from Words, from Our-selves and from Other Persons, as well as about Sophisms in thetraditional sense: his selection of the latter is the Port Royal'sselection, in the same order, and with only a few changes, mainlyfor the worse. He mentions in its own right Locke's classifica-tion of arguments, but in such a way as to give the eventualcombination of this with the classification of fallacies a goodpush forward (Logick, pp. 465-6):
 There is yet another Rank of Arguments which have Latin Names;their true Distinction is derived from the Topics or middle Termswhich are used in them, tho' they are called an Address to our Judg-ment, our Faith, our Ignorance, our Profession, our Modesty, and ourPassions.1. If an Argument be taken from the Nature or Existence 'ofThings, and addrest to the Reason of Mankind, 'tis called Argumentumad Judicium.
 1 There was one other such book, the Elements of Logick (1748) of WilliamDuncan. 'Murray's Logic', originally in Latin, had also been used as a text-book; and there were books by John Wesley, Henry Home, and JohnCollard.
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 z. When 'tis borrowed from some convincing Testimony, 'tisArgumentum adFidem, an Address to our Faith.
 3. When 'tis drawn from any insufficient Medium whatsoever,where the Opposer has not Skill to refute or answer it, this is Argu-mentum adIgnorantiam, an Address to our Ignorance.
 4. When 'tis built upon the profest Principles or Opinions of thePerson with whom we argue, whether these Opinions be true orfalse, 'tis named Aqumentum ad Hominem, an address to our profestPrinciples. St. Paul often uses this Argument when he reasons withthe Jews, and when he says, I Speak as a Man.
 5. When the Argument is fetch'd from the Sentiments of somewise, great, or good Men, whose Authority we reverence, andhardly dare oppose, 'tis called Argumentum ad Verecandiam, anAddress to our Modesty.
 6. I add finally, when.an Argument is borrowed from any Topicswhich are suited to engage the Inclinations and Passions of theHearers on the Side of the Speaker, rather than to convince theJudgment, this is Argtimentum ad Passiones, an Address to the Pas-sions: or if it be made publickly, 'tis called an Appeal to the People.
 The argumentum ad fidem and the argumentitm ad passiones (or ad
 popultim) have been added to Locke's list; and the description ofthe others subtly altered in perversion of Locke's original inten-tions: possibly there was an oral or teaching tradition by thistime that Watts was reproducing.
 The later eighteenth century replaced Logic with Rhetoric,conceived, as in the sixteenth, as a science of literary style; forexample, in the work of Campbell (1719-96). For the rest, theperiod has no interest for us but, before shutting the book on itwe might just notice Laplace's (1 749-1827) Philosophical Essayon Probabilities whose first draft dates from 1795, though it wasnot published till 1819. Besides trying to apply the theory ofProbability to the problem of evaluating testimony, Laplace hasa chapter 'Concerning Illusions in the Estimation of Probabili-ties'. One such illusion is what has become known as the`gambler's fallacy' or fallacy of 'maturity of the chances', theillusion that a run of events of a certain kind makes a run ofcontrary events more likely in order to even up the proportions(p. '62):
 ARGUMENTS 'AD' 165
 I have seen men, ardently desirous of having a son, who could learnonly with anxiety of the births of boys in the month when theyexpected to become fathers. Imagining that the ratio of these birthsto those of girls ought to be the same at the end of each month, theyjudged that the boys already born would render more probable thebirths next of girls.
 This is an illusion generated by probability-theorists themselves.It is neatly cancelled by a contrary illusion (p. 163):
 . one seeks in the past drawings of the lottery of France thenumbers most often drawn, in order to form combinations uponwhich one thinks to place the stake to advantage.
 This one has no special name, unless we allow 'immaturity of thechances'. Laplace's is not the last word on these fallacies.
 The project of a political Book of Fallacies was conceived byJeremy Bentham as early as 1788, but it did not come to fruitiontill much later. Bentham had a large circle of friends in variousdepths of proselytism and first tried to persuade a young French-man called Etienne-Louis Dumont to ghost the book for him ,
 from rough notes and fragments. Dumont got caught up in theFrench Revolution but eventually finished a version of the bookin French and it was published in 1816. 1 Whether Bentham wasdissatisfied with Dumont's version we do not know; but at allevents he made a move to have a new version written in English.This was finally published in 1824, and the hand that actuallyheld the pen was that of a young lawyer named Peregrine Bing-ham. As 'editor' of the work Bingham seems to have had a fairfreedom even in the matter of terminology and, in the introduc-tion, describes his principles of classification. Bentham hadwanted to divide the book into Fallacies of the Ins, Fallacies ofthe Outs, and Either-side Fallacies and had several other over-lapping or supplementary suggestions; but Bingham 'preferredDumont's arrangement to that pursued by the author'. Themain division into Fallacies of Authority, Danger, Delay, and
 1 The Traite des sophismes politiques is the second part of the Tactique desassemble'es le'gislatives and was published under Bentham's name in Paris in1816. See the introduction by Crane Brinton to Bentham, Handbook ofPolitical Fallacies: this is a reprint, with some unacknowledged alterations bythe editor, of the original Book of Fallacies: from Unfinished Papers of JeremyBentham, by A Friend, London, 5824.
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 Confusion is not of great importance: the individual headingsare many and weird, 'The Hobgoblin Argument, or "No Innova-tion"', 'Official Malefactor's Screen, or "Attack Us, You AttackGovernment', 'Fallacy of Artful Diversion', 'Opposer-General's Justification: Not Measures but Men, or, Not Menbut Measures', and so on, and so on. Latin tags such as ad vere-candiam, or ad superstitionem, or any one of a dozen others, areused as subtitles (`not for ostentation, but for prominence, im-pressiveness, and hence for clearness' says Bingham's introduc-tion) and, oddly, they include ad judicium, which tags a numberof the Fallacies of Confusion. A few extracts, necessarily ratherout of context:
 The wisdom of our ancestors: or Chinese argument.
 Ad verecundiam.This argument consists in stating a supposed repugnancy betweenthe proposed measure and the opinions of men by whom thecountry of those who are discussing the measure was inhabited informer times ; these opinions being collected either from the expresswords of some writer living at the period of time in question, orfrom laws or institutions that were then in existence. . . (Book ofFallacies, p. 69).
 Procrastinator's Argument.Ad socordiam.
 `Wait a little, this is not the time'.. This is the sort of argument or observation which we so often
 see employed by those who, being in wish and endeavour hostile toa measure, are afraid or ashamed of being seen to be so. They pre-tend, perhaps, to approve of the measure; they only differ as to theproper time of bringing it forward; but it may be matter of ques-tion whether, in any one instance, this observation was applied toa measure by a man whose wish it was not, that it should remainexcluded for ever (pp. 198-9).
 Question-begging Appellatives.Ad judicium.
 . . . Begging the question is one of the fallacies enumerated by Aris-totle; but Aristotle has not pointed out (what it will be the objectof this chapter to expose) the mode of using the fallacy with thegreatest effect, and least risk of detection, — namely, by the employ-ment of a single appellative. . .
 ARGUMENTS 'AD' 167
 ... it neither requires nor so much as admits of being taught .The great difficulty is to unlearn it: in the case of this, as of so manyother fallacies, by teaching it, the humble endeavour here is tounteach it.. . . Take, for example, improvement and innovation: under its ownname to pass censure on any improvement might be too bold:applied to such an object, any expressions of censure you couldemploy might lose their force: employing them, you would seem tobe running on in the track of self-contradiction and nonsense.
 But improvement means something new, and so does innovation.Happily for your purpose, innovation has contracted a bad sense; itmeans something which is new and bad at the same time. Improve-ment, it is true, in indicating something new, indicates somethinggood at the same time; . . . (pp. 213-18).
 Sham Distinctions.Ad judicium.
 . . . When any existing state of things has too much evil in it to bedefensible in toto, . . . declare your approbation of the good by itseulogistic name, and thus reserve to yourself the advantage ofopposing it without reproach by its dyslogistic name, .. .
 Example i — Liberty and Licentiousness of the Press .. .
 Example 2. — Reform, temperate and intemperate . . . (pp. 271-6).
 Particular demand for Fallacies under the English Constitution.
 Two considerations will suffice to render it apparent that, under theBritish Constitution, there cannot but exist, on the one hand, sucha demand for fallacies, and, on the other hand, such a supply ofthem, as for copiousness and variety, taken together, cannot be tobe matched elsewhere.
 i. In the first place, a thing necessary to the existence of the de-mand is discussion to a certain degree free.
 Where there are no such institutions as a popular assembly takingan efficient part in the Government, and publishing or suffering tobe published accounts of its debates, - nor yet any free discussionthrough the medium of the press, - there is, consequently, no de-mand for fallacies. Fallacy is fraud, and fraud is useless when everything may be done by force.
 The only case which can enter into comparison with the EnglishGovernment, is that of the United Anglo-American States . . . (p.389)•
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 Finally, Bentham suggests that in the publication of parliamen-tary reports such as Hansard special marks of reference should beused to denote the occurrence of fallacies, and says (p. 410):
 In the course of time when these imperfect sketches shall havereceived perfection and polish from some more skilful hand... [whenany legislator shall be] so far off his guard as through craft or sim-plicity to let drop any of these irrelevant, and at one time deceptiousarguments .... instead of, Order! Order! a voice shall be heard,followed, if need be, by voices in scores, crying aloud, 'Stale! Stale !Fallacy of authority, Fallacy of distrust,' Etc. Etc.
 Bentham is no Machiavelli: he always teaches in order to unteach.The Rev. Sydney Smith, who reviewed the Book of Fallacies
 in the Edinburgh Review in 18 z 5, decided that he could best illus-trate them by writing a speech which systematically perpetratedall of them in turn. He called it 'The Noodle's Oration' :
 What would our ancestors say to this, Sir? How does this measuretally with their institutions ? . . . Is beardless youth to show norespect for the decisions of mature age ? (Loud cries of Hear!Hear!) .. .
 Besides, Sir, if the measure itself is good, I ask the honourablegentleman if this is the time for carrying it into execution— . . . Ifthis were an ordinary measure, I should not oppose it with somuch vehemence; but, Sir, it calls in question the wisdom of anirrevocable law— .. .. . . but what is there behind ? What are the honourable gentle-man's future schemes ? If we pass this bill, what fresh conces-sions may he not require ? . . .
 I profess myself, Sir, an honest and upright member of the BritishParliament, and I am not afraid to profess myself an enemy to allchange, and all innovation. I am satisfied with things as they are; .
 Not everyone, however, was as pleased with Bentham's efforts.Richard Whately, who had stronger feelings about Logic thanSydney Smith, and whom we must go on to consider in his ownright, said'
 1 In the article on 'Rhetoric' in the Encyclopaedia Metropolitan, vol. 1, ch. II,p. 265, published about 1817. Whately wrote the articles on 'Logic' and`Rhetoric' and later expanded both into book form: Elements of Logic (18z6)and Elements of Rhetoric (I 8z8). The passage quoted was, however, omittedfrom the Elements of Rhetoric.
 It is matter of regret that the powers of such a mind as that of Mr.Bentham, should be to so great a degree wasted. Such, however,must always be the case, when a Scientific work is composed (withwhatever sincerity) for party purposes, or with any object foreignto the precise End of the Science in question.
 Bentham is accused of perpetually committing his own Fallacies :petitio principii, vituperative language and, in place of a blindveneration for authority, 'an equally blind craving after noveltyfor its own sake, and a veneration for the ingenuity of one's owninventions'.
 Whately, who taught at Oxford and was later Archbishop ofDublin, understood the rhetorical tradition which preceded himbut felt the need in it for the greater precision of Logic. We shouldnot underestimate his efforts and success in renewing interest inLogic. At Oxford, Aldrich was the main text, but was tooabridged and sketchy for any but elementary courses. Watts hefound unsatisfactory, and he had to go back to Wallis for anyimprovement. His Logic was immediately successful both inBritain and the United States.' It was, perhaps, partly Bentham'sdoing that he felt the need to do something, in particular, abouIthe study of fallacies. However, he was much more concernedthan Bentham to get to grips with the traditional material. Hesays (Elements of Logic, Bk. III, Intro. pp. lot-2):
 It is on Logical principles therefore that I propose to discuss thesubject of Fallacies; and it may, indeed, seem to have been un-necessary to make any apology for so doing, after what has beenformerly said, generally, in defence of Logic; but that the generalityof Logical writers have usually followed so opposite a plan. When-ever they have to treat of any thing that is beyond the mere elementsof Logic, they totally lay aside all reference to the principles theyhave been occupied in establishing and explaining, and have re-course to a loose, vague and popular kind of language; .. .
 This is a familiar modern complaint; and we begin to look for-ward to seeing Whately meet it.
 The tree of classification that he evolved to replace the tradi-tional one is reproduced on page 171. Its most significant fea-ture is a reappraised allocation of fallacies into two categories,
 1 The Metropolitan article was used, 'I believe, in every one of their Col-leges'; Elements of Logic, preface, p. x.
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 Logical and Non-Logical; and Aristotle's z,000-year-old qualmsabout his own twofold division are at last set at rest. WhetherWhately's classification precisely achieves Aristotle's aim is notimportant; but Whately at least provides a simple and clear cri-terion for his dichotomy (Bk. III, 5 2.):
 In every Fallacy, the Conclusion either does, or does not follow fromthe Premises. Where the Conclusion does not follow from thePremises, it is manifest that the fault is in the Reasoning, and in thatalone; these, therefore, we call Logical Fallacies, as being properly,violations of those rules of Reasoning which it is the province ofLogic to lay down.
 These include not only those 'exhibiting their fallaciousness bythe bare form of the expression, without any regard to the mean-ing of the terms', but also all cases of ambiguity; for althoughLogic cannot itself tell us bow to find fallacies of this kind, it cantell us where to search for them. Non-Logical fallacies comprisemainly question-begging and various forms of irrelevant con-clusion, in which the whole point is that a fallacy may be com-mitted in spite of the presence of some kind of valid inference;and Aldrich is given a short blast for apparently complaining, inthe passage quoted above, 1 that they are not genuine cases.
 What we can best learn from Whately, however, is not thatfallacies can and should be reclassified - which nearly everyaccount since him has told us - but rather some facts about theplace in practical argumentation of the arguments 'ad'. What hesays is not very fully worked out, and it was not influential, butwe shall want to take it up later. We must turn first to his ac-count, in the Elements of Rhetoric (Part I, ch. III, 5 z), of Presump-tion and Burden of Proof. This has, at times, been misunder-stood.
 When one is engaged in making a case for a conclusion it isvery important in practice to be clear on which side the Presump-tion lies, and to which belongs the Burden of Proof. These are ac-cepted legal concepts :
 According to the most correct use of the term, a 'Presumption' infavour of any supposition, means, not (as has been sometimes erro-neously imagined) a preponderance of probability in its favour, but,
 1 p• 49.
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 such a pre-occupation of the ground, as implies that it must standgood till some sufficient reason is adduced against it; in short, thatthe Burden of proof lies on the side of him who would dispute it.
 Thus, it is a well-known principle of the Law, that every man (in-cluding a prisoner brought up for trial) is to be presumed innocenttill his guilt is established. This does not, of course, mean that weare to take for granted he is innocent; for if that were the case, hewould be entitled to immediate liberation: nor does it mean that itis antecedently more likely than not that he is innocent; or, that themajority of these brought to trial are so. It evidently means onlythat the 'burden of proof' lies with the accusers; — that he is not tobe called on to prove his innocence, or to be dealt with as a criminaltill he has done so; but that they are to bring their charges againsthim, which if he can repel, he stands acquitted.
 The same applies to arguments outside the Law Courts.
 . . . if you have the 'Presumption' on your side, and can but refuteall the arguments brought against you, you have, for the present atleast, gained a victory : but if you abandon this position, by sufferingthis Presumption to be forgotten, which is in fact leaving out one of,perhaps, your strongest arguments, you may appear to be making afeeble attack, instead of a triumphant defense.
 Presumptions are a conservative force: there is a Presumption infavour of existing institutions and established doctrines, andagainst anything paradoxical, that is, 'contrary to the prevailingopinion'. By calling any person, institution or book an 'Au-thority' we are according it a Presumption. Presumptions, how-ever, are of varying strengths and sometimes one may be re-butted with another, so as to shift the Burden of Proof to theother side.
 What Whately says about the conservative nature of presump-tions has caused controversy, largely on account of his use of itin support of the Church. He is not entirely beyond criticismhere, but the main charge is ill-founded and easily answered. Hisargument, as stated by Alfred Sidgwick (Fallacies, p. 155), is
 `There is a Presumption' he writes 'in favour of every existinginstitution' . . . 'Christianity exists; and those who deny the divineorigin attributed to it are bound to show some reason for assigningit to a human origin.'
 ARGUMENTS 'All' 173
 I have reproduced Sidgwick's punctuation exactly in this pas-sage; but the row of dots in the middle of the argument marksthe omission of about two pages of Whately's intervening dis-cussion. In fact the passage starts :
 There is a Presumption in favour of every existing institution. Manyof these (we will suppose, the majority) may be susceptible ofalteration for the better; but still the 'Burden of proof' lies withhim who proposes an alteration; simply, on the ground that sincea change is not a good in itself, he who demands a change shouldshow cause for it. No one is called on (though he may find it advis-able) to defend an existing institution, till some argument is adducedagainst it; and that argument ought in fairness to prove, not merelyan actual inconvenience, but the possibility of a change for thebetter.
 Whately fails, perhaps, to distinguish clearly between an institu-tion as such and a set of institutionalized beliefs, and he does notexplore at all the question of how entrenched an institution needsto be in order to command adherence prima facie. He is quiteclear, however, that the presumption he speaks of is not itself thekind of thing that can carry weight as an argument: it merely de-cides which party, if there is to be an argument, must lead theattack. Apologist for Christianity he undoubtedly was, but hewas not — as Sidgwick's presentation makes him appear — socavalier as to rest an argument for it, ad verecundiam, on the exist-ence of the Church of England.
 The attempt to shift the burden of proof to one's opponentis a sophistical trick that Aristotle — since in the Greek game italways resides with the questioner — does not mention, and itseems appropriate that it should be considered in connectionwith a list of fallacies. But this is not all: it has a particularly rele-vant function when we come to consider extrinsic arguments, orarguments `ad'.
 By Whately's time, the Port Royal account of the passions hasbecome a dogma, and the marriage of the terms ad hominem,ad verecundiam and the others to this account has been consum-mated. Whately finds a place for them, with reservations,under the heading 'irrelevant conclusion', or ignoratio clench:.
 (Bk. III, 5 15).
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 There are certain kinds of argument recounted and named byLogical writers, which we should by no means universally callFallacies; but which when unfairly used, and so far as they are fallaci-ous, may very well be referred to the present head; such as the`argumentum ad hominem,' ['or personal argument,'] 'argument= adverecundiam,' `argumentum ad populism,' etc. all of them regarded ascontradistinguished from `argumentum ad rem,' or, according toothers (meaning probably the very same thing) `adjudicium.' Thesehave all been described in the lax and popular language beforealluded to, but not scientifically: the 'argument= ad hominem,' theysay, 'is addressed to the peculiar circumstances, character, avowedopinions, or past conduct of the individual, and therefore has areference to him only, and does not bear directly and absolutely onthe real question, as the "argument= ad rem" does :' in like manner,the `argumentum ad verecundiam' is described as an appeal to ourreverence for some respected authority, some venerable institution,etc. and the 'argument= ad populum,' as an appeal to the prejudices,passions, etc. of the multitude; and so of the rest. .
 It appears then (to speak rather more technically) that in theargumentum ad hominem' the conclusion which actually is established,
 is not the absolute and general one in question, but relative and par-ticular; viz. not that 'such and such is the fact,' but that 'this man isbound to admit it, in conformity to his principles of Reasoning, orin consistency with his own conduct, situation,' Etc.
 Here Whately adds a footnote:The `argumentum ad hominem' will often have the effect of shiftingthe burden of proof, not unjustly, to the adversary.
 We are referred to the account of Burden of Proof in the Elementsof Rhetoric and given the following example: When a sportsmanis accused of barbarity in sacrificing hares or trout he may safelyturn the tables by replying 'Why do you feed on the flesh of theharmless sheep and ox ?' Whately continues, in the text:
 Such a conclusion it is often both allowable and necessary to estab-lish, in order to silence those who will not yield to fair generalargument; or to convince those whose weakness and prejudiceswould not allow them to assign to it its due weight . . . provided itbe done plainly, and avowedly; ... The fallaciousness depends uponthe deceit, or attempt to deceive.
 The same analysis is to apply to the argument= ad verecundiam,and the others.
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 The footnoted suggestion that arguments of these specialkinds have a role in connection with the allocation of burden ofproof — that they create presumptions — is an excellent and inter-esting one. It needs to be worked out in more detail, with somequalifications attached to it. It works excellently in accommo-dating ad verecundiam, reasonably well for some, but not all, casesof ad hominem, not at all so well for adpopulum: it is not clear whatother cases Whately has in mind. (All of these terms are heresubject to their modern, historically inaccurate, interpretation.I have not been able to discover definitely where this interpre-tation originated, or what is the source of the quoted or pseudo-quoted description of ad hominem.) We might hope to improveon this account at least to the extent of sifting details; and couldhope that someone, in the later nineteenth century, might havedone so for us already.
 This hope is not realized. Our history has been brought almostas nearly up to date as it is profitable to bring it. We may finishwith brief notes on four other writers of the nineteenth century:Artur Schopenhauer, John Stuart Mill, Augustus De Morgcn,and Alfred Sidgwick. None of these added anything very new tothe study but all four provided original points of view.
 Schopenhauer's Art of Controversy is the least historically-blinkered of any account of the subject. It starts with a discus-sion of the ancient concepts of Dialectic, Rhetoric, Eristic, andSophistic, mainly in Aristotle, and attempts to delineate Dialec-tic in particular as the art of getting the best of it in a dispute. A rudi-mentary attempt is made to describe the 'basis of all Dialectic'.The rest of the essay is then a description of thirty-eight 'strata-gems' of argument, some of which are from Aristotle, some per-haps from Bacon and some reminiscent of Bentham; many clearlyoriginal. The essay was not published complete until afterSchopenhauer's death and cannot have had much influence onlogical tradition.
 John Stuart Mill had spent some part of his youth in ghost-writing for Bentham but, when he came to write his System ofLogic, did not take over his mentor's rhetorical-political con-ception of argument. His examples, instead, are almost all fromscience. From Bentham and Whately, however, he inherited theurge to reclassify the traditional material. His main categories
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 were enumerated above in chapter 1 and exhibit his concern withempirical investigation, but the content is less original than itappears.
 Augustus De Morgan (1806-71), whose Formal Logic waspublished in the same year (1847) as George Boole's MathematicalAnalysis of Logic, was a mathematician who was to contributeconsiderably to the modern logical movement that grew out ofBoole's thought. In his discussion of fallacies in this earlier workhe is often acute. He has read Aristotle and some unidentifiedscholastic writings but this does not stop him from misrepresent-ing False Cause and Accent: in the latter case he may fairly beheld responsible for the modern travesty. Copi's example of asentence that changes its meaning with change of emphasis, 'Weshould not speak ill of our friends', compares with De Morgan's`Thou shalt not bear false witness against thy neighbour'. Heinvented others of the modern stock examples.
 Alfred Sidgwick (1850-1943), cousin of the better-knownHenry, is, so far as I can discover, the only person ever to havetried to develop a complete theory of Logic around the study offallacies: 'Logic may in fact be viewed as a machine for com-bating Fallacy' (Fallacies, p. 1). The result is not, in this case, asuccess and has been passed over and left behind by moderndevelopments. This does not mean that the project itself doesnot deserve attention. Sidgwick's priorities lead him to say agood deal about neglected topics like Presumption or Burdenof Proof and (Mill's influence is evident) argument by Sign andAnalogy. The latter have their characteristic risks and sources oferror.
 CHAPTER 5
 The Indian Tradition
 Despite large and obvious differences, the history of IndianLogic runs curiously parallel with that of the Logic of Europe,at least in its classical and medieval periods; so much so that oneis tempted to see the two as advancing side by side, rather thanseparately. So far as the classical period is concerned we may, infact, have tended to underestimate the extent of the contactbetween India and Greece; for though no one now maintains, assome historians have argued,' that Indian Logic was directly,inspired by Aristotle, or even that influences in either directioncan be definitely traced, it is known that there was considerablecommerce between the two regions. Aristotle's most famouspupil Alexander had, after all, penetrated to India in the courseof his military ventures, though it is doubtful that he found timeto lecture the inhabitants on Logic. There were subsequentlyGreek settlements on the north-west frontier, and it would besurprising if there were not some interpenetration of ideas. Later,with the rise of Mohammedanism, these ties were broken, andIndia and Europe were held apart by a civilization largely hostileto both. The Arabs, it is true, helped to preserve the Europeantradition to some extent by taking over Aristotle's works intranslation; but they did not themselves discover the IndianLogic and, in fact, the Moslem invasion of India nearly caused itsextinction. Many of our modern Sanskrit texts are re-translationsfrom versions that survived in Tibet. We can also study suchdoctrines as went with Buddhism to China.
 The actual authors of the earliest Indian treatises are dim,1 Vidyäbilaana, A Hisioly of Indian Logic, Appendix B.
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 shadowy figures and it is difficult to date their works evenapproximately. The most important text, the Nya-ya sgtra (to asufficient approximation the name means just 'Logic Book'),was supposedly written by one Gautama or Akapeda (two per-sons or one ?) at some time during the first three centuries A.D.;
 but it could be a compilation, and one part of it, the fifth book,which will occupy us later, has some parallel in the work of thephysician Caraka, who is placed about A.D. 70. It is quite short —about 12,000 words altogether in English translation — andaphoristic in style, to the extent that it needs to be accompaniedby a detailed commentary. A commentary by Vatsyayana (5th-6th century ?), author also of the Kama sutra, is very often printedwith it.'
 Before considering what Gautama and Vatsyayana say aboutFallacies it is necessary to sketch their theory of inference. Thisbetrays a 'dialectical' origin almost as strongly as Aristotle'sTopics. A single pattern of inference is given, without moods orfigures. An inference has five members. Illustrated by the stockexample of later writers, they are :
 (I) (Thesis): 'The hill is fiery.'(z) (Reason): 'Because it has smoke.'(3) (Example): 'Whatever is smoky is fiery, like a kitchen.'(4) (Application): 'And this hill is smoky.'(5) (Conclusion): 'Therefore it is fiery.'
 Since Gautama calls (3) just 'Example', it seems likely that, in theillustration, the statement of a general rule, 'Whatever is smoky isfiery', is a later importation: the original idea is simply that anexample of the operation of the (unstated) connection betweenthe major term 'fire' and middle term 'smoke' should be given.If this seems strange, comparison with Aristotle Rhetoric (1393azz--1394a i8) might be helpful. In general the aim of this theoryof inference is much closer to Aristotle's aim in his Rhetoric thanit is to what we are used to and which derives from the PriorAnalytics. Gautama defines an 'example' as a 'case in which the1 I have used mainly Gautama's Njayasiiiras, in the jha edition, which alsocontains Vatsyäyana's commentary; and have supplemented it with some ofthe extracts given in Bochefiski, A Histou of Formal Logic. I have alteredterms here and there where it was necessary to bring the translations intocorrespondence; on the whole preferring JI15.
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 common man and the expert agree': in this case there is someresemblance to Aristotle's definition of dialectical or examinationarguments.'
 The apparently useless repetitive character of (4) and (5) ledto their being dropped by some later writers. Their presence isless surprising, however, if the whole inference scheme is seenas a pro forma for the setting-out of inferences in practice, with anaim of securing comprehension in an audience or persuasion ofan opponent. Here it is interesting that we are told by Vatsyayanain his commentary that others raised the number of members ofthe syllogism to ten, by adding the 'desire to know', 'doubt',`belief in possibility of solution', `purpose in view in attainingthe conclusion' and 'removal of doubt'. If these are interleavedwith the other five we have the pattern of a veritable dialogue,in which the added members represent the reactions or contri-butions of a second participant. We could dramatize the situa-tion something as follows :
 A: The hill is fiery. (Thesis)B: Why ? (Desire to know)
 A: Because it is smoky. (Reason)B: Does that follow ? (Doubt)
 A : As in the case of a kitchen. (Example)B: Oh, I begin to see I (Belief in possibility of a solution)
 A: And, you see, this hill is smoky. (Application)B: Now we are getting somewhere. (Purpose in view in
 attaining the conclusion)A: So the hill is fiery. (Conclusion)
 B: Of course! (Removal of doubt).
 The scheme is artificial at some points, as witness the vapidityof the remarks I have had to write in for the second speaker.However, there can now be little doubt that Gautama's schemeis aimed at representing the presentation of an argument to others;that is, at Rhetoric or Dialectic, not pure Logic.
 A number of writers from the fifth and sixth centuries made a
 1 Sophistical Refutations, 165 b 4. Roger Bacon produces a startlingly similarphrase in defining dialectical probability: 'The probable is that which seemsthe case to everyone, and about which neither the crowd nor the wise holda contrary opinion': Sumule dialectices, p. 313.
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 distinction between svcirtha, 'inference for oneself', and parartha,`inference for others', the former being possibly non-verbal. Thedistinction passed into the Indian logical tradition, which onlymuch later, and then incompletely, developed a 'pure' Logicwith a detachment from practical application, of the kind thathas been dominant in the West.
 The apparently repetitive character of the fourth and fifthmembers of Gautama's syllogism has been justified in anotherway. A tenth-century logician, Vdcaspati Migra, wrote'
 The Conclusion thus is not the same as the Thesis: the latter puts for-ward the fact only tentatively, as requiring confirmation by thereasoning with the aid of the Reason and the Example, while theformer puts it forward as one fully established, and thus precludingthe possibility of the truth being contrary to it. This cannot bedone by the Thesis; as, if it did, then the rest of the members wouldbe entirely futile.
 Is a tentative thesis of the same 'form' as an established conclu-sion? Jha sees their identification as the source of the paradoxthat every syllogism is question-begging, and the distinctionbetween them as resolving it.
 Turning now to fallacies, it will be enough to discuss, first,the treatment given by Gautama in the Nyaya sutra and, second,the gradual change that took place in the tradition thereafter.
 Gautama refers his fallacies to the 'reason', or second memberof his syllogism. Vätsydyana says that fallacious reasons 'are socalled because they do not possess all the characteristics of thetrue reason, and yet they are sufficiently similar to the true reasonto appear as such'. Gautama briefly and without detail or justi-fication lists five classes of them. (I) First, a reason may be 'er-ratic' or 'inconclusive' : Vatsydyana's example is 'Sound is eternalbecause it is intangible', where in fact some intangible things areeternal and some not. (2) A reason may be 'contradictory' if it isin contradiction to something the proponent has already accep-ted or is known to hold. Vatsyäyana gives the example of twoYoga doctrines 'The world ceases from manifestation, because itis non-eternal', and 'The world continues to exist, because itcannot be utterly destroyed' : these cannot both be right, and
 1 Quoted by J10, Gautama's NjOyasii/ras, p. 72, from the Tötpaga.
 once the first is accepted the second is fallacious, since its reasoncontradicts the earlier reason. (3) A reason may be 'neutralized'if, instead of leading to a decision about the thesis, it leavesmatters undecided. It may do this because it is actually only arepetition of the thesis, and Vatsydyana's example (p. 90) is`Sound is non-eternal because we do not find in it the propertiesof the eternal thing'. (4) A reason may be 'unknown' or 'un-proved'. 'Shadow is a substance, because it has motion' is of thischaracter, says Vatsyayana (p. 92), because it is not knownwhether a shadow has motion: 'Does the shadow move, like theman ? or is it that as the object obstructing the light moves along,there is a continuity of the obstruction . . . ?' (5) Finally, a reasonmay be 'inopportune' or 'mistimed'. What Gautama means bythis it is impossible to guess, but if commentators are to be be-lieved it could be something to do with the fact that thesis andreason, as tensed statements, are true one at one time and one atanother but not both together, as with Boethius's Fallacy ofDifferent Time. Alternatively it could be just that the membersof the syllogism are in the wrong order and, perhaps, that •thethesis proves the reason rather than vice versa.
 This list of five classes of fallacy formed the basis of variouselaborated classifications of later writers, much in the way Aris-totle's list did in Europe. If we suspend consideration of theimpenetrable fifth one they are all, in a broad sense, 'formal':either the never-stated major premiss, the rule that is needed tojustify the passage from reason to thesis, is false, or it is tauto-logical, or the reason itself is unproved or elsewhere contradic-ted. It is true that some of the objections would not have beenclassified as 'formal' in the sense required in the West and whichderives from Aristotle's Prior Analytics: the first class would besimply a case of false (suppressed) premiss, the second would bea case of a possibly-valid inference open to objection ad hominem,and the other two would be varieties of question-begging. Noneof them, however, involve variations in the meanings of wordsor phrases as in Aristotle's Fallacies Dependent on Language,and the kinds of dialectical irregularity that are involved are of akind that can easily be provided with a formal analysis.
 The Nyiiia si7ira, however, also has a good deal to say aboutother kinds of logical fault or error. The section on fallacies
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 had started out with a definition of three kinds of `controversy';namely, (I) Discussion, which is (p. 8o) 'the putting forward(by two persons) of a conception and counter-conception, inwhich there is supporting and condemning by means of proofsand reasonings . . . carried on in full accordance with the methodof reasoning through the five members' ; (2) Disputation, whichis discussion 'in which there is supporting and condemning bymeans of Casuistry, Futile Rejoinders and Clinchers'; and (3)Wrangling, which is disputation that is inconclusive. From theorder of treatment it appears that the fallacies we have so farbeen discussing are such as occur primarily in the first of thesethree kinds of controversy and, though to be condemned, are ofa lesser order of evil than what follows. Disputation and Wrang-ling, we are told, may be employed to keep up our zeal for truth`just as fences of thorny boughs are used to safeguard the growthof seeds', and are of use against people who will themselves notargue properly.
 Casuistry is of three kinds, of which the first is no more norless than Equivocation, though the examples that Vatsydyanagives of it make it equivocation of a particularly trivial kind: theword nava means alternatively 'new' or 'nine', and when some-one says 'That boy has a new blanket' the casuist says 'No, notnine blankets, only one'. He goes on, however, to mention thecircumstantial ambiguity of words, with examples like those ofSextus (p. 98):
 . . . when such expressions are used as — `take the goat to the village,'`bring butter', 'feed the Briibmana' — every one of these words (`goat',`butter' and 'brahmaija') is a general or common term and yet it isapplied, in actual usage, to particular individuals composing whatis denoted by that term; and to what particular individuals it isapplied is determined by the force of circumstances ; .. .
 The casuist can put the wrong denotation on a word, and this is tobe regarded as equivocation also.
 The second kind of Casuistry is 'Generalising Casuistry', whichconsists in taking a speaker's words more generally than heintended them, and is slightly reminiscent of SecundumSomeone who says 'Learning and character are quite natural toa Briibmana, does not necessarily intend 'delinquent' Breibmanas,
 0
 C
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 those who have not gone through all the rites and ceremonies,to be included and it will be casuistical to take him as doing so.The third kind of Casuistry is 'Figurative Casuistry' which con-sists in shifting the primary meaning of an opponent's words.Vdtsydyana discusses in some detail the difference between thefirst and the third.
 What J11a translates as 'Futile Rejoinders' and 'Clinchers' aredealt with in the Nyaya sutra's last, fifth book which has some-times been regarded — on what evidence I do not know — aswritten independently of the rest. This part of the book has had abad press, for reasons we shall explore in a moment; but its aimhas clearly been misunderstood, and we shall find a syndromethat is by now familiar from our study of the fate of the earlyAristotle. The list (pp. 502 ff.) of twenty-four 'Futile Rejoinders'— the translation seems a little exotic, since the Sanskrit word isjustjäti — is a list of ways in which a piece of syllogistic reasoningmay be 'equalized' : that is, of ways in which an opponent maybring arguments that balance or neutralize the original reasoningwithout challenging it on its own ground, in the way the authorwould consider proper. The twenty-two 'Clinchers' (pp. 540 ff.)— the word is nigrahastbeina which has sometimes been translated`Respondent's Failures' are ways in which the proponent of a thesiscan spoil his case with dialectical shortcomings. The two listscan be seen as complementary if we imagine them as a manualof debating tactics, and as setting out possible dialectical faultsof the opponent and proponent, respectively, in a debate.Stcherbatsky, in his well-known book on Buddhist Logic, doesnot mention the first list at all but says of the seconds
 The Manual on the Respondent's Failures was evidently a manualfor the judge, its composition the result of a long experience in thepractice of the art of debating, which resulted in the establishmentof a system of type-instances and laws regulating the debate.
 The term 'respondent', borrowed from the Western tradition,presupposes a question-and-answer form of debate which mayor may not have been usual; and there is no direct reference inGautama or Vatsygyana to a 'judge'. Nevertheless this properlyrepresents the tone of the fifth book.
 1 Stcherbatsky, Buddhist Logic, p. 34o.
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 The 'Futile Rejoinders', necessarily too briefly described to dothem full justice, and with the omission of a few which are ob-scure or repetitious, are as follows :
 [t and 2] argument for a contrary of the thesis (i.e. withoutdestroying the original one),
 [3] arguing that the example proves other things as well,[4] arguing that the subject of the thesis lacks some proper-
 ties of the example,[5 and 6] arguing that the property in question is uncertain in
 the example, or less certain than in the subject,[7] arguing that the example is contingent,[8] presenting the example as equally well to be proved from
 the thesis (i.e. the claim that the example begs the ques-tion),
 [9 and to] arguing that the reason is 'united with' the thesis,and cannot prove it; or that it is unconnected with it, andcannot prove it,
 [i t] arguing that the reason is itself in need of proof,[14] independently throwing doubt on the thesis,[17] arguing by reductio ad absurdum, on the presumption of
 consequences the proponent might not grant,[18] objecting generally to the method of argument by ex-
 ample,[2o] arguing that the thesis is in fact known to be false,[2 I] (perhaps) arguing that the thesis is not known not to be
 false.
 It will be seen that even arguments quite good in themselves,as in [I] and [2] and, above all, [2o] I, are regarded as 'futile' whenthey come in answer to the original reasoning. This does notmean, presumably, that the opponent should not put them for-ward but only that, in neutralizing the original reasoning, theyare themselves neutralized as well. It is not the opponent's jobto establish a counter-thesis at all.
 `Clinchers' or 'Respondent's Failures' are easier to summarize:the following list partly follows Stcherbatsky. The proponentof an argument may be criticized for:
 [1] annihilating his own thesis by an unsuitable example,
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 [2] shifting to another thesis,[3] giving a reason that contradicts the thesis,[4] abandoning the thesis,[5] changing the reason originally given,[6] irrelevancy,[7] giving meaningless sounds as a reason,[8] giving an assertion that is unintelligible even though
 stated three times,[9] giving a syllogism such that there is no connection be-
 tween the members,[io] stating the members in the wrong order,[1 I, 12] reasoning that is incomplete, or redundant,[13] repetition,[14, 15] failure to restate, or understand, opponent's objection,[16] admission of ignorance,[I7] breaking off the debate (thus conceding defeat),[18] admission of a flaw in his reasoning,[19, zo] neglecting to rebuke the opponent when necessary,
 or doing so when not necessary,[21] irregular discussion.[22] fallacious logical reasons.
 Only a few comments need be made on these lists, which re-veal a preoccupation with orderly debate as strong as anythingin Aristotle. The first concerns item [22] of the second list, whoseinclusion is quite out of place with the classification-schemesuggested earlier by Gautama and is perhaps evidence of sepa-rate origin, though it could as easily be due to a conflict betweentwo conceptions in the mind of a single writer. The second is thestartling similarity between some of the individual items andsome of Aristotle's. Two hypotheses are possible: that there wascontact between, or a common origin of, the two traditions; orthat formal debate is an important or necessary ingredient of anyintellectual culture at a certain stage of its development, and isthe driving force behind the development of Logic. They arenot, of course, mutually exclusive.
 The precise shape that formal debate took at the time of theNytTya sutra can be only dimly guessed at. There do exist recordsof formal debates from Buddhist sources at an earlier period, the
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 reign of King Agoka, about 255 B.C.' They seem to consist ofphases in which the two disputants alternately take the floor, andeach phase consists of the statement of a single argument, per-Imps preceded by a number of clarificatory questions addressedto the opponent. I quote (with my own minor amendments) thefirst two phases of a debate between monks of rival views con-cerning the reality of the soul : 2
 PRESENTATION
 SCEPTIC Is the soul known in the sense of a teal thing ?SUBSTANTIALIST Yes.SCEPTIC Is the soul known in the way a real thing is known ?SUB STANTIALIST No, that cannot be said.s cErr I c Acknowledge your defeat :
 (i) If the soul is known in the sense of a real thing, then, good sir,you should also say that the soul is known in the way a real thingis known.(ii) What you say is wrong, namely (a) that the soul is known in thesense of a real thing, but not (b) known in the way any other realthing is known.(iii) if (b) is not admitted (a) cannot be admitted either.(iv) In admitting (a) but denying (b) you are wrong.
 REJOINDER
 SUBSTANTIALIST Is the soul not known in the sense of a real thing ?SCEPTIC No, it is not.SUBSTANTIALI ST Is it unknown in the way a real thing is known ?SCEPTIC No, that cannot be said.SussTANTIALIsT Acknowledge the rejoinder:
 (i) If the soul is not known in the sense of a real thing, then, goodsir, you should also say that the soul is unknown in the way a realthing is known.(ii) What you say is wrong, namely (a) that the soul is not known inthe sense of a real thing, but not (b) unknown in the way a realthing is known.(iii) If (b) is denied (a) cannot be admitted either.(iv) In admitting (a) but denying (b) you are wrong.
 A judge, elected by the assembly (of monks), presides. Whether
 1 See Vidyabhilsapa, p. 234.2 Vidyahbilsapa, pp. 235-6, quotes from the Katheivaithit; see also Bocheiiski,p. 421.
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 this is the kind of debate Gautama had in mind remains, how-ever, conjectural.
 Most of the works written directly in the Nyaya tradition areactual commentaries on the Nyaya sinra, or commentaries oncommentaries. Some of them ring changes on the doctrine with-out fundamentally altering it. Many invent, like Aristotle's com-mentators in medieval times, elaborate fine subdivisions of thevarious categories and, at the hands of Uddyotakara (seventhcentury), the original fivefold division of fallacies reaches therecord grand total of z,o3 z subdivisions. We need not investi-gate these subtleties. Many of the histories subdivide the tradi-tion by religious groupings, so that we are presented in the sixthcentury with the separate 'Logics' of Pragastapäda (Hindu,Vaigesika tradition), Siddhasena (Jain), and Ditinaga (Buddhist),but the divisions refer more to epistemological doctrines than tothe purely logical topics that here interest us.
 Difinäga is the most original of these writers and must heredo duty for the others. Although he is not uninterested in con-troversy his theory of inference displays a move away from Dia-lectic: his 'syllogism' drops the last two members, leaving onlyThesis, Reason, and Example, though he adds the concept of aCounter-example in an attempt to eke out the deficiencies of thisargument by analogy: 'The hill is fiery, because it is smoky, likea kitchen, unlike a lake'. It is not clear whether the Counter-example is meant to support the converse of the generalargument or merely the contrapositive. He explicitly rejectsTestimony as a basis of argument. On fallacies he gives afourteen-fold classification of defects that is completely formal incharacter and tied to his theory of the syllogism: fallacies mayinfect the thesis, the reason or the example, and these in variousways. The reason, for example, may be 'too wide' or 'too narrow',the reason or example may themselves be uncertain, and so on.Dinnaga does not attempt to classify controversy as the Nyiyasutra does, does not mention Casuistry, gives a list of only someof the Futile Rejoinders, and ignores Respondent's Failures.
 Not only in Dinnäga, but even in such of his contemporariesand successors as remained close to the Nyaya teachings, thesecond or 'contradictory' category of fallacy ceased to representthe circumstance of an opponent's contradicting his own
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 doctrines and came to represent the Fallacy of giving a reasonthat tends to contradict, rather than support, the proffered thesis.Hence, this too became formal in character. The obscure fifthcategory of fallacy was variously interpreted but tended tobecome a rag-bag of cases in which the truth of one oranother member of the syllogism was regarded as questionablefor extraneous reasons.
 The move towards a formal, deductive logic continued afterDitinaga, and Uddyotakara gave a version of the syllogism inwhich the Example was at last replaced by the statement of ageneral rule. The final turning-point came in the fourteenthcentury with the work of Gatigega and the growth of what hasbecome known as the Navya Nyaya, or New Nyaya, school.Gangega mentions Casuistry, Futile Rejoinders, and Respon-dent's Failures only to criticize them, and this seems to be thelast point in the history of Indian Logic at which they haveseriously been considered at all.
 The development of Logic out of a theory of debate, and itsultimate repudiation of its origins, thus seems ultimately to havetaken the same course in India as in the West. That the classicalIndian list of fallacies, like that of the West, is still studied despitethe loss of its principal rationale is support for the view that thestudy of fallacies in both places has a function different from itsostensible one.
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CHAPTER 6
 Formal Fallacies
 The most remarkable feature of the history of the study offallacies is its continuity. Despite the waves of disinterest andrebellion that phase and punctuate it, and despite fundamentalchanges in underlying logical doctrine, the tradition has beenunquenchable. The lesson of this must be that there is somethingof importance in it. It is true that most of what appears in themodern books has very little relation to what Aristotle wrote,and it may also be true that much of it is incoherent; but thewriters of the modern books are, as the saying goes, all honour-able men. In short, we have some explaining to do. If we nowturn, as is appropriate, from a historical account to an analyticallogical one, it must be in the attempt to answer the questions:what, in the tradition, is worth keeping, and how can it be sepa-rated from the parts that should be thrown away ?
 If Aristotle could be taken as our norm we could concentrateon producing a new and error-free Sophistical Refutations, shornof irrelevant outgrowths. This would, in some ways, be betterthan nothing; but we would miss out on all the lessons that themisconceptions of History are themselves capable of teachingus. Distorted versions of Aristotle's doctrine have continued tobe produced, we must assume, only because they have beenneeded. To understand the tradition thoroughly we should seewhat is common and what is variable, in all the treatments of allthe ages. If any age is to be accorded favouritism it should be ourown.
 On the other hand, there does not seem to be much point inproducing auy new theory of fallacies in the same vein as the old.
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 There have been too many already. Least of all should one aim atproducing a new classification of the old material, yet another tree.Classification is sometimes a useful preliminary in dealing withunstudied material, and sometimes — not always — it is the upshotof a successful investigation. Our concern, however, is with themiddle part of the study, and so many have failed with this thatit should be clear by now that they have been asking the wrongquestions. One of the main reproaches that could be broughtagainst the study of fallacies is that it has always remained anappendage, insecurely connected to the main part of Logic. Anew classification of fallacies does nothing to remedy this; and,if the subject cannot be brought into closer relation with the restof Logic, a radical reappraisal, either of the study of fallacies, orof the rest of Logic, is called for.
 To consider a possible parallel with our situation, let us sup-pose that Aristotle had never invented his theory of syllogismsand that, in place of a formal theory of inference, we were leftwith the loose list of hints for conducting and winning argu-ments that have come down in the tradition of his Topics. Since.arguing is sometimes a serious business, and since any theory ofinference is better than none at all, it would be right and properunder these circumstances that Topics should continue to bewritten up in every Logic book and discussed with every student;but since, as with Fallacies, there is no clear pattern in any list,everyone could have his own system of classification and hisown variant descriptions. The theory of inference, as we in factknow, can be presented more systematically and satisfactorilythan this, and Topics, though carried for many centuries as anappendage, have finally disappeared from logic books. As atheory of inference, they were important only so long as therewas nothing better. We shall similarly superannuate fallacieswhen we see what their function is and how it can be fulfilled ina modern idiom. History, of course, cannot justify us in beingsanguine about breaking through; but that is no excuse for nottrying.
 Our first question concerns how much can be accomplishedwithin Logic's existing framework, modern Formal Logic: weowe it to fellow logicians to do what we can to answer this. Itshould immediately be added that there is much in Logic that has
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 not changed since Aristotle. Notably, (i) Logic is conceived ashaving rules expressible in schemata, involving variables, whoselogical properties are independent of what is substituted; (2)Logic produces truths, or rules, which are common to all otherdisciplines, and hence of a different order from (higher or lowerthan) those of other disciplines; (3) the logical unit is the propo-sition, and its leading logical property is its truth-value (truth orfalsity), whence it is associated with the concepts of negation, ofcontradiction and 'excluded middle'; (4) there is a primary con-cern with rules of deduction (or inference, or implication), con-ceived as proceeding from one or more premisses to a conclusion;essentially reflexive, non-symmetrical, and transitive; (5) proofis conceived as a kind of deduction, knock-down, non-cumula-tive; (6) speaking generally, the theory is exclusive in the sensethat reasoning processes of other kinds — inductive, extrinsic,emotive — are accorded lower status; (7) the theory is impersonaland context-free. This is an impressively long list of seldom-questioned presuppositions; and it should be clear by now thatmany of them will need to be challenged in the process of makingsense of the fallacy-material and, perhaps, will need to besloughed off one by one or in combinations. For the presentchapter, however, let us see what we can do by keeping themintact.
 For, although there are reasons for thinking that some of thephenomena of Logic are outside the bounds of the kind of formalsystem in which logicians, ancient or modern, have preferred toformulate their theories, there are many who do not think thisand whom we must meet on their own ground. Take, for ex-ample, the Fallacy of Begging the Question: it can well beimagined that a logician might approach an analysis of thisFallacy by inventing a new formal concept of implication suchthat question-begging inferences were exposed by it. In the re-sulting system it would be necessary, among other things, toreject — that is, to deny the validity of — the schemata implies p'and 'p and g together imply g'. It is not clear that there is anythingimpossible about this, and we need to discuss whether it wouldcount as a solution or part-solution to the problem of giving anacceptable modern account of the Fallacy. Again, no one, so faras I have been able to find out, has ever tried to produce a formal
 FORMAL FALLACIES 193
 system in which arguments involving equivocation can be rep-resented. To do so would be a little odd since one of the usualaims of formal systems is to be unambiguous ; but, again, it isnot clear that we cannot learn anything from a system containingsystematic ambiguities.
 The task of the present chapter is twofold. In the first place Iask seriously whether any general and synoptic theory of fallacycan be extracted from formal studies or stated in formal terms.Since the answer to this appears to be in the negative, I shallsecondly consider whether there are formal analyses of particularFallacies in the traditional list; either (a) in more-or-less orthodoxformal terms, or (b) within formal theories that can be construc-ted specially for the purpose. The traditional fallacy-materialwill determine broadly the scope and meaning of the word`fallacy'.
 Our first question, then, is whether any general and synopticformal theory of fallacy is possible. We shall need to be a littleclearer about what the word 'formal' means. In particular, it isnot at all clear what a 'formal fallacy' is. This is partly because his not clear whether the rules of Formal Logic are supposedactually to declare certain arguments invalid, or merely to de-clare certain ones as valid and leave the rest open; but the troubleruns deeper and is concerned with the relationships of formallanguages or canonical forms to the natural languages in whichLogic must be put to practical use. Within a formal language it isgenerally clear enough which arguments are formally valid; butan ordinary-language argument cannot be declared 'formallyvalid' or 'formally fallacious' until the language within which itis expressed is brought into relation with that of some logicalsystem.
 In retrospect, it looks as if the concept had more relevance ahundred years ago; so long, that is, as Aristotle's theory ofsyllogisms was the accepted theory of inference and Logic andeducated language had grown together to the point where prob-lems of interpretation were at a minimum. Within this developedtradition it should have been possible to achieve a limited agree-ment about the distinction between formal fallacies and others.Yet history does not give us evidence of such agreement. Cer-tainly, Aristotle never achieved a clear grasp of any such distinc-
 N
 it

Page 97
                        

1 94 FALLACIES
 tion. The earliest account of formal fallacies is in the writings ofCassiodorus, contemporary of Boethius in the sixth century,whose short chapter on 'paralogisms'l is a survey of the waysin which syllogisms may contravene Aristotle's rules; but thisis not accompanied by any survey of fallacies of other kinds andgives us no criterion of differentiation. The medieval treatisesgenerally keep their discussions of the syllogism and their dis-cussions of sophisms rigidly separate; and, although the ex-amples of the latter are generally in syllogistic form (`Everythingthat runs has feet; the river runs: therefore, the river has feet')they are almost always (like this example) valid by formalcriteria and fallacious only because additional, evidently non-formal criteria need to be brought in. The exceptions arethe examples of Consequent and Non-Cause. That there is adistinction to be drawn between arguments which contravenethe rules of the syllogism and those which, although theydo not do so, are invalid for other reasons is obvious enough.However, a fallacy, as we must remind ourselves, is an argumentwhich seems valid but is not; and many invalid arguments haveno appearance whatever of validity. The 'formal' validity ofa fallacy-example may be what provides it with an innocentface.
 The distinction between the 'form' and 'content' or 'matter'of a proposition or argument is straightforward when, as inAristotle, schematic letters are used for some of the terms. Aris-totelian syllogisms are written in textbooks in forms such as `Ifall Bs are Cs and all As are Bs, then all As are Cs'; and this is thepure form or schema of a syllogism, which can be given contentonly when some substitution is made for the letters — say`Greeks', 'men', and 'mortals' for 'As', 'Bs', and `Cs' respectively.The medieval writers were merely codifying this distinctionwhen they distinguished the content-words or categoremata fromform-words or syncategoremata; the latter being words like 'all',`some', 'each', 'no', 'not', 'and', 'or', 'is', 'only', and 'except',whose function in a sentence is not referential but structural.Modern logicians tend still to make a similar distinction: Russelldivided his symbols into 'logical variables' and 'logical con-stants', and it is only in certain rather sophisticated special con-
 1 Migne, Patrologia Latina, vol. 7o; cols. 1194-6.
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 texts that the distinction becomes clouded. 1 Formal Logic, then,is the Logic that can be studied in terms of form, exclusively ofcontent, and has a long history.
 The idea of distinguishing certain types of argument as 'for-mal fallacies' is, however, a relatively recent one dating fromWhately, who took up a hint in Aldrich. 2 We should have a lookat what Whately says since, besides having a lesson for us as tothe place of the concept of 'formal fallacy' , it contains an inter-esting attempt to provide a unified theory of formal fallacy andof Equivocation.
 A syllogism is a three-term three-proposition argument suchas 'All men are mortal; all Greeks are men: therefore, all Greeksare mortal', or 'All lawyers are graduates; some graduates aredishonest; therefore, some lawyers are dishonest'. We shall notbe concerned here with syllogisms containing modal termswhich, although treated by Aristotle, have generally been ig-nored. The second of the two examples given is invalid, since itis in theory possible that the dishonest graduates referred toshould all be from disciplines other than Law and that all pro-ducts of the latter be paragons of virtue. The terms of a syllogismare the various subjects and predicates, e.g. 'Greeks', 'men', and`mortal': the middle term is the one that appears in both premissesand is the means, as it were, by which the conclusion is drawn,e.g. in this example 'men'. The major term is the one that appears aspredicate of the conclusion, the minor term the one that appears assubject. The major premiss is the premiss containing the major term.
 Aristotle's theory of inference divides syllogisms into variousfigures, or patterns of occurrence of the terms, and moods, or pat-terns of occurrence of the words 'All', 'No', 'Some', and 'Notall'; and then reduces all moods to a few in the first figure, whichwere taken to be `perfect'; that is, not in need of explanation.Generations of students, however, learned the valid moods byrote. A simple set of rules of validity was finally produced in thelater Middle Ages, based on the concept of Distribution.
 In theory a term is said to be distributed, at a given occurrence
 1 I have in mind the `protothetic' of Leiniewski, which introduces variablelogical operators : see, for example, Prior, Formal Logic, p. 66.2 Whately, Elements of Logic, Book III. See the passage quoted from Aldrichabove, P. 49.
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 in a given proposition, when it refers in its context to all themembers of the class of objects it is capable of denoting. In 'Allmen are mortal' the term 'men' is distributed, the term 'mortal'not; the latter because the proposition is not necessarily aboutall mortals. Generally in a proposition of the form 'All As areBs', the subject-term is distributed. In the case of `No As are Bs',both terms are distributed, since it is implied of every A that it isnot a B and of every B that it is not an A. In the case of 'Some Asare Bs' and 'Not all As are /3s' there is no good case for saying ofany of the terms that they are distributed, but the theory requiresthat we say that the term 'Bs' is distributed in the latter. Since thestatement that, for example, not all radioactive elements aremetals does not enable us to deduce anything about all metals, orabout any given metal, the common explanation of Distributionneeds to be modified. The reader may be referred elsewhere,however, for details.'
 Rules of validity for syllogisms stated in terms of Distributionhave been a regular feature of Logic textbooks since the seven-teenth century. There is, for example, a list of twelve rules,summed up in a Latin verse, in Aldrich. 2 Sets as large asthis are always highly redundant, in the sense that some rulesmay be deduced from others. It is convenient to pick up the storywith Whately, who gives a set of six (from Elements of Logic,Bk. II, ch. III, 5 a) :
 I. Every syllogism has three, and only three, terms.z. Every syllogism has three, and only three, propositions.3. The middle term must be distributed at least once.
 1 For a recent eruption of controversy over Distribution see Geach, Refer-ence and Generality, and review by Quine in Philosophical Review, 73 (1964),PP. 100-4. Some sense can alternatively be made of Distribution within aLogic of quantified predicate terms as in Hamilton, Lectures in Logic, vol. II,pp. 257-323. Hamilton reviews the historical precedents: cf. William ofSherwood, Introduction to Logic, pp. 38-9.
 2 The verse is (p. 75):Distribuas medium; nec quarlus terminus adsit.Utraque nec praemissa negans, nec particularis.Sectetur partem conclusio deteriorem.Et non distrilmat, nisi cum praemissa, negetve.
 Mansel gives an earlier verse that appeared in some later editions of Peter ofSpain's Summulae. See also Kneale, pp. 272-3.
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 4. No term must be distributed in the conclusion which was notdistributed in one of the premisses.
 5. From [two] negative premisses you can infer nothing.6. If one premiss is negative, the conclusion must be negative.
 Besides providing a basis for determining whether a givensyllogism is valid, and hence a definition of 'formal fallacy', theserules give us a system of classification of formal fallacies. If rule3 is broken the Fallacy of the Undistributed Middle Term iscommitted; and if rule 4 is broken, the Fallacy of Illicit Processof the Major Term, or of the Minor Term, depending on whichterm is involved. The Fallacy of Four Terms infringes rule I.There are no accepted names for breaches of the other rules, butit would be easy enough to invent some.
 Some twentieth-century books' omit the first two rules on thegrounds that they represent part of the definition of a syllogism,and must hold, as it were, even for invalid syllogisms : they arenot, like the other rules, part of the differentia of valid syllogismsfrom invalid. This is reasonable; but we must first consider anattempt by Aldrich and Whately to conflate the Fallacy of FourTerms with that of Undistributed Middle. In fact the tag 'Fallacy °of Four Terms' has usually been applied, as described above, 2
 to arguments involving an ambiguous middle term. Whately gives(Bk. II, ch. III, 5 2):
 `Light is contrary to darkness ;Feathers are light; thereforeFeathers are contrary to darkness.'
 If we read the three terms as 'light things', 'things with a pro-perty contrary to darkness' and 'feathers', this is of the form
 All B,s are CsAll As are 132sTherefore, all As are Cs.
 where we have written 'B i ' and '/3 2 ' for the two different occur-rences of the term 'light things', on the ground that it has differ-ent meanings. Are B 1 and B2 really one term or two ? Droppingthe notion of a 'term' it seems sensible to say simply that 'light'is one word with hvo meanings, and that the fallacy is not one ofFour Terms but of Equivocation.
 1 e.g. Cohen and Nagel; see p. 79. 2 pp. 44-5.
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 Whately distinguishes clearly enough between Four Termsand Equivocation in his tree of Fallacies given above in chapter4, but he is prepared to go along with Aldrich in presenting analternative account in which not merely these cases but alsocases like
 Some animals are beastsSome animals are birdsTherefore, some birds are beasts.
 are cases of Four Terms. The middle term 'animals' is undistri-buted in both premisses and it would be quite easy to rule theinference invalid under Whately's rule 3. Aldrich, however,besides having rules like all of Whately's, has also :
 If the middle term is ambiguous, nothing follows.
 and
 An undistributed middle term is ambiguous.
 In respect of the second of these he says (pp. 7 1—z):
 Thus let B be a common term divisible into b and /3. It follows thatb and /3 are opposed; and yet we may truly say both 'Some B is b'and 'Some B is /3'. Therefore, 'Some B' is an ambiguous middleterm.
 This gives him even more resources: he can rule the above-mentioned syllogism invalid not only in the same two ways asWhately, but also using the reasoning associated with the tworules given. What is interesting is not so much the fact that hecan invoke more than one rule as the fact that UndistributedMiddle is identified with Four Terms.
 It would be possible to extend a similar analysis to breachesof Whately's rule 4, and even, with some special gyrations, tobreaches of rules 5 and 6. In the case of most breaches of rule 4it is obvious that a conclusion about all members of a class isbeing drawn on the basis of premisses about only some of them,and the conclusion will hence say something about certainthings that are not mentioned in the premisses. Hence we canregard the appropriate term — major or minor, whichever it is —as ambiguous. Where negative premisses or conclusion occurwe can replace them by affirmative ones if we replace certain
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 terms by their complements; but will sometimes find that a termand its complement will need to be reckoned as two. Thus, if weallow Aldrich's analysis, all invalid syllogisms can be regardedas cases of the Fallacy of Four Terms. Unfortunately we mustnot allow it.
 When Aldrich says that 'Some B' is an ambiguous middleterm he departs from the concept of a term by including theword 'Some': '13' represents a term on its own, whatever is pre-fixed to it. Moreover, the term '13' represents can be ambiguouson its own account; as, for example, 'light things' is ambiguous.Aldrich has two sorts of ambiguity, namely (i) that which canoccur in certain terms in particular, and can occur in these termsirrespective of their position in a proposition, and (ii) that whichis a function of the position of a term in a proposition and isindependent of the term itself. The two sorts are quite indepen-dent of one another . . . and only the first would normally becalled 'ambiguity': the term 'animals' in 'Some animals arebirds' is ambiguous only in Aldrich's idiosyncratic second sense,and not in the sense in which we ordinarily use the word. Con-sequently it is desirable to reserve the word 'ambiguous' for thefirst sense, and call terms of the second kind simply 'undistri-buted'.
 So let us return to Whately's set of six rules, and strike out thefirst two: they should be replaced by a definition of 'syllogism'that applies merely to the form of the argument, independentlyof whether it is valid or invalid. Rules 5 and 6 should now belooked at; for these two rules do not operate independently inthe way the others do, but rather partition the field between them.They can be rewritten together in the form:
 5 There is an affirmative conclusion, a negative conclusion orno conclusion at all according as both premisses are affir-mative, or only one, or neither.
 The rules 3, 4, and 5 provide us with a satisfactory moderntheory of validity for syllogisms. 1 The Fallacy of Undistributed
 1 Strictly, only for 'classical' syllogisms; that is, excluding empty terms. If`empty' terms are permitted, some of these must be counted invalid and anadditional rule is required: `If the conclusion is particular (i.e. existential),a premiss must be particular.'
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 Middle occurs if 3 is broken, the Fallacy of Illicit Process if 4is; and for breaches of 5' we may coin the name 'Fallacy ofNegativity', perhaps permitting sub-divisions. The syllogism
 All soccer fans are excitable.Some tympanists are excitable.Therefore, some tympanists are soccer fans.
 commits the Fallacy of the Undistributed Middle; the syllogism
 All tropical countries are overpopulated.No tropical countries are industrialised.Therefore, no industrialized countries are overpopulated.
 commits the Fallacy of Illicit Process (of the Major Term, 'over-populated'); and the syllogism
 No inert gases form chemical compounds.Not all inert gases are found in the atmosphere.Therefore, not all things found in the atmosphere form
 chemical compounds.
 commits one form of the Fallacy of Negativity. In the lastexample we must be careful, of course, not to read an affirmativeproposition, 'Some inert gases are found in the atmosphere',into the second premiss.
 These are all formal fallacies, and they are all uniquely classi-fiable. However, a syllogism can break more than one rule atonce; and, with a little ingenuity, we can succeed in breaking allthree. The syllogisms
 Some doctors are dentistsSome dentists are diplomatsTherefore, no diplomats are doctors.
 and
 Not all manuscripts are irreplaceableSome manuscripts are indecipherableTherefore, all indecipherable things are irreplaceable.
 both, in different ways, pull off this feat. The first has undistri-buted middle term, illicit process of both major and minor, anda negative conclusion with no negative premiss; the second has
 undistributed middle, illicit process of the minor term 'indeci-pherable', and an affirmative conclusion with one premiss nega-tive. What this means is that, although the set of three rules isquite adequate to define validity and hence formal fallacy, it doesnot give us a classification of fallacies, in the sense of a divisioninto mutually exclusive categories; unless we are content tocount each possible combination of ways the rules may be brokenas generating a different category, in which case there would beseven categories altogether.
 Generally, if we want a set of rules to act both as a set ofjointly sufficient and individually necessary rules of validity andas a classificatory system giving mutually exclusive categories forfallacies, we shall need to impose some additional constraints onthe rules. We shall want them, in particular, to be so formulatedthat it is impossible to break more than one rule at once. If wedo not do this there will be no special sense in which the break-ing of a rule gives rise to a particular kind or variety of fallacy;and, perhaps more important, no special way in which the studyof formal fallacies contributes to the theory of validity: theclassification of formal fallacies will be pointless. We should, then,explore this requirement of additional constraints.
 Two propositions so related that they cannot both be false aresaid to be subcontraty to one another; and this concept is easilyextended to rules as well as propositions. Consequently we canexpress our new requirement on sets of rules as follows : Thevarious rules which go to make up a set should, if we want aone—one relationship between rules and fallacy-types, be mutu-ally subcontrary. It should, of course, be possible to satisfy themall at once; but it should never be possible to break more thanone at a time.
 It so happens that it is possible to satisfy this requirement al-most trivially. Let P , Q , and R be propositions representing thestates of affairs stipulated by three rules which together form aset of the kind we have been considering: that is, let the threerules be 'P must be the case', `„Q must be the case', and 'R. mustbe the case'. We shall suppose initially that our additional stipu-lation is not satisfied, and that P and,Q are not subcontraries andcan be false together. Leaving P unaltered we shall transformin such a way that it can still be true at the same time as P, and so
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 that P and 0 together still specify the same thing, but so thatcannot be false if P is. Briefly, we replaceQ byQ' which says
 Either P is false or Q is true (or both), so that our first tworules are now
 [1] 'I' must be the case'[z] 'It must be the case either that I' is false, or thatQ is true
 (or both).'
 The second of these appears to be capable of being satisfied byhaving P false, but, of course, we may disregard this possibilitysince the first could not be satisfied simultaneously. However,[z] can fail to be satisfied only if P is true andQ false, and hencenot at the same time as [1].
 If R is not mutually subcontrary to the others we may replaceit by the proposition R'
 Either P is false orQ is false or R. is true.so that the new third rule reads
 [3] 'It must be the case either that P is false, or that is false,or that R. is true.'
 This can fail only if P andQ (and hence p') are true, and henceonly if [1] and [2] are satisfied.
 Consequently, we can obtain a set of three mutually-subcon-trary rules for validity of syllogisms as follows :
 [1] The middle term must be distributed at least once.[z] Either the middle term must be undistributed; or any
 term distributed in the conclusion must be distributed inthe premisses.
 [3] Either the middle term must be undistributed; or theremust be a term distributed in the conclusion and not in thepremisses; or there must be an affirmative conclusion, anegative conclusion or no conclusion at all according asboth premisses are affirmative, or only one, or neither.
 What these gain in discrimination they lose in perspicuity. Wecan hardly now dub breaches of the third rule just 'Fallacies ofNegativity' : they will have to be 'Fallacies of Negativity withDistributed Middle and Licit Process', and breaches of [2] will
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 have to be 'Fallacies of Illicit Process with Distributed Middle'.There is something arbitrary and ad hoc about all this, and werealize that an important requirement of our problem — that itssolution should be, in some sense, 'natural' — has been over-looked. If we cannot satisfy this requirement we should, perhaps,give up trying to produce a classification of formal fallacies alto-gether.
 This conclusion is reinforced by a consideration of whatwould be involved in producing, for modern Logic, a set of rulesof inference along the lines of the Distribution rules. Within thepropositional logic that has grown up since Boole, validity of aformula is usually determined either by means of a deductionfrom axioms, or by means of an argument from truth-values. Itwould, perhaps, be possible to invent a set of rules, separatelynecessary and jointly sufficient, that would embody the essentialfeatures of either of these methods; but to do so would be arti-ficial in the extreme and, in some sense, at variance with thespirit of the system. We should notice, in this connection, first,that sets of rules of 'Consequences' were produced in profusionin the later Middle Ages,' though without achieving eithermutual independence of the rules or exhaustivity; and, secondly,that some nineteenth- and twentieth-century logicians 2 give usa small selection of these rules and use them to proscribe theFallacies of 'affirming the consequent' and 'denying the antece-dent'. Such treatments are not only too fragmentary, but alsostrangely ill-judged when set against the theory of validity of aFrege, a Russell, or. a Quine. They would be even more out ofplace in dealing with inferences in the predicate calculus or settheory.
 Let us clutch at what classificatory straws there are. Beforeturning to modern formal analyses of particular Fallacies, weshould notice just one further piece of ancient doctrine whichmight be pressed into service. This is the doctrine of the sevenlogical relations between pairs of propositions. In its essen-tials the doctrine is from Aristotle (Interpretation 17b 16), who
 1 See Kneale, pp. 274-97; Bochenski, pp. 189-209. The text of an exception-ally large set is given by Ivan Boh in 'Paul of Pergula on Suppositions andConsequences', Franciscan Studies, z5 ( 1 9 6 5), pp. 55-67.2 See, for example, Stebbing, Modern Introduction to Logic, pp. 103-8.
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 not often be important but this, too, is implicit. In cases in whichthere is more than one premiss to an argument we can regard thepremisses as conjoined into a single one.
 Yet there is not a single one of the traditional headings offallacy that is illuminated by this classification. Least of all doesit have any relevance to Equivocation, Amphiboly, and theother Fallacies Dependent on Language; or to the ad bominemor ad verecundiam. Of the Aristotelian Fallacies Outside Languageit certainly has no relevance to Accident, Secundum Quid, or ManyQuestions, and the detailed analysis of Non-Cause as Cause istoo complicated to be summed so simply. It is just possible thata case could be made for saying that Aristotle had the relation ofindifference dimly in mind when referring to Misconceptionof Refutation; and/or the relation of equivalence in the case ofBegging the Question; and/or the relation of subimplication inthe case of Consequent. At face value, however, none of hisexamples of any of them bear out these identifications directly,and all the Fallacies seem to have extra elements in them. Weshall deal with them in more detail in a moment; but it is veryclear that even if all the identifications were sustained we could • °not say that the theory of logical relations has more than minorrelevance to the traditional list of Fallacies.
 In fact, the answer to our first main question of this chapter —whether it is possible to give a general or synoptic account of thetraditional fallacy-material in formal terms — seems to be a simple`No'. This is not, by now, surprising. Fallacies have continuedto occupy a place in textbooks largely because they introduceimportant considerations outside Formal Logic and supplemen-tary to it. We might remind ourselves that some modern books'even refer to a large class of them specifically as 'Informal Fal-lacies'. The contrast of 'informal' with 'formal' suggests thecontrast of lounge-suit with dress-uniform, and this was neverthe burden of the older `formal'—`material' dichotomy; but itmarks a greater readiness to acknowledge a fundamental differ-ence than, for example, one could read into Whately.
 Let us turn, then, to the second part of our task. Can analyti-cal accounts of any particular Fallacies be found within the tradi-tional and orthodox formal theories of inference ? In the case of
 1 e.g. Copi, Introduction, ch. 3.
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 made the vital distinction between contradiction and contrariety:two propositions A and B are mutual contradictories if each is aprecise denial of the other, but contraries if, although they cannotboth be true, it is possible that they should both be false.The other five relations — equivalence, superalternation, subalternation,subcontrariety, and indifference — complete the systematic picture.'The names superimplication and subimplication are sometimes usedin place of the second and third of these. It is easy to show thatthe enumeration is, in a suitable sense, exhaustive. The doctrineis equally applicable to statements in (reasonably normal) modernlogical calculi, at least if we restrict ourselves to 'contingent'statements — that is, statements that are not themselves theoremsor the negations of theorems — or if we find some other way ofavoiding paradoxes of implication. 2
 Now, of the seven possible relations that A may have to 13,two, superalternation and equivalence, are such that B may beformally deduced or inferred from A and, in these cases, theinference of B from A is formally valid. Two others, contradic-tion and contrariety, are such that we can deduce from A that 13is false. Here, the inference of 13 from A would be contravalid. Inthe other three cases A does not imply 13, but does not counter-imply it either. It is presumably of some importance to recog-nize that some formally invalid inferences are actually contra-valid, and some not; and that formal rules themselves give us atleast these two kinds of invalidity. The finer subdivision intotwo kinds of validity and, in all, five kinds of invalidity would
 They first appear in Apuleius: see Bochetiski, History of Formal Logic,p. 140. A similar set of distinctions is made in Indian tradition by DitinAga(sixth century ?), in his 'wheel of reasons' : see Stcherbatsky, Buddhist Logic,vol. r, pp. 320-7. Dirinaga's ninefold division is actually isomorphic to aninefold division that appears in Cohen and Nagel, Introduction to Logic andScientific Method, pp. 55-6, and which includes cases of tautological and self-contradictory consequent (in Ditinaga's case, universal and empty Reason):compare the fifteenfold table in my Elementary Formal p. 182. Ditinaga,of course, knew nothing of Apuleius or Western tradition but makes severalof our points for us.2 For example, it is applicable as between contingent statements in anysystem which contains the ordinary statement-calculus, and is consistent; orin any truth-functional system with a 'normal' implication and negation.We shall return later to some of the problems of implications betweentheorems and antitheorems.
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 those which cannot, can any `formal' analysis be found at all, ordo they defy this kind of treatment ?
 The Fallacies that most clearly stand outside the scope of present-day logical systems are Equivocation, Amphiboly, and theother Fallacies Dependent on Language. Equivocal terms areexcluded from formal systems by definition. Amphibolous for-mulae, or those liable to change of meaning through combina-tion or division of terms, are regarded as not being well-formed.Some formulae are, no doubt, subject to misinterpretation afterthe manner of examples of Figure of Speech, but this is quiteincidental to their formal features.
 No attention whatever is usually paid to spoken forms asagainst written ones, as demanded in the Aristotelian analysisof Accent, and no formal role is attached to emphasis, as deman-ded in modern accounts. If it is objected that we could givemetalinguistic or syntactical accounts of some of these – forexample, of the amphiboly inherent in an expression such as`2 + 3 X 4', in the absence of brackets or bracketing conven-tions – it may be replied that this is not a `formal' analysis in therequired sense; not, for example, the same thing as demonstrat-ing, within a formal language, the existence of generic forms ofAmphiboly or, among the rules of inference of that language,rules aimed at their avoidance.
 It is, again, equally clear that present-day formal systems donot help us with analysis of the Lockean ad hominem and adverecundiam arguments.
 In the case of some of the Aristotelian Fallacies Outside Lan-guage, it is almost equally clear that a formal analysis is verymuch in order and, perhaps, a necessary part of any explication.The most obvious of these is Consequent which, as we havenoticed already, was picked up and elaborated a little by J. N.Keynes.' Almost equally obvious is the classical Non-Cause asCause, which we have had to analyse formally when describingit above in chapter z : if assuming the truth of S leads us to an`impossibility', or clear falsehood, we may deduce that S is false;but if, along the way in the argument from S to an 'impossibility',we make any other assumption T, the conclusion that S is falseis invalid and must be replaced by `Either S is false or T is false'.
 1 Similes and Exercises, pp. 3 5 3-4.
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 We can express the principle of the first, valid inference in themodern statement-calculus as
 [(S D U) . —U] —Snamely, as the modus tollens; and the second, invalid one as
 {[(S . T) U] . —U} —swhich is easily shown by truth-tables not to be a theorem of thestatement calculus. These formulae do not quite accuratelyembody the principles required, since the sign of material im-plication on the left-hand side does not quite accurately repre-sent the concept of implication; but it may be replaced by a `strictimplication' sign within a modal calculus (any of the usual ones),or the whole formulae may be cast in, say, the `derivation' logicof Popper ('New Foundations'), without destroying the fact thatthe first is valid and the second not. This is not the place to dis-cuss subtleties in the concepts of Implication and Deduction: aformal analysis of Non-Cause as Cause is at least as adequate asthese concepts will let it be.
 Of the other Fallacies Outside Language, Accident, as wenoticed in chapter z, has sometimes been regarded, perhaps inthe company of Consequent, as including all cases of invalid • •syllogism; and, if any formal analysis of it is to be given, it wouldbe a modernized version of the theory of the syllogism. We alsonoticed, however, that some of the traditional examples intro-duce considerations outside these limits. One of these is theinference:
 You know Coriscus.You do not know the man approaching with his head
 covered.The man approaching with his head covered is Coriscus.Therefore, you both know and do not know the same
 person.
 This could be regarded as an equivocation on the word `know'on the grounds that it means `are familiar with' in the first pre-miss and `recognize' in the second; but alternatively we couldregard it as a case of substitution in an `opaque' context. 1 Let
 1 The recognition of the importance of these contexts is due, like so muchin modern Logic, to Frege: 'On Sense and Reference' (1892). The term`referentially opaque' is due to Quine, From a Logical Point of View, p. 142.
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 `K' represent a one-place predicate such that `Kx' means 'Youknow x', and let 'c' be 'Coriscus' and 'a' be 'the man approach-ing'. The inference is now of the form
 Kc—Ka
 a= c
 (3x) (Kx. —Kx)
 and the fallacy can be tracked down to the sub-inference
 —Kaa=c
 —KcFrom the fact that I know someone under one description it
 does not follow that I know him under any other; witnessFrege's example of the Morning Star and the Evening Star. Whatis necessary, if I am assumed to be a normally rational being, isthat I should also know the two descriptions to be equivalent.Epistemic Logic, though it is usually formulated with a propo-sitional epistemic operator rather than an epistemic predicate,can be axiomatized in such a way as to model this stipulation.'
 The traditional Fallacies of Secundum Quid, and the Fallaciesthat Boethius and the medievals group under Misconception ofRefutation, turn on the.logic of various adverbial modifiers andthe extent to which they are capable of changing the truth-valuesof sentences to which they are attached. Aristotle's leadingexample is that of the Ethiopian who is 'black' tout court, but`white' in a certain respect, namely, in his teeth and eyeballs. Theinclusion of an adverb such as 'wholly' or 'partly' in any sentencewith a colour-predicate immediately clears up the confusion, anda formal logic of these adverbs is not difficult to build. Since,however, this logic has not been widely studied in moderntimes it is worth while to give a brief outline of it.
 Adverbs of this kind tend to go together in 'squares of oppo-sition' with logical properties resembling those of the traditional1 For example, an epistemic system is isomorphic to an S5 with one-placepredicates and identity; preferably without the Barcan formula. See Hughesand Cresswcll, Introduction to Modal Logic.
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 one. Let `X-wise' be such an adverb: we frequently find that, forany individual A and any predicate P of some range, there arefour statements related as follows :
 A is X-wise P
 implication
 A is not X-wise non-Psubcontrariety
 In its unnegated form `X-wise' occurs at the top left-hand cornerof this square; and we might call any adverb which has theseproperties a top-corner adverb. Examples of top-corner adverbsor adverbial phrases are: 'necessarily', 'absolutely', 'certainly',`unconditionally', 'always', 'permanently', 'wholly', 'every-where', 'compulsorily', 'in every respect', 'usually', 'in mostplaces', 'in most respects', 'largely', 'probably', 'very'. Since thediagram has left–right symmetry there is no logical distinctionbetween concepts of the top left-hand and top right-hand cor-ners and we can add: 'never', 'nowhere', 'in no respect', 'seldom',`in few places', 'hardly'. By contrast the following are bottom-corner adverbs or phrases: 'at least possibly', 'at least relatively',`at least conditionally', 'at least partly', 'at least sometimes', 'atleast somewhere', 'in at least a few respects'. (The words 'at least'are often, at some risk of misunderstanding, omitted.)
 Since 'necessarily' is among the top-corner adverbs it wouldseem that modern Modal Logic is the appropriate vehicle for ourformal theory. This is so, but there are two qualifications to bemade. The first is that modern modal systems are generally fartoo rich: most of the adverbs make no sense iterated, as modallogicians iterate `L' ('necessarily') and 'M' (`possibly') in formu-lations like cLi_45', ‘LA445'. It is the differentiation ofconceptions of the logical properties of these combinations thatis largely responsible for the bewildering range of competingmodal systems; and although (perhaps regrettably) the efforts of
 A is X-wise non-P
 implication
 A is not X-wise P
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 some of our best logicians have gone into this study, we cannotuse many of their results. It makes very little sense to say thatsomething is everywhere everywhere the case, or hardly hardly,or in most respects in most respects; and, if we did want to givethese iterations a sense, as in the case of 'very very', it wouldusually be of a kind that we wanted to represent not as the itera-tion of an operator but as an emphasis or itensification.
 Secondly, and more importantly, many of the adverbs cannotreasonably be rendered as operators on whole statements, as areModal Logic's `L' and 'Ai'. Rather, they operate on predicates. Inthe sentence 'This house is wholly of brick', the predicate`wholly of brick' is applied as a whole to 'this house', and wewould not countenance a paraphrase which suggested that`wholly' modifies the whole sentence, as in 'It is wholly the casethat this house is of brick'. Moreover, when the sentence is notof simple subject-predicate form but, say, a disjunction, 'wholly'does not make good sense at all: for example, in 'It is wholly thecase that either this house is of brick or this fence is of wood'.
 Top-corner adverbs do not need to be analysed all in the sameway, and some of them can not only be meaningfully iterated butcan also reasonably be regarded as sentential operators; but, forothers, some new system-building is certainly necessary. Thereis no reason to suppose that this involves any very great diffi-culty. For illustration, let us continue with the properties of`wholly'.
 Let a, 12, c, . . . be physical individuals and let 7-, 'g', ... standfor colour and chemical-composition predicates such as canapply to parts of objects as well as to wholes : let 7- mean 'iswhite'. Since to say of an object that it is white, or metallic, canbe ambiguous unless it is specified whether it is wholly or onlypartly so, the predicates 7-, . . . are incomplete until prefixedby 'IV' for 'wholly') or a similar operator. We can, however,form complex incomplete predicates out of simple ones by theuse of negation, conjunction, and disjunction operators; and, inparticular, we can formulate `IFfa' , `117(—f)a' , --(1Vfa)' , and'--(I (—f)a)' to mean `a is wholly white', `a is wholly non-white',`a is not wholly white', and 'a is not wholly non-white'. Thebrackets in these formulae are not strictly necessary. Only acompleted predicate, we shall say, may be applied to an indi-
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 vidual-name. Formulae such as W(fvg)ce , for 'a is wholly whiteand/or black', are straightforward in meaning provided a littlecare is taken with the subtleties of 'and' and 'or'. The logic of thesystem is not very different from that of uniformly modal sys-tems or the theory of one-place predicates.'
 Aristotle's example of the Ethiopian can be regarded as turn-ing on a confusion of 'a is wholly black' with 'a is partly black'(` Vfa' with `--1V—fa'); or, rather more plausibly, a confusion of `ais wholly black' with 'a is black' tout court, the latter meaningthat a is mainly, generally or in principal respects black. Let usinvent a special adverbial operator 'G' to mark this tout courtsense: 'G' will generate its own square of opposition but `Gfa' isimplied by `IFfa', though not vice versa. By this analysis thefallacy consists in supposing that 'The Ethiopian is black' (`Gfa')implies 'The Ethiopian is wholly black' (`IFfa') and hence thatthe Ethiopian is black in all individual parts.
 The Boethian Fallacies of Different Part, Different Relatum,Different Time, and Different Modality can be similarly analysed:they arise from the use of incomplete predicates and vanish sosoon as an appropriate adverb is inserted. 'The eye is white' arid`The eye is non-white' appear to be contradictories but are notso if they really mean 'The eye is partly white' and 'The eye ispartly non-white'. 'Ten is double' and 'Ten is not double' —though no one, these days, would be even tempted to regardthem as complete as they stand — are analogously reconciled bythrowing in, in both cases, the adverb 'relatively'. 'Socrates issitting down' and 'Socrates is not sitting down' are a little moredifficult because of the special phenomenon of grammaticaltense. Development of a logic of tenses is a special breakthroughof recent research, 2 and is usually based on sentential operatorsrather than operators on predicates, though there is a case forusing the latter in rendering 'past Prime Ministers', 'future astro-nauts', and the like,: the difficulty is that English and most othernatural languages operate on a partly-different plan in providing,and demanding the use of, different tenses in their verbs. Logical
 1 Special axiom schemata: (I) Ef7c6x ; (2) VOX . 117(s5 tk)x]1170x. Special rule: 'lax for any tautological incomplete predicate 'x'.Individual variables and quantifiers may be introduced in the usual way.2 See particularly Prior, Past, Present and Future.
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 tradition generally ignores this, and 'Socrates is sitting down'and 'Socrates is not sitting down' can be regarded as not-really-contradictory only if either (i) they are regarded as tenseless, andas meaning respectively 'Socrates is, was or will be at some timesitting down' and 'Socrates is, was or will be at some time notsitting down', in which case 'at some time' is our adverbialoperator; or (z) they are regarded as present-tense but as utteredat different times. In the latter case ordinary Formal Logiccan provide no analysis since context of use comes into thepicture.
 The final Boethian Fallacy involves the distinction betweenpotentiality and actuality and this is regular modal territory.Even so the examples — 'The kitten can see' and 'The kitten can-not see' — seem better suited to an analysis in terms of operatorson predicates than to one in terms of operators on whole sen-tences.
 These analyses go as far as we could reasonably expect themto and, subject to some working out of detail, we can regardthem as giving intrinsically satisfactory formal theories. It ispossible to have reservations about them, however, as explica-tions of the Fallacies concerned. These can be stated somethingas follows.
 The purpose of the construction of a formal theory is, first, tobring out clearly features of our thought that ordinary languagedisguises and, secondly, to fill ordinary language's deficiencies.The invention of symbolic operators such as our 'IV' and 'G'does not fulfil either of these purposes in a way relevant tofallacies secundum quid; because words like 'wholly' and 'mainly'already exist in English to do the job these operators do, yetfail to obviate fallacy because we choose not always to use them.The odious feature of our formal theory, considered as a reme-dial device, is its insistence that what we have called 'incomplete'predicates are deficient and need to be completed. When, inordinary language, I describe an object as white, or as metallic,I should not be regarded as having made a deficient or ambigu-ous utterance. That there are certain respects in which it is un-specific is an essential characteristic of any utterance whatsoever;and 'There is a book on my desk' cannot be regarded as ambigu-ous simply because it fails to specify the book's colour.
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 Coupled with the tendency to regard 'a is white' as ambiguousis the tendency to regard it as being capable of having this sup-posed defect cured; but adding an adverb such as 'wholly' or`mainly' will not remove all question of unspecificity, becausethe judgement could still be either relative or absolute; and ifthis is resolved, it could still be either necessary or contingent,permanent or temporary, conditional on this or that. In short,there is no end to the further qualifications a statement mightcarry, and it is not the job of language to express them all everytime. This being so, the Fallacy of Secundum Ouid is an ever-present and unavoidable possibility in practical situations, andany formal system that avoids it can do so only at the expense offeatures essential to natural language.
 This said let us defer further consideration and turn to othercases.
 We noticed that Ross credits Aristotle with the doctrine thata question-begging inference can be represented formally as a syllo-gism in which the conclusion follows from one of the premissesalone, independently of the other. This is certainly not Aristotle'sview in the Sophistical Refutations but it may or may not have beenhis view later. There are obscurities in it but we are now in aposition to give a precise account of at least one thing that mighthave been meant. The first question to be asked is: Should sucha syllogism be regarded as valid? This might be answered by dis-tinguishing, as we saw that Peter of Spain and J. N. Keynes did,between inference and proof. We might say that such a syllogismis inferentially valid, but invalid as a proof. All valid proofs arebased on valid inferences, but not all valid inferences give validproofs. The concept of 'proof', in this analysis, is being used ina sense which is appropriate only to Aristotelian-style deductivesciences, but we may postpone criticism on this point for themoment.
 Now let us write `Inf (p; q)' for 'There is a valid inference fromp to q', and `Inf (p, q; r)' for 'There is a valid inference fromp andq to r', and so on; and similarly 'Pr (p; q)' and Tr(p, q; r)' for`There is a valid proof fromp to q' and 'There is valid proof fromp and q to r'. These symbolic expressions specify various thingsabout the logical relation between p and q, or the three-termedlogical relation between p, q, and r. 'Inf (p; q)' , in the first place,
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 says no more than that p implies q; that is, p stands to q in the re-lation of superimplication or equivalence. In state-description-possibility terms, the state p is not possible, but other states,subject to the previously mentioned limitations, may or may notbe. Similarly `Inf(p, q; r)' specifies only the impossibility of thes tatepqf.
 Tr(p; q)' is consistent with fewer state-descriptions than 'Inf .
 (p; q)' since a statement q cannot be proved from a statement pequivalent to it, which would be at least as uncertain as it apriori: least of all can a statement be proved from itself. HenceTr(p ; q)' says that p stands in the relation of superimplication toq. State p -q is impossible but state fiq is possible; and so, for con-tingency of p and q, are pq and pq. 'Pr (p, q; r)' says that state pp'is not possible but, since r does not follow fromp alone or fromq alone, states pi' and qr, and hence states pqf and fiqP, must bepossible. Further, r must not, perhaps, be equivalent to the con-junction ofp and q, and p must not be inconsistent with q. Thereare various three-term relations consistent with this set of con-ditions,' and Tr(p, q; r)' can be regarded as stating that some oneof these relations holds. Alternative, tighter or looser, definitionsare possible but this one sufficiently represents the genre. Exten-sion to multiple-premiss inferences and proofs is similarlystraightforward in theory.
 This analysis would also fit the Stoic Fallacy of SuperfluousPremiss, and an argument with a superfluous premiss might beconsidered as inferentially valid but as not fulfilling the moredemanding criteria of satisfactory proof. In fact, SuperfluousPremiss and Begging the Question turn out to be more or lessthe same thing, and we might be led to wonder whether thegenesis of Superfluous Premiss was not the currency, among theStoics, of an explication of Aristotle along the same lines as thatof Ross.
 What merit does this analysis really have as a theory of Beg-ging the Question? The distinction between the weaker andstronger relations, 'Inf . ' and 'Pr', is of some logical importance;but, as in previous discussions, we may have reservations about
 1 Extending the traditional doctrine of the seven logical relations to three-term relations, we find that there are 193 in all, of which 14 are consistentwith the conditions imposed.
 its relevence to our present inquiry. Even if we ignore theclearly dialectical force of the word 'beg', which is properly athome only where the argument in question has both a donor anda recipient, we may be dissatisfied with 'Pr' as an explication ofvalid proof. There is nothing wrong with equivalence of premissand conclusion in a proof-process, provided the premiss is ac-ceptable for reasons independent of the conclusion: I can proveeither of 'Today is Tuesday' and 'Tomorrow will be Wednesday'from the other, provided only that the one is genuinely estab-lished and there is what nineteenth-century logicians used to calla 'movement of thought' accompanying the passage to the other,which is regarded as in need of proof. Nor is there anything in asuperfluous premiss that need be considered to invalidate a proof.We shall take the conditions of proof up in earnest in the nextchapter.
 The Fallacy of Many Questions is given a virtually formaltreatment by medieval writers or even by Aristotle. William ofSherwood traces the trouble to the negation of statements con-taining conjunctive nouns: 'Socrates and Plato are at home', heholds, implies straightforwardly that Socrates is at home andPlato is at home, but 'Socrates and Plato are not at home' doesnot imply either that Socrates is not at home, or that Plato is notat home, but only that they are not both so. In modern logicalsystems conjunctions of individual names are not used, becauseof some unwelcome complications they would bring; but, if wepermit them temporarily for the sake of example, we could saythat the Fallacy consists ultimately in treating
 —f (a . b)
 as meaning
 fa. —fb
 whereas it should for consistency be taken as meaning
 —(fa fb).
 There is no mention, in this analysis, of questions; and, if wetake the name of the Fallacy seriously we shall have to say thatit consists in asking a question in a form such as 'Are Socrates andPlato at home ?', in circumstances in which it is possible that one
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 is at home and one is not. This takes us outside the scope of pro-positional Logic, and we need to look at very recent work tofind a Logic of Questions. In connection with this work therehas been a good deal of discussion of the Fallacy.
 For a discussion that deal in depth with the Logic of Ques-tions the reader must be referred elsewhere.' It will suffice forour purpose to consider a restricted class of questions, namely,those that can be represented as demanding choices betweenspecified finite sets of alternative statements. Thus the question`Did she wear the red hat, or the blue, or the white ?' demands achoice between the three statements 'She wore the red hat'. 'Shewore the blue hat', and 'She wore the white hat' ; the question`Is John at home ?' demands a choice between John is at home'and 'John is not at home'; and, apparently 'Has Jones stoppedbeating his wife ?' demands a choice between Jones hasstopped beating his wife', and _Jones has not stopped beatinghis wife'.
 The description of questions like the last one as risky is due toBelnap (p. 13 5). Let us symbolize the question which demands achoice between three mutually exclusive statements S, T, and Uby ' ?(S, T, U)' : this question is a safe one if S, T, and U are logic-ally exhaustive in the sense that the disjunction S v Tv U is atautology; risky otherwise. If A is Jones used to beat his wife'and 13 is 'Jones now beats his wife', the conjunction ' A.—B' rep-resents, without relevant inaccuracy, the statement that Joneshas stopped beating his wife, and 'A.13' represents the statementthat he has not; whence the question is
 ?(A.—B, A.B).
 This is not `safe': the disjunction (A .-13) v (A.B) is equivalentto the question's presupposition, A.
 Aqvist gives us three ways of making this kind of question`safe'. One way is to treat the question as
 ?(A.-13, —(A.—B))
 so that if Jones has never beaten his wife the correct answer to`Has he stopped beating her ?' is `No'. Another way is to treat
 1 I recommend particularly : Belnap, An Analysis of Questions: PreliminagReport, and Aqvist, A New Approach to the Logical nog of Interrogatives.
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 `He has never beaten her' as a proper third possible answer tothe question, which becomes
 ?(A.-13, A.B, —A).
 What Aqvist calls the `Whately—Prior' method.' which treatsthe question as two separate ones, 'Used Jones to beat his wife ?'and 'If he did, has he stopped ?', is regarded by the Priors asdifferent from this but by Aqvist as equivalent. Finally, Aqvistprefers to take seriously the concept of a conditional question andto give a logic of it; and consequently is able to give an analysisin terms of the second, alone, of Whately's and the Priors' twoquestions, namely, 'If Jones used to beat his wife, has hestopped ?', symbolised
 ?(A.—B, A.B I A)
 where what follows the slash is the conditional clause. Briefly,the theory is that the question lapses if the specified condition isnot satisfied.
 On the Fallacy, however, Aqvist says (pp. 74-5):
 But I do not think that anyone would really contend that theFallacy of Many Questions is committed by every risky question,i.e. by every question having some possibly false presupposition.The alleged fallacy is rather taken to be committed only by suchrisky questions as indeed have afalse presupposition.
 And these cases are more than just 'risky': they are cases in whichthe feared casualty has actually occurred. This is important sinceit indicates where the formal analysis stops. On a matter of detailwe might object that it is not so much false presuppositions asunwarranted or improper ones that need to be singled out inpractice for condemnation; but the point is that, in introduc-ing these concepts — even the concept of falsity — we moveoutside the scope of Formal Logic. The scope of Formal Logicis enlarged when Questions are introduced into it, but it isstill not so large as to include the contextual or dialecticalconcepts that are needed to give a fully-practical account of theFallacy.
 1 From Whately's discussion of the Fallacy of Many Questions, in Elementsof Logic, Bk. III, 5 9; and Prior, M. L. and A. N., `Erotetic Logic'. The latterarticle reopened the Logic of Questions after a long lull.
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 This might have been predicted. Presuppositions can occur aseasily in statements as in questions and a Logic of Questions isnot going to add anything to what a sufficiently perceptivelogician could discover without it. The name 'Fallacy of ManyQuestions' has been often criticized and is misleading unless wesee it purely in the context of Greek debates or the Obligationgame.
 Which others of the traditional Fallacies might it be profitableto try to analyse formally ? There is precious little chance of aformal account of ad hominem, and not much of ad verecundiam orthe other appeals to emotion. Arguments from authority, it istrue, have been rather unfairly ignored by formal logicians :starting from the undoubtedly valid
 Everything X says is true.said that P.
 Therefore, P.
 we could be expected to find weaker, but still not 'fallacious',forms of argument within which some support is given to P bypremisses of forms such as 'X is an authority on facts of typeso-and-so'. Laplace's calculus of Testimony is probably useless;but some kind of calculus of Testimony must be of some use,however imponderable the factors in practical cases. Its con-struction will not be attempted here.
 I shall finish this chapter with a sketch of a plausible sugges-tion for a formal theory of Fallacies Dependent on Language. Itis not, in the event, very successful but, like some of the otherproposals in this chapter, needs to be looked at if only to be dis-posed of. I shall call it the 'two-language theory'.
 Equivocation — I shall use the word to include Amphiboly,which differs only in involving several words instead of one —is often regarded as due to imperfections of our language, whichmay use a single verbal formulation where there are two or morepossible meanings. This condition is not necessarily remediable,since it is possible that, as Abelard says, there is a 'shortage ofwords'. Nevertheless it is possible to imagine that there mightexist a perfect language within which no word or phrase hadmore than one meaning, and within which Equivocation couldnot occur. When we say that a word or phrase has more than one
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 meaning we are, in effect, saying that it cannot be uniquely trans-lated into this perfect language.
 It is largely in the twentieth century that we have grown usedto distinguishing regularly between 'propositions' and the 'sen-tences' within which they are formulated. There are other dis-tinctions, too, which are sometimes of logical relevance: be-tween sentence-types and sentence-tokens, for example, andbetween differently based arrangements of either of these intoequivalent classes. We noticed that Aristotle's account of theFallacies of Composition, Division and Accent presupposes adistinction between written language and spoken. However, atthe risk of producing a theory that is uselessly naive, let us ignorethese other distinctions and concentrate on the dichotomy ofsentence and proposition. (Much of what is said can, as it hap-pens, be adapted to an account of Composition, Division, andAccent, if only because Aristotle thinks of written language asmore fundamental or perfect than spoken, in the same way as`propositions' are more fundamental than `sentences'.)
 Let us postulate, then, two languages to be known as the 5-language (or sentence-language) and the P-language (proposition-language): and proceed to explore the thesis that Equivocationcan be represented as a failure of unique translation betweenthem. We can think of these, if we wish, as two actual languages,say Spanish and Portuguese. It is, no doubt, the case that thereare sentences in Spanish that cannot be uniquely translated intoPortuguese and vice versa. From the point of view of the speakerof Portuguese, some words in Spanish are equivocal and, fromthe point of view of the Spaniard the same is true of Portuguese.Conversely, Portuguese speakers find that Spaniards make somedistinctions that are untranslatable; and, again, vice versa.Simple cases of both of these phenomena will occur to any stu-dent of language.
 The Spanish—Portuguese analogy is, no doubt, inexact in anumber of important respects; but particularly in respect of itsapparent symmetry. In our own case we have an asymmetrybuilt into the model, since we favour the P-language as the pre-cise and logical one: we are professionally Portuguese. That thischoice cannot be regarded as arbitrary is seen as soon as we startprobing into the logic of the respective languages. What are the
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 objects of logical relations: sentences, or propositions ? Sup-porters could be found for both points of view. Thus Carnap : 1
 . . . the development of logic during the past ten years has shownclearly that it can only be studied with any degree of accuracy whenit is based, not on judgments (thoughts, or the content of thoughts)but rather on linguistic expressions, of which sentences are the mostimportant, because only for them is it possible to lay down sharplydefined rules. And actually, in practice, every logician since Aris-totle, in laying down rules, has dealt mainly with sentences.
 Carnap's 'sentences', however, are sentences not of ordinarylanguage but of an artificial language that aims at freedom fromambiguity, and this weakens the relevance of his stand. Logi-cians, of course, 'deal mainly with sentences', since this is theonly way they have of expressing themselves; but when there isquestion of whether a sentence S really implies a sentence T, it isnecessary to allow for possible ambiguities and hence to con-sider what propositions S and T convey. We must, as it were,start and finish in S-language; but we must look to P-language toprovide our criteria of valid inference, and we must conse-quently translate our premisses to P-language and retranslateour conclusion.
 The strength and weakness of actual languages, perhaps, isthat they do part of our thinking for us. Most of the time, thereis and need be no process of translation and retranslation, be-case S-language and P-language march together. There areplausible 'syntactical' doctrines of implication applicable to S-language, which are capable of usually leading us to validity, aswell as of occasionally leading us into fallacy. Our two-languagemodel provides us with an explanation of why fallacious argu-ments seem valid, as well as of why they fail, in that it is possibleto postulate a deductive system in both languages, that of P-language being the criterial one.
 It is convenient, and sufficient for purposes of present illustra-tion, to regard inferences as proceeding always from a singlepremiss to a single conclusion, or as consisting of chains of ele-mentary inferences of this form. This assumption could be justi-fied by postulating an 'Adjunction Principle', to the effect that
 1 Logical Syntax of Language, Introduction, p. t.
 every set of statements (of each language) has a CO1ijunction, itselfa statement of the language, such that assertion of the conjunc-tion is equivalent to assertion of all members of the set. For short,the conjunction 'and' is available in both languages and un-ambiguous in all its dealings. Now, assuming that implication isdefined in both languages and that there is a 'dictionary' relationassociating sentences and propositions, we can start drawingdiagrams illustrating various cases of interest.
 In figures (a)–(e) implication relations, whether in P-languageor S-language, are illustrated by lines with arrows and 'diction-ary'-translation is indicated by dotted lines. Figure (a) is the mostobvious representation of an equivocal inference, in which s 3 isinferred from s i , by way of an 'ambiguous' sentence s2 . The in-ference of S2 from si can be counted as valid since it is licensed bythe more proper procedure si7P2—>P21--s2 and the same applies tothe inference of s3 from s2 ; but, as a whole, the inference is faultysince there is no route in P-language from p i to p3 . On the as-sumption that the diagram is complete in relevant respects, thereis no path from si to s3 that does not rely on the ambiguity of theintermediate s2.
 The curious part of this explanation is that we seem to becommitted to the thesis that it tnay be valid to infer s2 from st,and valid to infer s3 from s 2 , without being valid to conduct the
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 two inferences in sequence. Validity of inference, between sen-tences, is not transitive. Perhaps, after all, it is only sentence-meanings, and not sentences themselves, that can figure ininferences. If this is so, most of figure (a) is irrelevant to the falla-cious inference and the essential part of it is just as in figure (b) .The move from si to s2 , after all, is valid only so long as s 2 istaken in the sense p 21 , and not in the sense p 22 . Consequently theimplications, whether of P-language or S-language, are not in-volved in the genesis of the fallacy at all.
 At first sight it seems as if there could be another kind ofdiagram as in (c); where a formal relation of implication of s 2 bys1 has no parallel in P-language. This is, no doubt, a practicalpossibility; but it takes only a moment's reflection to see that itcannot be regarded as a case of Equivocation. If s i and s 2 arecompletely unrelated except by an apparent or formal implica-tion, we can describe the Fallacy of inferring one from the otheras, at most, a case of being misled by a verbal form, or Figure ofSpeech. An equivocal inference is essentially one that fails owingto inadequacy of the translation-procedure. For the inferencefrom Si to s2 to be an equivocation in the absence of a genuineimplication of p 2 by pi, it would have to be the case that therewas a p i , linked by the 'dictionary' to s i , and a pj , linked by the`dictionary' to s 2 , such that p i implied pj ; or, in other words, thediagram would have to be completable in such a way as to beequivalent to part of figure (a), and to contain a section as infigure (b).
 Figure (d), a converse of (b), represents the case of synony-mous sentences which might appear to be different in meaningbecause of their lack of formal relation. This case is of littleinterest since, it seems, we generally readily recognize linguisticequivalences with no formal basis, and since, in any case, falla-cious arguments cannot be based directly on failure to do so. Sosoon as the equivalence is recognized, (d) is better represented as(e).
 Let us return, then, to figure (b), as the basic representation ofEquivocation, supplemented with (c) as the basic representationof Figure of Speech. It should now be clear that the apparatus ofparallel languages and parallel implications has not, in fact,thrown much light on these Fallacies. When we think, as we
 FORMAL FALLACIES 223
 must, of P-language as the fundamental one, the only influencethe presence of S-language has is to throw in certain spuriouslogical relations: in case (b), a spurious equivalence between p 2i
 and p22 , and in case (c), a spurious implication of p 2 by pi . Wewould do just as well to model Equivocation and Figure ofSpeech on a single language, in terms of a supplementary web ofapparent logical relations. We might, for example, consider theeffect of having an 'apparent implication' operator in addition toa 'real' one. There will be, in all, three kinds of inference in sucha system: 'real' inferences, purely 'apparent' inferences, andthose inferences that result when both kinds of implications areallowed. There are various possible suppositions about theproperties of the two kinds of operator: they may be consistentor inconsistent, 'apparent implication' may or may not be truth-preserving, and so on.
 The fault of this model is that there is nothing in it that makesit specifically a model for Fallacies Dependent on Language.Every kind of fallacy whatever arises from an 'apparent impli-cation'. The 'two-languages' model, which led us in turn to thisone, has failed to provide the analysis for which it was designed.What we wanted was an analysis not of apparent implication ingeneral, but of apparent implication due to multiple meanings oflinguistic expressions. Multiple meaning is evidently not illumi-nated by the supposition that 'meanings' are expressions in analternative language.
 We shall later be led to analyse Equivocation, and the relatedFallacies, very differently from this. The nominalism of Carnapfinds its ultimate expression not in the erection of a distinctionbetween words and their meanings, but rather in some dissolu-tion of the concept of meaning into that of systematic use; and,if 'meaning' goes, 'equivocation', which is variability of meaning.will have to go too. We must postpone this discussion, however,until we have built some groundwork for it.
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CHAPTER 7
 The Concept of Argument
 A fallacy is a fallacious argument. Someone who merely makesfalse statements, however absurd, is innocent of fallacy unless thestatements constitute or express an argument. In one of its ordi-nary uses, of course, the word 'fallacy' means little more than`false belief'; but this use does not concern us. In logical tradi-tion, a fallacy may be made up even out of true statements, if theyoccur in proper form; that is, if they constitute or express anargument that seems valid but is not.
 The concept of an argument is quite basic to Logic but seldomexamined. However, there are problems which require us to takea closer look at it. We have felt the advance rumblings of severalof these already. I shall be concerned principally with three ofthem.
 (I) First, consider the problem of 'nailing' a fallacy. In manycases of supposed fallacy it is possible for the alleged perpetratorto protest, with an innocent face, that he cannot be convictedbecause he has not been arguing at all. Consider the so-calledargumentum ad hominern, in the sense of the modern books. PersonA makes statement S: person B says 'It was C who told you that,and I happen to know that his mother-in-law is living in sin witha Russian' : A objects, 'The falsity of S does not follow from anyfacts about the morals of C's mother-in-law: that is an argumentumad hominem' :B may reply 'I did not claim that it followed. I simplymade a remark about incidentals of the statement's history. Drawwhat conclusion you like. If the cap fits . .' This would be dis-ingenuous, but the point remains that B cannot be convicted of
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 fallacy until he can have an argument pinned on him. And whatare the criteria of that ?
 To take another case, which is in earnest in that it is of a kindthat can occur even in the relatively rarified atmosphere of philo-sophical discussion, consider the kind of move that we might betempted to classify as argument in a circle, or question-begging.X asserts that the Principle of Non-Contradiction, 'A thing can-not have property P and property non-P at the same time and inthe same respect', must be a valid principle and says 'If it werenot, the world would be incoherent in that, for example, thechair I am sitting in might be existent and non-existent at thesame time, or non-solid at the same time as it is solid'. But toshow that such a world would be incoherent he must invoke thePrinciple of Non-Contradiction, which it is the object of theexercise to prove. Pressed, he says 'What I said is not circularbecause it is not an argument. I am not saying that the incoher-ence of a world containing contradictions is an argument for thePrinciple of Non-Contradiction. I am simply exemplifying thePrinciple in order to make clear what you could be committedto if you were to drop it'. So long as he can insist that he ismerely elucidating his position, and not arguing, he can evadecensure. If he is to be effectively answered, it must be on thegrounds that what he says does constitute an argument, andbased on an appreciation of what this involves.
 (2) Secondly, consider the problems surrounding argumentson the fringe of Formal Logic: inductive arguments, argumentsfrom authority. Is there such a thing as inductive validity, or is ita contradiction in terms ? Although we accept in principle thatsome inductive arguments are better than others, what are thecanons by which we judge an inductive argument's absolute,rather than relative, worth?
 In the case of arguments from authority — since we cannotabjure these arguments altogether — how are we to balance au-thorities against one another, and arguments based on theiropinions against arguments, such as inductive ones, from othersources ? Is it always unreasonable to use an argument fromauthority against a deductive one (for example, in Mathe-matics) ?

Page 113
                        

2 z6 FALLACIES
 A prior question, both in the case of inductive arguments andin the case of arguments from authority, is : Are they really argu-ments? The logician commonly conceives arguments on thepattern '1', therefore Q'; but neither of these kinds of so-calledargument fits easily into this mould. We do not normally say`This crow is black; that crow is black; therefore, all crows areblack', or 'The dealer said it's genuine Louis; therefore it'sgenuine Louis'. Instead, we frame, at most, a modified conclu-sion, in the form 'Therefore it is a reasonable conclusion that ...',or 'So probably . . .', or 'So presumably . . To call these 'argu-ments' is to mark a similarity to deductive arguments; but itmight be as well to reassure ourselves that the similarities arereally as great as the differences.
 (3) A third problem involving re-examination of the conceptof argument is the one raised by the assertion of Sextus Empiri-cus and J. S. Mill that every valid argument is question-begging.Mill says (System of Logic, Book II, ch. 3, § 2):
 It must be granted that in every syllogism, considered as an argu-ment to prove the conclusion, there is a petitio principii. When wesay,
 All men are mortal,Socrates is a man, thereforeSocrates is mortal;
 it is unanswerably urged by the adversaries of the syllogistic theory,that the proposition, Socrates is mortal, is presupposed in the moregeneral assumption, All men are mortal .. .
 The key phrase for our purpose is 'considered as an argument toprove the conclusion'. Mill's position is clear and very simple:to get to any conclusion you must start from some premiss orpremisses and, if the argument is valid, the premisses must beat least as strong as the conclusion so that, in assuming the truthof the premisses you have already assumed the truth of the con-clusion (Book II, ch. 3, 5 3 ):
 The error committed is, I conceive, that of overlooking the dis-tinction between two parts of the process of philosophising, theinferring part, and the registering part, and ascribing to the latterthe functions of the former.
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 But this is to take a view of argument as an extended process thatincludes the verification of the premisses on which inferenceproceeds. Mill is content to raise no question about the verifica-tion of singular propositions such as 'Socrates is a man' but de-mands of an argument, in effect, that it contain no universalpremisses of the form of 'All men are mortal' since these neces-sarily indicate that it is incomplete. He goes on to develop thetheme that the true process of reasoning is by what has some-times been called 'analogy', from particulars directly to otherparticulars.
 A presupposition of Mill's doctrine is that the primary andonly true purpose of argument is to establish 'scientific' know-ledge. But what of other contexts ? De Morgan complains (For-ma/Logic, pp. 2 9 6-7) :
 It is the habit of many to treat an advanced proposition as a beggingof the question the moment they see that, if established, it wouldestablish the question.
 He does not tell us what to do about this; and, if what Mill saysis to be accepted, it is difficult to see that the behaviour referred*to is not, usually, completely proper.
 It does not occur to Mill, as it does to De Morgan, that thereare dialectical criteria bound up in the notion of question-beg-ging. Even a Millian argument from particulars to particularscould be open to the charge of question-begging on these othercriteria. Thus someone who argues that democracy will be un-successful in New Guinea because it has been unsuccessful inGhana, Ceylon, and Vietnam could have it conceded that hisanalogical inference process is a valid one but be charged withbegging the question in his premisses.
 Mill's doctrine has been important in helping to create a styleof thought about philosophy, which is characteristically modernin its consequences. Philosophers grasp the proferred nettle andsay 'Philosophical arguments, above all others, are circularreally. A philosophical argument, having no empirical founda-tion, never teaches anyone anything he doesn't know already'.Yet they defend the so-called 'teaching' of Philosophy. Theycannot have it both ways. If philosophical arguments really leadnowhere they should be dropped, and philosophers should stop
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 drawing their pay. But perhaps, of course, there is more to besaid about what an argument really is.
 I think that, if we give an accurate account of what an argu-ment is, we completely dispose of this third problem, and go along way towards drawing the sting from the other two. More-over, we lay a foundation for an understanding of the fallacy-tradition and its place in the study of Logic.
 An argument is generally regarded as being whatever it isthat is typically expressed by the form of words 'P, therefore
 `P, and so Q', `P, hence Q'; or, perhaps, `Q, since P', "Q,because P'. As a brief run-down on the appropriate termin-ology, let me quote from Whately (Elements of Logic, Bk. II,ch. III, 5 :
 Every argument consists of two parts; that which is proved; andthat by means of which it is proved. The former is called, before it isproved, the question; when proved, the conclusion (or inference); thatwhich is used to prove it, if stated last (as is often done in commondiscourse) is called the reason, and is introduced by 'because,' or someother causal conjunction; e.g. 'Caesar deserved death, because hewas a tyrant, and all tyrants deserve death.' If the Conclusion bestated last (which is the strict logical form, to which all Reasoningmay be reduced) then, that which is employed to prove it is calledthe premises, and the Conclusion is then introduced by some illativeconjunction, as 'therefore,' e.g.
 `All tyrants deserve death:Caesar was a tyrant;therefore he deserved death.'
 We might reasonably ask why Whately should refer to 'thestrict logical form' and why, in fact, anyone should consider theprecise order of the premisses and conclusion to be of any logicalimportance. One partial, though inconclusive, answer might befound in the comparative ambiguity of `because',which may heraldeither a causal (in the natural scientific sense) or a rational expla-nation, either a fact allegedly related to the already-stated fact ascause to effect or a statement which is alleged to be related to theprevious statement in accordance with the canons of Logic.' Aformulation with 'therefore' might, for this reason, be preferredas less ambiguous. Perhaps, however, the attitude is merely con-
 1 cf. Ryle, 'If, so and because'.
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 ventional and no more than another example of how tied we stillare to Aristotle's apron-strings. We have already noticed that theIndian tradition has even more elaborate predilections. We mustdispense with this kind of bureaucracy.
 When we divide the statements making up an argument intopremisses and conclusion we are importing another fixed idea; formany arguments in practice have a 'thread', a 'development' thatinvolves intermediate statements belonging to neither of thesecategories. It is usually assumed in logic books that a complexargument can always be broken down into simple steps in sucha way that, in any given step, there are one or more premisses,just one conclusion and no intermediate statements. This is trueof some arguments but not of all; and the word 'argument' is,in any case, regularly and properly used of the complex of stepsas well as of the steps themselves. If we do not bear this in mindwe are tempted to give too simple an account of various im-portant logical phenomena. For example, 'circular' argumentsmay be quite misrepresented if we treat them as one-step events.
 On the other hand, an argument is more than just a collection:of statements. '13 , therefore states P and states Q, but thereare other ways of stating P and,Q that do not amount to arguingfrom P as a premiss to Q as a conclusion. You can say `13, andmoreover 2, indicating that P and Q are true but that Q goesfurther than P; or 'P , nevertheless Q', indicating that P andare true but that you wouldn't expect to find them true together;or you can just say P and then say Q. When you choose to say`P, therefore Q', the important feature of your utterance is that,as well as stating P and statingQ, you adduce P in support ofQ.
 Now it is important to notice that when P is adduced in sup-port ofQ, it may actually not supportQ. This is only to say thatan argument may be invalid. However, it is important to empha-size that an argument is not to be identified with an implication.There may be an argument where there is no implication: I mayargue from P to Q when P does not, in fact, imply Q. 'Argu-ment' is not synonymous with 'valid argument'. Although theexistence, in some sense, of a valid implication may be a neces-sary condition of a valid argument it is not a necessary conditionof an argument. Conversely, that P would supportQ if it wereadduced to do so does not, in itself, imply that, when both are
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 stated, an argument is in process. A person may state 1' and thenparticularize it to Q, or state Q and then go on to make thestronger statement P, without having argued in either case. Hemay even, in stating both P and,Q, imply that it isQ that repre-sents an argument for P instead of the other way round; or thatP is an argument against,Q and that therefore his joint statementposes a paradox; or any one of a number of other things. Theforms 'P, and therefore Q', '13, and moreoverQ', '13, and in par-ticular2', 'P, but neverthelessQ' are alike in that they all repre-sent statements of both P and Q and imply a relation betweenthem; but the actual relation between P and Q may not bethat implied, just as P and ,Q may fail to be actually true asaffirmed.
 The actual logical relation between premisses and conclusionof an argument may be anything at all. It is even possible to findplausible arguments such that the conclusion is the precise con-tradictory of the premiss. People have argued' :
 Every event has a cause.Therefore (if you trace the causal sequence back far enough)
 some event has no cause.
 We would not regard this argument as a valid one, and the factthat the conclusion contradicts a premiss is good prima facieevidence that it is not. Even so, there are arguments whichcould conceivably be regarded as valid in spite of this little fail-ing. Consider this variant of the 'liar' paradox:
 Epimenides was telling the truth when he said 'I am lying'.Therefore, Epimenides was lying when he said 'I am lying'.
 We can, if we choose, hold firm to the conviction that an argu-ment cannot be valid if the conclusion contradicts a premiss ; and,if we do, we are forced to find a fault in the reasoning in thisexample, such as by insisting that 'I am lying' is not a genuinestatement. In place of this rigid attitude, however, it wouldseem better to admit that there are circumstances within whichaccepted inference-processes may lead to unacceptable conclu-
 I owe the example to D. C. Stove, who gave it in a paper read in Sydneyin 1964.
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 sions and that, if we have to, we can learn to live with thissituation: the acceptability of an inference-process is not aknock-down guarantee of the results to be obtained by its use, andarguments may have counter-arguments. Another example, ofimportance in twentieth-century logical history, is :
 No class is a member of itself.Therefore (since it follows that the class of classes that are
 not members of themselves is not a member of itself, andfrom this that the class of classes that are not members ofthemselves is a member of itself), at least one class is amember of itself.
 This is not at all obviously invalid. We shall only insist that it isinvalid if we think, on principle, that such an argument must beinvalid. In fact, we need to make quite complicated and unwel-come revisions of logical system to accommodate the thesis thatit is invalid.
 I am not suggesting that logicians should accept defeat andabandon their quest for a paradox-free theory of deduction. Thepoint is just that, whatever the result of that quest, there arevarious criteria of worth of arguments; that they may conflict,and that arguments may conflict; that when criteria conflict someare more dispensable than others, and that when arguments con-flict a decision needs to be made to give weight to one rather thananother. All this sets the theory of arguments apart from FormalLogic and gives it an additional dimension. This should now beabundantly clear, and we may turn our attention to the filling-inof details.
 There is little to be gained by making a frontal assault on thequestion of what an argument is. Instead, let us approach it in-directly by discussing how arguments are appraised and evalu-ated. I shall stop using the words 'valid' and 'invalid' in case theycause concentration on too narrow a feature of this process ofappraisal: the question interests in its broadest, rather than itsnarrowest, aspects. To avoid jargon as much as possible let goodarguments be described simply as 'good'. There is no obvious orstraightforward way of characterizing arguments that fall shortof being 'good', because there are different ways of falling short;but I shall try to use the correct everyday word when there is one.
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 What are the criteria by which arguments are appraised ?The first thing we need to do is to deny one thing that most of
 the elementary logic books affirm. A distinction is faithfullymade between the truth or falsity of the premisses and conclu-sion, on the one hand, and the validity or otherwise of the infer-ence process on the other. A valid argument, it is said, may bebuilt on completely false premisses and it may thus have a com-pletely false conclusion. But this is a complete misrepresentationof the nature of argument. Take an example: I am arguing thatthe Viet Cong will be unable to last another year. I say 'Americantroops wear bright red uniforms. Bright uniforms excite envy inan enemy. Envious soldiers fall an easy prey to hardening of thearteries'. Given a couple of obvious additional premisses theseimply the conclusion and those who follow the textbooks willhave to say 'Well, it's a good argument . . . The conclusion is wellsupported by the premisses, and the fact that the premisses arenot all they might be has nothing to do with the case'. This isobvious nonsense: whatever the textbooks say, in practice welike our premisses to be true, and we do not describe an argu-ment as a good one if the premisses are false.
 What about the conclusion ? Presumably, if a good argumenthas true premisses and a satisfactory inference-process it musthave a true conclusion too ? Unfortunately the case is not quiteso simple as this. If logicians had found their perfect theory ofdeductive validity and we were to agree to work within thebounds of this theory, this would, of course, be so; and, in time,we might become so sure of our theory that we come to regardit as a simple tautology that it is so. But this is not the case atpresent, and may never be; and, in any case, there are good argu-ments that are not deductive. In practice, although we wouldwant to say of a good argument that it supports its conclusion, itis not, as a rule, possible to say that it supports it beyond fear ofreproach or criticism. It often occurs that there are good argu-mentsfor a given conclusion and also good arguments against it.We cannot demand of an argument that it be, all by itself, aknock-down one. If we did, we would risk running across asituation in which we found that there existed both a knock-down argument for a conclusion and a knock-down argumentagainst it at the same time. It follows that our proposed stipu-
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 lation that the conclusion of a good argument must be truecannot be sustained unqualified.
 I shall enlarge on this in due course. For the moment, let ustake some time off to answer an objection.
 It will be said: Arguments occur not only in the form `13 ,therefore ,,Q' or V, because P' but also, sometimes, when wediscuss the passage from the premiss to the conclusion, without be-ing committed to the premiss or the conclusion themselves. We sayVP, then Q'; and in this form an argument can be presented,discussed, validated and agreed to quite independently of whetherP andP are true or false. In some sense, in fact (it would be said),this is the proper form of an argument so far as the logician isconcerned, because he is not involved in the question of the actualtruth or falsity of the statements in his examples, but only withthe inference-process that they exemplify. It must be added thatgood or valid inference-processes are good or valid all by them-selves, independently of the material to which they are applied.
 The answer to this is that 'If P, thenQ' is not a real argumentat all, but only a typothetical argument. It says that a certain hypc1-:thetical statement P, which I am not now making, would serve,if I were to invoke it, as a premiss for a possible conclusion ,Q;but the argument remains hypothetical because I do not, or notnecessarily, now argue in this way. A real argument has realpremisses and conclusion, not hypothetical ones.
 To those accustomed to logic's traditional terminology thisuse of the word 'hypothetical' looks like a pun, confusing (a) anargument which is hypothetical in the sense of not being real oractual, with (b) an argument which is hypothetical in grammati-cal form, having a clause introduced by 'if'. If we think thisthrough, however, we may come to wonder whether the sensesare really as different as they seem. If someone wishes to hypo-thesize an argument the natural way to do it is to use a 'hypo-thetical' form of words, and our reason for using the descrip-tion 'hypothetical' for this relevant form of words is preciselythat it is the standard method of representation of an argumentthat is only hypothesized, not used, as it were, in anger. Over thecenturies the word has been detached from some of its properassociations and become an only semi-meaningful piece of logi-cians' jargon, often misused in that even actual arguments will
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2 34sometimes be described as 'hypothetical' if they contain a premisshypothetical in form.
 That this terminological muddle is part of the wall which shutsreality out of much of our theory can be seen when we reflectthat examples in logic books are mostly hypothetical ones any-way, even when they are in 'therefore' form. When logiciansconfine themselves to examples of the form 'If P, then V', theyare consequently confining themselves to hypothetical hypotheticalcases. At the very least, we should move one step closer toreality. When we put up an example of an argument we shouldimagine someone actually arguing, not merely imagine someoneimagining someone arguing. It is very easy, later, to ascend thetheoretical ladder by conditionalizing what is said; but it is notnearly so easy, if we start from the other end, to restore theadditional dimensions of actuality.
 Now let us return to the task of formulating criteria of apprai-sal, and start to put them down systematically. This is, at first,only a first attempt, and we shall soon find reason to make somemendments. The first two criteria, however, are fairly obvious:
 (i) The premisses must be true.(z) The conclusion must be implied by them (in some suitable sense of the
 word `implied ').
 Implication may be strong or weak, and the argument strong orweak accordingly. It is not here to be interpreted with the canonsof any particular formal system in mind, least of all an exclusivelydeductive system. There is, however, no synoptic theory of im-plication in existence and we shall have to leave the concept inthis vague state for the moment.
 Let us go on to another requirement. It is not enough that theconclusion follow from the premisses: it must follow reasonablyimmediately. Take some fairly advanced theorem of Geometry;say, that the opposite angles of a cyclic quadrilateral are supple-mentary. Although this follows from any suitably complete setof geometrical axioms, it would not be sufficient, by way ofpremisses for this conclusion, just to give such a set of axioms.The axioms are the starting point of the argument, but the argu-ment itself has not been given until it has been spelt out. So weshall have to stipulate:
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 (3) The conclusion must follow reasonably immediately.
 In practice, a complex argument resolves itself into a chain ofsimple arguments; and one of the objections to an argument thatis not spelt out is that it is not clear in which of various alterna-tive ways it is to be broken down. However, this is not the onlyobjection: there may be only one way of breaking an argumentdown, and yet it may be criticized simply on the grounds that itis incompletely stated. It seems to be a part of the conception ofan argument that it is in principle capable of being spelt out com-pletely and in this case each step is such that the intermediateconclusion is reasonably immediately inferable from the, perhapsintermediate, premisses.
 However, the premisses of an argument are frequently notgiven in full and we need a supplementary criterion to deal withthis possibility. There are rules or, at least, conventions govern-ing what may be omitted. If I were to say, using Whately'sexample
 Caesar deserved death because he was a tyrant.
 you would quite cheerfully supply the missing premiss
 All tyrants deserve death.
 and, in general, when the argument is in the form of a traditionalsyllogism, either premiss may be omitted. In other cases therecan be doubt what premiss should be supplied and, of course,the recipient of the argument may supply the wrong one, or evensupply none and unfairly declare the argument faulty. Withoutgoing into these details, let us just note our supplementary cri-terion shortly:(4) If some of the premisses are unstated they must be of a specified
 omissible kind.
 If the conclusion of an argument follows reasonably immedi-ately from true stated premisses, or from these together withother true premisses of an omissible kind, or may be brokendown into a chain or network of sub-arguments each satisfyingthese conditions, I shall say that it passes the alethic tests of good-ness or worth. (The word `alethic' is von Wright's word,' from
 1 All Essay in Modal Logic, p. i.
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 the Greek word for `truth'.) Arguments which pass these alethictests can be regarded as setting a certain theoretical standard ofworth, corresponding with a certain conception of 'pure' Logic.
 We may or may not be concerned with 'pure' Logic in thisbook, but we are certainly concerned with the Logic of practice.Consequently it is important to move on to the additional ormodified criteria of appraisal that are relevant when Logic is putto work. It would not be acknowledged by everyone, of course,that the criteria given are in any need of alteration. It would beconvenient if this were so. Unfortunately, there is one very im-portant respect in which the alethic tests are not sufficient, andanother important respect in which they are not necessary.
 Let me first take up the respect in winch they are not sufficient.By the alethic tests an argument is a good one if the premissesare true and the conclusion immediately follows from it. Butwhat is the use of an argument with true premisses if no oneknows whether they are true or not. If I argue that the Martiancanals are not man-made because there never has been organiclife on Mars, or that Australian aboriginal culture is related toEuropean because there was extensive prehistoric migrationfrom Assyria, my premisses may be true but the arguments willbe quite useless in establishing my conclusions so long as no oneknows them to be true. And the argument that oranges are goodfor orang-utans because they contain dietary supplements mightor might not carry some weight in the second half of the twen-tieth century but would rightly carry none at all as between twoancient Romans who had never heard of vitamins. The reci-pient of an argument of this kind will rightly challenge it with`How do you know ?'; but this attacks not so much the truth ofthe statement as its Oslemic status. It is not enough for the pre-misses of an argument to be true : they must also be known to beso, and we must replace the alethic rule (t) by a correspondingepistemic one
 (E1) The premisses must be known to be true.
 Since whatever is known to be true must be, in fact, true thisrule is stronger than the one it replaces.
 Furthermore, a similar point applies to the inference-process.We generally, suppose that all inferences that are not complex
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 ones are public and obvious, and this may be true of most; butit is possible in principle that Q should follow from P but thatthe step be an obscure or logically tricky one that would not begenerally recognized or acknowledged. There is, perhaps, some-thing philosophically repugnant about the suggestion that thereshould be inference-processes that nobody recognizes; but thereis nothing in the least odd in supposing that someone or somegroup of people should, say, have immense difficulty with modusfallens or reductio ad impossibile. Such people would have to preferother argument-forms.
 We tried to rule this situation out earlier by specifying thatinferences must be 'reasonably immediate'; but this phrase mayhave alternatively an alethic or an epistemic interpretation, andit is now clear that, in practice, it is the epistemic one that reallymatters. However irnmediatelyQ may follow from P in an ale-thic, or logical-systematic, sense, the argument from P to Q isless than inadequate if it is apt to strike people as obscure. Itneeds to be replaced by one which is not merely immediate butacknowledged to be so. In an epistemic strengthening of thealethic rules (z) and (3) we shall be able to combine the two : °
 (E2, 3) The conclusion must followv clearly from the premisses.
 It should be emphasized, still, that the inference need not be`deductive' in the sense of being sanctioned by any particularlogical calculus: it may be inductive, or extrinsic, or of a formfor which no calculus has been developed.
 A similar change of interpretation will now attend the ruleabout dropped premisses: 'omissible' can be regarded as expli-cated in some formal, non-epistemic way or it can alternativelybe regarded as meaning 'acknowledged as omissible'. We can,in fact, make a contribution towards explaining what it is forpremisses to be omissible: any premiss may be omitted that isknown to be true and will be taken for granted in the context.That a premiss is 'known to be true' is not quite enough to li-cence its omission, since thiS would not distinguish it from pre-misses that need to be stated; and we frequently need to bereminded, in argument, of things that we know. However, if`being taken for granted' is a concept admissible into epistemicLogic, we may state our next rule:
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 (E4) Premisses that are not stated must be such that they are taken forgranted.
 They must, of course, also be known to be true, by (Et).Whether the epistemic appraisal-criteria, taken together, are
 stronger than the alethic ones will depend on details of interpre-tation, such as whether 'taken for granted' in (E4) is reallystronger than 'omissible' — which must be regarded as an alethicterm — in (4). In the case of the epistemic criteria, however, thereis an additional one; for an argument is surely unnecessary anddispensible unless its conclusion is not known to be true — that is,is in doubt — before the argument is put forward. It is true thatthere are 'academic' contexts, as we say, in which we produce orrun over new arguments for old conclusions that are alreadywell supported ; but these, again, are hjpothetical arguments or,at best, rehearsals for actual ones to be carried out on other vic-tims on other occasions. It is as if we said: `If,Q were not alreadyknown to be true it could be supported as follows : P, therefore. . .'. Our rule is :
 (E5) The conclusion must be . such that, in the absence of the argument,it would be in doubt.
 This brings us to a difficulty. When epistemic logics have beenformalized it has been usual to treat the 'knowledge' that isexpressed in the symbolic operators as if the fictitious 'knower'were a person of infinite logical wisdom and rationality. It isimplicit in the axioms and rules of the system that all logicaltheorems are 'known' to this person and that He draws all logicalconclusions from whatever He knows. If 'IC is an operatormeaning 'It is known that' it will commonly be regarded as arule of the system that
 If a is a theorem so is Ka
 and among the theorems we shall have
 [Kp . Kg.
 The assumptions, however, tend to make nonsense of our epis-temic rules. If P really impliesQ and if P is known (to this personof perfect logical wisdom), then 0 will already be known also;and no argument will ever have any effect, since its conclusion
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 will already be known as soon as the premisses are. Another wayof putting this would be to say that when, in stating rule (E5),we said that the conclusion must be in doubt in the absence of theargument, we did not make it at all clear what difference theactual stating of an argument makes to the logic of the situationin which it is stated. If we are to treat epistemic concepts like`known' and 'in doubt' as logical ones, it might be said that wecannot allow the truth of statements involving them or thevalidity of logical relations formulated in terms of them to becontingent on the historical accident that someone actually sayssomething or other on a particular occasion.
 The answer is that epistemic concepts do not have to be logicalconcepts in this puristic sense for it to be worth our while toexpress them in symbols ; and that the axioms and rules referredto do not satisfactorily express the logic of 'It is known that',when the knowers concerned are of less than perfect logicalwisdom. Dropping these axioms and rules and replacing themwith more reasonable ones does not present any very formidabledifficulty; and it permits us to preserve rule (E5). One furthercomment should be made. The terms 'known', 'in doubt' and`taken for granted' have been used as if there were no distinctionto be made between different knowing subjects, so that what isknown to one is known to all; but they are really doing duty fora range of concepts, 'known to me', 'known to you', 'known toJohn Smith', 'known to modern Science', 'known to mostmembers of the diplomatic establishment', and so on. This doesnot make much difference so long as we stick systematically toone of relevant contexts. Thus, if the arguments we are discuss-ing are arguments that John Smith produces within his ownhead and for his own edification the appraisal-criteria will referexclusively to what is known to John Smith, in doubt to JohnSmith, and so on. However, the paradigm case of an argumentis that in which it is produced by one person to convince another.Generally, the concepts relevant are those that refer to the personthe argument is aimed to convince; but we can imagine compli-cations in case, say, the arguer wishes to argue that the otherperson 'should know' such-and-such, or onlookers try to evalu-ate the outcome in their own terms. These make us wish for thesimplicity, unfortunately illusory, of the alethic case. We shall
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 see, however, that the task of building a formal model of someof the epistemic phenomena referred to is not unbearably difficult.
 Before moving on to a further modification of the criteria itis worth remarking that one tempting generalization of them,the introduction of degrees of knowledge and doubt — that is,epistemic probability — turns out, when an attempt is made toformulate it in detail, to be much less clear than it seems at first.We feel that it should be possible to weaken (E I) to
 (P 1) The premisses must be reasonably probable
 and (E5) to(P5) The conclusion must be less probable a priori than the premisses.
 It is less clear that there is any appropriate relevant way of alter-ing the other rules. If the premisses clearly imply the conclusionit would seem that they would be capable of raising the a prioriprobability of the conclusion to their own figure; but it would beequally sensible to suppose that, since the negation of the con-clusion implies the negation of the (conjunction of) premisses, theconfrontation of premisses with conclusion would operate theother way and reduce the probability of the premisses. A prob-abilistic argument, in fact, never seems to work very well unlessthe premisses are in some sense firmer and less open to revisionthan the conclusion is. In practice, no one is going to be muchinterested in a probabilistic argument unless the probability ofthe premisses very clearly outweighs the a priori improbabilityof the conclusion. The probability of the premisses, in short,must be fairly high, and the independently determined probabilityof the conclusion not very low.
 Now let us consider the respect in which the alethic criteriaare too strong. Since the epistemic criteria are, on most counts,stronger than the alethic ones, it will follow that the epistemicones are too strong also.
 The point concerns the strong connotations of the word'know'. We felt the need to alter criterion (1), which says that thepremisses must be true, to (Et), which says that the premissesmust be known to be true; but, besides being a strengthening,this was also a change of emphasis, from theory to practice. Inpractice we often proceed on less than knowledge; namely, onmore or less strong belief or acceptance. An argument that pro-
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 ceeds from accepted premisses on the basis of an accepted inference-process may or may not be a good one in the full, alethic sense,but it is certainly a good one in some other sense which is muchmore germane to the practical application of logical principles.
 And here it may be that the puristic logician will feel that I amlowering my sights, and declaring a preference for, or satisfac-tion with, arguments that persuade, as distinct from possiblyunpersuasive arguments that are valid. This is a half-truth, andwe must distinguish the different possible purposes a practicalargument may have. Let us suppose, first, that A wishes toconvince B of T, and discovers that B already accepts S: A canargue IS, therefore T' independently of whether he himselfaccepts S or T and independently of whether S and T are reallytrue. Judged by B's standards, this is a good argument and, if A isarguing with B and has any notion at all of winning, he will haveto start from something _8 will accept. The same point applies tothe inference-procedure. One of the purposes of argument,whether we like it or not, is to convince, and our criteria wouldbe less than adequate if they had nothing to say about how wellan argument may meet this purpose.
 Conviction, of course, may be secured by threat, water-tortureor hypnotism instead of by argument, and it is possible thatLogic should have nothing to say about these means; but we canhardly claim that an argument is not an argument because itproceeds ex concesso, or that such arguments have no rationalcriteria of worth. We are, in fact, talking about the class of argu-ments that Aristotle called dialectical, and that Locke called adhominem. The dialectical merits of an argument are, no doubt,sometimes at variance with its merits judged alethically or other-wise; but we would still do well to set down a set of criteria forthem.
 However, there is also more to be said against the alethiccriteria and in favour of a set based on acceptability or accept-ance rather than truth. The case in which Smith tries to convinceJones on grounds which Jones will accept but Smith may not,is, after all, somewhat less general than will satisfy us: we shouldconsider, also, the case in which someone, with good reason,accepts a given set of premisses and a given inference-process,and becomes convinced of a consequent conclusion. In other
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 words, we should consider a case in which we are not at alltempted to make quasi-moral judgements. The question ofwhether there are any circumstances in which it is permissibleto argue a case on someone else's grounds — though it wouldalmost certainly be answered in the affirmative — is not reallyrelevant, and we can dodge it by remarking on the relativity ofthe word 'accepted' which like 'known', is really doing duty fora range of concepts, 'accepted by me', 'accepted by you', 'accep-ted by modern Science' and so on. What good reasons variouspeople may have for accepting various statements and proce-dures are, no doubt, themselves sometimes relevant to the worthof argument erected on them; but, if we are to draw the lineanywhere, acceptance by the person the argument is aimed at —the person for whom the argument is an argument — is the appro-priate basis of a set of criteria.
 Somewhat more tentatively, one might push the claims of thisreformulation even further. So long as it is the logic of practicethat is being discussed, it is important to relate the concepts oftruth, validity, and knowledge to dialectical concepts in the rightway. Dialectical concepts have a certain claim to be consideredas the fundamental ones, in that the 'raw' facts of the dialecticalsituation are that the various participants put forward and re-ceive various statements. In the limiting case in which one per-son constructs an argument for his own edification — though wemight follow Wittgenstein in finding something peculiar aboutthis case — his own acceptance of premisses and inference are allthat can matter to him; and to apply alethic criteria to the argu-ment is surreptitiously to bring in the question of our own accep-tance of it. When there are two or more parties to be considered,an argument may be acceptable in different degrees to differentones or groups, and a dialectical appraisal can be conducted ona different basis according to which party or group one has inmind; but again, if we try to step outside and adjudicate, we haveno basis other than our own on which to do so. Truth and validityare onlookers' concepts and presuppose a God's-eye-view of thearena. When Smith and Jones argue and I am looking on, I cansay to you 'Smith's argument is valid', or `Jones's premisses are1 I refer to the well-known 'private languages' argument, in PhilosophicalInvestigations, 258, which can be adapted here.
 THE CONCEPT OF ARGUMENT 243false', in judgement of what I observe, and these statements aredifferent from and irrelevant to anything about what Smith orJones accept. But if Smith says '5 is true', the words 'is true' areempty and he might as well have said simply 'S' ; and if he says`The argument "S, therefore T" is a good one' he might just aswell have argued '5, therefore T'. Used by participants in theargument, these terms cannot have the same function as foronlookers. And alternatively, if I as a former onlooker decide tointervene to give Smith the glad tidings that his argument isvalid or Jones the news that his premisses are false, I am likelyto find that I have become simply another participant in an en-larged dialectical situation and that the words 'true' and 'valid'have become, for me too, empty stylistic excrescences. To an-other onlooker, my statement that so-and-so is true is simply astatement of what I accept.
 This point is of such fundamental philosophical importancethat more needs to be said about it. The empty or, at best, paren-thetical character of 'is true' and 'is valid' when applied to //gown,statements or arguments is paralleled by the similarly empty or.parenthetical character of 'I think', believe', or 'I accept'.Broadly, it would seem that the man who says 'S is true' or 'Iaccept S' might as well say simply '5' ; and, if he needs to paintin some subtle shade of meaning, can do so as easily by a gestureor an intonation as with extra words. What function do theseextra words have ? One answer is that one or other formula isessential to the case in which S is specified by description ratherthan explicitly: thus, I can affirm 'Jones's last statement but oneis true' where it would not make sense to utter the verbless sen-tence 'Jones's last statement but one'. However, in the context ofa discourse in which all parties understood the reference of thedescriptive phrase, I could still dispense with 'is true' by substi-tuting Jones's actual statement; and, in any case, we still have todiscriminate between 'is true' and 'I accept'. Although my sayingthat X accepts S is not at all the same as my saying that S is true,my saying that I accept S seems, on the face of it, to have pre-cisely the same function and practical effect.
 The two formulations differ, as it happens, in a dialecticalsubtlety that involves not so much the speaker as the addressee.If Smith says 'S is true' and Jones agrees, he indicates that he,
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Jones, accepts S in the same way as Smith does; but if Smithsays accept S' and Jones agrees straightforwardly, he indicatesnot that he accepts S but only that he understands that Smithdoes. Hence it makes a difference to the addressee, Jones, whichform is used, and either form to some extent restricts the degreesof freedom of his reply. Knowing this, Smith himself will chooseto say 'S is true' if he seeks acceptance of S by Jones, and 'Iaccept S' if he does not seek or expect this acceptance. Generally,a formulation in terms of what I accept, rather than in terms ofwhat is true, does not issue so strong a challenge to the hearer.
 So much for the participant; but consider, now, the positionof the onlooker and, particularly, that of the logician, who isinterested in analysing and, perhaps, passing judgement onwhat transpires. If he says 'Smith's premisses are true' or `Jones'sargument is invalid' he is taking sides in the dialogue exactly asif he were a participant in it; but, unless he is in fact engaged ina second-order dialogue with other onlookers, his formulationsays no more nor less than the formulation 'I accept Smith'spremisses' or 'I disapprove of Jones's argument'. Logicians are,of course, allowed to express their sentiments but there is some-thing repugnant about the idea that Logic is a vehicle for theexpression of the logician's own judgements of acceptance andrejection of statements and arguments. The logician does notstand above and outside practical argumentation or, necessarily,pass judgement on it. He is not a judge or a court of appeal,and there is no such judge or court: he is, at best, a trained advo-cate. It follows that it is not the logician's particular job to de-clare the truth of any statement, or the validity of any argument.
 While we are using legal metaphor it might be worth whiledrawing an analogy from legal precedent. If a complaint is madeby a member of some civil association such as a club or a publiccompany, that the officials or management have failed to observesome of the association's rules or some part of its constitution,the courts will, in general, refuse to handle it. In effect the plain-tiff will be told: 'Take your complaint back to the associationitself. You have all the powers you need to call public meetings,move rescission motions, vote the manager out of office. We shallintervene on your behalf only if there is an offence such as fraud.'I
 I See, for example, Head, Meetings, p.
 The logician's attitude to actual arguments should be somethinglike this.
 My statement of this position is, perhaps, more forthrightthan the support I can give it warrants; but some of those whodisagree will still follow along with the idea of a weakening ofthe criteria of worth of an argument. The modified criteria,which I shall call dialectical ones, are formulated without the useof the words 'true' and `valid'; or of the word 'known', whichwould imply truth. With this difference they run closely parallelto the episternic criteria.
 (D i) The premisses must be accepted.
 For 'accepted' one may read 'accepted by X', where the name ofany person or group of persons may be put for 'X', provided thesame substitution is made all the way through.
 (D2, 3) The passage from premisses to conclusion must be of an acceptedkind.
 This can be construed as implying reasonable immediacy.
 (D4) Unstated premisses must be of a kind that are accepted as omis-sible.
 (D5) The conclusion must be such that, in the absence of the argument,it would not be accepted.
 If we are prepared to countenance degrees of acceptance we canweaken this to : The conclusion must be such that, in the absence of theargument, it would be less accepted than in its presence. However, thismakes the whole question of the worth of an argument a relativematter.
 Now, an onlooker who wishes to apply these criteria to theassessment of an argument must decide from whose point ofview he wishes it assessed — the arguer's, the addressee's, or hisown. When an onlooker pretends to give an 'absolute' or 'im-personal' assessment the point of view is largely his own.
 It is not uncommon for an argument to be assessed from amixed point of view, by the construction of a hypothetical argu-ment-situation having only some of the features of the actualone. Thus a logically-minded onlooker who judges 'That argu-ment is valid' will frequently mean 'If I accepted those premisses
 244 FALLACIES THE CONCEPT OF ARGUMENT 245

Page 123
                        

246 FALLACIES
 and did not accept that conclusion, that argument would per-suade me'; or, given an example of an argument insufficientlyspelt out, he will puzzle through it and conclude `The argumentis really valid', meaning, in our analysis, 'The argument is ac-ceptable to me as supplemented with these steps'. We cannot,perhaps, legislate for the various special kinds of hypotheticalargument-situation that a theorist can construct for himself, andwe must content ourselves with regarding them as non-primary.
 Why do I use the word 'accepted' in my primary formulation,rather than the word 'believed' ? Lt would be natural to weaken`S is known' to 'S is believed' rather than 'S is accepted'. Myreason for preferring 'accepted' is that 'believed' is too much apsychological word, conjuring up pictures of mental states. Ican accept something simply by putting on the appropriate lin-guistic performance; and this behavioural manifestation is theonly necessary constituent of the argument-situation. I can con-ceive that a machine might be made to accept or reject argu-ments, though I would hesitate to describe it as having beliefs.
 Now let us return to the three problems with which we started.I shall take them in reverse order, dealing, first with the thesis ofSextus and Mill that every argument is question-begging.
 Sextus was interested in this thesis to support the scepticalview that no knowledge is possible: Mill, to destroy deductionas a source of knowledge by comparison with observation andanalogy. In either case the thesis is an epistemological one, and,in retrospect, it can be seen that we would be right to expect apurely alethic analysis of argument to lack the richness to dealwith it. Sextus and Mill could be regarded, in other words, ascriticizing the alethic conception of argument in favour of oneincorporating epistemological considerations. Aristotle, as wesaw earlier in discussing his treatment of Begging the Question,was inclined to object to any argument that did not fit into thepattern he thought appropriate for the orderly or 'scientific'deduction of knowledge from first principles. Mill produces anempiricist's version of the same predilection; and Sextus thesceptic's version which disallows all knowledge and hence allargument.
 The revised set of criteria of argument — whether epistetniccriteria or dialectical — goes some distance towards meeting
 THE CONCEPT OF ARGUMENT 247these three authors' objections to the alethic conception of argu-ment, but then leaves them to go their separate ways; thoughwith weakened separate theses. A question-begging argumenthas frequently been defined as one whose premisses are at leastas much in need of proof as its conclusion, and this is preciselythe kind of argument that is ruled deficient by criteria (E5) and(D5), which have no correlates in the alethic set. So long as weare using one of these more sophisticated sets of criteria, thetruth is not that all good arguments are question-begging, butthat none are. Moreover, not all alethically good arguments arequestion-begging; they are question-begging only if they fail tosatisfy these additional non-alethic criteria. Put generally, thethesis of Sextus and Mill is hardly plausible once we have movedaway from an alethic conception of argument.
 Mill, of course, has done us a service in pointing out that thereis a restricted conception of knowledge — the naive empiricistconception — that gives approximately the result he states. If weare prepared to accept, first, that the only true knowledge is thatwhich is obtained from direct observation and, secondly, that.direct observation gives us always singular facts and never general,we shall have to regard any argument from a general premiss toa singular conclusion as wrong-headed and unscientific; and ifwe think thirdly, as Mill apparently does, that all deductive argu-ments are in the form of traditional syllogisms and, fourthly (andunhistorically), that syllogisms are inferences from generalpropositions to singulars, it will follow that anyone who in-creases his knowledge by the use of deductive argument is in-creasing it improperly or by the wrong means. This is not theplace to debate the assumptions, but the special nature of themneeds emphasis.
 Different special stipulations are made by Aristotle and bySextus. Mill, of course, has done little more than turn Aristotleon his head. For Aristotle, self-evident first principles are at thestart of the epistemological argument-chain and all scientificknowledge is obtained deductively, though not all deduction isscientific. For Sextus the acquisition of true knowledge is notpossible at all, and it would follow that not only deductive argu-ments are question-begging but every other kind too.
 On the other hand, we need only relax these writers' special
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 stipulations concerning the acquisition of knowledge to destroytheir thesis. Let them say what they will about lure knowledge;but, when it is knowledge of a more mundane variety that isbeing considered — and, particularly, if it is not so much 'know-ledge' in any strict sense but beliefs, hypotheses, and theses — anykind of argument can be question-begging but no kind is moreclearly so than any other.
 Science and empirical (or other) method doesn't superannuateor by-pass dialectical criteria of argument. Even Science mustprogress by building on 'accepted' knowledge, and every scienti-fic thesis needs to be supported by a dialectically sound case. Itis perhaps even a danger for Science that it should be regardedas an enterprise built co-operatively on universally public em-pirical facts, rather than as a give-and-take market-place activity.
 While we are berating philosophers for neglect of non-alethiccriteria of argument we should take time off to accord specialdispraise to the modern formal logician, whose field of view isperhaps more blinkered in this respect than that of almost anyof his predecessors. His conception of argument is well illus-trated by the formal concept of proof. A proof, for the formallogician, is a display of formulae of his system, either in a listor in a two-dimensional table, that satisfies certain structuralproperties, namely, that formulae later in the list or lower in thetable are related by 'rules of inference' to relevant earlier orhigher ones. Formal proofs, so conceived, have the virtue ofprecision but it is totally misleading to take such a proof as amodel of rational argument.
 In a formal proof the conclusion, or last formula, may beproved either absolutely, or relatively to certain other formulaehigher in the table. If it is proved absolutely, this is either becauseno relevant formulae have been introduced unproved, or be-cause those that have been introduced are axioms or (in somesystems) because all unproved formulae have been prefixed in a`conditionalization' process. If it is proved relatively to otherformulae, then it would be said that the 'conditional' proof hasbeen absolutely validated, which amounts to very much thesame thing as saying that a certain formula of conditional formhas been proved absolutely. The rules of inference and, if any,the axioms are supposed to be beyond question.
 A proof, I take it, is just a knock-down argument; but thismodel of proof, far from setting a high standard of argument-worth for us, completely lets slip certain important desiderata.For example, it quite fails to ban circular reasoning for us, andone is encouraged to imagine that there is 'really nothing wrong'with using a formula to prove itself, or an axiom to prove anaxiom, or a rule to prove a formula (such as modus pollens) inter-pretable as the expression of the rule. Equivocation is apparentlyalso regarded as impossible, or the invalid arguments that it maylead to as 'formally valid'. The shortness of the steps and thetransparency of the axioms and rules, whose rationale is theprovision of a guarantee against error, is not only not a protectionagainst these other sources of invalidity but a smoke-screen thatcan help them to slip through unnoticed; and it is not uncom-mon for the fussiness of a formal proof to defeat its own end bymaking it extremely laborious to follow, if not actually obscure.Yet in spite of it all it is a commonplace of modern Logic thathighly paradoxical theorems have been 'proved' from harmless-looking axioms and rules. The complicated shuffle involving ale:construction of 'alternative' systems disguises the fact that noth-ing is proved absolutely at all, and that an unpalatable theoremcan sometimes be a ground for going back and altering theaxioms or rules.
 The worst feature of this model is the appearance of definitive-ness given to the concept of proof, and the impression that it isunrelated to the problem of filling out our knowledge or ofactually convincing real people. Short steps are neither necessarynor sufficient to carry conviction: there is no guarantee of free-dom from equivocation: conviction on one occasion or of oneperson is no guarantee of conviction on another occasion or ofanother: deductive 'proof' does not put a conclusion beyondrejection on other grounds. Formal validity, that is, is noguarantee of validity or vice versa.
 This brings us to the second of our problems, that of 'non-deductive' argument-forms. Actually, it should be clear by nowthat we cannot always classify an argument uniquely as 'deduc-tive' or 'non-deductive'. Arguments are more than mere infer-ence-steps, and may have a structure with different elements inthem. Nevertheless there are clear cases of arguments that are
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 non-deductive: inductive arguments, statistical or probabilisticarguments, arguments from authority and arguments which relyon one or another kind of emotive appeal. Our earlier question,`Are they really arguments ?' can now be seen to be misplaced:certainly they are arguments, and if we are questioning anycredentials at all we should rather question those of what oftenpass for deductive arguments.
 When we have filled out the concept of an argument andrealize that it is more than an inference schema, what, precisely,is the difference between deductive arguments and others ? Doesdeductive argument give greater certainty? Not always: some-times we rely for preference on the others. We rely on authorityrather than deduction if we back the word of a distinguishedmathematician against our own calculations; and on inductionagainst deduction if we back a highly-confirmed experimentalgeneralization against a theoretical prediction. (There is more, ofcourse, to be said here, but it does not destroy the main point.)Is deductive argument more systematic than other kinds ? Un-fortunately, yes, for it is a scandal of modern Philosophy that,despite all the miles of writing, the question of induction orconfirmation of hypotheses remains in such a state, utterly un-mechanizable. But much has been done, and we should not re-gard deductive Logic as perfect. Is deductive validity, when weare sure we have the details correct, Yoo per cent in a way otherkinds of argument-worth are not ? All sorts of things can gowrong with a deductive argument. Many a mathematician orlogician has solemnly proved a contradiction, sure that he hadthe details correct. When we invoke the too per cent characterof deduction as characteristic of it we are talking about puretheory, not practice.
 Excessive obscuratism on this point is out of place: one istempted to overstate a case purely because it is usually not statedat all. I shall assume that the reader really does know the differ-ence between deductive arguments and others, and that I donot need to go into it. What is, above all, necessary is to de-throne deduction from its supposed pre-eminent position as aprovider of certainty. This is not-at-all for Sextus's or Mill'sreasons, but simply because we sometimes cheerfully and proper-ly prefer other arguments against it.
 THE CONCEPT OF ARGUMENT 25 1
 The stumbling-block for many people is the mistaken idea thata good deductive argument compels the acceptance of a conclu-sion which, in turn, entails unequivocal action on it. Nothing hasbeen said in this chapter about the rationality or otherwise ofaccepting the conclusions of good arguments and of acting onthem, and it should be clear that this is not an entirely simplematter — when, for example, there are good arguments pointingin opposite directions. Once this question is separated, it shouldbe clear that the very existence of different argument forms is apart of the problem with which, in the long run, the logicianmust deal, since there must be rules for weighing one againstthe other. Here, it must be sufficient to protest against the theorythat the weighting of deductive arguments is determinate, andinfinite, and that of inductive arguments totally the reverse.
 Now let us turn to the problem of 'nailing' a fallacy. Is it agenuine problem? Good arguments (we hear the plaintiff saying)should be seen as good by all reasonable people, whereas somepeople refuse to be impressed and our knock-down argumentsleave them still standing up. What is a rational man to do aboujthose who are irrational and will not admit it?
 This complaint must be dismissed as frivolous. It amounts tothe demand that there should be a precise equation betweenlogical soundness and practical efficacy: Right must be Might. And theanswer to this demand is, first, that there is no royal road tosuccess in practical dialectics; but, secondly, and most impor-tantly, that no argument, even when wilful sophistry is set aside,ever settles a dispute once and for all, beyond the possibility ofbeing reopened.
 What argument ever is knock-down ? Some, of course, aresometimes accepted as being so. But it is not at all unusual tofind that an apparently knock-down argument — which, per-haps, satisfies all of somebody's rules of validity — is later foundto be faulty. Either it is discovered that one of the premisseswas untrue or insufficiently substantiated, or it is found thatthere was an equivocation on some term, or that the questionwas begged, or that there was a confusion concerning exactlywhat was being proved; or, though perfectly valid and drawnfrom true premisses it was not straightforwardly drawn andshould have had some filling-out or marginal explanations; or,
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 though it was valid and from true premisses, the arguer's orhearer's reasons for thinking it so were misplaced, the actualtruth or validity being only accidentally achieved. Or it is dis-covered that there are other powerful arguments contradictingthe conclusion reached and that a reappraisal of the earlier argu-ment should be undertaken in spite of its strength; or that thereis an unexpected repugnance between the conclusion and newly-discovered other facts; and so on, virtually ad iOillum.
 This sceptical doctrine needs to be balanced, of course, withthe well-known countermoves to scepticism. Do I really think,in the case of such-and-such well-accepted arguments, that thereis any likelihood of reversal ? When someone describes an argu-ment as 'knock-down' and it seems to him, to me and to every-one else to be so, are we wrong so to describe it? No. The useof the term remains what it was. But if the philosophical pointhas been well made, something follows about the attitudes thatshould be taken towards the concept of argument, and those thatshould not be. Many of the latter are current.
 CHAPTER 8
 Formal Dialectic
 Let us explore the second half of the definition of fallacy a littlea little further and be clearer what it is for an argument to seemvalid. The term 'seem' looks like a psychological one, and hasoften been passed over by logicians, confirmed in the belief thatthe study of fallacies does not concern them. The argumentsthat tell against a psychological interpretation of logical terms.however, tell also against this supposition. That B seems tometo follow from A, when in fact it does not do so, implies that Iam guilty of error, but it is not in itself grounds for calling theargument from A to B a fallacy. John Smith may believe that itfollows from the state of the mining market that the moon ismade of green cheese, and, if he so argues, his argument is verylikely invalid; but if we discover that his belief is an isolated onewithout a rationale we shall be inclined to withhold the descrip-tion 'fallacy' and say no more than that it has no logical founda-tion. Some similar reaction would be appropriate even if wewere to find that a large number of other people shared hisbelief. We might, it is true, get round to speaking of the beliefas a 'popular fallacy', in the sense in which we regard it as a one-time popular fallacy that the earth was flat, but we have put thissense of the word 'fallacy' behind us. An unsystematic belief is nota candidate for the title 'logical fallacy' even when it is in theform of an implication and widely held.
 To justify the application of the tag 'fallacy', the seeming-valid must have a quasi-logical analysis. But what is the quasi-Logic within which this analysis is performed ?
 One kind of case in which we do not hesitate to speak of
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 fallacy is that in which we are confronted with a false logicaldoctrine. If the invalidity of Smith's argument were due to histhinking that universal affirmative propositions are convertible,or that it is permissible to permute mixed quantifiers, we shouldidentify his fallacy in just these terms. We do not demand, ofcourse, that the fallacy-monger be capable of a clear and explicitformulation of his false principle: it is sufficient that we our-selves discern the operation of such a principle in his reasoning.To weaken the requirement a little further: it is commonenough that what we discern is neglect of a true principle ratherthan conformity to a false. The important thing is that the in-validity must be systematic, and its source re-identifiable indifferent instances. Once this is said, it is clear that it need not,and ultimately must not, be described psychologically. A formalfallacy is an invalid argument generated by just such a falselogical doctrine, and so there is nothing psychological about theseeming-valid except the fact that, for practical utilitarian rea-sons, we tend to confine consideration to cases in which the falsedoctrine is one that is liable to be actually held or followed byreal people.
 There are two ways in which fallacies may fail to be 'formal':they may either, like Begging the Question, be such that they donot rest on formal invalidity; or they may consist of argumentsthat are, indeed, formally invalid but are such that there is nopossible (spurious) formal principle which generates them andgives them their seeming-validity. How are we to analyse these ?
 The answer, in both cases, is that we need to extend thebounds of Formal Logic; to include features of dialectical con-texts within which arguments are put forward. To begin with,there are criteria of validity of argument that are additional toformal ones: for example, those that serve to proscribe question-begging. To go on with, there are prevalent but false concep-tions of the rules of dialogue, which are capable of makingcertain argumentative moves seem satisfactory and unobjection-able when, in fact, they conceal and facilitate dialectical malprac-tice. Most of Aristotle's Fallacies Outside Language, and manyof the stragglers that have been imported into other lists of Fal-lacies, are analysable within Dialectic in a way they would notbe in Formal Logic. The Fallacies Dependent on Language are
 FORMAL DIALECTIC
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 in a slightly different category and we shall set them aside forseparate consideration in the next chapter.
 Formal Dialectic, it should be added, does not have as its solejustification the analysis of fallacies; least of all, of those of theaccepted list. It is the discipline to which the discussions offallacies in the textbooks obliquely introduce us, and which rep-resents the unstated raison d'itre of those discussions; and it willprobably superannuate them as Formal Logic has superannu-ated Topics. Its relation to the study of fallacies is, admittedly,not quite straightforward, and we find elements relevant to it,from time to time, in positive theories of reasoning also; but, ifthe scattered survival of discussions of fallacies requires a justi-fication other than in terms of entertainment value, this is whatit must be. We need to see our reasoning in the kind of contextwithin which, alone, these faults are possible.
 Let us start, then, with the concept of a dialectical system. Thisis no more nor less than a regulated dialogue or family of dia-logues. We suppose that we have a number of participants — inthe simplest case, just two — to a debate, discussion or conversa-;tion and that they speak in turn in accordance with a set of rulesor conventions. The rules may specify the form or content ofwhat they say, relative to the context and to what has occurredpreviously in the dialogue. They govern the speaker's languageand his logic, as well as a number of features of his discoursewhich are not normally studied under either of these headings.
 In our present discussion we shall not be concerned to con-sider any contact of the dialogue with the empirical world out-side the discussion-situation. It is true that the possibility of suchcontact is often germane to the formulation of dialectical rulesand that there are some dialectical phenomena — ostensive defi-nition, the language of perception, commands, and others —which cannot be profitably treated in its absence; but our presentrange of problems does not call for this generality. Here wemerely note the omission; which otherwise might leave us opento the kind of criticism levelled against medieval Dialectic bythe Renaissance. An interest in Dialectic has frequently beenassociated, in philosophical history, with a claim to discoverknowledge by the use of purely dialectical methods, but this isno part of our present plan.
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 The study of dialectical systems can be pursued descriptively, orformally. In the first case, we should look at the rules and con-ventions that operate in actual discussions : parliamentary de-bates, juridical examination and cross-examination, stylizedcommunication systems and other kinds of identifiable specialcontext, besides the world of linguistic interchange at large. Aformal approach, on the other hand, consists in the setting up ofsimple systems of precise but not necessarily realistic rules, andthe plotting of the properties of the dialogues that might beplayed out in accordance with them. Neither approach is of anyimportance on its own; for descriptions of actual cases must aimto bring out formalizable features, and formal systems must aimto throw light on actual, describable phenomena. As a matter ofemphasis, however, I shall lean towards a formal approach inwhat follows, since the practical material we aim to illuminate —fallacious argumentation — has already been sufficiently des-cribed.
 Dialectic, whether descriptive or formal, is a more generalstudy than Logic; in the sense that Logic can be conceived as a setof dialectical conventions. It is an ideal of certain kinds of dis-cussion that the rules of Logic should be observed by all partici-pants, and that certain logical goals should be part of the generalgoal.
 The concept of a dialectical system is, at first, quite general andthere are many systems that are of no interest whatever to thelogician. For example, we can imagine a dialogue consisting ofinterchange of statements about the weather. Even remark-trading of this kind, however, is not entirely without interest ifcertain additional requirements are imposed: that a speaker'sremarks should be consistent one with another, and that theyshould be without repetition or, perhaps, mutual implicativerelationship; and that there might be some specification of aninteraction between the speakers. We might imagine that, incertain circumstances, a speaker is obliged to indicate agreementor disagreement with a preceding remark of the other speaker,as if it were also a question. In fact a question-and-answer sys-tem, in which A asks questions and B must provide syntacticallycorrect answers to them, is really simpler than this, since a ques-tioner is not directly involved in the matter of consistency; but,
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 even so, provides a generic dialectical setting for the decision-problems of all the formal logical calculi. A speaker who is ob-liged to maintain consistency needs to keep a store of statementsrepresenting his previous commitments, and require of each newstatement he makes that it may be added without inconsistencyto this store. The store represents a kind of persona of beliefs :it need not correspond with his real beliefs, but it will operate,in general, approximately as if it did. We shall find that we needto make frequent reference to the existence, or possibility, ofstores of this kind. We shall call them commitment-stores: theykeep a running tally of a person's commitments.
 Rules may prescribe, prohibit, or permit; may be directed toparticular people, who play roles in a dialogue; and may be con-ditional on any feature of the previous history of the dialogue.We shall normally avoid 'permissive' rules, adopting the liberal-istic convention that anything is permitted that is not specificallyprohibited. (It would, of course, be dualistically possible toframe all rules as permissive ones and prohibit everything theydid not license.) The things prescribed or prohibited are linguis-.tic acts of the person concerned, perhaps including the null-act;and a linguistic act is defined as the speaking of a locution in agiven language. Since we are concerned mainly with two-persondialogues we can dispense with the phenomenon of discrimina-tory direction of locutions to one person rather than another,and assume that all locutions are directed to the other partici-pant. The locutions we are concerned with generally representstatements or questions drawn from some prescribed range, butthere will be certain others of a procedural nature; and, in anycase, it should be borne in mind that it is ultimately their rolethe dialectical system that gives sentences this kind of character,rather than the other way about.
 We shall assume that speakers take turns politely, but thisdoes not rule out the possibility that a given contribution by agiven speaker may be analysable into two or several individualsentences. If it were necessary to be precise on this point wecould build into each system a set of rules designed to determinewho speaks when: for example, we could stipulate that eachcontribution of each speaker, except the final contribution of thedialogue, should end with the special locution 'Over l', and that
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 each contribution except the first should immediately follow thesaying of 'Over!' by the previous speaker. This would not giveprotection against filibusters but other means could be devised.We shall not need to involve ourselves in any of these matters inthis book.
 Rules, then, are of the general form 'If C is the case, sentencesof the set S are prohibited for person P'; where prescribing A isthe same thing as prohibiting everything else but A. Here C is aspecification of a feature of the previous history of the dialogue.More adequately we might define incomplete dialogue as, say, anydialogue not terminating in some standard way, such as with theword `Finish'; and then let C represent the prior occurrence ofsome one of a specified set of incomplete dialogues with P as aparticipant. In practice we are generally interested in rathereasily specified sets, as in 'If the contribution of the other partywas a question of the form 5?, P must now say S or Not-S or Idon't know'. Very frequently, too, the past history of the dialogueis sufficiently summed up by the traces it has left in the contentsof commitment-stores.
 In general, we need to specify two languages: the object-language,which is the one used by the speakers in the dialogue, and therule-language, which is the language used in stating the rules andcontains means for describing features of dialogues in condi-tionalizing these rules. Again, for present purposes, we shall notneed to be very strict about either of these language-specifica-tions; but both will, in some circumstances, be of relevance tothe properties of systems.
 A system is rule-consistent if its rules are such that it can neverarise that one and the same act is both prohibited and prescribed;or, equivalently, there is no circumstance in which all possibleacts (including the null-act) would be prohibited. Rule-incon-sistency does not always matter in a practical system since some-times the person who stands to be inconvenienced can see thecontingency coming and take steps to avoid it. However, it isvery easily avoided in such cases by minor reformulation.
 Rule-consistency is a concept applicable to all systems. Ques-tions of consistency may also enter at the level of the object-language, provided that, as is usually the case, we envisage thisas containing statements, in some reasonably normal sense of that
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 word. We shall say that a system is semantically consistent if it isnever unconditionally possible for a speaker, in a single locution,or in several separate locutions taken together, to be forced toutter a contradiction; and semantically unforced if there is no non-tautological statement that a speaker can be unconditionallyforced to utter, or any set of statements of which he can beforced to utter one, other than a set whose disjunction is a tau-tology. It is semantically unforced with respect to a given (complete orpartial) evaluation — namely, with respect to some allocation oftruth-values to contingent statements of the object-language —if no speaker can be unconditionally forced to utter a falsehood.The concept of a set of rules relative to an evaluation could be animportant one in some connections, where the evaluation may betaken as representing shared sensory information and beliefs.A system is semantically open if there is no statement at all, even atautological one, which a speaker can unconditionally be forcedto utter, nor any set of statements of which he can be uncondi-tionally forced to utter one. A semantically open system is se-,
 mantically unforced. A semantically unforced system is one thatis unforced relatively to every evaluation. Semantically unforcedsystems are semantically consistent. It should be re-emphasizedthat these characterizations are restricted to systems in whichstatements occur, and that this stipulation, in a sense, puts thecart before the horse. In the long run, whether a given locutionis or is not a statement, question or the like depends upon itsplace in a dialectical system, and not vice versa. A statement is,ultimately, a locution which has permissibility-rules relating itto an effective commitment-store and governs the permissibility,in similar ways, of subsequent locutions; a question is a locutionwith respect to which there is a rule requiring one of a specifiedset of statements as subsequent locution of the other speaker, andso on.
 It frequently happens that there are rules at different levels:at one level there are rules which specify, syntactically, what doesor does not represent a dialogue of the system in question, where-as, at another level, there are rules which distinguish some dia-logues among them as being more rational, or 'better', or a 'win'for this speaker or that, or as otherwise belonging to some morerestricted class than dialogues as a whole. Moreover, it is not

Page 130
                        

z6o FALLACIES
 always clear how we should apply these distinctions. Take thematter of consistency: we have a choice whether to regard aninconsistent statement as unsyntactical, and hence as impossiblewithin a given system properly defined, or to regard it as a per-fectly possible locution which is simply of a kind towards whichwe take a particular attitude. It is perhaps less obvious that wehave, in the long run, the same option with regard to variousranges of clearly unsyntactical, ill-formed and meaninglessutterances. In ordinary speech, if a participant at some momentgives vent to an unidentifiable noise, we may ignore it and treatit as being no part of our conversation; but we may, dependingon details difficult to regulate, choose to regard it as a locutionto which we make some response such as 'What do you mean bythat ?' or 'That is not an answer to my question'. It is a weaknessof formal work in these fields that it seeks to draw a hardline where none exists; but again, having noticed this, let uspass on.
 We are ready to consider an example ; and the one that recom-mends itself is the Obligation game. This is less fruitful thansome other possibles such as the Lincoln's Inn or Buddhistvarieties in throwing light on Fallacies, but it is the simplest ofthe various systems that might interest us. I shall aim to give aversion which captures what I take to be the essence of the gamein its simplest form, without claim to historical accuracy indetail.
 The Obligation game is played by two people, called theOpponent and the Respondent. The language used is a finitepropositional language based, say, on elementary propositions
 a 2 , . . . a k and truth-functional operators, supplemented withseveral special locutions. (In place of propositional calculus wecould substitute any other finite language of sufficiently normaltype; for example, lower predicate calculus on a universe withfinitely many individuals and limited variety.) We shall not for-malize the rule-language. The Opponent speaks first and hisfirst locution has three parts :
 (a) The words 'Actual fact:', followed by an evaluation on thelanguage, consisting, say, of a state-description b1.b2 . . . bk whereeach b5 is a j or —a1. We shall call this statement '13' .
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 (b) The word Tositum' followed by a contingent statementinconsistent with B. We shall refer to this statement as 'C'.
 (c) The words Tropositurn 1' followed by a statement, to bereferred to as T1'.
 The Respondent's first locution R 1 consists of either P1 or itsnegation —Pi ; and, in general, each of the Respondent's contri-butions Rn (I <a < m—I) consists of repeating the precedinglocution of the Opponent, or stating its negation. The Respon-dent's locutions may be reckoned 'correct' or 'incorrect' inaccordance with a subsidiary rule to be detailed in a moment.The Opponent's contributions 0,, (z < a < ni—i) are of the form:the words Tropositum a' (for whatever a) followed by a con-tingent statement P,,. The Opponent's final locution 0,,, is thewords Win and Finish' if was incorrect, 'Resign andFinish' if R1 is correct and m-= I r, i.e. if the Respondent hassurvived ten proposita.
 The answer-rule is as follows. Associated with the game is acommitment-store for the Respondent, consisting of the con-junction of thepositum and all the Respondent's answers to date:that is, after the Respondent's nth locution the store containsC,,, where = Ci .Ri for each j = o, r, . . . 1. The Res-pondent's locution R,, is correct if it is either (i) implied by Ca-1,or (ii) consistent with and implied by B; otherwise it isincorrect.
 It can easily be checked that the system is rule-consistent: theonly point of any doubt concerns the Opponent's final move.In assessing semantic properties we would do well to regard theOpponent's proposita as yes—no questions rather than as state-ments, on the grounds that they raise no question of commit-ment or consistency: only the Respondent's 'answers' do this.The system is then semantically consistent, open and unforced.
 A slightly different system, which results from writing intothe rules the stipulation that the Respondent must always give the`correct' answer, can also be proved rule-consistent, as a simpleconsequence of the semantic consistency of the system just out-lined. (The option 'Win and Finish' on the part of the Opponentwill, consequently, never occur.) This system is semanticallyconsistent but it is neither open nor, in general, unforced. It is,
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 however, unforced, after Ch has occurred, with respect to a cer-tain valuation constructible in terms of 13 and Co as follows : toeach statement S of the language is allotted the value 'true' if itis implied by Co , and 'false' if it is counterimplied by C o : other-wise it has the value 'true' if it is implied by 13, and 'false' if it iscounterimplied by 13. We might hence regard the system assemantically unforced with respect to an evaluation if we areprepared to regard the 'actual fact' and 'positron' as characteristicof the game and hence not part of a forcing move on the part ofthe Opponent. That the modified system is semantically consis-tent was known to William of Sherwood ( ?), who regards theObligation game as illustrating the principle 'From the possiblenothing impossible follows'.
 Now let us make another modification to the system, of a kindimplicit in one of William's ( ?) examples. Let the Opponent'sproposita P1, . . P n consist not of single statements but of non-empty sets of statements, and let each 'answer' of the Respon-dent consist either of the conjunction of all the statements in theproferred set, or of the conjunction of their negations. Forexample, let P5 be the set of statements {p i , p 2 , • • . p i } and hencelet R 5 be either pi .p2 pi or -14.-p2 —pi. Let usconsider in turn what happens if we do not write in the require-ment of 'correctness' of the Respondent's locutions, and whathappens if we do so.. In the first case the system is still clearlyrule-consistent, but it is not semantically consistent since thepropositum {p, —pb for any p, is such that neither the conjunctionof the statements nor the conjunction of their negations is con-sistent; and even the stipulation that, say, the statements pi , p 2 ,. . . p i of any set P5 Must be mutually indifferent would still leavethe system a semantically forced one. In the second case – if,that is, the 'correctness' requirement is written in – the system isnot rule-consistent: for it is impossible to achieve a 'correct' R 5
 in answer to a .1) 5 of the form {p, —p) ; and even if statements of aset are mutually indifferent it is impossible to achieve a 'correct'response to both of {p, q} and tp, —q}.
 The vagaries of this system are a result of the demand that theRespondent give the same evaluation to each of a set of not-necessarily-equivalued statements. They therefore illustrate theoperation of the Fallacy of Many Questions.
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 A sitnilar result would be achieved by the presentation ofproposita as 'biased questions' in the following form : each PI isa set of two or more (contingent) statements and each R 5 is aselection . of one of the statements from the set. Such a system is,in any case, a systematically forced one, since any statement pmay be foisted on the Respondent by giving him, first, the choice{p.q, p.—q}; and, if 'correctness' is written in, it is rule-inconsis-tent since a subsequent 'choice' may be f —p.r, —p. -11. Aproposittim of the form {p.g, —fi.—q} in this system is equivalentin operation to one of the form {p, q} in the previous one.
 It follows that a 'biased question' is equivalent to a 'multiplequestion'.
 Now, preparatory to considering some other systems, let usdescribe in more detail the organization and operation of com-mitment-stores. We have said that these stores contain statements,but it is not quite clear what this means, and it is better to bequite explicit and say that they contain statement-tokens, in thelanguage of the dialogue or an equivalent one. We can conceive a .,commitment-store physically as a sheet of paper with writing on,it, or as a section of the store of a computer. As a dialogue pro-ceeds items are periodically added and, in some circumstances,deleted. A statement S is added, that is, whenever the speaker`makes' it, or otherwise incurs it as a commitment such as by hav-ing it made to him and taking no steps to deny it; and it is deleted,perhaps with consequential alterations, if he 'retracts' it.
 The sum total of the statements in the store at any time is thespeaker's indicative commitment. (I say 'indicative' because, inother contexts which will not concern us here, it would benecessary to consider also other kinds of commitment such asimperative and emotive.) For some purposes we can considerthe various statement-tokens as effectively conjoined into a singlelarge one, but for other purposes it is necessary to think of themas distinct.
 At first sight we would suppose it to be a requirement of thestatements in a commitment-store that they be consistent; but, onreflection, we may come to think that, although there does existan ideal concept of a 'rational man' which implies perpetualconsistency, the supposition is by no means necessary to theoperation of a satisfactory dialectical system. In fact, even where
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 our ideals of rationality are concerned, we frequently settle formuch less than this: a man is 'rational', in a satisfactory sense,if he is capable of appreciating and remedying inconsistencieswhen they are pointed out. We should reflect, too, that consis-tency presupposes the ability to detect even very remote conse-quences of what is stored, and that this would itself make non-sense of certain kinds of possible dialectical application. Couldwe model a discussion, between mathematicians, of the validityof a certain theorem, if we had to model the mathematiciansthemselves as all-seeing ? In a discussion of a proof a participantmay be committed to one step, but not yet committed to thenext, which may be still under discussion. This, at least, is so inthe sense of 'commitment' relevant to dialectical systems: othersmay use what sense they may.
 At the same time, it.is clear that certain very immediate con-sequences of S may be regarded as commitments if S is a com-mitment, and that flat and immediate contradiction between, say,S and —S is not necessarily to be tolerated. There is a line to bedrawn, and this will be a matter for regulation in a given system.A similar, logically rather difficult, question concerns retraction.When a participant 'changes his mind' about a statement S andeither simply retracts it or replaces it by its negation it is simpleenough to specify that S itself be deleted from his commitment-store; but in practical cases there will often need to be compen-sating adjustments elsewhere. What is to happen to a commit-ment S which implies T, When T is replaced by If S is p.qand T is p, it would seem that we should be left with —p.q; butp.q is equivalent to p .( p q) and the same reasoning would leadus here to g), which is equivalent to —p. —q. The answeris that the concept of 'retraction' is not as simple as it appears onthe surface and, again, that rules need to be laid down in par-ticular systems.
 It may make these points a little easier to digest if we empha-size that a commitment is not necessarily a 'belief' of the partici-pant who has it. We do not believe everything we say; but oursaying it commits us whether we believe it or not. The purposeof postulating a commitment-store is not psychological. Al-though, presumably, the brain of an actual speaker must containsome remote analogy of a commitment-store, it contains much
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 else besides; and the primary theoretical job that commitment-stores do for us is to provide us with a dialectical definition ofstatements.
 In order to illustrate that the problems of the organization ofcommitment are not insoluble, let us set up a simple dialecticalsystem in which one possible solution is provided. It will, inci-dentally, be a system in which the concept of Argument isrealized, and within which we can model a number of Fallacies.
 White and Black are two participants and the language isprimarily that of the statement calculus, or some other suitablelogical system with a finite set of atomic statements. The axiomsof the language are contained in both participants' commitment-stores from the beginning, and are marked in some way to indi-cate that they occupy a privileged position. White moves firstbut the system is otherwise symmetrical between them. Locu-tions may consist of the following forms (I use capital lettersS, T, U, . . . as variable statement-names and other symbols andwords autonomously):
 (i) 'Statement S' or, in certain special cases, 'Statements S,*T'.
 (ii) `No commitment S, T, . . . X', for any number of state-ments S, T, . . . X (one or more).
 (iii) 'Question S, T, . . ., X ?', for any number of statements(one or more).
 (iv) 'Why S ?', for any statement S other than a substitution-instance of an axiom.
 (v) 'Resolve S'.
 This is a 'Why–Because system with questions'. A simple 'Why–Because' system (the simplest feasible) would omit locutions oftype (iii). A simple 'question and answer' system could be builtomitting locutions of type (iv).
 Rules of the system fall into different categories. I shall firstlay down a set of rules which do not depend on commitment-store operation and may be regarded as `syntactical'; then des-cribe the operation of the commitment-store; and later, in thesubsequent discussion, suggest additional rules that are framedin terms of the speaker's and hearer's commitments.
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 Syntactical rulesSi. Each speaker contributes one locution at a time, except
 that a 'No commitment' locution may accompany a 'Why'one.
 Sz. 'Question 5, T, . . X ?' must be followed by(a) 'Statement —(SvTv ... vX)'
 or (b) 'No commitment SvTv . . . vX'or (c) 'Statement S' or
 'Statement T' oror
 `Statement X'or (d) 'No commitment 5, T, . X"
 S3. 'Why S ?' must be followed by(a) 'Statement —S'
 or (b) 'No commitment S'or (c) 'Statement T' where T is equivalent to S by primi-
 tive definition.or (d) 'Statements T, T S' for any T.
 S4. 'Statements S, T 9 may not be used except as in 3(d).
 S5. 'Resolve S' must be followed by(a) 'No commitment S'
 or (b) 'No commitment —S'.
 Commitment-store operationCI. 'Statement S' places S in the speaker's commitment store
 except when it is already there, and in the hearer's com-mitment store unless his next locution states —S or indi-cates 'No commitment' to S (with or without other state-ments); or, if the hearer's next locution is 'Why S ?', in-sertion of S in the hearer's store is suspended but willtake place as soon as the hearer explicitly or tacitly acceptsthe proferred reasons (see below).
 Cz. 'Statements S, T' places both S and T in the speaker'sand hearer's commitment stores under time same condi-tions as in CI.
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 C3. 'No commitment S, T, . . ., X' deletes from the speaker'scommitment store any of 5, T, . .., X that are in it andare not axioms.
 C4. 'Question 5, T, . . ., X ?' places the statement SvTv .vX in the speaker's store unless it is already there, andin the hearer's store unless he replies with 'Statement—(SvTv . . . vX)' or 'No commitment SvTv ... vX'.
 C5. 'Why 5 ?' places S in the hearer's store unless it is therealready or he replies 'Statement —S 9 or `No commitmentS'.
 The following is a specimen of a dialogue (with A, B, C asatomic statements and the two speakers distinguished by romanand italic type):
 Question A, —A ? Statement A. Question B, —B ? Statement—B. Statement B( 1). Statement —B (2) . Why —B? StatementsA, AD —B. No commitment A D —B; why A D —B ?„t3.1
 No commitment AD —Bo). Statement B(5). Wty B? State-ments A, AP B. IV/0/ ADB? Statements —A, —A D (AB). No commitment —AD (A DB) ( ° ). Resolve A. No com-mitment —A.( 7). Statement —A( 8). Resolve A. No commit-ment A(9). ir//y —AD (ADB)? Statement —A D (—AvB)um. I Fly —A D —AvB)? Statements —A P (Bv —A),(—A P (Bv —A)) D ( —A D (—AvB))(n). Question A. C, —A.C?No commitment A.0 v —A.C(12) . Statement C. No commit-ment C. Statement C. . . 0- 3). No commitment C. Why 13?Statements B, B D B. No commitment B; why B? Statements B,BP B. . .( 14). Statement Ba 5). Resolve B(16). No commitment—B.Comments : (I) White (roman type) has accepted A but is not
 going to accept —B. (z) But Black (italics) must not accept Bfrom White: he can reiterate —B or could equivalently say 'Nocommitment B'. (3) White has already accepted A and tacitlyaccepts it here again. But he both rejects and requires proof ofA P —B. (4) Black retracts under pressure. (5) White doesn'tneed to reiterate B, but it does no harm. (6) Black has refusedto accept —AD (A D B) in spite of the fact that it is a tautology,
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 but has tacitly accepted White's self-contradiction —A. (7) Whitecharges him with it and he retracts. (8) It is again unnecessaryfor White to reiterate, but he is aggressive in these matters. (9)Black says `Tu Trope' on the contradiction and White choosesthe other leg. They are now both internally consistent but are atodds, though neither subsequently notices. (io) By definition of
 '. i) The first of these is a substitution-instance of an axiomand cannot be further challenged. The second could be chal-lenged but could be supported eventually by a valid proof. (12)The presupposition of the question is disallowed. (13) This cango on for ever. (14) So can this. (15) All right, have it your ownwry!' (16) 'But earlier you said . .
 So far the system is clearly rule-consistent. It is also semantic-ally open since it is possible for either speaker to say `No com-mitment S', for some S or other, at any time, and hence to avoidall commitment. The inerasable axioms influence the dialogue inno way except in prohibiting 'Why S ?' when S is a substitution-instance of an axiom. The commitment-store rules are, of course,quite irrelevant to the conduct of the dialogue until we have laiddown further rules framed in terms of commitment. At the sametime the concept of commitment has a clear intuitive meaningand it is instructive to follow the state of the participants' respec-tive commitments through the above sample dialogue. Thesolution of the problem of retraction, it will be noted, is to sepa-rate off the question of consistency, so that retracting S does notnecessarily involve retracting anything related to S; that is, noteven equivalents such as — —S and S.S. It would be possible torelax this stipulation to some extent but particular suggestionsfor so doing need to be looked at on their merits. Certain ex-tensions of the commitment-mechanism in other directions willbe touched on in a moment.
 The syntactical rules for questions provide an escape for theaddressee of a biased question: 'Question S, T, . . X ?' can beanswered `No commitment SvTv . . . vX', or 'Statement —(SvTv . . . vX)'. The commitment-rules provide that it must be soanswered if the addressee is to escape commitment to SvTv .. .vX: thus `No commitment S, T, . . . X' leaves him committedto the disjunction and merely escapes commitment to any par-ticular one of the disjuncts. Is this reasonable, and is this all that
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 needs to be done to model the phenomenon of the biased ques-tion? There is at least one further possibility. It might be feltthat questions should not be used to make statements, andshould not, therefore, themselves commit speaker or hearer inthe way that is characteristic of statements. To achieve this, thesystem could be strengthened by the addition of a rule as follows :
 `,Question S, T, . . X?' may occur only when SvTv . . . vX isalready a commitment of both speaker and bearer.
 Such a rule could seriously impede the asking of questions sinceeven 'Question A, —A ?' would require the prior establishmentof Av—A; but it is possible to envisage that, with other adjust-ments, the admittedly restrictive system that resulted might beseen as representing some kind of ideal of rationality in the useof biased questions. Weaker rules might be considered, such asthat the disjunction of answers be a commitment of at least theaddressee, or of at least the speaker. At all events rules of thiskind are what are required to banish from the system variousversions of the Fallacy of Many Questions. • .
 These rules differ from the earlier ones in a way we mightdescribe by saying that they have a discretionary character. Whatwe called 'syntactical' rules define the scope of the system: thosenow being discussed seem aimed rather at improving the mini-mum quality of the resulting dialogues or degree of rapportbetween the participants. It is possible to use biased questionsand not lead or be led astray by them; but these rules are what arerequired to provide a guarantee of unexceptionable use.
 Similar rules framed in terms of commitments could be addedto give a particular character to statement-making or question-asking. If we regard the sole function of statements to be thegiving of information, we shall restrict their use with the rule:
 `Statement S' may not occur when S is a commitment of the hearer.
 Similarly, of course, for 'Statements S, T'. This is appropriateto a particular kind of statements which we might call 'notifica-tions', and needs to be matched by a view of questions as 'in-quiries', with the rule
 `Question 5, T, . . X?' may not occur when arty of S ,T, . . ., X isa commitment of the speaker.
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 On the other hand, statements have another function in language,namely, as `admissions'; and questions a corresponding functionas no-liability admission-elicitations; and in this case what isstated may or may not be a prior commitment of the hearer butis definitely not one of the speaker, whereas a question may ormay not have an answer among commitments of the speakerbut definitely does not have one among those of the hearer.Hence the rules given need to be weakened at least to
 `Statement S' may not occur when S is already a commitment of bothspeaker and hearer.
 and similarly for 'Statements S, T'; and
 'Question 5,T, . . .,X?' may not occur when any one or more of 5, T,. . .,X, is a commitment of the speaker and any one or more a commit-ment of the hearer.
 These rules are still strong enough to eliminate certain possiblerepetitious inanities such as 'Question A, ? Statement A.Question A, B ? Statement A . .
 These rules might be acceptable in a pure question-and-answersystem but in the present system at least the first of them is stilltoo strong, since it would prohibit the use of axioms in the justi-fication of their consequences. Let S be an axiom and T a formulaequivalent to it by definition: then we want to license 'StatementT. T ? Statement S' but, since S is inerasably in both com-mitment-stores, 'Statement S' is permanently forbidden. Therule would need to be weakened even further at least to theextent of excluding statements made in answer to 'Why' locu-tions. The rule in respect of questions can probably be retained.
 Another kind of repetitiousness, exemplified by 'Statement A.No commitment A. Statement A. No commitment A', is moredifficult to ban. What - is needed is an elaboration of the commit-ment-store operation to have it register second-order commit-ments of the form `No commitment A', when a locution of thisform is uttered. This is not an impossible extension but we neednot pursue it here.
 A possible condition on answers to questions concerns (whatI shall call) 'whole truth commitment'. When it is said of ananswer that although it is true it is not the 'whole truth', what
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 must be understood is that the answer should properly be re-placed by a stronger one which gives additional information;and that, by giving the weaker answer, the answerer has'implied'that he is not in a position to give the stronger one or that thestronger one would be false. It would be possible to build 'wholetruth commitment' into answers by treating every answer to anyquestion as if it were accompanied by a `No commitment' locu-tion with respect to such other possible answers as are not actu-ally implied by the one given. Certain restrictions on the formu-lation of questions are entailed by this stipulation, but the resultwould be at least a partial explication of what we mean by 'thewhole truth'.
 Can we introduce rules corresponding with the criteria ofargument in the previous chapter? Argumentation appears inthis system only in a rudimentary form, since the statement orstatements which follow a 'Why' locution are not necessarily tobe regarded as the ultimate premisses of an argument and thedepth to which the participants probe is unregulated. if theutterer of a 'Why' locution is regarded as inviting the hearer co' •convince him, a reasonable rule is
 `Wig S ?' may not be used unless S is a commitment of the hearer andnot of the speaker.
 (Otherwise the 'Why' is `academic'.) The specimen dialoguegives us several examples of argument in a circle, and we mightlook for a rule which would outlaw these. The simplest possiblesuch argument is 'Why A ? Statements A, AP A'; and, if S andT are statements equivalent by definition, another is 'Why S ?Statement T. Why T ? Statement S'. An unnecessarily strong ruleis the following :
 The answer to 'Wig S ?' , if it is not 'Statement —S' or `No commit-ment , must be in terms of statements that are already commitmentsof both speaker and hearer.
 This achieves the object of outlawing circular reasoning butmakes it impossible to develop an argument more than one stepat a time; that is, a participant cannot make, and succeed in justi-fying, any statement which cannot be deduced in one step fromstatements his opponent has already conceded.
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 Let us try another tack. Even if circles appear in an argument,we might regard it as a satisfactory one provided it is capable ofbeing restated without them. Thus we might regard an extendedargument developed in answer to a string of 'Why' locutions asa satisfactory one provided the ultimate premisses are commit-ments of both parties; and, in one important particular case, ifthey are axioms. Now one easy way of ensuring 'goodness' ofall the extended arguments in the system is to stipulate that par-ticipants always rigorously question the credentials of oneanother's statements with 'Why' locutions, and never concedeanything except as the result of argument. There are two possibleformulations which recommend themselves : the stronger is
 If there are commitments 5,T, . . X of one participant that are notthose of the other, the second will, on illy occasion on which he is notunder compulsion to give some other locution, give 'Fly S?' or `11 27yT?' or . . or 'Why X?'
 This enjoins extreme fractiousness of' the participants, and canbe weakened in the first clause to read:
 If one participant has tittered 'Statement 5' or 'Statements 5, T' or`Statements T, 5' and remains committed to 5, and the other has beenand remains uncommitted to it, the second will (etc.)
 Both rules are rather drastic in effect since they imply that theprocess of questioning with 'Why' cannot stop until it reachespremisses a priori agreed between the two participants ; and theyprovide no guarantee that such premisses will ever be reached.Nevertheless it will be the case that no argument which doesterminate can be circular when seen as a whc.)le, and we havesucceeded in banning the Fallacy of Begging the Question.
 These rules present arguments as ex concesso; and there areother kinds of argument. One participant may feed the otherwith 'Why' locutions without admitting any step of the argu-ment himself. We have, however, allowed for this possibilityin allowing forms such as 'Statement S. No commitment ;wly S?Statement T. No commitment T; why T ? . . .', where T is equiva-lent by definition to S, or forms such as 'Statement S. No commit-ment 5; why 5 ? Statements T, TD S. No commitment T,TD ; wlyT? . .' and so on; namely, forms in which a 'Why' locution is
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 accompanied by a 'No commitment' one. Black will not now becommitted at any stage of the argument, yet still demands thatWhite produce the argument. Our rules do not need to be alteredto deal with this version of argument.
 What other relevance does the system have to the analysis oftraditional fallacies ? The Fallacy of Misconception of Refutationis committed, according to modern accounts, when someoneundertakes to prove one thing and proves another instead. Thereis no close analogy in this system of 'undertaking to prove' athesis, but a participant who answers a 'Why S ?' with a 'State-ment' or 'Statements' locution (other than 'Statement —S')Could be held to have undertaken to prove S. The form 'State-ment S. Illy S? Statements T, TD U', which is already bannedby syntactical rules, might serve as a generic representation ofthis Fallacy, though it misses the spirit of most of the examplesthat are given. The Boethian version of the Fallacy does notturn at all closely on dialectical considerations.
 A formal Fallacy such as (the modern version of) Consequentcan, of course, be represented, as can any feature of Formal Logic.;"Its most explicit representation would be in the syntacticallyillegal 'Statement A. Ally A? Statements B, A B'. There is nodanger here, as there is in some formulations, of confusion withargument from example.
 This might be the place for a comment on the ambiguity of`Why'. This is at least triple. In the present formulation, 'WhyS ?' is clearly a request for a deduction or proof of S, and a proofis a special kind of justification. of an act of statement-making,subject to certain provisions such as that the occasion is one thatis appropriate to meticulous truth-telling. Seen more generally,however, 'Why' can ask for a justification of a given statement-act independently of these assumptions : it can shade off into`Why did you say that ?', which can be answered 'In order toimpress X', 'Because it seemed the right thing to say', Tor prac-tice' or 'Because I had a fit of absent-mindedness'. These answersare so different from the previous kind that it seems appropriateto regard 'Why' as having two different possible meanings;though it is not so clear that some kinds of answer (such asinductive justifications) traditionally classified with the first arenot more properly classified with the second.
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 A third meaning of 'Why' makes it a request for a causal orteleological explanation: 'It's cold in here. 1174? Because theheating system is off', or John is in the library. III/y? Becausehe has an essay to finish'. We have noticed that the Fallacy ofNon-Cause as Cause originally referred to failures of deductiveproof rather than failures of causal explanation, and this confu-sion would be more natural in a system of Dialectic that incor-porated the ambiguity of 'Why' than in other kinds of analysis.Hence our system has some explanatory power that is indepen-dent of its logical merits. An analysis of Non-Cause as Cause inits original sense requires a dialectical system incorporatingreductio reasoning, and is simpler in a system of a slightly differentkind.
 The concept of Burden of Proof is replaced in this system bythe somewhat simpler concept of initiative. Generally, as in theLaw of Evidence,' 'He who asserts must prove', in that 'State-ment S. IV/y 5? clearly puts the onus on the first speaker. Thecruder attempts to shift the burden, such as in 'Why S ? 1174—S?', are outlawed by syntactical rules. Consider, however, thepiece of dialogue 'Statement S. Statement 'F. No commitment S;why S ?'. This is not at all illegal, for 'Statement T', in failing torepudiate S, implicitly concedes it; and the first speaker, who isquite entitled to change his mind and repudiate S himself, maythen question the concession. This is quite sophistical and pointsthe need for a special rule. One approach would be to regardcommitments which are the result of concession rather than ofpersonal statement as different in character from the others, andmark the difference in the commitment-store entries. Thus let acommitment-store contain `Sc' rather than '5' when S is con-ceded rather than stated: we might add to the commitment-rules.
 When S is written into a commitment-store it is written 'Sc' if theother participant's commitment-store already contains '5' or 'Se' ;otherwise it is written '5' .
 We might then interpret the rules above to stipulate that 'WhyS ?' cannot be addressed to a participant whose commitment-store contains merely 'Sc', not '5'. This is an ad hoc solution of a1 Quoted by Sidgwick, Fallacies, p. 15o, from Sir James Stephen's Digest ofthe Law of Evidence, 3rd edn., p. too.
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 kind we might disapprove of on the grounds that it makes lifetoo easy for the man who passively makes concessions. Analternative way out of 'Statement S. Statement T. No commit-ment S; why S ?' would be to guarantee that when one partici-pant gives `No commitment S' the other always, at least, has anopportunity to do likewise before being confronted with a 'Why'locution. In fact the present system is not impossibly unfair inthis respect since `No commitment S; why S ?' can always befollowed by 'No commitment S'. Our rules err, if at all, on the sideof allowing potential sophists too many easy escape routes otieither side of the argument.
 The 'discretionary' rules we have been discussing vary in forceand it is not to our purpose to make a once-for-all selection ofthem. Various particular systems of differing character can beobtained by making different selections. I make, moreover, noclaim to completeness of this discussion: many dialectical in-felicities remain as systematic possibilities even when the strong-est of our rules are enforced, and it is not even certain that it ispossible to legislate for good sense by purely dialectical means.The system as outlined may, however, serve as a demonstrationof how much can be achieved with comparatively meagre re-sources.
 Emphasis on words or phrases sometimes has a straightfor-ward meaning analysable in terms of commitment. Let us sup-pose we have a language built on just four elementary statements`John likes tea', 'Molly likes tea', 'John likes coffee', and 'Mollylikes coffee', but with the possibility of emphasis on the nouns`John', 'Molly', 'tea', and 'coffee'. The simplest kind of emphasis,to be called italic emphasis and indicated by italics, is that indi-cated in speech by the tone `A/', as in 'John likes tea' when thismeans 'John likes tea, whether or not he likes coffee', or in`Molly likes coffee' when this means 'Molly likes coffee, whetheror not John does'. Commitment to 'John likes tea' is thereforeequivalent to commitment to the unemphasized 'John likes tea'together with non-commitment to 'John likes coffee', and similarly.It is in order to couple an italically emphasized statement withthe denial of its counterpart, as in 'John likes tea but he doesn'tlike coffee', but not with the affirmation; and 'John likes tea, andhe likes coffee' is a curiously inept formulation resembling a self-
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 contradiction, which we would use in practice only if there werealso some question. about John's liking for, say, cocoa or orangejuice. Copi's example of the change of meaning, as various wordsare emphasized, of 'We should not speak ill of our friends' (seep. 24 above) can be analysed in this way. But there are also otherkinds of emphasis. Thus SMALL CAPITAL emphasis (tone \)
 indicates definiteness, as when John likes TEA' means 'WhatJohn likes is tea. not coffee', and carries commitment to Johndoes not like coffee' as well as to John likes tea': similarly cionNlikes tea' means 'The one that likes tea is John, not Molly'.Combination of emphases gives us even more resources : 'Johnlikes TEA' (V__----\) says that John's distinct preference is tea,whatever Molly's is, and couples commitment in respect of 'Johnlikes tea' and John does not like coffee' with non-commitmentin respect of 'Molly likes tea'. These examples suggest that theremay be other features of stress and tone with easily analysed dia-lectical force, though it is also possible that speakers of otherlanguages than English may arrange matters differently. Theremark should be added that these kinds of emphasis are not tobe confused with the larger kinds that involve whole locutions,arguments, points or theses.
 It would be instructive now to conduct some kind of forma-lization of the conventions of Greek public debate. For variousreasons this is a project of great difficulty and I shall not attemptit in detail. Some remarks and comments are, however, in order;particularly with reference to the Fallacies that may be exempli-fied within it.
 The 'Greek game' of Plato's earlier dialogues resembles theObligation game (which derives from it) in having, in any givenphase, two participants with specialized roles, the 'questioner'and the 'answerer'. Also as in the Obligation game, the ques-tioner is 'Socratic' in a sense we can now make definite: hislocutions carry no commitment and he has no commitment-store. When Plato has Thrasymachus complain, in the Republic
 (337)Socrates will do as he always does — refuse to answer himself,but take and pull to pieces the answer of someone else.
 he is objecting to the practice of having one participant make no
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 assertions but merely ask questions of the other; and whenSocrates replies
 . . . how can any one answer who knows, and says that heknows, just nothing; . . . ?
 he is putting up a not-entirely-sincere justification of a procedurewhich Plato elsewhere holds to be appropriate to the search forphilosophical truth. 1 The questioner, nominally at least, hasno thesis of his own and accepts, within the limits of logic, what-ever the answerer tells him.
 Only if we attempt to construct a rationale for the arrange-ment of the questions might we be inclined to alter this view. Infact Socrates emerges, in the long run, as someone with strongviews of his own. Biased or loaded questions are not infrequent;and something might be deduced from the way in which ques-tions are phrased in expectation of one answer rather thananother. Socrates frequently says such things as 'But our re-covery of knowledge from within ourselves, is not this what wecall reminiscence ?' or 'Then, Thrasymachus, do you actuallythink that the unjust are sagacious and good ?'; and he cross-questions with zeal when he disagrees, but desists when hisanswerer gives the answer he wants. These tactics are not neces-sarily disallowed by the rules of the game, but they introduceanother dimension into it. In order to formulate the rules wewould first have to elaorate a theory of interrogative commit-ments and their interaction with indicative ones, and this wouldtake us out of our way. There are, in effect, two Greek games,of differing degrees of sophistication; and we confine ourselveshere to the simpler one.
 Questions must be 'definite' or `leading' ones with small num-bers of possible answers, so that our model 'Question S, T, . .X ?' represents them reasonably well. Since the aim of the ques-tioner is to refute the answerer he must be equipped with meansof bringing about this refutation, and some such locution as`Resolve S' must be permitted to him; but he need have no otherform of locution besides these two.
 The answerer's commitment-store is initially empty and hislocutions are all single statements of the form 'Statement S'
 1 See Robinson, Plato's Earlier Dialectic, p. 80.
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 except that, in answer to 'Resolve S' he must say `Withdraw S'or Withdraw —S', and that lie may say 'Don't know S, T, . .X'. The point of distinguishing our previous 'No commitment'locutions into these two categories will appear in a moment.
 A feature of the game that it is difficult to formalize is its de-pendence on the views of the onlookers or 'the majority'. Thesepeople are the ultimate arbiters both concerning the admissibilityof a given statement or argument and in judging the final out-come. We could, perhaps, try the following formulation: Thereis given, in connection with the game, a list of statements repre-senting `popular beliefs'. The shape of the possible plays of thegame is critically dependent on this list, which is (generallyunderstood to be) large and unsystematic. It need not be con-sistent. Its function is to provide prima facie answers for theanswerer. Thus when the questioner asks `Question S, T, . .X ?% and one or more of S, T, . . ., X are 'popular beliefs', theanswerer gives one of these as his answer; at least when thiswould not be inconsistent with anything in his commitment-store.
 The answerer starts play with a locution 'Statement T', whereT is the thesis, and play ends if the answerer gives 'Withdraw T'.Unless T is self-contradictory he cannot be compelled to do this– the system is semantically unforced – but he may be trappedinto doing so. There must be rules, that is, requiring him to con-cede consequences of his various admissions. Again, this is diffi-cult to formalize realistically. Any question, we might say, suchthat just one possible answer NV is a consequence of the answer-er's previous statements by definition or modus ponens or syllo-gism must be answered `Statement W'; with corresponding pro-visions where two or more answers are so implied. But Platoalso often uses argument from example or induction, and some-times arguments from the authority of poets and others, andthese are expected to dispose the answerer towards appropriateadmissions though reserving to him the possibility of resistance,at least until evidence becomes overwhelming.
 A special rule of the Greek game is that mg question must befollowed through; and this involves the postulation of some kindof store of 'unanswered questions', so that the game cannotproperly end while this is non-empty. Hence we must distin-
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 guish a `Don't know' answer from a Withdraw'. The rules forthe answering of a question will be something as follows : To`Question S, T, . . ., X ?', if any of 'Statement S' or . . . or 'State-ment X', or alternatively 'Statement —(SvTv . . . vX)', is forcedby an inference-rule, the answerer must give one such; otherwiseif any is a popular belief he gives one such; or otherwise he maygive any one; or if no one of them is in his commitment-store,he may give 'Don't know SvTv . . . vX' or 'Don't know S, T,. . X'. If the last of these is given it is itself placed in the com-mitment-store, placing the question, as it were, on the notice-paper. A 'Don't know' locution placed in the commitment-storein this way is removed only when the corresponding questionis re-asked and properly answered.
 It does not need saying that all the Fallacies of Aristotle's listcan be realized within this framework in some shape or form;though we shall suspend consideration of Fallacies Dependenton Language until the next chapter. There is nothing much toadd about some of the others, but we should notice now thatsince it is the questioner's task to disprove what the answerjrsays, there is an implicit burden of proof which makes possiblethe realization of Begging the Question in its full sense. Thequestioner commits the Fallacy of Begging the Question whenhe asks a question one of whose alternatives is the negation of theThesis T, or some statement which is the last link in a deductionthat would result in the disproof of T, or some relevant state-ment which (in the required Aristotelian sense) is less certainthan the negation of T. There could be, in principle, a preciserule forbidding such questions.
 The questioner may also implicitly employ reductio ad im-possibile reasoning and even, literally, reductio ad absurdum, ifwhat is 'absurd' is what is contrary to strong majority opinion.This means that the classical Fallacy of Non-Cause as Cause canbe realized, and that a rule prohibiting it could be formulated.
 How often may an answerer change his mind ? And how longmay he hold out against an inductive consequence of popularbeliefs ? We cannot formulate precise rules regarding thesematters (and some others) unless by arbitrary stipulation. Theultimate weakness of Aristotle's own attempts to formulateprecise rules is his reliance on the 'majority opinion' to enforce
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 them, since what the majority cares to enforce is, at the veryleast, a contingent matter.
 The systems so far considered have all turned around deduc-tive justification of theses. It is instructive to conclude by con-sidering one based primarily on induction from 'empirical'evidence. The game to be described is quite unambitious anddesigned purely to make the point of principle that an analysisof inductive procedures is possible.
 The two participants are assumed to have access to a stock ofempirical fact, namely, knowledge of existence of various ob-jects characterized by sets of properties. For example, it may beknown that there exists a large red chair, a red table of unknownsize, a not-large not-beautiful bookcase of unspecified colour,and so on. Some of the facts may be public, some initially privateto individual participants.
 Each locution is of one of the following kinds :
 [I] A generalkation of the form 'All things are As' or 'All Asare Bs', where A and B are affirmative or negative terms.A generalization when made is 'tabled', and must not beequivalent to any already tabled.
 [2] A denial of an already-tabled generalization. Unless suc-cessfully challenged, a denial replaces the generalization itdenies.
 [3] A challenge to a tabled generalization or denial. A challengeis counted successful unless met as in [4] or [5].
 [4] An exemplification of a generalization. 'All things are As'is exemplified by giving an example of a thing which is anA; and 'All As are Bs' is exemplified by giving an exampleof a thing which is both an A and a 13 or, in view of theequivalence to 'All non-13s are non-As', a thing which isboth a non-A and a non-B. 1 The example may be publicor (hitherto) private.
 [5] A proof of a generalization or denial, by deduction fromtabled generalizations or denials, and/or by the giving ofone or more examples as in [4].
 1 Cf. the 'paradox of the ravens', in an extensive literature starting withHempel, 'Studies in the Logic of Confirmation'. My rule is not very satis-factory at this point, but no simple rule will be any better and it would takeus too far off course to formulate one that is.
 [6] A concession, or empty move. Successive empty moves, onefrom each participant, end the dialogue.
 All examples and proofs must be logically valid : that is, anyquestion of validity is resolved outside the dialogue proper. Thesame applies to objection to a generalization on the grounds ofits equivalence to an already-tabled one.
 • A proof by combined deduction and example, as in [5], canoccur in the following form. If 'All As are Bs' is already tabled,the denial of 'All Bs are Cs' may be proved — even though there isno known example of a B which is not a C— by giving an exampleof an A which is not a C (but of which it is not strictly knownwhether it is a B or not). Similarly, if 'All As are Bs' is tabled, thedenial of 'All non-As are 13s' may be proved by producing asimple example of a non-B.
 `Good' dialogue is that which sets up as many generalizationsas possible, subject to consistency and to rigorous testing. Wecan imagine the process as a competitive or as a co-operativeone, as we please.
 If a generalization is tabled and not denied in spite of knownempirical support of the possible denial, this is a case of selectionor suppression of evidence, of the kind often listed as one of theabuses of Scientific Method. When a generalization is put for-ward of which there is no known exemplification, and it is notchallenged, the result is a species of argumentnns ad ignorantiam.
 As the possible locutions have been described, a good dealdepends, in a competitive dialogue in which generalizations arecredited to the participant putting them forward, on initiativeand tactics; and, under these circumstances, a generalization willoften be rebutted by reference to a previous one which is nomore firmly supported than itself. When this happens, a versionof the (classical) Fallacy of Non-Cause has been committed. Incertain versions of the system it would be desirable to introducea modification to the rules to avoid this contingency.
 A participant who succeeds in tabling all of the six relatedstatements 'All As are Bs', 'All Bs are As', 'All As are Cs', 'AllCs are As', 'All Bs are Cs', and 'All Cs are Bs' before having anyof them denied would seem to be proof against challenge to anyof them since, whichever one is challenged, there are always
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 two others from which it can be proved deductively; but thiswould be an example, of course, of Arguing in a Circle. Actu-ally, as the rules are stated, they generally avoid this case sinceempirically-supported denials are given preference over deduc-tive proofs. It could consequently occur only if there were noevidence to support any denial.
 The system could form the basis of an actual game, in whichthe empirical evidence was represented by cards, and generali-zations received scores. 1 An important feature in securing real-ism is sufficient complexity of the empirical evidence to dis-courage participants from attempting to survey it exhaustively.This is, however, easy to achieve and difficult to avoid. (Com-pare chess, in which the logically perfect game is beyond thecapacity of the largest computer.)
 The system could be elaborated in various directions to modelother features of inductive reasoning and its abuses.
 1 I am indebted to V. H. Dudman for the use of some hours of his timehelping me check out a trial version of such a game.
 CHAPTER 9
 Equivocation
 Where do dialectical rules derive their authority, and who en-forces them? The answer to these questions is simple, if a littledisquieting in its ultimate implications. Although there arespecial circumstances in which there may be a Chairman, a Judge,or others whose job it is to control proceedings, in ordinary dis-course there is no such person. The control of each dialogue is inthe hands of the participants themselves.
 There is clearly room for dispute between participants overhow their dialogue should be conducted, and no dialogue willbe possible at all unless there is a certain minimum of proceduralagreement. We cannot legislate against all the possible abusesof dialectical procedure. and there would be little point in doingso even if we could. Provided, however, disagreement is notextreme, participants will often resolve their differences by meansof one of a set of procedures that are themselves characteristicof a language or culture. There are accepted forms for the lodg-ing of objections, their debate, and their resolution. The pointof order, or procedural locution, is as much a part of ordinarylanguage as it is of the formal rules of meetings and committees.`What shall we discuss ?', 'That doesn't follow', 'Let us leave thataside for the moment', `Proceed!', 'I don't understand', 'That isirrelevant', 'Wait, you're going too fast for me', 'It's not for meto say' — these and similar locutions contribute not to the subjector topic of the dialogue but to its shape. We could call them`metalinguistic' if it were not that this word is too broad andinvites confusion with other dialectical phenomena such as locu-tions in quotation and remarks on the dialogue by onlookers.
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 (The concept of 'metalanguage' needs rethinking in a dialecticalcontext.) I shall call - them simply points of order, and contrastthem with topic points. For various reasons we cannot alwaysmake a clear distinction between the two kinds of point, but it isuseful to be able to do so on occasion.
 Now it should be clear that the commonest use of logic andlogical terms is as an aid to the making and debating of points oforder. One's primary 'reason for needing to say that one state-ment implies, contradicts, supports, generalizes or exemplifiesanother is that one wishes to attack or justify certain dialecticalmoves. Among logical terms I include, for this purpose, thenames of fallacies. Not the least of the merits of a really goodclassification of fallacies would be that it could be used in theformulation of appropriate points of order; and, if existingclassifications are not much used for this purpose, so much theworse for them. It should be made possible in principle, as Ben-tham wished, that the perpetrator of fallacy be greeted with`voices in scores crying aloud "Stale! Stale! Fallacy of Authority IFallacy of Distrust!" and so on'.
 In so far as there are accepted forms for the raising of pointsof order it must be possible, in principle, to reduce the forms torule. The infinite regress latent in such a move may be avoidedby various means, and does not, in any case, constitute a fun-damental objection so long as we properly understand that our`rules' are not to be conceived as rigidly enforceable in practicebut rather as in the category of norms or conventions. As else-where in Dialectic, we have a choice where to draw the linebetween regarding a locution as entirely outside the permittedforms, or regarding it as legal but open to a particular reply; inthis case, the raising of a point of order. From one point of view,communication may be said to have broken down between par-ticipants when one of them is regularly resorting to, say, argu-ment in a circle; but, from another, the minimum conditions ofcommunication are satisfied so long as properly formulated ob-jections are listened to and answered. All that follows is thatthere is a certain openness about any set of rules.
 These remarks prepare us for an assault on the Dialectic ofAristotle's first class of Fallacies, the Fallacies Dependent onLanguage; for the problem of formulating sets of rules in res-
 EQuivocATioN 285
 pect of meaning-constancy and equivocation is a difficult one,and such rules as can be offered are, as we shall see, essentiallyrather tentative and 'open'. But first we should reflect on why itis that the discussions of the previous chapter did not touch onthese Fallacies. In describing entities denoted by letters 'S', 'T',`A', 'B' as 'statements' we were relying on twentieth-centurylogical tradition to give that term meaning. The denotata of theletters are 'statements' in the sense that they are two-valued,may be combined in truth-functions, concatenated in proofs,`asserted' as theorems, and so on. But in taking over this tradi-tion we have also used these entities as components of 'locutions'of various kinds, and some but not all of these locutions havethemselves been identified as 'statements' under a criterioninvolving their role in dialogue. We should not try to havethings both ways. If the letters and formulae of the statementcalculus really represent statements this must be because of theirpotential or hypothetical role as locutions in a dialogue and thepart they would play if so used. This, at least, is the methodo-logical assumption we should make as we explore dialectical.systems ; though some people, no doubt, would prefer the con-verse thesis that statements in a dialogue are such because theyrepresent entities with the logical properties of those ofstatement calculus.
 At all events, the smooth phrase 'Let S, T, U, . . . be state-ments of a logical system' begs this question and can be justifiedonly in a preliminary exposition. If we want to lay bare thefoundations of Dialectic we should give the dialectical rulesthemselves a chance to determine what is a statement, what aquestion, and so on. This general idea is familiar enough fromWittgenstein. 1 I do not think, however, that it has ever beenworked out in any detail. The programme is too large a one tobe undertaken here but certain features of it are of fundamentalimportance for us.
 The thesis that I shall adopt is that all properties of linguisticentities are 'dialectical', in the sense of being determinable fromthe broad pattern of their use. We might call this thesis the Dia-lectical Theory of Logical Form or, perhaps, the Dialectical1 The best examples of dialectical analysis are in the 'Brown Book': Witt-genstein, Preliminary Studies for the 'Philosophical Investigations'.
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 Theory of Meaning. And I should emphasize, also, that an inter-est in formalized dialogues does not in itself commit us to thisthesis. It is perfectly possible for someone to feel that there ismuch to be gained from studying the combinations of symbolsin dialogue — in something the way Carnap envisaged 'prag-matics' as an extension or special application of `syntactics' and`semantics'' — while holding that meanings are states of mind, orthat implications are relations between objective fact, or thatlogical truths are unchangeable and are perceived by a specialintuition. However, I think it is true that someone who holdsone of these other beliefs will be unable to take a dialogue quiteseriously as a logical phenomenon and will tend to regard it as ;
 at best, a public performance which mirrors or plays out essenti-ally private or non-immanent processes. Such a person couldcountenance most of our previous chapter, but will disagree withpart of what I have to say in the present one. Moreover, I shallnot here rehearse any of the arguments which might converthim. If anything is here done to convert such a person, it willonly be in the demonstration that the task of applying thispoint of view to our present problems can be plausibly carriedthrough.
 Now Equivocation, if we think of the meanings of sentences orterms as extralinguistic entities, becomes in essence the associ-ation of a single sentence or term with two or more such entitiesinstead of one; but an approach such as that of the previouschapter, by locating most of the properties of the locutions inpropositional letters such as CA', 'B', 'S' and 'T', smuggles in the(what I take to be) fiction that the question of meaning can beisolated from that of dialectical properties. When the letter 'S',say, is used twice or more in a given example it is by conventionthe case that it has the same meaning at each occurrence; but, ifmeanings are to be allowed to change with context, and to bedetermined by the extended context, the question of whether themeaning of a given symbol changes is to be answered a posterioriand the question should not be begged by writing in an assump-tion of constancy. Where there is meaning-constancy it must bepossible to deduce the fact from external considerations, andwhere there is equivocation the same must apply.
 Carnap, Introduction to Semantics, pp. 8 ff.
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 What are the external criteria of meaning-constancy ?(A) The most obvious way of finding out what a speaker
 means is to ask him. When he says 'By S I mean X', 1 providedwe are not in doubt what he means by X, this normally settles thematter and, if the context is an argument in which S might havebeen equivocal, we can turn our attention to the actual truth orfalsity of the statements in it, with S interpreted as X. Forexample, a military commander can 'locate' one of his unitseither in the sense of finding out where it is, or in the sense ofdeciding where to put it; but, if a staff-officer ambiguouslyreports 'Battalion B has been located at grid-reference G', hecan always be asked which of the possible senses he intends. Wecan imagine that there might be a slippery communication-situation in which someone, or some chain of people, effectivelyreasons:
 (i) Battalion B has been told to go to G;that is (2) Battalion B has been located at G;therefore (3) Battalion B must be at G.
 Battalion B may not be at G, the enemy may strike and win tIi8battle; but the bearer of (z), if he has survived, can be asked 'Didyou mean "located" in sense such-and-such or sense so-and-so ?',and all may then be made plain. Possibly, of course, no one willever ask him, and in this case we shall never know for certainwhat he meant; but this is a practical point that need not concernus so long as we are sure that a suitable answer would have beenforthcoming if the question had been put.
 Let us formulate this first attempt at a dialectical meaning-criterion, then, as 'What a person means by his utterances iswhat he tells or would tell you he means if asked'. This is a betterand more powerful criterion than it at first appears, for most ofthe objections that are most naturally lodged against it are quiteeasily answered. Consider, first, the objection that 'By S I meanX' merely defines one linguistic entity in terms of another, sothat we remain imprisoned in language. This complaint arisesfrom a too narrow conception of what it is to explain the
 I The letters 'S' and 'X' may represent terms, whole statements or otherlinguistic entities; the distinction is not important to the present discussionand I shall make varying assumptions in different examples.
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 meaning of a word: there are well-understood means such asostensive definition which do get outside language for us, and itis not at all unusual for the meaning of a family of terms to bemade clear simply on the grounds of their mutual relations. Other-wise, no one could ever learn a language by the 'direct' method.
 Secondly, it could be objected that locutions such as 'By S Imean X' occur only at a very sophisticated level of language, andthat we could never come to learn to use them until we had inde-pendently learnt the meanings of large numbers of more ele-mentary terms and idioms. The answer to this objection, how-ever, must be straight denial; for although the meaning of theword 'mean' may perhaps be a sophisticated matter, the processesof explaining a meaning, giving a synonym, and so on, are amongthe most primitive processes of language. It is hardly conceivablethat there should be a practically usable language that did notcontain, or have associated with it, idioms permitting the ex-planation of meanings.
 Thirdly, it might be objected that our formulation does notapply to the meanings of the linguistic entities themselves butonly to 'what the speaker means' ; and that language is not tiedto any given one of its users or occasion of its use. There are twoanswers to this. The first is that the thesis as it stands is actuallya little narrower than it need be, but that it can easily be broad-ened. The meaning of a term is, it is true, not just a matter ofwhat a speaker or writer intends it to mean but also a matter ofwhat a hearer or reader understands by it, what an averagespeaker or an average hearer would mean by it in normal circum-stances, and so on; but we can determine what a hearer takes aword to mean by asking him, and we can determine what anaverage speaker, hearer, reader, or writer means by conductinga poll. We can, perhaps, determine what a fictional speaker orhearer means by devising an imaginary explanation-request andanswer in accordance with the canons of fiction. Thus 'hearer'smeaning', and the others, can be defined analogously to 'speak-er's meaning'. But a second answer is appropriate to those whoremain unsatisfied with this extension of the criterion and insiston asking for a definition of 'the meaning'. It is to ask: Whatother kind of meaning can there be ? Besides the various possibleexplanations of meaning that could be elicited by asking users,
 it is difficult to see that any other source of explanations is pos-sible. This pure Platonism must be rejected.
 Thus the criterion stands up reasonably well to some of thepossible objections. Unfortunately, there are difficulties ofanother order. It should be clear, for one thing, that there areoften cases in which we feel that what a man means is not whathe says he means; and this implies some different test of meaningfrom the one we have given. More disturbingly, it sometimeshappens that when a speaker is asked to clarify an ambiguousstatement he is unable to do so because the confusion is morethan verbal. Let us return to the example of the military com-mander. Staff officers and their aides are apt to conceive units aschessmen that can be moved at will, and someone whose reason-ing is directed by this model will be apt, to this extent, to recog-nize only one sense of the word 'located'. Asked to distinguishtwo senses he will at first be at a loss. If so, it seems to followthat a person may sometimes not know what he means or, atleast, that he may be unable to give the kind of detailed accountof his meaning that is necessary to resolve questions of meaning-constancy or equivocation. In short, we shall have to abandonthis criterion and look for some other one which includes ananalysis, among other things, of what it is for someone's thinkingto be model-dominated.
 (B) If, then, we cannot rely on what a speaker says he means,to what extent can we determine meaning from use in (what mustbe called) 'zero order' contexts? If a word W is under study andwe disregard its occurrence in such contexts as 'By W I mean so-and-so' and turn instead to its primary application in such con-texts as (if it is a common noun) 'All (W)s are (Y)s' and 'So-and-so is a (W)', is it here that questions of meaning are resolved ?(In these formulations the parentheses represent syntactical 'anti-quotes', such that when the expression within them refers to aword the expression including parentheses refers to the word'sreference.)
 There are two well-known answers to this question in recentphilosophical literature. Both involve the recognition that somestatements, more than others, tend to reflect the meanings of thewords in them in the sense that their truth or falsity is relativelylittle dependent on empirical or extralinguistic fact. Quine (`Two
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 Dogmas of Empiricism'), though he denies that there is a co-herent distinction to be drawn between 'analytic' and 'synthetic'statements, erects, in its place a distinction between a higher orlower degree of 'corrigibility' or 'immunity to revision'. 1 Givena body of beliefs, and an experience in some way at variance withthem, we always have a choice of different ways of adjusting ourbeliefs to accommodate the experience; and in making thischoice we give favouritism to certain beliefs and prefer, if pos-sible, to adjust certain others. The favoured, or relatively 'in-corrigible', beliefs include the higher-order best-entrenchedtheoretical ones, particularly those of Mathematics and Logic.The less-favoured or 'corrigible' ones are the ones whose rever-sal creates no great strain in the system of beliefs as a whole, suchas those of ill-confirmed immediate experience.
 Grice and Strawson (`In Defense of a Dogma'), thoughapparently defending the distinction between analyticity andsyntheticity against Quine's attack, given an account of it whichalso makes it a relative matter. This time, however, it is not theentrenchment or corrigibility of statements that is emphasizedbut rather the comprehensibility of their negations. The manwho says 'My neighbour's three-year-old son does not yet under-stand Russell's theory of types' says something synthetic since,however surprised we would be to find it false, we can still givesome meaning to the hypothesis that it should be so; but 'Myneighbour's three-year-old child is not yet an adult' is such that,if someone were to deny it, we would find his statement incom-prehensible. 'You mean that he is unusually well-developed ?'we would say, or 'You mean that he has stopped growing ?'; butif glosses of this kind were all rejected we would have no optionbut to regard the statement as meaningless altogether. Grice andStrawson do not intend their account as a complete one but, forwhat it is worth, it reduces analyticity to a behaviour-pattern ofthe hearer in reaction to an actual or hypothetical denial, and isgenerically similar to Quine's. Both accounts are 'dialectical',in that they refer their respective explications of analyticity orincorrigibility to patterns of verbal behaviour. Quine, it is true,thinks in terms of an average or corporate behaviour of modernscientists, and Grice and Strawson think rather of individualidiosyncracies ; but in both cases it is clear that questions of
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 meaning are to be resolved into questions of analyticity or in-corrigibility of verbal formulations, and these, in turn, into be-haviour patterns.
 Expanded to meet our present preoccupations, the accountmust go something like this: Meanings of words are, of course,always relative to a language-user or a group G of language-users. The meanings any group G attaches to words are deter-minate in terms of the (zero-order) statements that are relativelyincorrigible or analytic to G. Two words W and X have thesame meaning for G if members of G, in the face of any experi-ence, consistently and stubbornly allocate the same truth-valueto any zero-order statement containing X as they do to the cor-responding statement containing W and, in particular, if theyconsistently and stubbornly maintain the truth of 'All (W)s are(X)s and all (X)s are (W)s'; and, perhaps (though this is inde-pendent), express puzzlement when faced with statements suchas 'Not all (W)s are (X)s' or 'This A is an (X) but not a (\V)'.The words W and X have different meanings for G if there is azero-order statement containing X to which they are quite pre-pared to allocate a truth-value different from the correspondingone containing W (etc.).
 There is a reverse side to this doctrine, which needs to go asfollows: Since the language-behaviour of some person or groupmay be unsystematic or incoherent, it is not necessarily the casethat questions of meaning are resoluble. If some members of agroup assent to, and others dissent from, certain statements itmay not be possible to say, for that group, either that W and Xare synonymous or that they are not. Furthermore, the state-ments even of an individual may be mutually 'inconsistent', ina primitive sense of that word, namely, that they do not fit to-gether into a pattern. It is only in so far as a regular pattern ofuse can be determined that it is possible to make suitable judge-ments about meaning.
 Now let us turn to equivocation. What, in the zero-order usesof a word W by a group G, could lead us to judge that W is equi-vocal ? The question is not easily answered, and we must sub-divide it a little. Let us start by asking how we could determinethat a word W has two or more different meanings. Some obvioustests present themselves: chairs and questions can both be 'hard',
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 but it is easy enough for us to sort out two meanings on thegrounds of categorial difference using, if necessary, the refinedmethods of Sommers (`The Ordinary Language Tree' and 'Typesand Ontology'). Even when no relevant categorial difference pre-sents itself as, perhaps, inthe case of 'bank' in Tin going down tothe bank', it may be the case that the pattern of use splits sharplyinto two sub-patterns : the occasions on which people talk aboutfinancial institutions and the things they say about them seldomoverlap with the occasions of their references to, or theirstatements about, river-verges. In such cases the distinguishingof two meanings is easy but seldom necessary and hence in acertain sense gratuitous.
 Equivocation differs from double-meaning because, first, wemust assume the existence of an invalid argument based onmeaning-shift and, secondly, because we must assume that theperpetrators of the argument either deceive themselves, or set outto deceive other people, into thinking the argument valid. Butequivocation, as we remarked in chapter 1, may be of two kinds,gross and subtle. It is, presumably, a sufficient account of thegross kind that the double-meaning involved should be as justdescribed. Since it is only per stupiditatem that anyone is everdeceived by them, equivocations of this sort are of little interestto the logician.
 The subtle variety is a different matter. Let us revive theexample we used in chapter I. Someone says 'Ignorance of thelaw is no excuse', and says it disapprovingly, in such a way as toleave no doubt that lie regards ignorance as morally blame-worthy. We may suppose, in fact, that he regularly and syste-matically fails or refuses to make a distinction between legal andmoral obligations, and accepts the consequences. His reasoningcontains arguments that others consider equivocal; for example
 All acts prescribed by law are obligatory.Non-performance of an obligatory act is to be disapproved.Therefore, non-performance of an act prescribed by law is to
 be disapproved.
 It is not clear, however, that there is or need be any feature ofhis own zero-order utterances that betrays or indicates this equi-vocation.
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 The point is a quite general one. When someone reasons,syllogistically, say, and we wish to condemn his argument as anequivocation on the middle term, our grounds for doing so willbe that we consider the premisses actually or possibly true andthe conclusion actually or possibly false; but these cannot begrounds which will appeal to the person who puts the argumentforward, since he must be supposed to be deceived by, or out todeceive others with, the argument. If, on this theory, we supposean argument to be capable of deep/i deceiving someone, we there-by suppose it to be capable of creating for him a whole patternof use of the words involved in it; and thereby destroy the sup-position that the words are, for him, equivocal.
 Our conclusion could be that the theory that a man's zero-order use of language determines what he means by his words isuntenable. But it could also be that there is no such thing as adeep or subtle equivocation. Before exploring further, let us seewhat other dialectical tests of meaning-constancy are possible.
 (C) Sometimes cases arise in which we want to say that some-one is deceived by an argument 'temporarily', or 'against hisbetter judgement', and that later or quieter reflection leads himto a reappraisal in which he sees the fault; perhaps, an equivo-cation of the middle term.
 This kind of case needs to be mentioned but, as a test for equi-vocation, it is really outside our terms of reference. The tem-porary nature of his assent to the conclusion is not in itself anargument for its invalidity; the fact that his repudiation of it waslater, or quieter, is not an argument for its correctness; and weonly beg the question if we refer to the argument as a 'deception'or say that he later 'sees the fault'. We have not yet shown thatthese terms have a dialectical analysis.
 In fact, the whole question of a dialectical theory of truth andfalsity might be said to be open. The simplest of all demonstra-tions that an argument is invalid — and hence, perhaps, equivocal— is the demonstration that its premisses are true and its conclu-sion false. Dialectical considerations, however, do not providesuch tests since they do not provide criteria of truth or falsity formore than a very restricted class of the statements we make.
 If there is a dialectical theory of truth it must run somethingas follows : 'It is true that S' means (very nearly) the same as '5',
 Tz

Page 147
                        

294 FALLACIES
 and 'That is true', 'That is false' are phrases used in dialogues toindicate agreement and disagreement. 'Is it true that S ?' is (veryclosely) the same question as 'S' ?, and so on. When the abstractnouns 'truth' and 'falsity' are used they are translatable, not al-ways very directly, into more elementary terms, and hence dis-soluble into locutions relevant to actual or projected cases ofagreement or disagreement. 'S and T have the same truth-value'means (approximately) `(I agree to) T if and only if (I agree to)S'
 Now the assumption that the premisses of some projectedargument are true and the conclusion false is an assumption wenon-participants make and which cannot commit the partici-pants. If, on the other hand, our hypothetical arguer who trustshis better judgement comes to this conclusion about truth-values, this says nothing except that his use of words, in so faras it is a quiet and reflective one, is not such as to lead him toregard the argument as valid, even though his use in the heat ofthe moment may have been different.
 (D) Whatever theory is adopted, it must explain a certainasymmetry between 'Yes' and 'No' answers to questions ofmeaning-constancy. Although there is no contradiction in sup-posing of quite ordinary words in quite ordinary contexts thatthey are equivocal and misleading, we almost never suppose anyword to be equivocal until we get into trouble with it. When twopeople disagree over some kind of inference, charges of equi-vocation may begin to flow ; but, when we are in agreement andthink that there is nothing to disagree about, to envisage simul-taneously that there is or might be a hidden equivocation isinappropriate for us because it is unnecessary. The onus of proof ison the side of the person who makes such an assumption, andthe assumption is equivalent to an assumption of the possibility ofdisagreement.
 Consequently, a theory of meaning-constancy that can beapplied independently of whether the constancy actually mattersor makes a difference must be fundamentally on the wrong tack.There is, as we might put it, a presumption of meaning-constancyin the absence of evidence to the contrary. The presumption is amethodological one of the same character as the legal presump-tion that an accused man is innocent in the absence of proof of
 EQUIVOCATION 295guilt, or that a witness is telling the truth: it is not, of course,itself in the category of a reason or argument supporting thethesis of meaning-constancy, and least of all is it an argumentfor the impossibility of equivocation. Dialectic, however, hasmany presumptions of this kind, whose existence is related to thenecessary conditions of meaningful or useful discourse. It is apresumption of any dialogue that its participants are sober, cons-cious, speak deliberately, know the language, mean what theysay and tell the truth, that when they ask questions they wantanswers, and so on. 1
 Now the presumption of meaning-constancy — and we mightsay that this presumption applies with especial force in the caseof two adjacent uses of a word in the statement of an argument —is not inconsistent with the doctrine that the meaning of a wordis the pattern of its use, or even with the doctrine that a man'smeaning is what he says it is; but it gives any such doctrine a newcharacter and a special twist. We may have to say, for example,that in so far as there is a presumption that IV is constant inmeaning there is a presumption that any given use of IV is part.of a pattern, or that the user's explanations of his meaning aremutually coherent. And if a given use of IF by person P seemsnot to be part of a pattern of use by P, it is always possible thatthere is a developing pattern and that a retrospective assessmentmay alter the verdict. In conjunction with these other doctrinesthe presumption of meaning-constancy implies that an apparentequivocation always carries with it a presumption that there is anactual or developing meaning of the locutions in question, ofsuch a character as to render the suspect locution non-equivocal.
 This makes the formal logician's assumption of the meaning-constancy of his symbols at once both more and less reasonable;more, because his assumption is our presumption; less, becauseit assumes that meaning-constancy is axiomatically and abso-lutely achievable.
 When we reflect that charges of equivocation are themselvesdialectical locutions, and that they are procedural in nature — thatis, points of order — we may also be led to wonder whether a
 1 Jurisprudence recognizes three kinds of presumptions, of which theseresemble the furls .red non de jure, presumptions 'at law but not with legalforce'. See Kenny's Outlines of Criminal Law, § 489.
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 better analysis of them might not be given in terms of their pro-cedural role, resting on features not realizable at the topical level.Points of order are our means of pressing an opponent to adoptthis or that procedure or to give the dialogue this or that shape,and they may also be our. means of pressing others to adopt cer-tain uses of words rather than others. We perhaps assume tooreadily that a point of order, when it raises an objection to somelocution, stigmatizes a prior fault. Though it may be appropriateto say so of an objection to a gross equivocation, the subtlervariety should sometimes be regarded less as a fallacy than as anidiom in disuse.
 There are two ways in which 'points of order' might be incor-porated, at an elementary level, into a formal, dialectical lan-guage. The first would be to treat each kind of point of order onits merits, as a special locution with prescribed functions; as, incommittee procedure, there is one, stylized form of closure, 'Imove that the motion be now put'. The other would go to theother extreme and provide a procedural metalanguage with allor most of the facilities of the object language but including alsomeans of referring to locutions of the object language and dis-secting their relevant properties. Neither is quite realistic. Pro-cedural locutions do not, as in the first model, lack a grammar;but neither are they, as in the second, to be regarded as debatablein quite the same sense as topical ones. The consideration ofpoints of order is essentially perfunctory. 'There is somethingwrong with a dialogue in which points of order are endlesslydebated, or in which they are subject without restriction to yetfurther points of order.
 We should now remind ourselves that much of what we havebeen saying is implied in Sextus's criticism of the concept offallacy. For Sextus, even proper names do not have meaningsindependent of the context of their use, as he makes clear withthe example of the two servants called Manes. The order 'FetchManes' is unambiguous if it is given when only one of the twoservants is on duty, but otherwise the person to whom the orderis given will have to ask 'Which one ?'. In the same way, theorder 'Bring me some wine' can be carried out without questionif there is only one kind of wine available, but needs to be re-referred back when uttered by a man rich enough to have two.
 EQUIVOCATION 297The name 'Manes' and the phrase 'some wine' are, in themselves,neither ambiguous nor unambiguous and neither, we mustassume, is any other word or phrase. What matters is that locu-tions involving them should play their appropriate, or demandedrole; and, provided they all do this, it makes no sense to exploretheir meaning any more finely.
 So much, at least, Sextus says about the question of what aword means on a particular occasion of its use. But it is a reason-able guess that this is also what he would say about the questionof the meaning of a word: words have no meanings apart fromthe meanings they bear on particular occasions and though, if apattern of use develops, we may describe the pattern and dis-cover an average or norm this norm is no more than the ex-pression of the demands for satisfactory communication on theindividual occasions from which it is derived.
 Sextus, however, goes much further than we have so far done,in that he makes, or seems to make, a criticism not merely of thedoctrine that terms can be clearly equivocal or unequivocal butalso of the whole concept of a fallacy. To be specific, he makescriticisms which, if they are to be sustained, can be , interpretedas affirming the dialectical character not merely of the meaningsof terms, but of logical form itself.
 Let us consider further his example, quoted in chapter 3, toprove the uselessness of a logical doctrine of fallacies :
 In diseases, at the stages of abatement, a varied diet and wineare to be approved.
 But in every type of disease an abatement inevitably occursbefore the first third day.
 It is necessary, therefore, to take for the most part a varieddiet and wine before the first third day.
 The argument, he tells us, is valid so far as the logician is able totell; for only the physician with his special knowledge will beable to see that the word 'abatement' is equivocal and refers, inone case, to the general abatement of the disease and, in theother, to the periodic troughs in the fever-cycle. The physiciansees this because he knows the conclusion to be false. It is not totallyanachronistic to conceive the 'special knowledge' of the physi-cian as a knowledge of empirical fact, unavailable to the logician
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 since he deals only with the a priori. In modern terms, then, whatSextus is saying is that the inferences licensed by the logiciancarry no authority except what they derive from their confor-mity to our independently-derived preconceptions of the truthand falsity of the statements occurring in them.
 Thus, suppose there were a road leading up to a chasm, we donot push ourselves into the chasm just because there is a roadleading to it but we avoid the road because of the chasm.
 Properly understood, this says something about the wholestatus of the logic of inference. We can underline Sextus's thesisby directly raising the question of the application of a logicalinference-schema. Let me suppose that I accept a certain premissor premisses P and a certain inference-process from the appli-cation of which I should be led to deduce conclusion Q, but thatI have no independent belief either way regarding the truth ofQ. Should I accept ,Q ? The question seems to be without sense :assent to P and assent to the inference-process implies assent toQ. But does it ? It depends on what is meant, precisely, by 'assentto the inference-process'. There is a possible sense of this phrasesuch that it is not possible for someone to assent to premissesand inference-process without assenting to the conclusion, orsuch that a man who accepts premisses but not the conclusioncannot properly be said to have accepted the process. However,acceptance of an inference-process may also be 'formal' only, andit is in this sense that we customarily accept the schemata putbefore us in Logic-books. Having put up their schemata, thewriters of Logic-books are sometimes only too conscious thatthey cannot, as it were, hand out an unconditional guaranteewith them: there must be a saving-clause against improper use.A great deal hangs, then, on the question of what use is 'proper'and what not.
 That Formal Logic cannot formalize its own application needsno argument: it takes an enterprise of a different order to do that.But the point that Sextus the sceptic feels bound to make for usis that this new enterprise cannot hand out guarantees either. Atleast sometimes — and, Sextus perhaps thinks, always — the dis-covery that a given inference is invalid is made a posteriori, fromindependent knowledge of the falsity of the conclusion.
 EQUIVOCATION 299The problem is particularly pressing in the case of 'fallacious'
 arguments since, by definition, they are arguments that seemvalid. In the grosser kind of fallacy the deception may be a grossone, which is easily dissipated and seen for what it is ; but insubtler fallacies it may not be possible to be sure of the source.In fact, if the test of validity is in any way independent of theactual truth and falsity of premisses and conclusion, the subtlefallacy shades into the valid inference, with no possibility ofdrawing a dividing line.
 Let us sharpen up our example and suppose that, from pre-misses P which I accept, by a process I accept, I am led to aconclusion „Q that I reject: What am I to say? When I am askedwhether I think ,Q to be true, the only answer I can conscienti-ously give is 'No', and to say anything else would be dishonest.Similarly, if I am asked whether I think P to be true, I must say`Yes', for to give any other answer would be dishonest too.What, now, if I am asked 'But doesn't P imply,Q ?' ? I shall be introuble if I merely answer 'Yes' to this, but it would be possiblyfor me to say something like: 'It seems to me that the inferencefrom P toQ is valid. Assuming that I am right in thinking P trueand,Q false there must be something wrong with this inference,but I am unable to say what it is.' What might it be ? If our inter-ests are logical we shall, no doubt, examine the details of theinference closely: check the formal inference in accordance withrecognized logical systems, double-check our formalization,run through lists of fallacies to see if they give us any clue to thefailure. But what if all reasonable efforts fail ? One reaction mightbe to label the inference a 'paradox' and regard it as a 'difficulty'for the logical system within which it is most conveniently ana-lysed, but this would concede the a posteriori nature of logicalinvestigation. It is difficult to conceive of any other reasonablereaction apart from simple suspense of judgement.
 What needs to be emphasized is that logic is at least partly anormative enterprise and seeks to impose a certain order on ourpossibly recalcitrant personal predilections. It is, moreover,possible to conceive even rules such as modus pones!s primarily asrules of dialectical procedure. There is, we might say, no contra-diction in a man's thinking P to be true, 0Q to be false and P toimply Q, and this is our occasional fortunate or unfortunate
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 condition; but he must not say that this is the case. He may sayit, at least, only with the prefix 'I think'.
 These points apply generally in the discussion of any kind offallacy, but it should be clear that they arise with special forcewhen we consider the Fallacies Dependent on Language, ofwhich we may continue to take Equivocation as typical. It is bynow more than ever clear that there are many cases in which thedecision to regard a word or phrase as equivocal is come to asone among several possible escape-routes from a threateningcontradiction. That this may sometimes be the on(y reason for thedecision is a sceptical suspicion which makes us look, now, forfirm ground for our feet. There is, after all, no doubting the pro-cedural importance of charges of equivocation in forcing theclarification, and perhaps creation, of shades of meaning of thewords accused in them.
 For how do words change their meaning ? What dialecticalphenomena accompany such change ? There is no contradictionin supposing a new use of a word to become current overnight,by magical universal agreement; but we may be sure that this isnot the usual case. Again, the history of language reveals a slowdrift of meanings imperceptible in the short term; but this kindof change can be of interest only to someone who wishes, as itwere, to converse across the centuries. Of far more significanceis the inventive use of words : a model catches the attention, itsproperties are verbalized and, without apology, we have a newuse thrust on us. The model may be useful or misleading, per-manent or fleeting. If it is a bad model, we shall be in our rightsin regarding arguments relying on it as equivocal; but if it is not,to do so would be at best academic and at worst obstructionist.
 A charge of equivocation may be thrown back — 'You areusing IV in one premiss in sense J and in the other in sense K'.`No, I am using it in both cases in sense L'. The extent to whichone may demand that a word be used in a given sense is variable:we do not, dialectically speaking, have complete 'freedom ofstipulation' in the sense in which this sometimes asserted but thejustification is, again, pragmatic and no one can make decisionsthat must be binding on others. 'You are misusing the word IV'is a possible form of point of order.
 Our thesis might be summed up by saying that equivocation
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 is a procedural, non-topical concept. The question of whethera given term is or is not (subtly) equivocal in a given context orfamily of contexts is not one that may be decided by looking atthe term itself, but rather a question of how one may best orderthe discourses within which the word appears. We can under-stand the word 'equivocal' only by seeing that it is not a descrip-tive term, but rather one that is used in the making of certainkinds of procedural points. 'That is equivocal' does not describea locution, but objects to it.
 A further argument for the non-topicality of equivocationrests on the existence of dialectical paradoxes resembling, thoughnot precisely parallel with, the paradox of the Liar. The simplestof these, in fact, is a dialectical version of the Liar-paradox itself,and provides an argument for the non-topicality of the conceptof truth. The man who says of aty of his own, current, utterancesthat it is false presents us with a curious problem; for a necessarycondition of a lie is that it should be a prima facie deception but,once a statement is stated to be a deception, it is so no longer.What is openly stated to be false is not, in the large view, a false-: •hood. 'S — no, that's false' may be comprehensible as a change ofmind, equivalent to 'S — no, not-S', but 'S and that's false' is aspecies of nonsense.
 A dialectical paradox is generated by a kind of self-reference;not, however, a reference of a given statement to itself, but areference by a speaker to one of his own current utterances. (A`current' utterance is an utterance to which he remains commit-ted.) We could characterize the enterprise of the dialectical fallacy-monger by borrowing some terminology from the early Witt-genstein, and saying that he tries to say what cannot be said butcan only be shown.' Wittgenstein, after all, indulged in this kindof paradox himself when he wrote at the end of his book (6.54)that the other statements in it were all nonsense. It is possible forme to say S and to know, and to show by some such means asuncertainty of manner, that it is false; but it is not possible tocommit oneself both to S and to S's being false.
 This being so, something equivalent will apply to 'S and that'strue'. The phrase 'and that's true' cannot say more than S says,except in the sense that it may add emphasis, or increase
 1 Wittgenstein, Tractatfts Logico-Philosophicris, 4.121
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 conviction, or otherwise achieve something that could have beenshown in other ways, such as by saying 5' very loudly. Moreover,the second-person locutions 'What you say is false', 'What yousay is true' take over some part of the paradoxicality from theirfirst-person equivalents since, considered as topical locutions,they would have to be capable of commanding agreement anddisagreement, and this would involve the hearer in committinghimself to paradox in the first person. Reference by any partici-pant to another participant's current locutions may also engenderparadox. 'What you say is false', and 'What you say is true', mayrepresent elliptical disagreement or agreement with the hearer'slocutions, or they may be, or be part of, point-of-order locu-tions; but they cannot make topical points that essentially in-volve the concepts 'true' or 'false'.
 That 'valid' and 'invalid' are ultimately of the same charactercould be argued at length, but it would be necessary first to stripfrom them the meanings they tend to assume within formal sys-tems, in which they indicate topically-discussable conformitywith this or that formal norm. I shall confine myself to arguingthe case of 'equivocal', which has no clear formal meaning pro-vided we exclude its grosser manifestations. What could 'I amequivocating' mean ? It is of the essence of an argument, as wewere at pains to insist earlier, that it be put forward in support ofits conclusion : otherwise it is merely 'hypothetical'. But some-one who argues, say, from premisses P to conclusionp, and thenadds that his argument is equivocal, has implicitly negated theseriousness of his purpose in supportingQ, and no longer reallyargues. Hence he does not even really equivocate. `P, therefore
 and that's equivocal' is a piece of nonsense of the same orderas 'S and that's false'. The locution 'That was an equivocation'may, of course, be used to unsay an argument but it cannot beused by the arguer to say something additional. He can show thathe is equivocating, as those who equivocate commonly do, byhis hesitancy or, more probably, his dogmatism; but he cannotsay it. In the same way, 'I am not equivocating' is an emptyassertion except for possible subsidiary functions such as addingemphasis or rejecting an objection, and 'You are equivocating',though very much to the point as a point of order, cannot betopical either.
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 The distinction between topical and procedural locutions canbe seen to fulfil the same role for us, in the solution of paradoxes,as theories of levels of language have done for others in con-nection with paradoxes of a more traditional nature. A dialecticalsystem cannot unrestrictedly admit the predicates 'true' and`equivocal', together with means of reference to a speaker's orhearer's current locutions, into its topical object-language.
 One answer to all of this might be that the logician is never aparticipant in the dialogues whose locutions he studies, but al-ways an onlooker; and that he may, consequently, make what-ever comments he wishes concerning the arguments that parti-cipants put forward, without becoming involved in paradox.He can say 'X was equivocating when he said so-and-so'. He cando this impartially just as, when we stand aside from an argu-ment between X and Y, we can say 'X was really right: what Ysaid was false'. Do logicians, and scientists, speak only in thethird person ? This is an intellectual fancy that is both comfort-ing and delusive in its implications. It is capable of turning into ,
 the claim to be above criticism, like the armchair strategist whose,failure to win battles is due to the lack of co-operation of theenemy.
 Large-scale and would-be-monolithic enterprises like Logicand the other branches of learning do not superannuate Dialecticor escape its processes, for the onlooker is in an arena of his own.That the interchange may take place in book-length or article-length locutions, with a large and ill-knit group of participants,makes a great deal of difference, no doubt, to the rules ; but therules must have, in common with those that apply to dialoguesmore properly so-called, the feature that they apply within avariable language. No one will understand equivocation whothinks that words permanently retain their meanings; or, par-ticularly, who thinks that it is his task to make them do so.
 The road to an understanding of equivocation, then, is theunderstanding of charges of equivocation. For this, the develop-ment of a theory of charges, objections or points of order is afirst essential.
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 Arguments ad: 3 1-2 , 4 1-4, 94,159-67, 170-I, 1 . 73-5; bactdum,4 1 , 44, 156; bominem, 31, 41-2,
 90 94, 142, 157,160-4,171,173-5,
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 Arguments ad cont.181, 205-6, 218, 224, 241;ignorantiam, 4 1 ,43-4, 160, 16z,164, 281 ;///diCififli, 160-1, 163,
 166-7, 174; misericordiam, 41,43; orationem, 161-2 ; passions,41, 163-4, 171; popu/um, 41,44, 164, 174-5; verecundiam, 31,41-3, 94, 157, 159-60, 162-4,166, 171, 173-5, 205-6, 218;vertiginem, 41, 162-3;fidem, 41,163-4; nauseam, 41; super-slitionem, 41, 166; socordiam,41, 166; rem, 42, 174
 Aristotle, 9-13, 20, 22-7, 31-3,
 35 -6 , 3 8 , 40-1 , 43, 49- 55,59-90, 93-4, 97-8, 100-5,107-19, 122-7, 131, 133, 136-40, 1 43-4, 1 46 , 1 4 8 , 1 5 1-2 , 1 55,158, 160-3, 166, 170, 175-9,184, 186, 188, 190-5, 203,205-6, 213, 215, 219, 229, 241,246-7, 2 54, 2 79, 284, 304- 5,309-13, 315 ; Categories, 67,104, 116; Ethics, 114; Heavens,133; Interpretation, 67, 104-5,116, 203, 310; Metaptgsics, 79,105, 116; Pigs/es, 64, 79, 133;Poetics, 26; Posterior Ana tics,67, 76, 79, 85, 104, 109, 116-17; Prior Ana(yiics, 52-3, 66-9,
 73 -6 , 79-80, 86, 104, 116-17,178, 181, 304; Protrepticus, 55;Rhetoric, z6, 38, 43, 52-3,6o-1, 66, 6 9-73, 79-80, 84, 94,104, 152, 178; Sophistical Re-futations, 9-II , zo, 23, 31, 35,
 5 0-5, 59-67, 74, 7 8-88 , 9 1 ,97-8, 100, 102-4, 106, 109,
 114-19, 124, 127, 1 43,152, 161-2, 179, 190, 213,3 04-5, 3 1 3, 3 1 5; Soul, 11 4,'55; Topics, i i, 54-5, 59-60,62, 65, 6 2 73-4, 93-4, 104,
 111, 114, 116-17, 122, 127,178, 191, 304
 AtflatIld, Antoine, 29, 136, 148,150-8, 305, and see Port RoyalLogic; classification of fal-lacies, 150-I, 155-7
 Arnim, H. VOI1, 93, 305Asclepius (of Alexandria), 105Athens, 9, 53-4, 89, 154Authority, arguments from, 34-
 5, 4 2-3, 1 4 6 , 1 57, 218 , 22 5 -6,25o, 278, and see Argumentsad verecundiam
 Averroes, 103, 305Avicenna, 103
 Babbling, aim of argument, 51,63, 88, 118, 123, 139
 Bacon, Francis, 10, 46-7, 136,143-7, 154, 156, 158, 161, 175,305
 Bacon, Roger, 114-16, 121 , 1 79 ,
 3 0 5Barbara alarm/ verse, 117Bar-I-lillel, Y., 22, 305Beckmann, Friedemann, 305Begging the Question, Fallacy
 of, 32-5, 49, 63, 67-8, 72-7,101, 122, 125, 138-9, 141,148-51, 166-7, 169-71, 181,192, 205, 213-15, 225-8, 246-8, 251, 254, 271-2, 279;
 epistemological account of,76-7, 151, 246-8; thesis thatall valid reasoning commits,35, 95, 122, 152, 18o, 226-8,246-8
 Belnap, Nuel D., Jr., 216, 305Bentham, Jeremy, 10, 4 2 , 49,
 165 -9, 175, 284, 306, 3 1 4;classification of fallacies, 165-6
 Bergh, S. van den, 103, 306Bingham, Peregrine, 165
 Black, Max, 13-14, 16, 18, 31,34, 39, 306, 308, 314
 Blundeville, Thomas, 139Bocheriski, Innocentius, 66, 178,
 187, 203-4, 306, 312Boethius, 89, 103-9, 112-14,
 181, 194, 208, 305-6, 310;Boethian classification of fal-lacies, 105-6,112-13,117,122,208, 211-12, 273
 Boh, Ivan, 203, 306Boole, George, Yo, 136, 176, 203Bossuet, 161Bradley, F. H., 41, 306Bradwardine, Thomas, 133Brinton, Crane, 165Buddhist: writings, 177, 18 4,
 188; debates, 186-7, 26oBurden of Proof, 162, 170,
 172-6, 274-5, 279, 2 94- 5Buridan, John, 86, 117, 120,
 130-3, 306Burley, Walter, 126-7, 306, 309Buscher, Heizo, 10, 136, 14 2- 3,
 148, 306Byzantine writings, 1o, 97-8,
 101-2, 105, 304, 315
 Campbell, George, 164, 306Caraka, 178Catnap, R., 4o, 220, 223, 286,306
 Cassiodorus, 104, 194, 306Casuistry, Indian classification of,
 182-4, 188-9Catos, two historical, 105Cause, 78-80, 152-3, 274, and see
 False CauseCharles II and the Royal Society,
 3 8-9Chase, Stuart, II, 307Chenu, M. D., 126, 307Chrysippus, 9o, 92-3Cicero, 17, 46, 93-4, 103, ,o8.
 137, 140, 142, 307
 Circular reasoning, 32-5, 171,225, 229, 249, 271-2, 282, andsee Begging the Question
 Clinchers (Respondent's Fail-ures), 183-6, 188-9
 Cohen, M. R., and Nagel, E., I3,1 9 -20, 2 7, 3 0 , 34-5, 4 1 , 45,197, 204, 307
 Cole, Richard, 21, 307
 Collard, John, 163Commentaries on the Sophistical
 Refutations: Greek, 97-102,304; Byzantine, 97, 101-2,105; Latin, 114-15, 162,
 309, 313; Arabic, 103, 177,305; modern, 85-6, 305
 Commitment (dialectical), 257-8, 261, 4 301; wholetruth, 270-I
 Complex Question, Fallacy of,see Many Questions
 Composition, Fallacy of, 18-24,62, 72, 80-I, 83-4, 99-100,102, 112, 118, 120, 138, 140,151, 171, 219
 Consequent, Fallacy of, 35-7,47, 63, 68, 7 2 , 8 4-7, 122, 138,1 49, 1 94, 20 5 -7, 2 73
 Constantinople, 1o, 89, 103, 135Contravalidity, 204Controversy, Indian classifica-
 tion of, 182-3, 188-9Copi, I. M., 13, 17, 19-20, 22,
 24-5, 28- 3 1 , 34-9, 42-4, 1 7 6 ,205, 3 0 7
 Creswell, M. J., 208, 310Cusak, C., 126, 307
 Debate, see DisputationDefinition, Fallacy of False, 142De Morgan, Augustus, 13, 17,
 24, 28, 3o, 136, 143, 175-6,22 7, 3 07
 Demosthenes, 7o, 8o, 90
 I N I)I^.X
 INDEX
 31 9
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 Denying the Antecedent, Fal-lacy of, 36
 Descartes, 148, 155, 159, 307Dialectic (= study of dialogue),
 40, 59, 65-6, 69-71, 92, 175,179, 253-303; formal anddescriptive, 256, and see Dis-putation; Obligation
 Dickoff, James, and James,Patricia, 150, 307
 Difinaga, 188-9, 204Diodorus Siculus, z6, 307Diogenes Laertius, 89-91, 93-4,
 97, 308Disputation: Greek, 33, 39, 51,
 54, 61-2, 126-7, 218, 276-80;
 medieval, 126-8, z6o, and seeObligation; Buddhist, 186-8,z6o; same as syllogism, 117;dangers of, 1 57
 D'Israeli, Isaac, 38, 308Distribution of Terms, 125,
 195-7, and see UndistributedMiddle
 Division, Fallacy of, 18-22, 62,72, 80-1, 83-4, 99-100, 102,
 112, 118, 120, 138, 140, 151,
 171, 219
 Di/bite/ft.°, 128-9, 162Dudman, V. H., 282Dumbleton, John, 133Dumont, Etienne-Louis, 165,
 306Duncan, William, 163, 3o8
 Edmund of Abingdon, St, 114`Electra', 90Elisabeth of Bohemia, 155Emotion, arguments appealing
 to, 154-8, 192, 250, and seeArguments ad
 Emphasis, fallacies due to, 24-5,275-6
 Engel, S. Morris, 148, 308
 Enthymemes (in Rhetoric), 71-3 ; spurious, 71-2
 Equivocation, 182, 249, 251,284-303; formal account of,192-3, 195-9; Fallacy of,13-16, 21, 45, 62, 8o-2, 86,98-102, 105-7, 112, 118-19,
 124, 138, 153, 197-8, 205-6,
 218-23, 284-303; BoethianFallacy of, 105, 107-8
 Etymology, Fallacy of, 142, andsee Figure of Speech
 Eubulides of Megara, 89-90
 Fallacies Dependent on Lan-guage (in dictione), 13-26, 62,68, 71-2, 80-4, 98-102, 118-
 21, 123, 131, 138, 141, 181,
 205-6, 218-23, 2 54-5, 2 79 ,284-303; Outside Language(extra dictionem), 13-14, 26-40,62-3, 68, 118, 121-3, 138-9,148-9, 205-7, 254; Commonand Proper, 141, 148-9; For-
 mal (Logical) and Material(Informal), 36, 169-71, 181,193-5, 205-6; Formal, classi-fication of, 44, 1 94-5, 1 99 --2°5; impossibility of classify-ing, 13; see also names ofparticular Fallacies
 Fallacy, definition of, 12, 48, 1 38,146, 224, 253, andseeRefutation
 False Cause, Fallacy of, 37-8,and see Non-Cause
 Falsification (Falsity, Fallacy),aim of argument, 51, 63, 118,139
 Fearnside, W. Ward, and Hol-ther, William, B., II, 17, z6,
 41 -2, 308Figure of Speech, Fallacy of,
 25-6, 29, 62, 65, 81-2, 99-102,118, 121, 138, 206, 222-3
 Five Terms, Fallacy of, 45Florio, John, 147, 312Form and Content, 1 94- 5Form of Expression, see Figure
 of SpeechFour Terms, Fallacy of, 44-5,
 1 53, 1 97-9Fraunce, Abraham, 14, 1 6, 34,
 136, 139-42, 148, 161, 308;classification of fallacies, 140-2
 Frege, G., 124, 136, zo3, 207-8,308
 Furth, M., 124, 308Futile Rejoinders (jati), 183-5,
 188-9
 Galen, 98, 101, 103, 308Galileo, 133-4, 151, 308Gambler's Fallacy, 164-5Galigega, 189Gardner, Martin, 48, 309Gassendi, 91, 148, 152, 309Gautatna (Aidapeda), 178-81,
 184, 186, 188, 309Geach, Peter, 196, 308-9, 313Generalization, Hasty, 29, 37,
 46, and see Induction; Secun-dum Quid
 Genetic Fallacy, 45George of Trebizond, 135Gilbert de la Porree, 114, 309Gilby, Thomas, 16, 25, 309Glosses on the Sophistical Refuta-
 tions, 114, 313Gorgias, z6, 55Grabmann, M., 13o-1, 309Grammar, study of, z6, 108,
 113; ambiguity due to, 107,III, Ill, and see Figure ofSpeech
 Granger, Thomas, 139Greeley, Horace, 119Green, Romuald, 126-8, 309Grene, Marjorie, 53, 309
 Grice, H. P., and Strawson,P. F., 29o, 309
 Grosseteste, Robert, 115, 309
 Hamblin, C. L., 204, 309Hamilton, Sir William, 196,
 310Harvey, William, 143Hasty Generalization, 29, 37, 46,
 and see Induction; SecundamQuid
 Hayduck, M., 98Head, F. D., 244, 310Hempel, C. G., 280, 310lierodotus, 17, 310Heytesbury, William, 133, 316Hobbes, Thomas, 147-8, 1 59,
 161, 308, 310Holther, William, B., I I, 17, 26,
 4 1-2 , 3 08Home, Henry, 163Howell, W. S., 18, 139, 310Hughes, G. E., and Cresswell,
 M. J., zo8, 310Hughes, Master (of Oxford),
 11 4Hume, David, 29, 37, 47, 146,
 148, 155, 163, 310
 Idols (in Bacon), 143-6, 154,
 1 56; of Nation or Tribe, 1 44-6, 156; of Cave, 145-6; ofPalace or Market Place, 145-6;of Theatre, 145-6
 Ignoratio Elenchi, 31-2, and seeMisconception of Refutation
 Ignoring the Issue, Fallacy of,31, and see Misconception ofRefutation
 Illicit Process (Illicit Major,Illicit Minor), Fallacy of, 44,171, 197, 200-I
 Implication, formal, 192, 204,207, 220-3
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 INDEX 323
 Indian: writings, io, 177-89,204, 229, 309, 315; classi-fication of fallacies, 180-4,188-9
 Induction, 29, 46-7, 151, 153,192, 225-6, 237, 249-50, 273,278, 280-2
 Invention and Judgment (Dis-position), 6z, 137-8, 141, 150
 Irrelevant Conclusion, Fallacyof, 31, and see Misconceptionof Refutation
 Isaac, J., 104, 113, 310Isocrates, 7o
 Jaeger, W. N.V., 53, 310James, Patricia, 15o, 307James of Venice, 109, 114, 312Jha, Gatigänqtha, 178, ,8o, 309Johannes de Alliaco, 131John of Salisbury, III, 310Joseph, H. W. B., 13, 15, 17, z 6 ,
 38-9, 47, 3 10Junge, Joachim, 148-9, 310
 Kama sutra, 178Karniat, A., II, 311Kant, 163Kaihdttatthu, 187Kenny, C. S., 295, 311Keynes, J. N., 33, 36, 206, 213,
 311Kilmington, Richard, 133Kneale, W. C., and M., 91-2,
 124, 196, 203, 3 I IKretzmann, N., 116-17, 316
 Laplace, 164-5, 2.18, 311Larousse Dictionary, 161Larrabee, H. A., 165, 306Legal and moral concepts, 15,
 2.92; legal procedure, 40, 94,161, 244-5, 2 5 6 , 2 74, 2 95
 Leibniz, 136, 162-3, 311Leniewski, 1951-e Vit.) er, E de la Mottle, 146-7Lever, Ralph, 14, 139, 31 ILevi, A., 155, 311Liar, paradox of, 35, 90-I, 230,
 301Lifetnatiship, 5zLincoln's Inn debates, 126, 26o,
 307Literature, study of, 113, 136-7Locke, John, 1o, 41, 136, 148,
 158-64, 241, 311London Fallacies, 115, 313Lucian, 90-I, 145, 311Lukasiewicz, J., 67, 311Luther, 137Lyceum, 53-4, 89
 Manse!, H. L., 32, 196, 304, 310Many Questions, Fallacy of, 33,
 38-40, 49, 63, 68, 72-4, 8 o,103, 112, 123, 125, 138-9, 149,
 205, 215-18, 262-3, 268-9Marlowe, Christopher, 139I\iarsais, C. C. du, 3zMates, Benson, 91-2, 3 I IMeaning, dialectical theory of,
 285-303Megarians, 89-93, 148Melanclithon, 137-8, 311Mellone, S. I-I., 44, 311Mercier, C. A., 18, 311Merton College, 133Metaphor, 26, 108, 141Method, 6o, 137, 150, and see
 Scientific MethodMichael Ephesius, 98, 304Migne, J.-P., 62, 109, 161, 194,
 305-7, 309Mill, J. S., II, 26, 29, 35, 46,
 4 8-9, 136, 175-6, 226-7, 246-7, 25o, 312; classification offallacies, 48-9, 175-6
 Minio-Paluello, L., 109-i1, 304,3 12
 Misconception of Refutation(Ignoratio Elenchi), Fallacy of,31-2, 41, 49, 63, 68, 8o, 87-8,
 105, 121-3, 138-9, 149, 151,
 170-I, 173, 205, 208, 251, 273Modal Logic, 207-12; of syllo-
 gism, 67, 117, 195 ; epistetnicand deontic, 87, 208, 238-9
 Modality, Fallacy of Different,87, 106-7, 122, 2I I-I 2
 Modus pollens, 35 -6, 249, 2 99;toilet:3-, 207, 237
 Montaigne, 147, 312Moore, G. E., 48, 312More, Sir Thomas, 135-6, 312Mullally, J. P., 312mu/tip/ex, 98-102, 115, 118
 Munich Dialectica, 29, I I 5, 313
 Murray, Richard, 163, 312
 Nagel, E., 13, 19-20, 27, 3o,34-5, 4 1 , 45, 1 97, 204, 307
 Naturalistic Fallacy, 48Negativity, Fallacy of, zooNewton, John, 139Nicole, Pierre, 148Non-Cause (as Cause), Fallacy
 of, 37-8 , 47, 49, 63, 68, 72,78-80, 123, 138-40, 149-50,1 5 2 , 1 76 , 1 94, 20 5 -7, 2 73, 2 79 ,281
 Nyiya Sidra, lo, 178-89; classi-fication of fallacies, 180-3
 Obligation, 123, 125-33, 136,
 162, 218, 260-3, 276Ockham, William of, 44, 131Oesterle, J. A., 13-14, 20, 24,
 27, 3 0-I, 34, 3 6 , 3 8 , 40, 3 12
 `Old' and 'New' Logics, 104,107, 113
 Ong, Walter J., 137, 312
 Onlookers' concepts, 242-6, 303Opaque contexts, 207-8Oxford, To, 114-15, -1 33, 158,
 169; Dictionary, 161
 Paetow, L. J., 113, 312Paradox: aim of argument, 51,
 63, 118, 139; of Liar, 35,90-I, 230, 3o1; of ravens,z8o; of Self-Reference, 128,13o, 301-3; dialectical, 301-3
 Paralogisms, 69, and see Syllo-gisms, invalid
 Paris, 107, 110-II, 115-16, 139,148
 Part, Fallacy of Different, 87,io6, I22, 2,1; and Whole,Fallacy of, 18-22, 71-2, 84,
 140Parvipontanus school, 110; Par.-
 v.:On/anus Fallacies, 114, 313 „Passions, see EmotionPaternal dog, z7-8, 57-8, 86, 13zPathetic Fallacy, 48Paul of Pergula, 135, 203, 306Paul of Venice, 135Peter of Spain (Pope John XXI),
 II, 22-3, 98, loo-1, 115-16,120-3, 125, 131, 136-7, 196,213, 312
 Petitio principii, see Begging theQuestion
 Pettus de Bognovilla, 131Pettus de Insula, 131Physical Science, sophisms on,
 1 33 -4Places, see TopicsPlato, 27-8, 52-62, 65, 7o, 132,
 1 34, 1 44-5, 1 54-5, 2 7 6-7,313-14;Platonism, 189; Euthydenms,27, 55-9, 81-2, 132; Meno, 54;Republic, 54, 6o, 145, 154;Academy of, 52-5, 90
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 Ploucquet, 163283-4, 295-6,Pt_Points of Order, 2
 300-3Popkin, R. H., 147, 313Popper, Sir Karl, 207, 313Porphyry, 104; tree of, 84Port Royal Logic, 29, 46-7, 148,
 150-63; classification of fal-lacies, 150-1, 155-7
 Poste, Edward, 85-6, 305Post hoc, ergo proper hoc,
 79-8o, 152-3Potter, Stephen, 52, 313Pragmatics, 4o, z86Pragastapada, ,88Presumption, 170-6, 294-5, and
 see Burden of Proof; juris sea'non de jure, 295
 Presupposition (of question),38-40, 216-18, and see ManyQuestions
 Prior, A. N., 195, 211, 217, 313Prior, M. L., and A. N., 217, 313Probability, 15 5, 164-5, 240,
 25o; dialectical, 179Proof, 192, 248-9; Fallacy of, 33,
 122, 213; Burden of, 162, 170,172-6, 274-5, 279, 294-5
 Propositions and sentences, 2 18-23
 Protagoras, 55Pseudo-Alexander, 98, 304Pseudo-Augustine, I I
 Punctuation, Fallacy of, 17-18,and see Arnphiboly
 Pyrrho, 94Pyrrhus, King, 16-18, 119
 Question and answer, 256-7,260-3, 268-71; in Greekdebates, 51, 54-5, 58, 61-8,77, 89-9o, 276-9
 Question-Begging, see Beggingthe Question
 Questions, logic of, 4o, 11o,215 - 18; leading, 40, 61, 277;risky and safe, 216-17; biasedand multiple, 262-3, 268-9,277, and see Many Questions
 Quine, W. V., 19-20, 196, 203,207, 289-90, 313
 Ralph Bolster-Doister, 18Ran us, 10, 136-40, 142-3, 1 4 8 ,
 150, 158, 163, 312-13, 315Raw Meat, 29-30, 121, 132Reductio ad impossibile, 38, 78-9,
 122, 185, 237, 274, 279; adfalsum, 78-9 ; ad absurdum, 185,279
 Referential opacity, 207-8Refutation (elenchus, redaqutio),
 51, 63, 118, 122, 123, 139;weak and strong senses, 162;Aristotle's definition of, 87,10 4-5, 122
 Reisch, Gregor, 137, 313Relations, logical, 2.03-5, 213-
 14; three-term, 21 4Relatum, Fallacy of Different,
 87, to6, 122, 211Relevance, fallacies of, 31, and
 see Misconception of Refuta-tion
 Rescher, Nicholas, 98, 103,3 1 3
 Respondent's Failures (Clin-chers), 183-6, 188-9
 Retraction, 263-5, 267-8Rhetoric, 26, 53, 61, 65, 70-3,
 94 , 11 3, 137, 153, 164, 168,1 75, 1 7 8-9
 Rhetorica ad Herennium, Io8Rijk, L. M. De, 29, 32, 104,
 108-9, 114-15, 117, 119, 162,304, 3 1 3
 Road and the Chasm, 96, 298Robert de Melun, 12.6, 3 1 4
 Robinson, Richard, 6o-1, 277,3 10 , 3 1 4
 Roger Bacon, 114-16, Ill, 179,305
 Rome, 9, 89Roscelin, 108Ross, Sir David, 53, 75, 213-14 9
 305, 314Rowe, W. L., 20-1, 314Russell, Bertrand, 136, 194, 203Ryle, Gilbert, 62, 228, 3 1 4
 Saccheri, 163Salmon, Wesley C., 13, 46-7,
 3 1 4Sanderson, Robert, 139Savonarola, 137, 314Schipper, E. W., and Schuh,
 E. W., 13, 17-18, 24-5, 3 1-3,37-8 , 3 1 4
 Schopenhauer, 1o, 1 75, 3 1 4Schuh, E. W., 13, 17-18, 24-5,
 3 1-3, 37-8 , 3 1 4Scientific Method, 137, 15o,
 248, 28o-2.; fallacies of, 45 -7Scott, T. K., 306Secundum Ouid, Fallacy, of 27-31,
 37, 46, 6z, 68, 8o, 86, 112,121-2, 138-9, 149, 151, 182,205, 208-13; in reverse, 3o,153
 Self-reference, 128, 130, 301-3Sense and reference, 1 24Sextus Ernpiricus, 36, 91-7,
 146-7, 182, 226, 246-7, 250,296-8, 314
 Siddhasena, 188Sidgwick, Alfred, 10, 172-3,
 175-6, 274, 314Siger of Brabant, 131Sign (Example), arguments by,
 71-2, 176Simon de Tournai, 12.6, 314Smith, Samuel, 139
 Smith, Sydney, 168, 314Socrates, zo, 54-8, 8 5, 1 44,
 276-7Solecism, aim of argument, 51,
 63, 8o, 118, 123, 139Sommers, Fred, 292, 314Sophisms, generally see Fallacies;
 medieval (non-Aristotelian),128-33, 136; and sophisticalreasoning (in Aristotle), 5o,55, 62-3, 92, 116
 Sophists, zo, z6, 55- 8 , 1 44Sophonias (?), 98, 100, 315`Sorites% 90-ISpanish and Portuguese, 219Sparkes, A. C. W., 32, 315Special Pleading, Fallacy of, 25Spinoza, 41Statistical fallacies, 46, 164-5Stcherbatsky, F., 184-5, 204, 315Stebbing, Susan, II, 203, 315. .,Steenberghen, F. van, 114, if6; •
 3 1 5Stephen, Sir James, 274Stoics, 36, 89-93, 148, 151, 214;
 classification of fallacies, 91-2Stove, D. C., 23oStratagems, 51-z, 64, 147, 173,
 1 75Strawson, P. F., 290, 309Strode, Ralph, 135Summa of Sophistical Refutations,
 114, 118-19, 162, 313Superfluity (Superfluous
 Premiss), Fallacy of, 79, 9 2 ,141, 148, 214
 Supposition, 104, 106, 116-17,123-5, 130, 136
 Swineshead, Richard, 133Syllogisms, 36, 44-5, 67-8, 117,
 125, 150, 193, 195-203; in-valid, 44-5, 49, 69, 86, 148,194-5, 197-203, 207; Indian,178-80
 37-8 ,
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 Täipago, I 8oTense-logic, 21I-Iz, and see
 Time, Fallacy of DifferentTestimony, Fallacy of False, 142,
 156-7, 164; evaluation of, 164,.218, and see Authority
 Theodoric, 103-4Theophilus of Edessa, 103`Third man' argument, 65Thomas Aquinas, St, 22, 115-16,
 126, 307, 350, 315Thouless, R. H., 11, 315Time, Fallacy of Different, 87,
 106-7, 122, 211-12
 Top-corner adverbs, 208-12Topic points and Points of
 Order, 283-4, and see Points ofOrder
 Topics (loci, Places, Common-places), 6z, 71, 116, 137-8,540-2, 548, 150, 158, 191,255, and see Aristotle Topics;Cicero
 Translation, source of ambi-guity, 12; 'Translation' inAbelard (= "1" ransumption'in Adam), 108, 113, 119
 Udall, Nicholas, 18Uddyotakara, 188-9Undistributed Middle, Fallacy
 of, 44, 171, 197-zooUnivocation, Boethian Fallacy
 of, 106, 108-9Utopia, happy inhabitants of,
 135-6
 Vdcaspati IVliira , 18oVatsydyana, 178-81, 184, 309`Veiled Figure', 85-7, 90-1, 121,
 132, zo7-8Vicious circle, 33VidObliiisana, M. S. C., 177,
 187, 315Viennese Fallacies, 17, 114, 313
 \Waddington, C. T., 139, 315Wallies, M., 98, 3 04Wallis, John, 158, 169, 315Walter Burley, 126-7, 306, 309Watts, Isaac, 80, 163-4, 169, 315Webster's Dictionary, 32Weiler, Gershon, 95, 315Wesley, John, 163Whately, Richard, 34, 38, 4 2 ,
 136, 168-75, 195-9, 205, 217,228, 235, 312, 315; classifica-tion of fallacies, 169-71
 Whole and Part, Fallacy of, 18-22, 71-2, 84, 140
 `Wholly', logic of, zo8 - ii
 Wife-beating, 38-40, 216-17William of Sherwood, 115-26,
 128-9, 196, 215, 262, 309,316
 \Wilson, Curtis, 133, 316\Wilson, Thomas, 18, 139, 1 4 8 ,
 156, 316Wittgenstein, L., 95, 2 4 2 , 28 5,
 301, 316
 Wright, G. 11. von, 87, 129, 235,316
 lahyd ibn `Adi, 98, 103
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