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Abstract

In a IPTV distribution network, broadcast television channels
are distributed using multicast stream de-livery. Packet loss
occuring during transport will impair the displayed video signal
and thus reduces theQuality of Experience. Due to the nature of
video compression techniques a single lost packet can leadto visual
impairments lasting for multiple seconds, so packet loss should be
kept to a minimum.

Two well known error recovery techniques are packet
retransmission and Forward Error Correction(FEC). In a large
multicast distribution network an end-to-end packet retransmission
mechanism is notfeasible as feedback implosion will occur when
receivers notify the source about what packets they
needretransmission of. A FEC mechanism allows the IPTV stream
receivers to recover a certain amount ofdata, but when loss rates
vary for different users there will either be some users with
remaining lossesor bandwidth will be wasted in large parts of the
network where the loss rate is low. Another solutionis to use local
loss recovery for smaller parts of the multicast distribution tree.
By introducing a fast-retransmission function in the access
network, losses can be recovered rapidly and the video quality
forthe users can be maintained.

Based on a literature study and company requirements a design of
a fast retransmission mechanism ispresented, intended for
deployment in an access node. For the delivery of the IPTV stream
the Real-time Transport Protocol (RTP) is used. Two recent RTP
protocol extensions have added functionality fortime-constrained
feedback and a retransmission payload format, which could be used
for a retransmissionmechanism mission for RTP streaming sessions.
As the protocol extensions do not provide a completeretransmission
mechanism, the proposed design incorporates the functionality
needed to offer packetretransmissions for a time-constrained
multicast IPTV service.

A prototype is implemented which is used to evaluate the
effectiveness of the packet retransmission mech-anism and used to
determine which parameters influence the applicability of the
retransmission mecha-nisms. For this purposes several experiments
are performed, which are used to evaluate the performancein a
uncongested network with different loss characteristics and a
network in which packet loss occursdue to network congestion.

Evaluation of the prototype shows the efficiency of the
retransmission mechanism to handle losses and itsperformance in
congested networks.
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Chapter 1

Introduction

1.1 Motivation

The availability of high bandwidth consumer access networks
makes it possible to use IP networks for thedistribution of
television services, that were previously distributed using
alternative distribution channels:television and telephony are well
known examples. The availability of broadband access network led
toan enormous increase in the usage of Internet based multimedia
applications: video conferencing, videostreaming and Voice over IP
(VoIP) . Internet Service Providers are also seeing new
opportunities forthe implementation of Internet Protocol Television
(IPTV) services. The reasons for these developmentsare numerous:
besides being cost effective, IP based television distribution
allows for all kinds of newapplications:

A virtually unlimited selection of TV channels due to dynamic
usage of bandwidth; Provide TV channels in a much higher quality;
On Demand services; Interactive TV.

IPTV services are distributed (streamed) over IP based networks,
using transport protocols like the Real-time transport protocol
(RTP) [1], allowing low latency, time constraint stream delivery.
IPTV applica-tions are highly vulnerable to packet loss. Due to the
manner in which video is encoded the loss of asingle packet can
lead to visual impairments lasting for multiple seconds. Packet
loss can thus severelyimpact the Quality of Experience for the end
user and thus must be prevented if possible.

There are two common approaches for providing resiliency against
packet loss:

Add redundant data to recover from packet loss.The redundant
data can be used by the receiver to recover packets or packet data
that has been lostduring transport. The redundant data can either
be inserted during the encoding process (applicationlayer forward
error correction) or during transport (network layer forward error
correction). Adding
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redundant data is commonly referred to as Forward Error
Correction (FEC). Use a retransmission mechanism to retransmit lost
packets.

Upon packet loss, a IPTV client asks for retransmission of
missing the packet(s), such that theclient can receive the data
after retransmission.

Although error resiliency techniques have their benefits, they
also have some drawbacks:

In a large IPTV distribution network (a large multicast tree),
the usage of FEC might be inefficient,when packet loss occurs only
in a small subset of the distribution tree, or when different
subtreessuffer from different loss characteristics. For some parts
of the network, the FEC protection maybe too strong, therefore
wasting bandwidth; in other parts of the network the FEC protection
maybe too weak to offer sufficient recovery. To provide adequate
recovery the FEC protection needs tobe improved, leading to an
increased FEC bandwidth that will affect all users.

For packet retransmission to be effective an IPTV client needs
to buffer packets. Such bufferingallows retransmitted packets to be
received without being discarded because they arrive too late.This
increase in buffer size leads to an increase of the startup delay
for the IPTV service. Since usersexpect a high defree of
responsiveness from the IPTV service, this startup delay must be as
smallas possible. Furthermore, buffering leads to an increased
End-to-End delay, between StreamingServer and IPTV client. For
linear broadcast TV this End-to-End delay should be small, to
avoidglobal desynchronization (e.g. a program scheduled at 8 PM
will start 10 seconds later).

Linear broadcast IPTV is distributed using multicast
distribution, which allows for efficient transmissionof TV channels
to a large selection of users. In a large multicast distribution
network applying retrans-mission between the Source of the TV
Channel and the possible thousands of subscribers is not
feasible,as the number of retransmission requests might explode,
which might overload the Streaming Server.

Therefore in large multicast distribution trees on a global
(session) scale retransmission is not feasible ordesirable. As an
alternative retransmissions may be applied in specific subtrees of
a multicast distributiontree. Thereby adaption to local network
characteristics becomes possible, without influencing the
entiremulticast delivery path. In addition, the retransmission
functionality needs only be enabled in the parts ofthe network
where packet loss occurs.

This thesis investigates the application of packet
retransmission for multicast IPTV broadcast TV, whereerror
resiliency mechanism based on RTP packet retransmission to be used
in a multicast IPTV distribu-tion environment.

1.2 Goal

The goal of this thesis is to design, implement and evaluate a
packet retransmission mechanism for mul-ticast IPTV distribution
which is used to provide packet retransmission based error
resiliency in a subtreeof the IPTV distribution path.
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1.3 Research questions

To achieve the above stated goal, the following research
questions are defined:

What are the effects of packet loss on IPTV streaming
applications? What techniques can be used to provide error
resiliency for IPTV streaming applications? How can fast
retransmissions be provided for multicast IPTV stream delivery
service using the

Real-time Transport Protocol?

How can the effects of error resiliency based on packet
retransmission be measured? What are the parameters that influence
the performance of the RTP retransmission mechanism? For which
network conditions can RTP-based packet retransmission be
successfully applied as an

error resiliency mechanism?

1.4 Methodology

To get a better understanding of the stated problems the thesis
starts with a literature study, investigating:

IPTV technologies; IPTV transport protocols; Video encoding
techniques; Causes and effects of packet loss for IPTV
applications; Error recovery and resiliency techniques; Quality
measurement metrics and techniques.

Based on the literature study the requirements for packet
retransmission in a subtree of a multicast IPTVdistribution path
are specified.

The requirements are consecutively used to design and implement
a prototype IPTV system, which pro-vides packet retransmissions for
packet loss originating in the access network of a multicast IPTV
distri-bution path.

The prototype implementation is tested under different simulated
network scenarios to determine theeffects of packet retransmissions
for an IPTV application and to determine which parameters influence
theperformance of a packet retransmission mechanism for multicast
IPTV. The experiment results are usedto evaluate the retransmission
functionality and determine if and under which scenarios the
applicationof RTP packet retransmission can be beneficial.

1.5 Intended audience

This thesis is intended for readers with a background in
telecommunications and with an interest in IPTVservices and network
management. Basic knowledge about IP networks and multimedia
distribution is
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assumed, although a lot of IPTV specific concepts will be
explained.

1.6 Structure of the report

This document is structured as follows. Chapter 2 provides a
background study of the technologies usedto provide IPTV services.
Furthermore the causes and effects of packet loss are presented and
errorrecovery technologies are discussed. This also explains why
packet retransmission can be beneficial forIPTV broadcast TV.

Chapter 3 covers the requirements for a fast retransmission
mechanism for RTP based IPTV streamdelivery in a multicast
distribution network.

In chapter 4 the the design and implementation of a prototype
for a packet retransmission for a multicastIPTV service are
discussed.

To determine the applicability of the fast retransmission
mechanism the prototype will be evaluated, bothby means of
experiments in a lab setup and by means of a analytical evaluation.
This is presented inchapter 5. Finally, the conclusions to the
research questions will be given in chapter 6 and some ideas
tofuture research will be presented.
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Chapter 2

Background

In this chapter an overview is given of the technologies and
techniques relevant to the distribution ofIPTV services.
Furthermore a brief introduction to video compression techniques is
presented to give thereader a better understanding of how packet
loss might impact an IPTV service. In the last section
thetechniques being used to evaluate IPTV services in terms of
network and application performance aredescribed. These techniques
are used to determine the Quality of Service and Quality of
Experience ofIPTV services.

The following topics will be discussed:

IPTV technologies; IPTV transport protocols; Video encoding
techniques; Causes and consequences of packet loss; Error
resiliency techniques; Quality measurement metrics and
techniques.

2.1 IPTV overview

The acronym IPTV stands for Internet Protocol Television. IPTV
is commonly interpreted as Televisionservices that are distributed
over IP networks. In literature and also in practice a lot of
different definitionsof IPTV and IPTV services are used, leading to
ambiguous interpretation of IPTV and IPTV services. Inthis thesis
the definition formulated by the ITU-T focus group on IPTV will be
used as reference [2]:

IPTV is defined as multimedia services such as
television/video/audio/text/graphics/data de-livered over IP based
networks managed to provide the required level of QoS/QoE,
security,interactivity and reliability.

5
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QoS and QoE are abbreviations of Quality of Service and Quality
of Experience respectively, two termsused to describe quality
levels of a service. These terms will be further discussed in
section 2.10. Oneimportant aspect of this definition related to the
work described in this thesis is "..managed to providethe required
level of QoS/QoE, security, interactivity and reliability". By
defining that the IPTV servicesdelivered using managed IP based
networks leads to a distinction between multimedia services which
canbe regarded as IPTV services and multimedia services that are
commonly regarded as Internet TV.

Currently there are a lot of web-based video services which do
not offer managed delivery of multimediaservices and do not give
any QoS guarantees. For instance, the popular video service YouTube
[3] offersuser contributed videos on-line, but the delivery of
these videos is not controlled or managed by YouTubeor a related
Service Provider. The video content is retrieved by the consumer
using a Internet connection,without any guarantees regarding
delivery, latency or availability.

Typical aspects of managed IPTV services are:

IPTV services make use of an end-to-end system or semi-closed
network IPTV services are typi-cally offered by one service
provider which provides the means of making the IPTV services
avail-able: the network infrastructure, access to the (television)
content, a decoder or Set Top Box usedto access, receive, decode
and display the IPTV content. The End-to-End service may also
dependon multiple parties, the service stays managed and only
accessible when allowed by the serviceprovider(s).

IPTV service availability are geographically bound The
availability of the IPTV services depend onthe network
infrastructure. The services are only offered at the locations
where the Service Providerhas control of the network infrastructure
and the network infrastructure offers sufficient bandwidthfor IPTV
services.

IPTV services are service provider driven Typically the IPTV
subscriber uses services offered by theservice provider; the user
itself does not offer services. In the future IPTV services offered
bysubscribers (i.e. user based broadcasting) may become
available.

IPTV services make use of access and admission control Before a
user can use a IPTV service, autho-rization is used to check if the
user has access rights to the content. Furthermore the service
willonly be offered / available when there is sufficient bandwidth
for the service (if not the service willbe rejected). This requires
a managed network.

Typical aspects of current multimedia Internet television
services[4] are:

The services are open to anyone Anyone can have access to the
services, as long as they have the means(an Internet connection) to
connect to the Service Provider.

Anyone can become a service provider The content can be offered
by anyone. This can thus be a TVstation offering an on line stream
of the TV channel or an individual creating a video for a
smallnumber of users.
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There is no admission control Although authorization might be
required by some (paid) services, thereis no bandwidth reservation
for the delivery of the content or admission control based on the
avail-able bandwidth. This thus can lead to poor performance of the
service due to congestion, whichmay be caused due to non related
Internet usage.

A comparison of IPTV and Internet TV services is presented in
table 2.1.

IPTV Internet TV

Users Geographically bound Anyone with Internet accessRequires
IPTV infrastructureDistribution network Closed Open, Internet

Video formatsMPEG-2 Windows MediaMPEG-4 Flash VideoH.264
H.264

User equipment Set Top Box and a TV PC

Security Admission control Publicly accessibleAuthentication
Authentication

Video quality Comparable to analogue TV Depends on serviceHigh
Definition Based on available bandwidth

CostsSubscription Free (ad supported)Pay-per-view
subscription

Pay-per-view

Service exampleDeutsche Telekom (Germany) YouTubeAlice Home TV
(Italy) Uitzending Gemist (The Netherlands)KPN Mine (The
Netherlands) Hulu (United States)

Table 2.1: A comparsion of IPTV and Internet TV services

While there currently still is a clear distinction between IPTV
services and Internet TV services, thesedifferences are slowly
fading: the convergence of multimedia services, the internet and
Television ser-vices is leading toward consumer devices, the so
called media centers. These devices are connected toa TV and can be
used to watch television, view on-line movies and browse the
internet as well as usemultimedia available on the users PC.
Examples of these upcoming techniques are Apples AppleTV [5]and
Microsofts Internet TV [6].

2.1.1 Advantages of IPTV television over traditional broadcast
TV

The main traditional distribution method for broadcast
television uses coaxial cables for the distribution ofthe
television broadcasts. These television broadcasts are analogue and
are affected by propagation losses.This traditional form of
television is gradually being replaced by distribution over IPTV
networks andother methods of digital video broadcasting (DVB)
provided either via cable (DVB-C), satellite (DVB-S) or terrestrial
(DVB-T). Using IP networks for the distribution of television
content has the followingbenefits:
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A higher quality for the subscriber

IPTV services can be offered in High Definition (HD) format,
giving the IPTV user a high qualityTV watching experience, because
television content can be offered with a higher level of detail
anda higher resolution than traditional television supports (i.e.
PAL in Europe, NTSC in the US), orStandard Definition (SD)
television, which is used for digital satellite or cable TV. In
table 2.2 fourcommon resolutions for SD and HD TV are presented. In
figure 2.1 a graphical overview of theresolutions of PAL, NTSC, SD
and HD television is presented, which clearly shows that a
HighDefinition signal can provide much more information and thus
more detail than current televisionsolutions.

A higher value for the subscriber

IPTV allows for services which are not, or only to a certain
extend, possible with traditional TV. Anexample would be pausing
live TV and resuming it at a future time instance. Also, a much
broaderselection of TV channels can be offered. Furthermore,
because TV services are distributed digitally,degradation of the
video / audio quality due to propagation losses will not occur.
Furthermore doesthe usage of IP networks allow for interactive TV
services.

Cost reduction for the Service Provider

When TV services are being distributed over IP networks, they
can easily be combined in theinfrastructure of an internet service
provider. When a broadband internet connection is availableIPTV
services are possible. A common broadband product offering is
triple play: one subscriptionfor television, telephony and
(broadband) internet access.

IPTV services are typically offered over existing broadband
cable and DSL networks or deployed innew optical (GPON) networks,
which provide sufficient bandwidth for the delivery of IPTV
content.Broadband access networks are a requirement, because IPTV
services typically require a large amount ofbandwidth.

Definition Abbreviation Resolution

Standard Definition SD 720 576; 720 480High Definition HD 1280
720; 1920 1080

Table 2.2: Standard Definition and High Definition video
resolutions

8

2.1. IPTV OVERVIEW

Figure 2.1: An overview of common video resolutions [7]

2.1.2 IPTV services

Typical IPTV services are:

Linear broadcast television

Linear broadcast television or live television is the most
common form of television: differenttelevision stations broadcast
their channels via the air, satellite, or cable and the users can
select achannel to view the program that the television station is
currently broadcasting. IPTV broadcasttelevision is similar to
television broadcast currently provided by cable TV or satellite
TV. Thedifference lies in the distribution method: IPTV broadcast
television uses multicast IP transport.The subscriber can select
from numerous live television broadcasts, witch are being
transmittedusing multicast delivery.

Video On Demand

Video On Demand (VOD) services are interactive television
services where the subscriber selectsthe content and can specify to
view the content at a by the user specified time. An example is
therental of a movie, which is commonly known as pay-per-view. VOD
services often include trickplay functionality: the user can pause
playback and can seek in the content.

Near Video on Demand

Besides real time VOD also Near Video On Demand (NVOD) services
exists. In this case the usercannot exactly determine the playback
time: the content is repeatedly scheduled for broadcast. Thisfor
instance is used for premium television channels, where the
broadcast of a movie starts everyhour on a different television
channel. But it is also used for IPTV services: in [8] a near video
ondemand architecture is discussed that combines multicast and
unicast delivery, by using scheduled
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multicast sessions for all users that start watching the program
during the scheduled time. Outsidethe scheduled interval unicast
stream delivery is used.

Time-shifted TV

Time-shifted TV [9] is a combination of linear broadcast TV and
VOD. It provides a flexible view-ing window timeframe for
television broadcasts, allowing users to watch the beginning of a
pro-gram, when the broadcast actually already has started.
Furthermore, time-shifted TV allows usersto pause a live broadcast,
to resume it later on. Figure 2.2 shows an example of a
Time-Shifted-TV service, allowing users to start watching the show
during the Start Window timeframe andallowing users to continue
watch the show during the View Window timeframe.

Figure 2.2: A flexible viewing window with time-shifted TV

2.2 IPTV distribution protocols and techniques

For the distribution of IPTV content the audio and video signals
must be compressed and digitized.How video compression works is
explained in section 2.6. The audio and video streams and
optionallyother multimedia streams (e.g. subtitles) can be
transported separately or combined. The advantage ofseparate
delivery is that it provides a lot of flexibility regarding the
distribution of one or more streams.Combined delivery however is
less complex as out of band synchronization is not needed.
Furthermoredoes multiplexing lead to a reduced usage of network
addresses and ports, an advantage when the numberof available
(multicast) addressses is limited.

For combined delivery the streams need to be multiplexed and
placed in a transport container. A commonmultiplexing format is the
MPEG transport stream (MPEG-TS) format. MPEG-TS provides
multiplexingof audio and video and synchronization features of the
streams that are transported, such that a receivercan synchronize
the streams and can determine when to display the streams. MPEG-TS
also providesfeatures for error correction.

When the audio and video streams are not multiplexed, the
encoded streams are transmitted directly,without the addition of an
transport container or transmitted using a protocol suited for
separate streamdelivery.
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Finally, the packets are then sent using a transport protocol
over a IP network to the IPTV user.

2.2.1 IPTV transport protocols

There are different transport protocols that can be used for the
delivery of IPTV content. The type ofprotocol that is or can be
used depends on a number of factors. First of all the type of video
service isimportant: live television broadcasts have different
requirements than On Demand services. Secondly,when the content is
transmitted to multiple users simultaneously some protocols allow
for efficient de-livery by using broadcasting or multicasting
techniques. Finally, the delay or latency requirements of aIPTV
application are a important factor to select a suitable
protocol.

The following protocols are discussed:

Transport Control Protocol (TCP) User Datagram Protocol (UDP)
Datagram Congestion Control Protocol (DCCP) Microsoft Media Server
Protool (MMS) Real-time Transport Protocol (RTP)

The first three protocols are real transport protocol. The
latter two protocols are not pure transport proto-cols; they are
application layer protocols that run on top of a transport
protocol.

Transport Control Protocol

The Transport Control Protocol (TCP) is a reliable connection
oriented protocol, which uses a full-duplexconnection for the
reliable transfer of data [10]. By means of sequence numbers TCP
provides in orderdelivery and a flow control mechanism makes sure
that the sender does not send data faster then thereceiver can
receive and process. A packet retransmission mechanism and a
congestion avoidance mech-anism allow TCP to provide reliable data
transfer and adapt to congestions. This functionality howeverleads
to some constraints regarding the distribution of streaming data:
TCP favors reliability over timelydelivery. This means that when
packet loss occur the receiving application needs to wait before
thisdata is retransmitted, which might lead to buffer underruns.
Because TCP adapts to congestion a stablethroughput cannot be
guaranteed; this means that the receiving application needs to
provide a buffer toadapt to the dynamic transfer throughput.
Furthermore, TCP requires a three way handshake to setup
theconnection, which takes time. These last aspects make TCP less
suitable for applications that require lowlatency content delivery
and not suitable for applications that prefer the loss of data over
high transferlatencies.
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User Datagram Protocol

The User Datagram Protocol (UDP) is a connectionless protocol,
which only provides limited functional-ity [11]. It is a
connectionless protocol, meaning that there is no active connection
between a sender andthe receiver. This means that UDP does not
provide reliable delivery, flow control, congestion control
oradaption of the transfer rate to the capacity of the network or
the processing speed of the receiver. ForUDP transmissions, the
sender determines the transfer rate and is not able to determine if
a packet wassuccessfully received by the receiver as there is no
transmission control feedback. Because there is noend-to-end
connection, UDP can be used to transport data to multiple users
simultaneously, using broad-cast or multicast mechanisms. Another
advantage of UDP is the suitability for low latency data
delivery,due to the lack of a connection setup procedure or a
reliable transfer mechanisms which contribute to thedelay of data
transfer and delivery.

Datagram Congestion Control Protocol

The Datagram Congestion Control Protocol (DCCP) is a more recent
developed transport protocols,which combines some of the concepts
of TCP and UDP: it provides congestion controlled
unreliabledelivery of unreliable datagrams of over bidirectional
unicast connections [12]. DCCP provides a tradeoff between
timeliness (UDP) and (congestion) controlled delivery (TCP), which
makes the protocol suit-able for applications that have strict
timing constraints but can benefit from congestion control.
Examplesof applications are Voice over IP or video streaming. For
these applications the transported data is onlyvaluable in a
limited time frame.

Microsoft Media Server

Microsofts proprietary MMS protocol [13] is a suite of protocols
used to stream multimedia from astreaming server to a media player.
MMS can use UDP, TCP or RTP for the delivery of the content.
Theprotocol is closed, which resulted that MMS is officially only
supported in Microsoft products, but severalalternative
applications like VLC and Winamp can nowadays also be used to
receive media streams thatare transported with the MMS
protocol.

Real-time Transport Protocol

The Real-time Transport Protocol will be discussed in detail in
section 2.3.

2.2.2 IPTV content distribution methods

There are currently four common distribution methods for IPTV
services:

1. Unicast distribution
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2. Multicast distribution3. Peer to peer distribution4. Hybrid
distribution

Unicast distribution

For Video-On-Demand services unicast distribution protocols are
used: UDP, TCP, RTP, DCCP or forinstance Microsofts proprietary
Microsoft Media Server (MMS) protocol are common choices.
Becausereliable, connection oriented protocols like TCP can
introduce high latencies, these protocols are onlyused for services
that do not have low latency requirements. Typically the IPTV user
connects to aStreaming Server to retrieve the IPTV content. Once
the user is connected the data of the IPTV content iscontinuously
streamed to the user. Prerecorded content can also be transmitted
in bursts. In this case thedata transfer rate is higher then the
application consumption rate. This feature can for instance be used
toreduce the startup delay.

For broadcast television unicast distribution is rarely used
because of its ineffective usage of the IPTVservice provider
distribution network: for N users N identical IPTV streams need to
be transmitted overthe same network.

Multicast distribution

For IPTV services that have many simultaneous users multicast
distribution is preferred because this al-lows for efficient
delivery to multiple IPTV clients. An example would be the delivery
of live televisionbroadcasts. UPD and RTP are commonly used as
transport protocol, but because of the limited function-ality of
UDP, the Real-time Transport Protocol (RTP) is often used in
combination with UDP, becauseof the specific features for
low-latency multimedia content distribution and the availability of
a feedbackmechanism. A more detailed explanation of the features of
RTP is given in section 2.3.

Typically, the TV channels are multicast in the core network and
only forwarded in the access networkwhen clients request the
respective TV channels. Compared to the core network, the access
network hasonly limited bandwidth capacity. Because an IPTV stream
is only forwarded to the user when the userrequests the TV channel,
an IPTV service provider can offer much more television channels
then whatis technically possible with analogue broadcast cable TV.
A downside of this mechanism is that beforethe television channel
is available for the user, the stream must be requested, whereas
with analoguebroadcast TV the TV channel is always available in the
users premises.

To enable multicast data transport typically two protocols are
used: the Protocol Independent Multicast- Sparse Mode (PIM-SM) [14]
and Internet Group Membership Protocol (IGMP) [15]. PIM-SM is
arouting protocol for multicast groups; it allows routers to notify
each other of available multicast channelsand provides multicast
routing functionality, including the setup of new multicast
distribution path froma source to one or more receivers.
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IMGP is a subscription protocol which allows clients to
subscribe to multicast groups by means of sendingmembership
reports. Access node routers use these IGMP report messages to
determine which users areinterested in a certain multicast group
(TV channel) and thus to determine if packets from a
specificmulticast group should be forwarded, and to which router
ports.

In figure 2.3 an example of a IPTV distribution network for
broadcast TV is given. The TV channelsare multicast from the
streaming server to the Set Top Boxes (STB), the user equipment
which decodesthe video stream and displays it on a TV. During
transport the stream traverses three networks: the corenetwork,
which is maintained by the IPTV service provider; the access
network, which connects the userwith the service provider and the
home network, the network found in the users premises. The
accessnetwork and home network are interconnected by a home gateway
(HG). The HG is the componentwhich allows devices in the home
network, such as a PC or STB, to have connectivity with the
outsideworld. The access network and core network are connected by
a Multi Service Access Node (MSAN).The MSAN is a device which
integrates different services like television, telephony and
internet on oneplatform and possibly offers connections to
different types of access networks. For DSL networks thisdevices is
commonly referred to as a Digital Subscriber Line Access
Multiplexer (DSLAM).

Figure 2.3: A IPTV distribution network for broadcast TV, with
two IPTV streams transmitted to different users

Figure 2.3 also shows the distribution of two IPTV streams; one
stream is forwarded to subscribers A andB, the other channel is
forwarded to subscriber C. When a IPTV user requests a certain TV
channel, theSTB will issue a request for the respective multicast
group by means of a IMGP membership report. This
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will be received by the home gateway. When the home gateway is
already receiving the IPTV packets(for instance when there is a
second user in the premises viewing the same channel), the packets
are nowalso forwarded to this user; otherwise it will forward the
request to the MSAN. The MSAN will uponreception of the request
forward the data from the multicast group to the IPTV client who
requested thechannel. The IPTV stream will be received by the STB
and processed for displaying.

Peer to peer distribution

A relatively new and upcoming technology for the distribution of
IPTV services is by using Peer to Peer(P2P) overlay networks to
distribute the IPTV content from the Content Provider to all IPTV
clients. Ina Peer to Peer IPTV distribution network the content is
partially or entirely distributed among peers. Aclient receiving a
IPTV stream will not only be consuming the data, but will also be
offering (serving) thedata to other peers that are interested in
the data. From an operator point of view, P2P IPTV is a
relativelycheap distribution technique, as the bandwidth required
for the distribution of the IPTV content is offeredby the
participating IPTV nodes and the distribution network is highly
scalable.

For peer to peer file distribution mechanisms like Bittorrent
[16] peers send and receive data in arbitraryorder; it is not
important to the user in what order the data is received, as the
user will mainly use the filewhen transfer of the data has
finished. For streaming IPTV applications this is however not the
case; userswould like to start watching a stream as soon as
possible and without interruption. This does imply thatthe order in
which the data is transmitted and received between peers is
important: a user is only interestedin receiving that data that
immediately follows the data which is currently being decoded and
displayed.For this type of application thus a distribution tree is
needed in which nodes in the tree receive data fromhigher nodes in
the tree. This can also mean that a large playback lag may exist
between the transmittingnode and nodes at the edges of the
distribution tree. Furthermore is the dynamic availability of
resourcesvery dynamic as IPTV users are constantly joining and
leaving the service. To avoid buffer-underrunsdue to this dynamic
behavior a relatively large prebuffer is required. Hei et al.
present a measurementstudy of a large scale P2P IPTV system [17],
namely PPLive. PPLive [18] is currently widely used foramongst
others the distribution of public Chinese TV channels. The study
measurement results showstartup delays of 20-30s for popular
channels, while impopular channels had startup delays of up to
2minutes. The measurements also show that playback lag among peers
could be as high as 120 seconds.Besides PPLive, other commonly used
peer to peer IPTV applications are TvAnts [19] and SopCast
[20].More technical information about P2P IPTV systems can be found
in [21] and [22].

Hybrid distribution

Besides the above mentioned distribution methods, hybrid
variants are also common nowadays. Hybridsolutions combine
distribution methods to optimize content delivery. Two aspects that
are often optimizedare the startup delay and network distribution
costs.
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For multicast based IPTV services the startup delay caused by
the required IGMP subscription can bereduced by starting to receive
the IPTV stream via a unicast connection with a Streaming Server.
Via thisconnection the IPTV client receives the IPTV data as fast
as possible. This allows the client to decodeand display the TV
channel faster than what is possible with multicast distribution.
While the content isbeing displayed the IPTV client joins the
multicast group and once the data from the multicast group
isreceived, the client switches from unicast stream to the
multicast stream.

The same principle can also be used to reduce the startup delays
for peer to peer based IPTV distribution.The Streaming Server then
has two purposes: first it allows for small startup delays,
secondly it functionsas a backup data resource, such that, when
there are not enough peers to sustain the stream delivery,a IPTV
client can connect to the Streaming Server to receive the missing
parts of the stream and keepdisplaying the IPTV content without
interruption.

Streaming versus burst delivery

A typical transport method for multimedia is real time
distribution, commonly known as live streaming:the data is
transferred or streamed in real-time over the network, thereby
minimizing delay. So the datatransfer rate resembles the data
consume rate.

An approach to reduce the startup delay is to transmit the IPTV
data at a rate faster then the consumptionor playback rate. By
doing so the IPTV client can immediately have a lot of data
available at the IPTVclient, and therefore requires a shorter
period before decoding of the video and audio data can
begin.Disadvantages of this technique is that additional buffering
delay (and thus playback lag) is introducedin the distribution
network. Furthermore, not all access networks have enough bandwidth
available tohandle burst traffic.

2.3 Realtime Transport Protocol

The Realtime Transport Protocol (RTP) [1] is a transport
protocol designed for the transfer of real-timedata over the
Internet. The RTP protocol was designed to support data with
real-time characteristics, tobe used for low-latency applications,
like telephony, video conferencing, or IPTV. RTP typically runson
top of UDP [11], but other transport protocols like TCP are also
supported. RTP itself does notguarantee timely delivery, nor does
it provide any reliability, but it provides specific features for
streamingmultimedia data.

The protocol consists of two parts:

The transport of realtime dataThis can for instance be an audio
or video stream or a combination of multiple streams. For
trans-port a transport layer protocol such as UDP or TCP is used.
While support for UDP is mandatory,TCP support is not required.

16

2.3. REALTIME TRANSPORT PROTOCOL

Monitoring and signaling of an ongoing transport sessionThe
monitoring and signaling is provided by the Real-time Control
Protocol (RTCP).

What distinguishes RTP from other protocols is that RTP is
specifically designed to carry multimediadata: RTP can be used to
stream data for low latency applications like VoIP or IPTV. It
supports thetransmission of multiple streams, allowing for the
flexible delivery of separate or combined audio andvideo streams
and its synchronization features allow for flexible streaming
scenarios. RTP streams thatare for instance transmitted by
different sources can be synchronized by a RTP receiver. In figure
2.4 theheader of an RTP packet is presented.

0 1 2 30 1 2 3 4 5 6 7 8 9 0 1 2 3 4 5 6 7 8 9 0 1 2 3 4 5 6 7 8
9 0
1+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+|V=2|P|X|
CC |M| PT | sequence number
|+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+|
timestamp
|+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+|
synchronization source (SSRC) identifier
|+=+=+=+=+=+=+=+=+=+=+=+=+=+=+=+=+=+=+=+=+=+=+=+=+=+=+=+=+=+=+=+=+|
contributing source (CSRC) identifiers || ....
|+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+

Figure 2.4: RTP packet header

The header has certain fields that make RTP suitable to support
(low-latency) multimedia applications:

Timestamp The timestamp field can be used to synchronize
multiple RTP streams, determine thescheduled play out time of the
payload, and to determine the jitter between sender and
receiver.

Sequence numbering The sequence number can be used to detect
loss and to reorder packets thatare received out of order.

Payload Type This field is used to indicate the payload type of
an RTP packet. Currently there areseveral predefined payload types
(see [23], section 6 and [24]) and there are also ranges of
dynamicpayload types, to be used for data formats that are not yet
covered by the predefined payload typeslist.

Synchronization source (SSRC) The source of a stream of RTP
packets. The SSRC field containsa random generated 32-bit (unique)
identifier such that all members of a RTP session can determinethe
source of a RTP stream without depending upon the network address.
This is convenient as RTPpackets may be combined / mixed during
transport. All packets from the same Synchronizationsource use the
same timing and sequence number space, so a RTP receiver groups
packets by theSSRC for playback.

Contribution Source (CSRC) When RTP streams from different
sources are combined by mixersthe receiver can use the CSRC field
to determine the source of a packet (as all packets will containthe
SSRC from the mixer; the CSRC then tells the source of the packet
before it was mixed).
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2.3.1 The Real-time control protocol

The Real-time control protocol (RTCP) provides functionality for
monitoring RTP sessions, includingmechanisms for the identification
of the participants in a RTP session and minimal control of the
RTPsession. For this purpose RTCP provides Sender and Receiver
Reports:

A Sender Report is used by active senders to report about
transmission and reception statistics. A Receiver Report is used to
report reception statistics by a participant that is not actively
sending

data.

RTCP reports are periodically sent using RTCP packets to all
session participants. The total bandwidthusage for RTCP data for
all participants is restricted to 5% of the corresponding RTP
session bandwidthand a recommended minimum report interval is set
to 5 seconds. The 5% upper limit is provided to keepthe control
data proportional to the data transport; the recommended 5 seconds
lower limit is set to avoidRTCP packet floods when a RTP session
behaves unexpectedly. By means of the transmission of RTCPreports
each participant keeps track of the number of members in a session
and can thereby compute itsshare of RTCP bandwidth and thus the
RTCP report interval. By adaption of the transmission rate tothe
number of participants RTCP provides a scalable solution for
reporting transmission and receptionstatistics. These RTCP
constraints however have implications on the transmission interval
for sendingRTCP reports: the more members are joining a RTP session
the higher the transmission interval betweenRTCP reports gets. This
growth is linear with the group size (such that a constant amount
of controltraffic is transmitted when summed across all members).
For large and very large broadcast groups, thefeedback mechanism
will therefore become invaluable because the feedback transmission
interval will betoo high to detect problems and provide a
solution.

By the transmission of RTCP reports, problems in RTP streaming
sessions can be identified, reported andpossibly resolved. For
instance, a sender could reduce the transmission rate when a
receiver indicateslarge amounts of packet loss. Another possibility
is fault localization in a IPTV distribution network,by comparing
the reported loss characteristics from IPTV clients with the
characteristics measured in anaccess node. This principle is
further elaborated in the paper by De Vleeschauwer et al. [25].

In figure 2.5 the a RTCP packet containing a receiver report is
presented. This receiver report informsthe sender (identified by
SSRC_1) about the packets the receiver (identified by SSRC) has
received, thefraction of packets that were lost and the inter
arrival jitter. Furthermore does the receiver provide thedelay
since the last sender report, which is used by the sender to
determine the round trip time delaybetween the sender and this
receiver.

2.4 Notification and configuration of a streaming session

Before IPTV stream delivery can start it is necessary to inform
the receiver about the available streams,setup the delivery of the
stream and optionally negotiate streaming session parameters. The
exchange
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0 1 2 30 1 2 3 4 5 6 7 8 9 0 1 2 3 4 5 6 7 8 9 0 1 2 3 4 5 6 7 8
9 0
1+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+

header |V=2|P| RC | PT=RR=201 | length
|+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+|
SSRC of packet sender
|+=+=+=+=+=+=+=+=+=+=+=+=+=+=+=+=+=+=+=+=+=+=+=+=+=+=+=+=+=+=+=+=+

report | SSRC_1 (SSRC of first source) |block
+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+1
| fraction lost | cumulative number of packets lost |


+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+|
extended highest sequence number received
|+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+|
interarrival jitter
|+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+|
last SR (LSR)
|+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+|
delay since last SR (DLSR)
|+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+

Figure 2.5: RTCP packet header with receiver report

of these parameters will typically occur during the setup of a
streaming session, or for broadcastingscenarios (e.g. the 24/7
available television channels) will be provided in advance. A
common protocolfor describing multimedia sessions is the Session
Description Protocol (SDP) [26]. A SDP descriptiontypically
contains media properties (the audio and video codecs used and
their settings), transmissionproperties (the transport protocol
used; the network address and ports used) and maybe a description
ofthe content (author, title etc.). To send and receive an SDP
description and optionally negotiate transportparameters different
protocols are used:

The Hypertext Transfer Protocol The Session Announcement
Protocol The Real-Time Streaming Protocol The Session Initiation
Protocol

The Hypertext Transfer Protocol (HTTP) [27] is commonly used for
the transfer of data over the worldwide web (browsing, downloading,
etc.), but it can also be used to periodically retrieve information
aboutstreaming sessions. A HTTP client connects to a HTTP server to
retrieve information that the serveroffers, in this case session
information (e.g. a SDP file).

The Session Announcement Protocol (SAP) [28] provides the
announcement of multicast sessions viamulticast. Entities
interested in receiving information about the available sessions
listen to a well knownmulticast address to receive information
about new or updated sessions which is provided by a SAPannouncer.
This SAP announcer periodically transmits an announcement packet,
containing a (SDP)description of the announced session.
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The Real-Time Streaming Protocol (RTSP) [29] is used for
establishing and controlling streams of con-tinuous media such as
audio and video. The RTSP protocol can be described as a network
remote controlfor Streaming Servers, allowing a user to pause and
resume a stream or search in the content. The RTSPmessage syntax is
similar to the Hypertext Transfer Protocol (HTTP) syntax and can be
used to requestSDP descriptions.

The Session Initiation Protocol (SIP) [30] is a signaling
protocol for creating, modifying, and terminatingsessions with one
or more participants and is more general than RTSP. The SIP
protocol is for instancealso used for instant messaging, while RTSP
is commonly used for streaming applications.

2.5 RTP protocol extensions

The RTP protocol was designed with future extendability in mind:
the payload type field allows forproviding new audio and video
formats; the same holds for the payload type field for RTCP
packets.The protocol furthermore specifies how the RTP header can
be extended and how new audio and videoprofiles can be added to
RTP.

Over the last years numerous protocol extensions have been
proposed and standardized. Some addressnew functionality for RTP
(new audio and video payload types like H.264 or forward error
correction[31], or a RTP profile for secure RTP transport [32] )
while others address some the shortcomings of theRTP protocols,
such as the RTCP transmission constraints for RTP sessions with
many participants or amechanism to provide RTCP reports in a
(single source) multicast setup [33], which is a typical setup
forbroadcast services like IPTV broadcast television.

In the following subsections three new protocol extensions are
discussed that extend RTP and RTCPfunctionality regarding the
improvement of the RTCP transmission interval and the
retransmission ofRTP packets.

2.5.1 Aggregation of RTCP reports

As discussed in section 2.3.1, the RTCP report interval depends
on the number of participants in the RTPsession; when the number of
participants increases the bandwidth per participant decreases,
which meansthat the interval between subsequent RTCP reports from a
specific participant gets bigger. Komosny andNovotny have shown
that the RTCP mechanism can become invaluable when the group size
gets verylarge [34], [35]. They show that the RTCP report
transmission interval is 1963 seconds in a RTP sessionwith 100000
users and a session bandwidth of 1 Mbit/s. A reporting interval of
more than halve anhour can be considered too large to provide
valuable receiver feedback regarding reception problems
(i.e.information will already be outdated). They argue that the
transmission interval for RTCP messages inlarge multicast groups
can be decreased if the amount of transmitted messages is
decreased. This canbe achieved with the aggregation of RTCP
receiver reports from different users. By combining receiver
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reports from multiple users, less bandwidth will be needed to
distribute the reports to all RTP participantsand thus reduce the
RTCP report transmission interval.

They propose a hierarchical architecture for the distribution of
RTCP receiver reports. In a tree basedstructure, the RTP receiver
nodes report to summarization nodes, which aggregate the receiver
reportsand add their own report if they also participate in the RTP
session. With this tree-based aggregationall receiver reports are
forwarded toward the RTP sender or alternatively a reporting node.
As an exam-ple the authors mathematically show that the RTCP
transmission interval reduces from 1963 seconds to14 seconds, which
is 140 times better. Because of the number of supported nodes and
the low RTCPtransmission interval, this solution is suitable for
providing session feedback in large (IPTV) multicastnetworks.

Another proposal for RTCP report aggregation does not address
the report interval of the reports, but anRTP application scenario
in which providing RTCP reports via multicast is not possible or
not desirable.Examples are single-source multicast setups, which do
not provide the possibility for receivers to send tothe multicast
group, or network restrictions imposed by a service provider, as
multicast data originatingfrom subscribers lead to a high or
unbearable load on the IP multicast service in the network.
Anotherreason for restricting subscribers from transmitting
multicast data is that it might lead to privacy concerns,as
personal data in a RTCP report from for instance an IPTV user may
be readable by other IPTV users.

In the proposed standard, "RTCP Extensions for Single-Source
Multicast Sessions with Unicast Feed-back" [33], RTCP reports are
transmitted using unicast transmission to a feedback target, which
can beused to aggregate reports from different clients. The reports
are then redistributed by a distribution sourceto all participants
of a RTP session.

2.5.2 Extended RTP profile for RTCP based feedback

For some applications the delay of the transmission of RTCP
reports may be undesirable, for instancewhen the information
contained in the RTCP reports is only valuable for a limited amount
of time. Anexample is the usage of RTCP reports to notify packet
loss, which could be used for a retransmissionmechanism. In 2006 an
extension to the RTP standard was proposed which allows the RTCP
protocol tobe used for time-constrained feedback by reducing the
RTCP report transmission interval [36].

The standard, RFC 4585, specifies a new mechanism to determine
when RTCP reports should be trans-mitted. The lower bound of 5
seconds between successive reports is removed; the interval is only
derivedfrom the average RTCP packet size and the RTCP bandwidth
share available to the participant. Optionally,a minimum interval
between regular RTCP packets may be enforced. Furthermore does the
mechanismallow a participant to send a RTCP message earlier then
the next scheduled transmission time. This typeis called early RTCP
mode. When a report is sent in early RTCP mode, the time slot for
the next regularRTCP packet is updated accordingly, to ensure that
the short-term average RTCP bandwidth used withearly feedback does
not exceed the bandwidth used without early feedback.

The protocol extension specifies three RTCP transmission
modes:
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Immediate Feedback modeIn Immediate Feedback mode, the group
size is below a specific feedback threshold, which giveseach RTP
receiver enough bandwidth to transmit the RTCP feedback packets for
the intended pur-pose.

Early RTCP modeIn Early RTCP mode, the group size (and other
session parameters) do not longer allow for eachreceiver to react
to each event which would require reporting. In other words, a
receiver will notbe able to report all feedback messages because of
the protocol constraints, to prevent a high loadof RTCP data
negatively influencing the streaming session. But RTCP feedback can
still be givensufficiently often to allow the session sender to
adapt the session media bandwidth accordingly toimprove the overall
media playback quality.

Regular RTCP modeIn Regular RTCP mode, it is no longer useful to
provide feedback from individual events fromreceivers because of
the time scale in which the feedback can be provided, and/or in
large groupssenders are not able to react upon all individual
requests from receivers (i.e. process all feedback).

The specific feedback threshold depends on a number of technical
parameters (type of codec, type oftransport, type of feedback) but
also on application scenarios. An additional feedback suppression
mech-anism makes sure that in multi party sessions feedback
implosion does not occur. For time constrainedfeedback the protocol
extension provides two feedback modes: acknowledgement (ACK), which
can beused for unicast RTP sessions and negative acknowledgement
(NACK), for unicast and multicast sessions.

Besides a new protocol for RTCP transmission, the standard
provides packet formats for low-latencyRTCP feedback (FB) messages,
divided in three categories:

Transport layer FB messages Payload-specific FB messages
Application layer FB messages

Transport layer FB messages can be used for general purpose
feedback at the transport level. A predefinedmessage type is the
generic negative acknowledgment (NACK) message. Payload specific FB
messagescan be used for payload dependent feedback. This can for
instance be used to notify about specific videoframes that are
missing. Application layer FB messages can be used to transparently
transmit feedbackfrom the receivers application to the senders
application.

This protocol extension provides building blocks for creating
applications that use RTP and are in the needfor low-latency
feedback. It does however not specify a complete protocol of how
(often) the feedbackshould be offered or how much bandwidth should
be used for the feedback messages; it is still up to theapplication
developer to judge and to decide what is acceptable or
recommended.
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2.5.3 RTP Retransmission Payload Format

In IETF standard RFC 4588 [37] a RTP retransmission payload
format is specified that can be used incombination with the
feedback mechanism discussed in the previous paragraph to create a
packet lossrecovery technique for RTP streaming sessions. The RFC
specifies a retransmission payload format andtwo transmission
schemes to provide the retransmissions:

Session-multiplexingSession-multiplexing is based on sending
retransmissions using a different RTP session, i.e. anadditional
RTP session with a different destination address and/or port is
created to be used forretransmissions. By having different sessions
for regular transport and retransmissions there isa lot of
flexibility: a RTP receiver can choose to join the retransmission
session and differenttransport techniques can be combined, for
instance a multicast RTP stream with unicast streamsfor packet
retransmissions. This furthermore allows session-multiplexing for
differential treatmentin the network (i.e. lower the priority of
the retransmission stream) and may simplify processingby network
components (i.e. packet caches). A potential drawback of this
technique is that morenetwork addresses need to be used, which can
be problematic when the address range is limited,especially in the
case of multicast.

SSRC-multiplexingSSRC-multiplexing is based on using only one
RTP session for the normal packets and the retrans-mission packets.
The main advantage of this method is the usage of only one port for
transmit-ting the RTP packets which allows network components that
are involved in distributing the RTPstreams to minimize port
usage.

Both methods can be used for unicast streaming sessions. For
multicast streaming Session-multiplexingmust be used, because the
association of the original stream and the retransmission stream is
problematicif SSRC-multiplexing is used with multicast sessions.
The motivation for this is described in section 5.3of the
standard.

2.6 Video compression technologies

In this section an introduction into video compression
principles and technologies are given. This sectionis provided to
get an understanding of how packet loss effects the video quality
of an IPTV stream. It isout of the scope of this thesis to discuss
specific video format detail, but the basic concepts are
explainedand some common IPTV video formats are discussed. Video
encoders reduce (compress) the size of avideo signal to allow video
footage to be stored or distributed using resources with a limited
storage orthroughput capacity, like a DVD or a broadband internet
connection. A video compression format is oftenaddressed as a
codec, which is an acronym for compression/decompression. To
compress video content,video encoders make use of three
principles:
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Fidelity Fidelity defines the accuracy in which the compressed
image reproduces the original image.A video encoder might for
instance reduce colour space: similar colours are replaced by a
colour thatapproximates the original colours. The higher the number
of colours that will be replaced by one colour,the lower the
fidelity, but the higher the compression ratio. An extreme example
would be replacing colorswith black and white. Another option is
reducing the resolution of an image; by reducing the resolutionsome
details are lost, but the resulting storage size can be much
smaller. Figure 2.6 shows examples offidelity based compression by
a reduction of the image resolution and reduction of the colour
space.

(a) Original (b) reduced resolution

(c) reduced color space

Figure 2.6: Fidelity compression: (a) original, (b) reduced
resolution and (c) reduced color-space

Spatiality Spatiality defines the relation between parts of a
image. When an image is divided in smallerblocks, it is likely that
neighboring contain the same color, because they belong to the same
object pre-sented in the image. If for example an image shows a red
balloon and the image is divided in 1000 blocks,it is likely that
multiple blocks contain the same information (they for instance
have the same color). Thevideo encoder tries to remove this
redundant information to save storage space.

Temporality Temporality describes the relation between
subsequent video images in a video sequence.A video image from a
video sequence is commonly referred to as a video frame. Subsequent
video
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frames tend to (partially) contain the same information:
subsequent frames may show the same object orparts of the objects,
because the location of the object has changed. Because neighboring
frames oftenhave large similarities, a higher degree of compression
can be reached by only storing the differencesbetween subsequent
frames. The similarities are not encoded and thus the resulting
size of a frame thatonly contains the differences with the previous
frame is much smaller than the original frame. Figure2.7 shows two
subsequent frames of a video file. The two frames have a lot of
redundancy; only smalldifferences between these frames are visible:
the mouth and the left hand of the news reader are the only(easily)
noticeable differences between the frames. The other parts of the
frames are identical and thusdo not need to be stored in both
encoded frames.

Figure 2.7: Example of the temporal relation between two
subsequent frames

Video encoders typically use different types of compression for
different frames: reference frames andpredictive frames. Reference
frames are standalone images that have no temporal relation with
otherframes. Predictive frames have a temporal relation with other
frames. To improve the level of com-pression, video streams often
have one reference frame per one or two seconds of footage. The
framesbelonging to a reference frame is commonly referred to as a
Group of Pictures (GOP). The interval be-tween two reference frames
is called the GOP length.

2.7 Video compression standards

Standardisation is an important aspect for the deployment of
video formats: it ensures that several manu-facturers can create
interoperable solutions allowing a video standard to be used on a
large scale, it allowsfor a reduction of costs and allows for an
increase of performance, as experts can contribute to the
devel-opment of the standard. An example of successful application
of video standards is the MPEG-2 standardfor DVD video.

There are two organizations focusing on the development of open
video and audio coding standards:

The Moving Pictures Expert Group (MPEG). MPEG is a working group
of ISO/IEC 1 in charge of1The International Organization for
Standardization (ISO) is the worlds largest developer and developer
of International Stan-

dards. The International Electrotechnical Commission (IEC) is
the worlds leading organization that prepares and publishes
Inter-national Standards for all electrical, electronic and related
technologies.
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the development of audio and video coding standards. It was
established in 1988 and since then hasdeveloped standards for
products such as video CD and MP3 (MPEG-1 standard), Digital
Videoset-top boxes and DVD (MPEG-2), and the standard for
multimedia for the fixed and mobile web(MPEG-4) [38].

The Video Coding Expert Group (VCEG). VCEG is a working group of
the International Telecom-munication Union Standardization Sector
(ITU-T) focusing on the development of new video cod-ing standards
for conversational (e.g. video conferencing, video telephony) and
non-conversational(e.g. streaming, broadcast and file download)
audial/visual services [39].

In figure 2.8 the evolution of the MPEG and ITU-T video coding
standards is given. It also shows twomajor video standards that
were a combined effort of both groups. It is out of the scope of
this thesis todiscuss all of the video standards, so only the three
key formats will be discussed: MPEG-2, MPEG-4and H.264.

Figure 2.8: Evolution of video coding standards [40]

2.7.1 MPEG-2

Figure 2.9: MPEG2 compression scheme

MPEG-2 is a video standard developed in the begin-ning of the
nineties by the the Moving Pictures Ex-pert Group. The MPEG-2 video
standard is widelyused, as it is the video format used for DVD
andalso a common format for IPTV channels, digital ca-ble TV and
satellite TV. MPEG-2 compression usestwo types of predictive
frames: P-frames or predic-tive frames are frames that only store
the changeswith the preceding reference frame. Bi-directionalframes
or B-frames rely on both previous and sub-sequent frames. Therefore
a higher compression ra-tio can be achieved. In figure 2.9 an
example com-pression scheme of MPEG-2 is presented, showing
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the bi-directional relation of B-frames with P- andI-frames and
P-frames with the preceding I-frame.

2.7.2 MPEG-4

MPEG-4 is a group of audio and video coding standards for
storage and delivery of digital multimedia[41]. Initially the goal
of MPEG-4 was to to create a standard for low bit-rate applications
as a standardfor high bitrate application already existed (i.e.
MPEG-2) but this was changed into a standard coveringhigh
compression ratios for both low and high bitrates. The standard
consists of several sub-standards,covering a group of audio and
video coding standards, a framework for rich interactive
multimedia, anda standard specifying the storage of MPEG-4
content.

MPEG-4 is the successor to the MPEG-2 standard, extending the
application to distribution over (lossy)IP networks, rich media and
providing features for interaction. MPEG-4 specifies two different
videoencoding standards that are currently both being used on a
large scale: MPEG-4 Part 2 and MPEG-4 Part10. When talking about
the MPEG-4 format people tend to mean the format described as
MPEG-4 Part2.

MPEG-4 Part 2 or MPEG-4 Advanced Simple Profile (ASP) is a high
performance video codec withscalability and error resiliency
features. MPEG-4 ASP provides higher compression ratios than
MPEG-2for the same resulting video quality, which resulted in the
standard being used for Video On Demandservices, online multimedia
services, and content delivery to portable handsets. Popular
implementationsof MPEG-4 Part 2 are DivX [42], the open source Xvid
[43] and the Apple QuickTime MPEG codec[44]. Nowadays consumer DVD
video players often also support MPEG-4 ASP content which
allowsconsumers to watch a movie that fits on a CD with a similar
video quality provided by the same movie inMPEG-2 format on a DVD,
which is a large improvement of the compression ratio.

2.7.3 H.264

H.264 is the most advanced video coding standard currently
available. The video coding standard is ajoint standard created by
ITU-T and the MPEG group. The standard is known under different
names:Advanced Video Coding, MPEG-4 Part 10 or MPEG-4 AVC as
specified by ISO/MPEG and H.264 asspecified by the ITU-T. Typically
the term H.264 is used to describe this video format.

H.264 is a high performance video codec for demanding
applications. It can be used for a large rangeof applications,
including mobile media players (e.g. videos for the Apple iPod),
High Definition videocontent on the next generation multimedia disc
(Blu-Ray, HD-DVD) and the distribution of IPTV content.H.264 is
likely to replace MPEG-2 as the video standard for IPTV stream
delivery, as H.264 provideshigher compression ratios at lower
storage costs, wich leads to a reduction of the network
bandwidthneeded for an IPTV stream. This however comes at a price:
the processing power requirements fordecoding (High Definition)
H.264 content are much higher then for MPEG-2.
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2.7.4 Layered Video Coding

To provide a TV channel stream for different application
scenarios (i.e. in High Definition, in StandardDefinition and a
stream suited for processing and displaying on a small mobile
device), the same contentneeds to be encoded multiple times, for
each application scenario once. This is not an ideal situation asit
can contribute to a waste of network and encoding resources when
the number of application scenariosincreases. A recent development
to solve this problem is to use a layered video encoding
scheme.

Layered video coding is the technique of encoding a video signal
in a low quality or low resolutionbase layer and optional
enhancement layers different layers. The enhancement layers provide
qualityimprovements to the base layer, for example by increasing
the resolution or doubling the frame rate, butare not required to
be able to decode the base layer video stream. This principle can
be used to provideseparate streams for the base and enhancement
layers, which can be separately transmitted to a IPTVclient, based
on the available bandwidth and the capabilities of the IPTV client
device. When congestionoccurs, the transmission of one or more
enhancement layers for instance can be be dropped. This willlead to
a reduction of the bandwidth usage and the visual quality but
allows the uninterrupted decodingand display of the TV channel,
while without the use of a scalable codec playback could be
interrupted.

Recent developments regarding layered video coding include the
development of a layered video encod-ing profile for the H.264
standard, which is called Scalable Video Coding or H.264/SVC.
Figure 2.10shows an example of Scalable Video Coding. In the
example the base layer is extended with one en-hancement layer,
leading to an improvement of the resolution and the frame rate.
This concept could forinstance be used to provide IPTV channels in
Standard Definition format and then offer an enhancementlayer which
can be used to upscale the TV channel to High Definition format for
users that have sufficientbandwidth available.

Figure 2.10: Scalable video coding example [45]
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2.8 Causes and effects of packet loss

In the previous sections the distribution of IPTV content and
the compression of video signals havebeen discussed. This section
focuses on the causes of packet loss and the resulting effects for
IPTVapplications. Furthermore an impression is given on how packet
loss effects the video output that isdisplayed to the user. The
following section then discuss the techniques that can be used to
remove orminimize the effects of packet loss.

Packet loss can have different causes:

Signal degradation over the network medium; Congested network
links; Faulty equipment; Faulty routing.

From these four causes, the first two items are the most likely
causes for packet loss effecting IPTVapplications. The first cause
is applicable to DSL and Coaxial cable broadband access networks. A
badquality line leads to degradation of the electrical signal. This
can either lead to a signal that cannot beread anymore or erroneous
interpretation of the signal. This will cause a packet to get lost
either becausethere is no packet at all, or a packet is dropped
because of an incorrect packet checksum. For opticalbased access
network signal degradation is very unlikely and due to protection
mechanisms in the linklayer data corruption is less likely to
occur.

Network congestion is caused when the data throughput approaches
the maximum throughput of a net-work link like an access link or if
the throughput approaches the processing rate of a network device
likea router. When this device cannot process incoming requests
anymore and the packet cannot be bufferedit will be dropped.
Solutions for congestion include: increasing the network or
processing capacity; adap-tion of the transfer speed or using a QoS
scheduling mechanism to prioritize packets containing
importantdata.

2.8.1 The effects of packet loss for IPTV video

When packets of an IPTV stream are lost the decoder in the IPTV
set top may not be able to decode thevideo stream correctly, which
leads to visual errors in the displayed video signal. Figure 2.11
shows twoexamples of the effects of packet loss for streaming
video. The image on the left shows how missingdata leads to the
incorrect placement of parts of the decoded image, as can be seen
by parts of the tie andthe suit which are relocated to the right.
The image on the right shows how missing data leads to
strongimpairments of the decoded video frame: the head and body of
the displayed person are corrupted.

When the payload of a missing packet contains data belonging to
a reference frame, corruption of allsubsequent predictive frames
will occur. They cannot be decoded correctly, or in worst case
cannot bedecoded at all. The visual impairments will not stop until
the next reference frame is received successfully.
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Figure 2.11: Examples of visual impairments due to packet
loss

This error propagation may continue for multiple seconds,
depending on the specified reference frameinterval. This issue can
therefore have a big influence on the video quality and the Quality
of Experienceas perceived by the IPTV user. In figure 2.12 the
effects of an impaired reference frame and the
subsequentpropagation of errors is shown. In this example the
impairment of one reference frame leads to corruptionof in total 19
frames.

2.9 Error resiliency and error correction techniques

As what can be seen from the previous examples, it is important
to either prevent packet loss or, whenpacket loss does happen,
restore the missing packets or reduce the noticeable effects of
packet loss. Inother words, one wants to have a error resiliency
mechanism that reduces errors due to packet loss orprovide a
mechanism to recover from packet loss.

There are numerous ways to provide error resiliency against
packet loss. The techniques can be divided intwo categories: the
techniques that provide recovery for packet loss and the techniques
that try to reduce(conceal) the impact or effect of packet loss.
Two common error recovery techniques are forward errorcorrection
and packet retransmission, well known techniques to reduce the loss
rates or effects of packetloss are packet interleaving, error
concealment, prioritization of the application payload and
bandwidthadaptation. Error recovery and error concealment
techniques can also be combined to further minimizethe effects of
packet loss.

2.9.1 Forward error correction

Forward error correction (FEC) is the technique of adding
redundancy to the data that needs to be trans-mitted. This
redundant data allows receivers to reconstruct the data that is
missing. The amount of datathat can be reconstructed depends on the
amount of redundant data and the amount of loss. A
FEC-basedrecovery mechanism does not require any feedback from the
sender to the receiver and is therefore suit-able in networks that
only allow uni-directional traffic (e.g. satellite) or environments
where the latency
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(a) Frame 1 (b) Frame 2 (c) Frame 3

(d) Frame 4 (e) Frame 6 (f) Frame 8

(g) Frame 12 (h) Frame 16 (i) Frame 20

Figure 2.12: Error propagation in subsequent video frames. The
video corruption starts in frame 2 and lasts untilframe 20.

from receiver to sender is relatively high (e.g. cellular
networks).

Forward Error Correction can be applied on different levels of
the OSI reference model2, from the physicallayer up to the
application layer. For IPTV streaming applications, FEC on can be
offered as networklayer, transport layer or application layer FEC.
A widely used FEC scheme is Raptor FEC encoding [46].

The bandwidth overhead needed for the inserted FEC data can be
calculated in advance, which meansthat network operators can take
this overhead into account when making bandwidth reservations for
IPTVstream delivery. Because additional data is inserted that might
be used for the recovery of packets, a FECscheme introduces some
additional delay, but the amount of delay is less then the delay
introduced by a

2The Open System Interconnection reference model is a framework
for designing network protocols. It was defined by theInter
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