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 1. Introduction
 This course is intended for students who have a background in multivariable cal-culus and some experience in proof-based mathematics. Throughout the course, wewill assume a basic framework of Euclidean geometry, e.g. that there are notions ofdistance, angle, etc. . . that satisfy the usual properties. In the first few sections, wewill spend some time building up a coordinate-dependent geometry on top of this.
 Image credits: The current version of these notes is for personal use, so I haven’tgiven appropriate credit for some of the images. I made most of them using Ipe, andhand-drew a couple more, but the rest of the images were taken from the Internet.I’ll add image citations in a later version, but for the moment if you see an imagethat you would like removed or cited, please just let me know.
 2. Distance in Rn
 We work in n-dimensional Euclidean space, Rn. Points in Rn are representedin coordinates as x = (x1, . . . , xn), where x1, . . . , xn are real numbers, and addingsubscripts to a point in Rn will always represent its coordinates. Although we willonly really care about n = 2, 3, it makes sense to develop the theory in general.
 One of the major themes of this course will be the notion of ‘distance’. In R2, aformula for the distance between two points comes from the Pythagorean theorem.
 Theorem 2.1 (Pythagoras). If a right triangle has side lengths a, b, c, where c is thehypotenuse, then a2 + b2 = c2.
 Accordingly, the distance d(p, q) between points p, q ∈ R2 should be
 d(p, q) =√
 (p1 − q1)2 + (p2 − q2)2,applying the Pythagorean theorem to the right triangle with vertices p, q and (q1, p2).There are a huge number of proofs of the Pythagorean theorem; here is a beautifulgeometric proof that is usually attributed to Chinese antiquity.
 Proof. Draw a square with side lengths a+ b, and four enclosed triangles as below.
 a
 a
 a
 a
 b
 b
 b
 b
 a2
 b2
 c2
 a
 a
 b
 b
 The area of the blue region is c2. Rotating two of the triangles changes the blue regioninto a union of two rectangles, with areas a2 and b2. Thus c2 = a2 + b2. �
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 The distance between two points in Rn can be calculated inductively by the samemeans. We claim that if p, q ∈ Rn, then
 d(p, q) =√
 (p1 − q1)2 + · · ·+ (pn − qn)2.
 Assuming that the analogous formula holds in Rn−1, suppose that p, q ∈ Rn. Theplane defined by fixing the last coordinate in Rn to be pn is a copy of Rn−1, so
 d(p, (q1, . . . , qn−1, pn)
 )=√
 (p1 − q1)2 + · · ·+ (pn−1 − qn−1)2,There is a right triangle with vertices p, q and (q1, . . . , qn−1, pn), as pictured below,and the Pythagorean theorem gives the formula for d(p, q) described above.
 |pn − qn|
 √(p1 − q1)2 + . . .+ (pn−1 − qn−1)2, by induction
 √(p1 − q1)2 + . . .+ (pn − qn)2, by Pythagorus
 q
 p
 (q1, . . . .qn−1, pn)
 The distance formula is best understood with the assistance of a tool from multi-variable calculus. Recall that if v, w ∈ Rn, their dot product is the real number
 v · w = v1w2 + · · ·+ vnwn
 Proposition 2.2. For v, w, u ∈ Rn, the dot product satisfies the following properties:
 • (Commutativity) v · w = w · v,• (Distributivity) v · (w + u) = v · w + v · u,• (Scalars come out) v · (rw) = r(v · w), for r ∈ R.
 Proof. Exercise, using the analogous properties of arithmetic of real numbers. �
 Note that using commutativity, one can also distribute the dot product over anaddition or extract a scalar from the first input, not just the second.
 Using the dot product, we may define the length of a vector v ∈ Rn by
 |v| =√v · v
 Note that |v| is exactly the distance from the origin to the head of v, so length iscompatible with our definition of distance from before. Furthermore, we have
 d(v, w) = |v − w|, ∀v, w ∈ Rn.
 The dot product has an important geometric interpretation.
 Theorem 2.3. If the angle between two vectors v, w ∈ Rn is θ, then v·w = |v||w| cos θ.
 In particular, v · w = 0 if and only if v, w are perpendicular.
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 Proof. Let us temporarily write v ? w = |v||w| cos θ, so that the theorem claims that? is the same as the dot product. If e1 = (1, 0, . . . , 0), . . . , en = (0, . . . , 0, 1), then
 ei ? ej = ei · ej =
 {1 i = j
 0 i 6= j(1)
 For any two distinct such vectors are perpendicular, so the cosines of their anglesvanish, while a quick computation shows that their dot products also vanish.
 Now, observe that ? satisfies the three properties of Proposition 2.2. Commutativityis easy, since as cos is an even function,
 |v| |w| cos θ = |w| |v| cos(−θ).Scalars come out of ? since
 |v| |rw| cos(θ) = |v|√
 (rw) · (rw) cos(θ) = r|v|√w · w cos(θ) = r|v| |w| cos(θ),
 so the point is to prove the distributive law, which we leave as an exercise. Assumingthis, we then compute
 v ? w =
 (∑
 i
 viei
 )?
 (∑
 j
 wjej
 )
 =∑
 i,j
 (viei) ? (wjej), by distributivity,
 =∑
 i,j
 viwjei ? ej, by pulling out scalars,
 =∑
 i
 viwi, by Equation (1),
 = v · w. �
 Exercise 2.4. If v ∈ Rn, define a map projv : Rn −→ Rn by
 projv(w) = w · v v
 |v|2 .
 Show that w−projv(w) is perpendicular to v. Then show that projv(w) is the closestpoint to w on the line {tv | t ∈ R}. Hint: use the Pythagorean theorem.
 Corollary 2.5 (Law of cosines). Suppose that a triangle has side lengths a, b, c andthat the angle opposite c is θ. Then c2 = a2 + b2 − 2ab cos θ.
 Note: ‘side length’ here just means the distance between the endpoints.
 Proof. Regard the sides of the triangle as vectors a, b, c as pictured, so that what wewant to prove is |c|2 = |a|2 + |b|2 − 2|a| |b| cos θ. Then c = a− b, so
 |c|2 = c · c = (a− b) · (a− b)= a · a− 2a · b+ b · b
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 = |a|2 + |b|2 − 2 |a| |b| cos θ. �
 Corollary 2.6 (The triangle inequality). Suppose that p, q, z ∈ Rn. Then
 d(p, z) ≤ d(p, q) + d(q, z),
 with equality if and only if p, q, z are collinear, with q between p, z.
 Proof. Let θ be the angle at q in the triangle pqz. By the law of cosines,
 d(p, z)2 = d(p, q)2 + d(q, z)2 − 2d(p, q)d(q, z) cos θ
 ≤ d(p, q)2 + d(q, z)2 + 2d(p, q)d(q, z), since cos θ ≥ −1
 = (d(p, q) + d(q, z))2 ,
 so taking square roots gives the triangle inequality. Furthermore, we have equalityabove if and only if cos θ = −1, in which case θ = π. This means exactly that q lieson the line segment between p and z. �
 Definition 2.7. If X is a set, a metric on X is a function d : X × X −→ R thatsatisfies, for all p, q, z ∈ X, the following three properties:
 (a) d(p, q) ≥ 0, with d(p, q) = 0 if and only if p = q,(b) d(p, q) = d(q, p),(c) d(p, z) ≤ d(p, q) + d(q, z).
 Proposition 2.8. d(p, q) =√
 (p1 − q1)2 + · · ·+ (pn − qn)2 defines a metric on Rn.
 Proof. The triangle inequality is proved above. For the first property,
 d(p, q) = (p1 − q1)2 + . . .+ (pn − qn)2
 is a sum of nonnegative numbers. It is therefore nonnegative, and is zero exactlywhen all of the terms are zero, i.e. when p = q. The second property is obvious andthe third is the triangle inequality, which we proved above. �
 The three properties defining a metric are a minimum that one might require inorder to make d behave like our usual notion of distance. There are a number of othermetrics on Rn, for instance
 dmax(p, q) = max{|p1 − q1|, · · · , |pn − qn|},dsum(p, q) = |p1 − q1|+ · · ·+ |pn − qn|.
 Exercise 2.9. Verify the three metric properties for dmax.
 Some of these can really be viewed as physical distance functions, in some sense.For example, in R2 the metric dsum(p, q) = |p1 − q1| + |p2 − q2| is called Manhattandistance – the distance between two points is the sum of the horizontal and verticaldistance, which is how far one must travel if one is constrained to roads and cannotcut diagonally. A more abstract example of a metric is the discrete metric on (any)set X, in which the distance between two distinct points p, q ∈ X is always 1.
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 Exercise 2.10. If v, w ∈ R2, the determinant of the 2× 2 matrix (v w) is
 det
 (v1 w1
 v2 w2
 )= v1w2 − w1v2.
 Note that v1w2 − w1v2 = v⊥ · w, where v⊥ = (−v2, v1). The vector v⊥ is obtainedfrom v by rotating π/2 counterclockwise; to see this, note that v · v⊥ = 0, so theymake a right angle, and by inspection one can just check that the angle from v to v⊥
 is π/2 counterclockwise rather than clockwise.
 (a) Mention why the counterclockwise angle from v to w is between 0 and π if andonly if det(v w) ≥ 0.
 (b) The area of a parallelogram is the length of its base times its height. Showthat if v, w ∈ R2, the area of the parallelogram spanned by v, w is | det(v w)|.
 v=base
 wheight
 Exercise 2.11 (SSS). Show that if two triangles have all the same side lengths, theyhave all the same angles as well.
 Exercise 2.12 (SSA). Show that if two triangles both have two sides of lengths aand b that meet angle θ, then the remaining sides have the same length as well.
 3. Paths and lines
 The shortest path between two points is a line segment.– Ms. Tuttino
 The quote above is repeated in nearly every high school geometry class. In thenext two sections, we introduce the definitions needed to make the sentence precise.
 Definition 3.1. A path in Rn is a continuous map
 γ : [a, b] −→ Rn,
 where a, b ∈ R. Sometimes, we will let either a or b be infinite, so that the path γ isdefined on an interval of the form [a,∞), (−∞, b] or (−∞,∞) = R.
 For example, we have the following α : [0, π] −→ R2, α(t) = (cos(t), sin(t)) andβ : [−1, 1] −→ R2, β(t) = (t, t2) are pictured below. We imagine γ(t) as the positionof a hiker at time t; the arrows then indicate the direction of traversal.
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 1-11-1
 1 1α
 β
 Note that a ‘path’ is not just some subset of Rn, it is a function that gives positionat a given time. In other words, the path you traversed last night to the grocerystore is not ‘two blocks on Main Street and three blocks on Wall Street’, it is ‘at 8:30you began walking along Main Street, then at 8:32 you made a right turn onto WallStreet and continued until you arrived at the grocery store at 8:35.’
 In order to show that shortest paths are line segments, we’ll need to understandhow to write a line ` in coordinates. One way is to pick a point p on ` and a vectorv that lies along `, in which case we can write
 ` = {p+ t · v | t ∈ R}.Similarly, a line segment can be described by limiting t to an interval:
 {p+ t · v | t ∈ [a, b]}.Here are two examples – the first is a line segment and the latter a full line:
 {(−1, 0) + t · (1, 1) | t ∈ [−2, 2]} {(0,−1/2) + t · (4,−3/2) | t ∈ R}
 If x, y ∈ Rn, the line segment between x and y can be written as
 xy = {(1− t)x+ ty | t ∈ [0, 1]}As (1 − t)x + ty = x + t(x − y), we can describe xy as before by setting p = xand v = y − x. However, this new presentation is sometimes preferred because itillustrates that the points of xy are ‘weighted averages’ of x and y.
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 Exercise 3.2. If 0 6= v = (v1, v2) ∈ R2, let v⊥ = (−v2, v1). Show that the line
 {tv | t ∈ R} = {x ∈ R2 | x · v⊥ = 0}.Geometrically, this means that the line through 0 in the direction of v consists of allvectors that are perpendicular to v⊥. Then show that if p ∈ R2, we also have
 {p+ tv | t ∈ R} = {x ∈ R2 | x · v⊥ = p · v⊥}.Hint: use the first part. As an aside, note that writing x = (x1, x2), v⊥ = (a, b) andp · v⊥ = c, the equation x · v⊥ = p · v⊥ is really just
 ax1 + bx2 = c,
 a usual Cartesian equation for a line. So, when you are writing down such a Cartesianequation, remember that the condition you are really imposing is that your point hasa prescribed dot product with some vector!
 So far, our lines are subsets of Rn rather than paths. However, a line
 L = {p+ t · v | t ∈ R}is clearly the image of the path
 γ : R −→ Rn, γ(t) = p+ tv,
 which we say parameterizes L. Restricting the domain to some interval [a, b] gives apath that parameterizes a line segment.
 Lines can be described in many different ways. For instance,
 {(−4, 1) + t · (8,−3) | t ∈ R} = {(0,−1/2) + t · (4,−3/2) | t ∈ R}.To see this, observe that any point (−4, 1)+t·(8,−3) can also be written as (0,−1/2)+(2t − 1) · (4,−3/2), while any point (0,−1/2) + t · (4,−3/2) can also be written as(−4, 1) + t+1
 2· (8,−3). So, the two distinct paths
 γ : R −→ R2, γ(t) = (−4, 1) + t · (8,−3),
 δ : R −→ R2, δ(t) = (0,−1/2) + t · (4,−3/2)
 both parametrize the same line! The map t 7−→ 2t − 1 that translates between thet-coordinates in both expressions is called a ‘reparameterization’.
 Here is a formal definition.
 Definition 3.3. Suppose that γ : [c, d] −→ Rn is a path and f : [a, b] −→ [c, d]is a homeomorphism, a continuous bijection with continuous inverse. Then γ ◦ f :[a, b] −→ Rn is a new path that is a reparameterization of γ.
 Note that γ ◦ f and γ have the same image in Rn. The only difference is that thisimage is being traced at different rates, and possibly different times or in different
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 directions, by the two paths. As usual, we also allow the intervals above to be half-infinite or infinite. In the example above with γ, δ above,
 γ(t) = (−4, 1) + t · (8,−3) and f(t) =t+ 1
 2,
 and we have
 γ ◦ f(t) = (−4, 1) +t+ 1
 2· (8,−3) = (0,−1/2) + t · (4,−3/2) = δ(t).
 For another example, consider the two paths
 α, β : [0, 1] −→ R2, α(t) = (cos(t), sin(t)), β(t) = (cos(t2), sin(t2)).
 Clearly, β is a reparameterization of α by the map f : [0, 1] −→ [0, 1], f(t) = t2. Thepath β starts out slower than α, increases its speed until it is going as fast as α att = 1/2, and continues to increase speed until its position catches up with α at t = 1.
 Exercise 3.4. Show that if f : [c, d] −→ [a, b] is a homeomorphism, then either
 (a) f is increasing, f(c) = a, f(d) = b, or(b) f is decreasing, f(c) = b, f(d) = a.
 Hint: since f is a bijection, either f(c) < f(d) or f(c) > f(d). Let’s assume thatwe are in the first case. Given c < x < y < d, first show that f(x) < f(d) using the‘intermediate value theorem’, which says that a continuous function on an intervaltakes on every value between the values of its endpoints. Then use the same argumentto show that f(x) < f(y), which means f is increasing.
 Exercise 3.5. Prove the ‘Sylvester-Gallai Theorem’: for any finite set S of non-collinear points in R2, there is a line passing through exactly two of the points in S.Hint: look at pairs (p, `), where p ∈ S and ` passes through at least two points of S,but not through p. Take such a pair where the distance from p to ` is minimal, andshow that l only passes through two points of S.
 4. Polygons, Triangulations and Tilings
 A loop is a path that doesn’t intersect itself and comes back to where it started,i.e. an injective path γ : [a, b] −→ R2 with γ(a) = γ(b). The first two paths beloware not loops, while the latter two are loops.
 A polygon is a region of the plane bounded by a finite number of line segments thatform a loop. Polygons with n sides are also called n-gons, and for small n we also usethe conventional terms triangle, quadrilateral, pentagon, hexagon, etc.
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 an 8-gon, a 4-gon, not polygonsor octogon or quadrilateral
 Exercise 4.1. Show that the following are equivalent, for a quadrilateral Q. We calla quadrilateral satisfying any/all of these four conditions a parallelogram.
 (a) opposite sides of Q have the same length,(b) angles at opposite vertices of Q are equal,(c) opposite sides of Q are parallel,(d) the diagonals of Q bisect each other.
 Hint: prove (a) =⇒ (b) =⇒ (c) =⇒ (d) =⇒ (a). You might find the SSS,SAA and SSA conditions for congruence of triangles useful, as described in Exercises2.11 and 2.12, the fact that the angle sum of a quadrilateral is 2π, and the fact thattwo lines are parallel if and only if whenever another line intersects them both, the‘alternate interior angles’ are equal, as pictured below.
 α
 α
 A triangulation of a polygon P is a collection of triangles with disjoint interiorsthat union to P , and whose vertices are vertices of P .
 Theorem 4.2. Every n-gon in R2 admits a triangulation with n− 2 triangles.
 Proof. The proof is by induction, and the base case n = 3 is obvious. So, supposethat the theorem is true for (n− 1)-gons, and let P be an n-gon.
 The point is to prove that P has a diagonal, a line segment connecting two nonadja-cent vertices of P that is entirely contained in P . If we find a diagonal, it cuts P intotwo polygons with fewer vertices, say an i-gon and a j-gon. Note that i+ j = n+ 2,since the vertices of the diagonal appear in both polygons.
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 a diagonal
 By induction, the i-gon and j-gon admit triangulations with i − 2 vertices andj − 2 triangles, respectively. The union of the two is a triangulation of P withi− 2 + j − 2 = i+ j − 4 = n− 2 triangles, as desired.
 So, let p be a leftmost vertex of P , and let q, r be the adjacent vertices.
 p
 q
 r
 p
 q
 r
 z
 Case (1) Case (2)
 If the segment qr is a diagonal, we are done. So, assume qr is not contained inP . In this case, there must be vertices of P inside of the triangle pqr. Let z be thevertex inside pqr that lies furthest from the segment qr. Then pz is a diagonal. �
 Exercise 4.3. Show that for each n, there is an n-gon with a unique triangulation!
 Exercise 4.4. Prove that a diagonal exists between every pair of nonadjacent verticesof a polygon P if and only if P is convex.
 Exercise 4.5. Suppose that P is a triangulated polygon. Show that the vertices of Pcan be colored with three colors so that vertices that share an edge of the triangulationhave different colors. Here, an ‘edge’ is either one of the diagonals of P used to cutit into triangles, or one of the edges of P . Use induction!
 legal illegal
 !!
 !!
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 Exercise 4.6 (The art gallery problem). Suppose that we have a polygon that rep-resents an art gallery. If the polygon has n sides, how many cameras do we need toinstall in the gallery so that every point is always on camera? You may assume thatthe cameras have a full 360◦ field of vision.
 Show that bn/3c cameras always suffice, and for each n give an example in whichbn/3c cameras are necessary. Here, bxc is the greatest integer less than or equal tox, so for example b2.32c = 2.
 Exercise 4.7. As an extension of the previous problem, construct a polygon P anda placement of cameras in P such that every point of the loop bounding P is oncamera, but some point of the interior of P is not.
 A polygon is regular if all its side lengths are the same and all its angles are thesame. One can construct a regular n-gon by choosing a center c, then laying thevertices of the polygon at angle increments of 2π/n along a circle centered at c.
 2π/9a regular 9-gon
 c
 v
 w
 Exercise 4.8. Show that all regular n-gons are of this form. Hint: to prove this,you must take a polygon P all of whose side lengths and angles are equal, constructthe center c and show that the vertices lie as described along a circle centered at c.If v, w are adjacent vertices of P , construct a triangle using the line segment vw andsegments of the interior angle bisectors at the vertices v, w, pictured above in purple.Explain why the third vertex of this triangle is always the same, no matter whichadjacent pair v, w is chosen. Then use this as your c.
 Exercise 4.9. Draw an example of a pentagon with all the same side lengths, butnot all the same angles. Is it possible to do this with a quadrilateral?
 Exercise 4.10. How many triangulations are there of a regular n-gon?
 Exercise 4.11. The interior angles of a triangle sum to π. Show that the interiorangles of an n-gon sum to π(n− 2), and then use this to find a formula for the anglesof a regular n-gon.
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 5. School districts and Convexity
 There are 26 high schools in Boston. How should school districts be determined sothat each student attends the closest school to his/her house?
 p
 D(p)
 Above, schools are represented as points in the plane. The school district D(p)associated to p is drawn in blue. It has an interesting feature: if both Alice and Bobattend p, and Alice walks straight from her house to Bob’s house, she will never leavetheir school district!
 More precisely, a subset C ⊂ Rn is called convex if for every x, y ∈ C, the linesegment xy is contained in C. We’ll see why school districts are convex in a minute,but first here are two illustrative examples in R2:
 convex not convex
 Exercise 5.1. What are the convex subsets of R? You don’t need to prove youranswer, but you can if you want.
 Let’s see what a school district looks like when there are only two schools, at p andq in R2. In this case, the set of points in R2 that are closer to p than to q is the openhalf plane H(p, q) bounded by the perpendicular bisector of the line segment ` fromp to q; that is, it consists of everything that lies on the p side of `.
 H(p, q)
 p q
 So, the school district D(p) should just be this half-plane H(p, q), although thereis some ambiguity in whether the boundary line should be part of D(p) or D(q).
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 Exercise 5.2. Using the law of cosines, show that every point in H(p, q) is actuallycloser to p than to q. Hint: make triangles where one of the vertices is at the midpointof the line segment pq.
 Note that the half plane H(p, q) is convex, since as lines in R2 can intersect at mostonce, once a line segment leaves H(p, q) it can’t come back.
 Exercise 5.3. Explain why H(p, q) = {x ∈ R2 | (x−p)·(q−p)|q−p| < 1
 2|q − p|}, and use
 this to give an algebraic proof that H(p, q) is convex, by showing explicitly that ifx, y ∈ H(p, q) and t ∈ [0, 1], then tx + (1− t)y ∈ H(p, q) as well. Hint: For the firstpart, you might find the perspective of Exercise 2.4 useful.
 In general, there may be many schools, say at p1, . . . , pk. The school district of piis then (modulo boundary issues, as before) the set of points in R2 that are closer topi than to any other pj. In other words,
 D(pi) =⋂
 i 6=jH(pi, pj).
 Lemma 5.4. If Ai are convex subsets of Rn, so is the intersection ∩iAi.Proof. Let x, y ∈ ∩iAi. Applying convexity of each Ai, the line segment xy is con-tained in each Ai, hence in ∩iAi. So, the intersection is convex. �
 So, this proves that D(pi) is convex. In fact, it is (the interior of) a convex polygon,where each side is a piece of the boundary line of some H(pi, pj).
 Abstracting away from the school district problem, if p1, . . . , pk ∈ R2 the set D(pi)of points that are closer to pi than any other pj is called the Voronoi cell of pi, andthe cells D(p1), . . . , D(pk) give a Voronoi decomposition of R2.
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 Exercise 5.5. Suppose that p1, . . . , p5 are the vertices of a regular pentagon. Drawthe associated Voronoi decomposition of R2.
 Exercise 5.6. Show more generally that if p1, . . . , pk are the vertices of a convexk-gon, then all Voronoi cells are unbounded. Harder: in what sense is the conversetrue?
 In the rest of the section, we’ll investigate how to take a subset of Rn and encloseit in a convex set in a minimal way.
 Definition 5.7. The convex hull of a subset X ⊂ Rn, written hull(X) ⊂ Rn, is theintersection of all convex sets containing X.
 By Lemma 5.4, the convex hull is convex; it is then the smallest convex set con-taining X, in the sense that any other convex set containing X contains hull(X).The convex hull of three non-collinear points is a triangle; the three line segmentsconnecting the points must be in the convex hull, and then all line segments joiningpoints on those three segments must also be in the convex hull, filling out the interiorof the triangle. In general, the convex hull of n points in Rn will be a polygon, possi-bly with less than n vertices. For instance, on the right we have a set of 5 points inthe plane whose convex hull is a quadrilateral.
 A convex combination of points x1, . . . , xk ∈ Rn is a sum of the form
 λ1x1 + · · ·+ λkxk,
 where all λi ≥ 0 and λ1 + · · · + λk = 1. When k = 2, these are exactly the sums(1− t)x1 + tx2, where t ∈ [0, 1], so the convex combinations of two points just makeup the line segment between them.
 Theorem 5.8. If X ⊂ Rn, the convex hull of X is the set of all convex combinationsof points in X.
 Proof. First, we show that hull(X) is contained in the set C of all convex combinationsof points in X. To do this, it suffices to show that C is a convex set containing X,since we defined hull(X) to be the intersection of all such sets. First, C ⊃ X, sinceevery element x ∈ X is the trivial convex combination 1 · x. Next, suppose
 ∑
 i
 tixi and∑
 j
 sjyj,
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 are two convex combinations of elements of X, i.e. ti, sj ∈ [0, 1],∑
 i ti =∑
 j sj = 1
 and xi, yj ∈ X. Then if s, t ∈ [0, 1] with s+ t = 1, we have
 t∑
 i
 tixi + s∑
 j
 sjyj =∑
 i
 ttixi +∑
 j
 ssjyj,
 which is a convex combination of points in X since the coefficients sum to 1:∑
 i
 tti +∑
 j
 ssj = t∑
 i
 ti + s∑
 j
 sj = t+ s = 1.
 In other words, any point on the line between any two convex combinations of pointsin X is also a convex combination of points in X, so the set of all convex combinationsis convex.
 We now show that C is contained in hull(X), by induction on the number of pointsin the convex combination. The k = 1 case is trivial, since a convex combination ofone point in X is just that point, which lies in hull(X). So, suppose that we knowthat all convex combinations of k points in X lie in hull(X), and consider
 p =k+1∑
 i=1
 tixi, where ti ∈ (0, 1), xi ∈ X,∑
 i
 ti = 1.
 Well,
 p = (t1 + · · ·+ tk)k∑
 i=1
 tit1 + · · ·+ tk
 xi + tk+1xk+1,
 which is a point on the line segment between q =∑k
 i=1ti
 t1+···+tkxi and xk+1. This q is
 a convex combination of k points of X, so by induction is contained in hull(X). Asxk+1 is also contained in hull(X) and hull(X) is convex, we have p ∈ hull(X). �
 Exercise 5.9. Show that if X, Y are convex subsets of Rn, then so is the subset
 X + Y = {x+ y | x ∈ X, y ∈ Y } ⊂ Rn.
 Exercise 5.10 (Cartheodory’s Theorem in R2). Show that if X ⊂ R2, then everypoint in hull(X) is a convex combination of three points in X. Hint: argue geometri-cally that any point in the convex hull of four points in R2 lies in the convex hull ofthree of the points. Then use induction.
 That is, hull(X) is the union of all triangles with vertices in X. As a challenge, youcould also try proving the general version of Cartheodory’s Theorem: every point inthe convex hull of a set X ⊂ Rn is a convex combination of n+ 1 points in X.
 Definition 5.11. A function f : R −→ R is convex if when x, y ∈ R and t ∈ [0, 1],
 (1− t)f(x) + tf(y) ≥ f((1− t)x+ ty).
 We say f is strictly convex if this is a strict inequality whenever x 6= y, t ∈ (0, 1).
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 Exercise 5.12. If f : R −→ R, let Cf = {(x1, x2) ∈ R2 | x2 ≥ f(x1)}. Show that iff is convex, then Cf is a convex subset of R2.
 Exercise 5.13. Show that if f : R −→ R and f ′′(x) > 0 for all x, then f is strictlyconvex. Hint: Prove that in the definition of convexity, subtracting the left side fromthe right gives you a function that is zero when t = 0, 1 and (unless x = y) haspositive second derivative. Then show that such a function is always less than zerofor t ∈ (0, 1). You might find the mean value theorem useful.
 So for instance, the functions f(x) = x2, f(x) = ex, and f(x) = − ln(x) are allstrictly convex, and the regions of R2 above their graphs are convex.
 Exercise 5.14. Suppose that f : R −→ R is convex. If we have x1, . . . , xn ∈ R andt1, . . . , tn ∈ (0, 1) with t1 + · · ·+ tn = 1, show that
 n∑
 i=1
 tif(xi) ≥ f
 (n∑
 i=1
 tixi
 ).
 If f is strictly convex, show that this can be an equality only if x1 = · · · = xn.
 Exercise 5.15 (Inequality of means). If x1, . . . , xn ∈ R, show that
 x1 + · · ·+ xnn
 ≥ n√x1 · · ·xn,
 with equality if and only if x1 = · · · = xn. Hint: use the previous exercise and thefact that − ln is a decreasing, strictly convex function.
 In Exercise 5.15, the left side is call the arithmetic mean, while the right side is thegeometric mean. One useful feature of the geometric mean is that
 n
 √x1y1· · · xn
 yn=
 n√x1 · · ·xn
 n√y1 · · · yn
 ,
 which makes the geometric mean the only suitable mean for averaging ‘normalized’values. In other words, suppose that two star students each take 10 exams. Twoprofessors then come in and each grades both the students’ exams as follows. Foreach exam, each professor decides what point value a ‘100%’ score will be on thatexam, and then divides each student’s score by that to obtain a percentage. Forinstance, if a student scores 64 and the professor decides that 32 points are sufficient,then the student gets 200%, while if the professor decides that the exam is out of 200,the student gets 32%. Finally, each professor averages all the percentages and thenranks the students according to the final average.
 It turns out that if this average is an arithmetic mean, then the final rankings maybe different depending on how the professors calculate the percentages for the exams!On the other hand, if a geometric mean is used, the ranking will always be the same,even though the actual percentages calculated might differ.
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 Exercise 5.16. Justify the previous paragraph. In particular, come up with anexample in which the ranking determined by an arithmetic mean depends on how thepercentages are calculated, and show how the equality of quotients for the geometricmean implies that the ranking will always be the same if the geometric mean is used.
 6. Path length
 How does one define the length of the path? Presumably the length of a linesegment should be just the distance between its endpoints. Similarly, the length of apiecewise linear path, i.e. a concatenation of line segments, should be the sum of thelengths of the line segments. To measure the length of an arbitrary path, we take alimit of the lengths of piecewise linear approximations.
 γ
 Above, we have a path γ : [a, b] −→ Rn drawn in black. The red, orange and bluepaths are increasingly better piecewise linear approximations of γ. Each is constructedby choosing a partition {a = t0 < · · · < tn = b} of [a, b], and then connecting eachγ(ti) to γ(ti+1) with a line segment. The length of such an approximation is then
 n−1∑
 i=0
 d (γ(ti), γ(ti+1)) .
 Consider the effect of inserting a new element t into a partition between tk andtk+1. By the triangle inequality,
 d (γ(tk), γ(tk+1)) ≤ d (γ(tk), γ(t)) + d (γ(t), γ(tk+1)) ,
 so the new partition will give a path with length at least that of the old partition.That is, as more points are added to a partition, length increases. We define:
 Definition 6.1. The length of a path γ : [a, b] −→ Rn is defined as
 length(γ) = sup{a=t0,...,tn=b}
 k∑
 i=0
 d (γ(ti), γ(ti+1)) ,
 where the supremum is taken over all partitions {a = t0 < · · · < tn = b} of [a, b].
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 Remark 6.2. For the unfamiliar, a supremum is a ‘least upper bound’ of a set.For example, the suprema of the intervals [0, 1] and (−5, 1) are both 1, while thesuprema of R and [2,∞) are ∞. One might be tempted to say ‘maximum’ instead ofsupremum, but unless γ is itself piecewise linear, there will not be any piecewise linearapproximation that has exactly the same length as γ. For example, if γ : [0, π] −→ R2,γ(t) = (cos t, sin t) traces out a semicircle, it turns out that the lengths of γ’s piecewiselinear approximations fill out exactly the interval [2, π). So, the length of γ is π.
 Exercise 6.3. Verify that the length of a line segment is the distance between itsendpoints. Hint: use the triangle inequality!
 Exercise 6.4. Regular n-gons can be use as piecewise linear approximations of theunit circle, which we expect has length 2π. Show that the perimeters of regular n-gons whose vertices lie on the unit circle do indeed converge to 2π as n→∞. Hint:use the law of cosines. You might also find L’Hopital’s rule useful.
 5-gon
 7-gon
 13-gon
 In fact, there are paths γ : [a, b] −→ R2 that have piecewise linear approximationswith arbitrarily large length, so the supremum is∞! Let’s quickly sketch an iterativeconstruction of such a path, the ‘Koch snowflake curve’.
 The game starts with K1, which is a line segment of unit length. K2 is created byreplacing the middle third of K1 by two other sides with which it makes an equilateraltriangle, as below. We then continue inductively, replacing the middle third of eachline segment in Kn with two line segments as before.
 K1 K2
 K3 K4
 It turns out that as n −→∞, the paths Kn converge to a limiting path K, of whichthe Kn are piecewise linear approximations. This K is the Koch snowflake curve.
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 Exercise 6.5. Find a formula for the length of Kn, and show that it goes to infinityas n increases. It is true that we should really regard the Kn as images of pathsγn : [0, 1] −→ R2, in which case K is the image of some γ : [0, 1] −→ R2. However,as this is just a sketch of a construction, we won’t bother with that. In any case, theparticular parameterization shouldn’t enter in your computation of the length of Kn.
 So, as there are piecewise linear approximations of K with arbitrarily large length,the length of K is infinite. Such curves are often called non-rectifiable. The Kochcurve is also an example of a ‘fractal’. One of the features of fractality is self similarity,which is evident in the the fact that each Kn subdivides into three pieces, each ofwhich is a scaled copy of the entire Kn. This self similarity deepens in the limit, sothat smaller copies of the Koch curve can be seen at many scales.
 Of course, the length of a path should not depend on the speed at which it wastraversed. In other words, reparametrization does not change path length.
 Proposition 6.6. Suppose that γ : [a, b] −→ Rn is a path and f : [c, d] −→ [a, b] is ahomeomorphism. Then length(γ ◦ f) = length(γ).
 Proof. Let’s suppose that f(c) = a and f(d) = b, rather than the other way around. If{a = t0 < · · · < tn = b} is a partition of [a, b], then {c = f−1(t0) < · · · < f−1(tn) = b}is a partition of [c, d], and
 k∑
 i=0
 d (γ(ti), γ(ti+1)) =k∑
 i=0
 d(γ ◦ f(f−1(ti)), γ ◦ f(f−1(ti+1))
 ).
 Similarly, to every partition of [c, d] there is a corresponding partition of [a, b] thatgives the same length sum. In other words, for every piecewise linear approximationof γ, there is a piecewise linear approximation of γ ◦ f with the same length, and viceversa. So, the suprema of these lengths are the same. �
 We can now prove that a shortest path between two points is a line segment.
 Theorem 6.7. If γ : [a, b] −→ Rn is a path, then length(γ) ≥ d(γ(a), γ(b)). If thisis an equality, then γ lies on the line segment between γ(a) and γ(b).
 Proof. Taking the partition {a, b} gives a length estimate of d(γ(a), γ(b)), so thesupremum must be at least that large. If there is some γ(t) that doesn’t lie on theline segment between γ(a) and γ(b), then the partition {a, t, b} gives a length estimatethat is strictly bigger than d(γ(a), γ(b)), by the triangle inequality (Theorem 2.6). �
 The major drawback of our definition of length is that it is pretty useless for handcalculations. We now describe a different approach using calculus.
 Suppose that γ : [a, b] −→ Rn is a differentiable path, i.e. we can write γ(t) =(γ1(t), . . . , γn(t)) where each γ1, . . . , γn is a differentiable real valued function. Thevelocity vector of γ at time t is the vector
 γ′(t) = (γ′1(t), . . . , γ′n(t)).
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 We often draw γ′(t) as a vector based at the point γ(t) in R2. Note that
 limh→0
 γ(t+ h)− γ(t)
 h= γ′(t), (2)
 since one can distribute the limit inside each coordinate. So, the velocity vectorindicates the infinitesimal rate of change of γ through Rn.
 The speed of γ at time t is the length |γ′(t)| of its velocity vector. Here, the lengthof a vector (a1, . . . , an) ∈ Rn is defined by
 |(a1, . . . , an)| =√a21 + . . .+ a2n.
 In other words, it is the distance from the tail of the vector to its head. The centraltheorem of this section is then the following:
 Theorem 6.8. If γ : [a, b] −→ Rn is a differentiable path, we have
 length(γ) =
 ∫ b
 a
 |γ′(t)| dt.
 A true proof of the theorem is too technical for us, but we can give the intuition.
 Proof idea. Suppose we have a path γ : [a, b] −→ R2 and partition [a, b] into subin-tervals using the points a = t0 < t1 < . . . < tn = b. Connecting the pointsγ(t0), . . . , γ(tn) gives an approximation of γ.
 γ(t0)
 γ(tn)γ(ti)γ(ti+1)
 γ′(ti)
 When the partition is very fine, Equation (2) implies that
 γ(ti+1)− γ(ti)
 ti+1 − ti≈ γ′(ti).
 Therefore, the length of the piecewise linear approximation is
 n−1∑
 i=0
 d(γ(ti+1), γ(ti)) =n−1∑
 i=0
 |γ(ti+1)− γ(ti)|
 ≈n−1∑
 i=0
 |γ′(ti)| · (ti+1 − ti),
 which is exactly a Riemann sum approximating the integral of |γ′(t)|. �
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 Example 6.9. Let γ : [0, 4π] −→ R2, γ(t) = (cos t, sin t) be a path that winds twicearound the unit circle in R2. Then γ′(t) = (− sin t, cos t), so
 |γ′(t)| =√
 sin2 t+ cos2 t = 1
 for all t ∈ [0, 4π]. Thus,
 length(γ) =
 ∫ 4π
 0
 1 dt = 4π.
 Example 6.10. Let α : [0, 1] −→ R3, α(t) = (t, 0, t2) be a path in R3 that traces outa portion of a parabola in the xz-plane. Then α′(t) = (1, 0, 2t), so
 |α′(t)| =√
 1 + 4t2
 for all t ∈ [0, 1]. Thus,
 length(α) =
 ∫ 1
 0
 √1 + 4t2 dt ≈ 1.47894.
 Exercise 6.11. Verify that the length of a line segment is the distance between itsendpoints using the integral formula, rather than the definition of path length.
 Exercise 6.12. Let S = {v ∈ R3 | |v| = 1} be the unit sphere in R3, let v, w ∈ S beperpendicular vectors and let P be the plane that spanned by v, w. The path
 γ : [0, 2π] −→ R3, γ(t) = cos(t)v + sin(t)w
 parameterizes the intersection P ∩ S, which is called a great circle on S. Show that|γ′(t)| = 1 for all t and verify that length(γ) = 2π.
 Exercise 6.13. Suppose that γ : [a, b] −→ Rn is a differentiable path and f : [c, d] −→[a, b] is a diffeomorphism, i.e. a differentiable bijection with differentiable inverse.
 Prove that length(γ ◦ f) = length(γ) using just the integral formula for length,rather than the definition. Hint: show that either f ′(t) > 0 for all t or f ′(t) < 0 forall t, depending on whether f is increasing or decreasing, see Exercise 3.4. Split intotwo cases and use the chain rule, which says that (γ ◦ f)′(t) = γ′(f(t))f ′(t).
 7. The Chord Theorem
 The material in this section comes from Knots and Links, by Dale Rolfsen. It is awonderful book, although you will need to know some analysis and point set topologyto read the rest of it.
 Suppose that γ : [a, b] −→ R2 is a path. A chord for γ is a line segment both ofwhose endpoints lie on γ.
 Theorem 7.1 (The Chord Theorem). If C is a chord for γ with length a, then forevery n = 1, 2, . . ., there is another chord for γ with length a/n that is parallel to C.
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 C
 parallel chord with length a third that of C
 The proof will use the following lemma.
 Lemma 7.2. Suppose C is a chord for γ with length c. Then for every α ∈ (0, 1),there is a parallel chord either with length αc or length (1− α)c.
 Proof. After rotating, scaling and translating the picture, let’s assume for simplicitythat C is the line segment joining the origin to (1, 0). Let
 X = {γ(t) | t ∈ [a, b]},Xα = {γ(t) + (α, 0) | t ∈ [a, b]},X1 = {γ(t) + (1, 0) | t ∈ [a, b]}.
 So, Xα and X1 are obtained from X by shifting to the right by α and 1, respectively.It suffices to show that either X ∩ Xα 6= ∅ or Xα ∩ X1 6= ∅, for X has a horizontalchord of length α exactly when X intersects its translate Xα, while a length 1 − αchord amounts to the second intersection being nonempty.
 Xα
 β
 Construct a bi-infinite path β by taking the part of Xα between its highest pointand its lowest point, and concatenating with vertical rays emanating up from thehighest point and down from the lowest point, as in the picture above.
 The path β splits the plane into two pieces. If Xα is disjoint from both X and X1,then X lies entirely to the left and X1 lies entirely to the right of β, implying that Xand X1 are disjoint. Now, we started out by assuming that the line segment joiningthe origin to (1, 0) was a chord, so both the origin and (1, 0) lie in X. But if theorigin lies in X, then (1, 0) lies in X1 as well! This is a contradiction. �
 Exercise 7.3. Prove the chord theorem, using the lemma. Hint: try to prove thefollowing statement using induction on n: for every n, whenever C is a chord for γof length a, there is a parallel chord for γ with length a/n.
 In fact, for every α ∈ (0, 1) that is not of the form 1n, for some integer n, the
 conclusion of the chord theorem fails! That is, for each such α, there is a path γ witha chord of length a that has no parallel chord with length αa. While you need notprove this rigorously, completing the following exercise should be convincing.
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 Exercise 7.4. By drawing a picture, show that for some α ∈ (12, 1) there is a path
 γ passing through (0, 0) and (1, 0) that has no horizontal chord of length α. Hint:using the notation of the proof of Lemma 7.2, try to draw X and Xα simultaneouslyusing two pencils at once.
 8. Isometries, especially of R2
 A recurring theme in this course will be the study of ‘rigid motions’. Formally, anisometry of a metric space X is a bijection f : X −→ X that preserves distances:
 d(f(x), f(y)) = d(x, y), ∀x, y ∈ X.Exercise 8.1 (Isometries form a group). Show that the identity map id : X −→ Xis always an isometry, that the composition of two isometries is an isometry, and thatthe inverse of an isometry is an isometry.
 In this section, we will mostly be interested in isometries of R2.
 Definition 8.2 (Translations). If v ∈ R2, the translation by v is the map
 Tv : R2 −→ R2, Tv(x) = x+ v.
 Translations are bijections, as T−1v = T−v. They also preserve distances, as
 d(Tv(x), Tv(y)) = |x+ v − (y + v)| = |x− y| = d(x, y),
 and therefore are isometries. One should imagine a translation as rigidly shifting theplane R2 in the direction indicated by v.
 Definition 8.3 (Rotations). If p ∈ R2 and θ ∈ [0, 2π), the rotation around p by angleθ is defined to be the map
 Op,θ : R2 −→ R2,
 such that Op,θ(p) = p, and otherwise Op,θ(x) is the unique point such that
 d(p, x) = d(p,Op,θ(x))
 and the angle from px to pOp,θ(x) is θ.
 Rotations around the origin can be expressed in coordinates as follows: representingpoints in R2 as column vectors we have
 O0,θ
 (x1x2
 )=
 (cos θ − sin θsin θ cos θ
 )(x1x2
 )=
 (x1 cos θ − x2 sin θx1 sin θ + x2 cos θ
 ).
 To see why this is true, first note that
 d (0, O0,θ(x)) =
 ∣∣∣∣(x1 cos θ − x2 sin θx1 sin θ + x2 cos θ
 )∣∣∣∣
 =√
 (x1 cos θ − x2 sin θ)2 + (x1 sin θ + x2 cos θ)2
 =√
 (x21 + x22) cos2 θ + (x21 + x22) sin2 θ

Page 26
                        

26
 =√x21 + x22
 = d (0, x) .
 Next, we compute the angle ψ between the vectors x and Op,θ(x) using Theorem 2.3:
 cosψ =x ·Op,θ(x)
 |x| |Op,θ(x)|
 =x1(x1 cos θ − x2 sin θ) + x2(x1 sin θ + x2 cos θ)√
 x21 + x22√x21 + x22
 = cos θ.
 Therefore, ψ = ±θ.Exercise 8.4. Show that ψ = θ. (Use Exercise 2.10).
 Here is a cool application of this description in coordinates of rotations. Geometri-cally, it is clear that rotating around 0 first by angle θ, then by angle ψ gives a rotationby angle θ + ψ. However, we can also compute the composition in coordinates. Asfunction composition is just matrix multiplication, we compute:
 (cos θ − sin θsin θ cos θ
 ) (cosψ − sinψsinψ cosψ
 )=(cos θ cosψ−sin θ sinψ − cos θ sinψ−sin θ cosψsin θ cosψ+cos θ sinψ cos θ cosψ−sin θ sinψ
 )
 As this must be equal to the rotation matrix by angle θ + ψ, we have:
 sin(θ + ψ) = sin θ cosψ + cos θ sinψ
 cos(θ + ψ) = cos θ cosψ − sin θ sinψ,
 so this gives a proof of the angle sum formulas for cos and sin!So, how can we find coordinate descriptions for rotations that are not around the
 origin? For this, we use the convenient identity
 Op,θ = Tp ◦O0,θ ◦ T−p,which implies that
 Op,θ(x) =
 (cos θ − sin θsin θ cos θ
 )(x− p) + p.
 Exercise 8.5. Draw a picture and convince yourself that this identity is true.
 The identity above is an example of a general philosophy. When we have isometriesf and g, the isometry f ◦ g ◦ f−1 is called the conjugate of g by f . Imagine you’replaying a videogame and g represents how the terrain moves when you press the uparrow. For example, maybe the terrain moves down a few pixels, indicating thatyour character has moved up. Now imagine that in your computer’s settings, youcan rotate the entire screen counterclockwise by 90 degrees. If you now press the uparrow, the terrain will seem to move to the right rather than up. If f is the 90 degreerotation, then this movement to the right is f ◦ g ◦ f−1.
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 The general philosophy is that a conjugate f ◦ g ◦ f−1has the same type (e.g.translation, rotation) as g, but its defining data (e.g. direction of translation, pointof rotation) has been moved by f . A precise statement along these lines is:
 Exercise 8.6. Given f : X −→ X, let Fix(f) = {x ∈ X | f(x) = x}. Show that
 Fix(f ◦ g ◦ f−1) = f(Fix(g)),
 whenever f, g are both bijections X −→ X.
 For another couple of example, try convincing yourself that
 O0,θ ◦ Tv ◦O0,θ = TOp,θ(v), and Tv ◦ Tw ◦ T−v = Tw.
 You should verify the equations using the coordinate descriptions given above, butalso try to give a intuitive explanation as in the videogame example.
 Here are a couple more exercises to help you get the feel for isometries. They arephrased in Rn rather than R2, simply because there is no difference in the proof.
 Exercise 8.7 (Isometries send lines to lines). Let x, y ∈ Rn. By the triangle inequal-ity, a point z lies on the line through x and y if and only if either
 d(x, y) + d(y, z) = d(x, z),
 d(x, z) + d(z, y) = d(x, y),
 or d(z, x) + d(x, y) = d(z, y).
 Use this to show that if f : Rn −→ Rn is an isometry, then f(`) is also a line.
 Exercise 8.8 (Isometries preserve angles). Suppose that f : Rn −→ Rn is an isometryand x, y, z ∈ Rn. Let θ be the angle from the segment xy to the segment xz, and letψ be the angle from f(x)f(y) to f(x)f(z).
 Show that θ = ±ψ, i.e. the angles have the same magnitude, but one may becounterclockwise while the other is clockwise. Hint: use the law of cosines.
 Definition 8.9 (Reflections). If ` is a line in R2, the reflection through ` is the map
 R` : R2 −→ R2,
 where R`(x) = x whenever x ∈ ` and otherwise R`(x) is the unique point such thatthe line segment from x to R`(x) is perpendicularly bisected by `.
 When ` goes through the origin, we can write it as ` = {tv | t ∈ R} for somev ∈ R2. In this case, the reflection R` has the following description in coordinates:
 R`(x) = x− 2 projv⊥(x), where v⊥ =
 (−v2v1
 ).
 Recall from Exercise 2.4 that projv⊥(x) = x · v⊥ v⊥
 |v⊥|2 is the closest point to x along
 the line spanned by v⊥. Also, v⊥ is just v rotated by π/2 counterclockwise.
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 `x
 projv⊥(x)
 v⊥
 v
 R`(x)
 For general lines, we may write ` = {p+ tv | t ∈ R}, in which case
 R`(x) = Tp ◦R{tv | t∈R} ◦ T−p = x− 2 projv⊥(x− p).Exercise 8.10. Show that reflections are isometries, using this description.
 Are these all the isometries of R2? We know that compositions of isometries areisometries, so if so composing those above must give again either translations, rota-tions, reflections or the identity. For instance,
 Tv ◦ Tw = Tv+w, and Op,θ ◦Op,ψ = Op,θ+ψ.
 As a challenge, try figuring out what happens when you compose rotations arounddifferent points! A useful tool for this, and other pursuits, is the following lemma.
 Lemma 8.11. Suppose x1, x2, x3 ∈ R2 are non-collinear. If p, q ∈ R2 and
 d(xi, p) = d(xi, q), for i = 1, 2, 3,
 then p = q. That is, a point is determined by its distances to three noncollinear points.
 Proof. Under the hypothesis, the points p, q must both lie on the circles of radiusd(xi, p) = d(xi, q) around i, for each i = 1, 2, 3. If x 6= y, these three circles must havetwo distinct three-way intersection points, as pictured below.
 x
 y
 x1 x2 x3
 m
 Let m be the midpoint of the segment pq. For each i, the triangle with verticesxi,m, p has the same side lengths as the triangle with vertices xi,m, q, so the angles
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 of the two triangles at m must be equal, by Exercise 2.11. Since they sum to π, theymust be right angles, implying that the line through xi and m is the perpendicularbisector of pq. So, all the xi are collinear, a contradiction. �
 Corollary 8.12. Suppose that f, g : R2 −→ R2 are isometries and that x1, x2, x3 ∈ R2
 are non-collinear. If f(xi) = g(xi) for i = 1, 2, 3, then f(x) = g(x) for all x ∈ R2.
 Proof. Suppose that f, g : R2 −→ R2 are isometries, that x1, x2, x3 ∈ R2 are non-collinear and yi = f(xi) = g(xi) for i = 1, 2, 3. As both f, g are isometries,
 d(f(x), yi) = d(x, xi) = d(g(x), yi), for i = 1, 2, 3.
 Since x1, x2, x3 are non-collinear, so are y1, y2, y3, by Exercise 8.7. It follows fromLemma 21.3 that f(x) = g(x). �
 Corollary 8.12 says that if you want to know whether to isometries are the same,it suffices to check equality only on three points. For example:
 Claim 8.13. Suppose that ` and `′ are two lines in R2 that do not intersect. Then
 R`′ ◦R` = Tv,
 where v is the vector perpendicular to both lines that points in the direction from ` to`′ and has length twice the distance between ` and `′.
 Proof. If we pick some x that lies on the far side of ` from `′, the picture is as follows:
 `
 `′x
 R`(x)
 R`′ ◦R`(x)
 The line segments from x to R`′(x) and from R`′(x) to R` ◦R`′(x) are perpendicularto `′ and `, respectively. Since `′ and ` are parallel, this means that these segmentsunion to the segment from x to R`′ ◦R`(x), which is therefore perpendicular to ` and`′. The distance from x to R`′ ◦R`(x) is twice that from `′ to `, since ` and `′ bisectthe segments from x to R`(x) and from R`(x) to R`′ ◦R`(x), respectively.
 This shows that R`′ ◦ R`(x) = Tv(x). Now, at the beginning we assumed that xlies on the far side of ` from `′. You may argue now that there are additional casesto consider. However, there are definitely three noncollinear points on the far side of` from `′, so we now know that the isometries R`′ ◦ R` and Tv agree on these points,so Corollary 8.12 implies that they agree everywhere. �
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 Exercise 8.14. Show that if `′ and ` intersect at a point p, the composition R`′ ◦R`
 is the rotation Op,θ, where θ is twice the angle from ` to `′. Hint: use Corollary 8.12to reduce the proof to a single case, as in Claim 8.13.
 So far, we have only composed isometries of the same type. What happens if wecompose a translation and a reflection?
 Definition 8.15 (Glide reflection). Suppose 0 6= v ∈ R2 and ` is a line parallel to v.The composition Tv ◦R` is called the glide reflection along ` by v.
 Note that actually Tv◦R` = R`◦Tv, so it doesn’t matter in which order we write thecomposition. Also, it is worth mentioning that glide reflections are not translations,rotations or reflections: not all points are translated by the same vector, and glidereflections do not have fixed points as do rotations or reflections.
 What happens if ` is not parallel to v?
 Exercise 8.16. Show that any composition Tv ◦ R` is a glide reflection, unless v isperpendicular to `, in which case the composition is a reflection. Note: to do this,you must show that Tv ◦R` = Tv′ ◦R`′, where v′ and `′ are parallel.
 For a last example, let’s see what happens if we compose a rotation Op,θ with areflection R`. If p ∈ `, then from Exercise 8.14 we already know that
 R`′ ◦R` = Op,θ,
 where `′ is the line through p that makes an angle of θ/2 with `. Composing bothsides by R` = R−1` , this gives
 Op,θ ◦R` = R`′ .. (3)
 This trick doesn’t work unless p ∈ `, however.
 Exercise 8.17. If p /∈ `, show that Op,θ ◦R` is a glide reflection. Hint: using Exercise8.14, Op,θ ◦ R` can be written as a composition of three reflections R`1 ◦ R`2 ◦ R`3.Show how to modify these reflections, without changing the resulting composition, sothat `1 and `2 are parallel and are both perpendicular to `3.
 So, are there other isometries of R2 that we haven’t discovered yet?
 Theorem 8.18 (Classification of Euclidean isometries). Every isometry of R2 iseither the identity, a translation, a rotation, a reflection or a glide reflection.
 We will work towards a proof of this theorem in steps. Here is step one.
 Claim 8.19. Suppose f : R2 −→ R2 is an isometry and there are points x 6= y ∈ R2
 such that f(x) = x and f(y) = y. Then f is either the identity or a reflection.
 Proof. Pick a point z that is not on the line ` through x, y. Then
 d(f(z), x) = d(z, x) and d(f(z), y) = d(z, y).
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 Therefore, either f(z) = z or f(z) is the other point of intersection of the circlearound x with radius d(z, x) and the circle around y with radius d(z, y), which isR`(z). Corollary 8.12 then shows that either f = id or f = R`. �
 Next, let’s assume that f fixes only a single point.
 Claim 8.20. Suppose f : R2 −→ R2 is an isometry and f(x) = x for some x ∈ R2.Then f is either the identity, a rotation or a reflection.
 Proof. Pick some y 6= x. Then d(f(y), x) = d(y, x), so there is a rotation withOx,θ(y) = f(y). Consequently, O−1x,θ ◦ f fixes both x and y, so must be either theidentity or a reflection (in a line through x) by the previous claim. So,
 f = Ox,θ ◦(O−1x,θ ◦ f
 )
 is either the identity, a reflection or a rotation by Equation (3) �
 Finally, we can prove the full theorem.
 Proof of Theorem 8.18. Let f : R2 −→ R2 be an isometry and pick some x ∈ R2. Iff(x) = x, we are done by the previous claim. Otherwise, let ` be the perpendicularbisector of the segment joining x, f(x). Then f ◦R`
 (f(x)
 )= f(x), so by the previous
 claim f ◦R` is either the identity, a rotation, or a reflection. It follows that
 f = (f ◦R`) ◦R`
 is either a reflection, a reflection or glide reflection (Equation (3) and Exercise 8.17),or a translation or rotation (Claim 8.13 and Exercise 8.14). �
 Exercise 8.21. Prove that every isometry of R2 is the composition of at most threereflections. Is three necessary, or would only two reflections suffice?
 Exercise 8.22. Show that every isometry of R, where d(x, y) = |x− y|, is either theidentity, a translation, or a reflection through a point. Here, the reflection througha ∈ R is the map Ra : R −→ R defined by Ra(x) = 2a− x.
 Exercise 8.23. Describe at least 5 qualitatively different types of isometries of R3.You can try to write them out in coordinates for a challenge, but it will be sufficientto just give a geometric description. You don’t have to prove they are isometries.
 Exercise 8.24. Consider R2 with the metric dmax(x, y) = maxi{|xi−yi|}. Show thatall translations are dmax-isometries, and that a rotation Op,θ is a dmax-isometry if andonly if θ is a multiple of π/2.
 Exercise 8.25. Here’s a proof that the shortest path between two points is a linesegment using the integral formula for path length, rather than Definition 6.1.
 (a) Using the integral formula for path length, show that any path joining thepoints (x, 0), (y, 0) ∈ R2 has length at least |y − x|, with equality only if itstays on the line segment between them. Hint: if γ(t) = (γ1(t), γ2(t)) is sucha path, compare its length to that of the path α(t) = (γ1(t), 0).
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 (b) Using isometries and part (a), prove that a path joining two arbitrary pointsp, q ∈ R2 has length at least d(p, q), with equality only if it stays on the linesegment between them.
 We say that a bijection f : X −→ X of a metric space is a similarity if there issome constant λ > 0 such that d(f(x), f(y)) = λd(x, y), ∀x, y ∈ X. Any isometry isa similarity, where λ = 1. Another example is the dilation around a point p ∈ Rn:
 Dp,λ : Rn −→ Rn, Dp,λ(x) = λ(x− p) + p.
 Geometrically, a dilation fixes p and stretches every vector based at p by the scalingfactor λ. Dilations are similarities, since
 d(Dp,λ(x), Dp,λ(y)) = |λ(x− p) + p− λ(y − p)− p|= λ |x− y|= λ d(x, y).
 Exercise 8.26. Show that every similarity of Rn is a composition of a dilation anda isometry of Rn.
 Similarities send lines to lines – the proof is exactly the same as that for isometries,as described in Exercise 8.7. Moreover, similarities of R2 send circles to circles:
 Exercise 8.27. Show that if C is a circle in R2 and f : R2 −→ R2 is a similarity,then f(C) is also a circle.
 9. Isometries of R3
 We discussed isometries of R2 at length in §8, and showed that there are only fourtypes: translations, rotations, reflections and glide reflections.
 Theorem 9.1. There are seven types of isometries of R3: the identity, translations,rotations, screw motions, reflections, glide reflections, and twist reflections.
 Here, rotations are around lines and reflections are through planes, a screw motionis the composition of a rotation around a line ` and a translation parallel to `, aglide reflection is the composition of a reflection through a plane P and a translationparallel to P , while a twist reflection is the composition of a rotation around a lineand a reflection through a perpendicular plane, as pictured below.
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 p
 f(p)
 screw motion
 p
 f(p)
 q
 f(q)
 q
 f(q)
 twist reflection
 The proof of Theorem 9.1 similar to the classification of isometries of R2 presentedin Theorem 8.18, although there are a couple more cases to consider. Here are someexercises that will guide you through the proof.
 Exercise 9.2. Suppose x1, . . . , x4 ∈ R3 are not coplanar. If p, q ∈ R3, show that
 d(p, xi) = d(q, xi) ∀i = 1, . . . , 4 =⇒ p = q.
 Conclude that whenever f, g : R3 −→ R3 are isometries such that f(xi) = g(xi) forall i, then f(p) = g(p) for all p ∈ R3.
 Exercise 9.3. Suppose P and P ′ are planes in R3. Show that the composition of thereflections through P and P ′ is a rotation around the line ` = P ∩ P ′ if the planesintersect, and is a translation otherwise.
 Exercise 9.4. Show that a composition of two rotations around lines passing throughp ∈ R3 is another rotation around a line passing through p.
 Exercise 9.5. Suppose that a line ` and a plane P pass through a point p ∈ R3.Show that the composition of a rotation around ` and a reflection through P is areflection if ` ⊂ P and a twist reflection otherwise.
 Exercise 9.6. Suppose that f : R3 −→ R3 is an isometry.
 (a) If f(p) = p for all p in some plane P , show that f is either a reflection throughP or is the identity. Hint: use 9.2.
 (b) If f(p) = p for all p in some line `, show that f is either the identity, a reflectionthrough plane containing `, or a rotation around `. Hint: use (a) and 9.3.
 (c) If f(p) = p for some p ∈ R3, show that f is either the identity, a reflection, arotation, or a twist reflection. Hint: use (b) and 9.3.
 Exercise 9.7. Show that the composition of a translation and rotation is a screwmotion unless the direction of translation is perpendicular to the axis of rotation, inwhich case the composition is a rotation.
 Exercise 9.8. Show that the composition of a translation and a twist reflection is atwist reflection.
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 Exercise 9.9. Show that the composition of a translation and a reflection is a re-flection if the direction of translation is perpendicular to the plane of reflection, anda glide reflection otherwise.
 Exercise 9.10. Prove Theorem 9.1, using the previous 3 exercises and 9.6 (c).
 10. Tilings
 We say that two subsets A,B of a metric space X are congruent if there is anisometry f : X −→ X with f(A) = B.
 Exercise 10.1. If two triangles T, T ′ in R2 have the same side lengths, they arecongruent. Hint: by Exercise 2.11, the two triangles must also have the same angles.You might try composing a translation with a suitable rotation and reflection.
 A monohedral tiling of R2 is a collection of congruent polygons P1, P2, . . . withdisjoint interiors that union to R2. Some examples are pictured below. The colorsand the bees are unimportant to the mathematics.
 On the left is a tiling by congruent pentagons, the middle tiling is by congruent9-gons, and the honeycomb in the last picture is an example in nature of part of atiling of R2 by regular hexagons.
 Exercise 10.2. Show that if T is any triangle, there is a monohedral tiling of R2 inwhich all the polygons are congruent to T .
 Exercise 10.3 (Harder). Show that for any quadrilateral Q, there is a monohedraltiling of R2 in which all the polygons are congruent to Q.
 Exercise 10.4. Show that there is a monohedral tiling of R2 in which all the polygonsare regular n-gons if and only if n = 3, 4, 6. Hint: look at the interior angles at avertex in the tiling.
 For each n, there is a wealth of tilings of the plane by congruent n-gons. Whenn = 3, 4, this is clear from Exercises 10.2 and 10.3. In general, one can start with thetiling of the plane by equilateral triangles pictured below, cut out a polygonal piecefrom the one side of each triangle and glue it on one of the other sides.
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 If this is done properly as above, the result is a monohedral tiling by 2s + 1 tiles,where s is the number of sides with which we replaced one side of each equilateraltriangle. For example, above s = 4 and the resulting tiling is by 9-gons. The onlyconstraint in this construction is that s ≥ 2; so this produces infinitely many ‘distinct’tilings by congruent n-gons whenever n = 2s+ 1 ≥ 5 is odd.
 Exercise 10.5. With a similar construction, produce tilings by congruent n-gonswhenever n ≥ 6 is even.
 Looking a little closer, we see that all the tilings produced by this construction arenon-convex! In fact, convexity can be a real problem.
 Theorem 10.6. There is no monohedral tiling by convex n-gons if n > 6.
 The proof of this theorem requires a discussion of ‘Euler characteristic’, which wewill see later in Section 20. We will prove Theorem 10.6 then.
 As mentioned above, any triangle or quadrilateral can be used in a monohedraltiling of R2. Rienhart (1918) gave a complete classification of the convex hexagonsthat tile the plane: they fall into three families, defined using conditions on anglesand side length. He also found five families of convex pentagonal tilings. This was thestate-of-the-art for convex pentagonal tilings until 1968, when Kershner found someadditional families and claimed that his list was complete.
 In 1975, Martin Gardner wrote an expository article on pentagonal tilings in Sci-entific American that included Kershner’s list. Soon afterwards, a reader namedRichard James wrote in with a new tiling, showing Kershner’s claim of completenessto be false! Even better, a reader named Marjorie Rice, a stay-at-home mother andamateur mathematician living in San Diego, discovered 4 additional families of con-vex monohedral pentagonal tilings. This brought the total number of known familiesof convex pentagonal tilings to 14. A representative of each family is pictured below.Currently, there is no proof that this list is complete!
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 11. Area
 The area of a rectangle should be its base length times its height. Just as we definedpath length by approximating with line segments, area of arbitrary subsets is definedby approximating with rectangles. Namely, to estimate the area of a subset X ⊂ R2,we cover X with rectangles and then sum up the areas of the rectangles.
 X
 Of course, such estimates will not be perfect, since the rectangles will overlap andwill contain points not in R. Attempting to take the rectangular approximation withthe least possible excess of area leads to the following definition.
 Definition 11.1. If X ⊂ R2, the area of X is defined by
 Area(X) = inf
 {∑
 i
 Area(Ri)∣∣∣ rectangles R1, R2, . . . with ∪i Ri ⊃ X
 }.
 In the definition of path length, our piecewise linear approximations gave under-estimates to the length of the path, which we then defined as a supremum, or leastupper bound, of the approximating lengths. Here, our rectangular approximationsgive overestimates for area, so Area(X) is their infimum, or greatest lower bound.
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 As with length, there may not be a rectangular approximation of X that realizesits area. For instance, if X is a point then Area(X) = 0, since there are rectanglescontaining X with arbitrarily small area. Similarly, the area of any finite set is zero.
 In general, the definition of area given above is quite difficult to use. Even verifyingthat Definition 11.1 gives the right answer when X is a rectangle is not obvious! Sofor sanity, we will just summarize area’s fundamental properties here and refer thereader to a course in measure theory for proofs.
 Theorem 11.2 (The fundamental theorem of area).
 (a) If f : R2 −→ R2 is an isometry and X ⊂ R2, then Area(f(X)) = Area(X).(b) If X1, X2, . . . are disjoint measurable subsets of R2, then
 Area(∪iXi) =∑
 i
 Area(Xi).
 (c) If X = {(x, y) ∈ R2 | f(x) ≤ y ≤ g(x), a ≤ x ≤ b}, where a, b ∈ R andf, g : [a, b] −→ R are continuous functions, then
 Area(X) =
 ∫ b
 a
 g(x)− f(x) dx.
 The same formula also holds if any of the inequalities defining X are strict.
 Property (a) says that congruent figures, i.e. sets that differ by an isometry, havethe same area. The conclusion of Property (b) should also seem completely natural,so the presence of the mysterious ‘measurability’ condition is perhaps worrisome.We’ll give an example of a non-measurable set at the end of this section, but for themoment we aassure the reader that every set that we will discuss in this course willbe measurable. Property (c) says that area is obtained by integrating the lengths ofvertical cross-sections, at least when X has a form that allows such an integral to beeasily expressed. The intuition is that the integral in (b) can be approximated as
 ∫ b
 a
 g(x)− f(x) dx ≈∑
 i
 (g(xi)− f(xi))(xi+1 − xi),
 where a = x0 < · · · < xn = b is a partition of [a, b], and that this precisely correspondsto the sum of the areas of a collection of rectangles approximating the region!
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 a = x0 b = x4x1 x2 x3
 g
 f
 X
 As the partitions become finer, the associated Riemann sums approach the integralabove, and also converge to the area of X.
 Let’s compute area in another example. Suppose that X is any countable set, i.e.a set that can be written as X = {x1, x2, . . .}. Then we have
 X = ∪i{xi}, =⇒ Area(X) =∑
 i
 Area{xi} =∑
 i
 0 = 0.
 Exercise 11.3. Prove that the area of a countable subset of R2 is zero just using thedefinition of area, not the theorem.
 The set of rational numbers Q ⊂ R is countable. For instance, one can first listrational numbers p/q where, in lowest terms, both |p|, |q| ≤ 1. We then move onto the remaining points where |p|, |q| ≤ 2, etc... Each time there only finitely manypoints, so assembling all these lists one after another allows us to write
 Q = {0, 1,−1, 2,−2,1
 2,−1
 2, 3,−3,
 1
 3,−1
 3,2
 3,−2
 3,3
 2,−3
 2, . . .}.
 On the other hand, Cantor’s diagonalization argument (take an analysis class!) showsthat any interval in R is uncountable – there are too many real numbers in any roleto list them as above! Turning back to the plane, the set of points Q2 in R2 withrational coordinates is countable, while any subset of R2 that contains a line segmentis uncountable as well.
 In fact, Property (c) still holds if the roles of x and y are switched.
 Exercise 11.4. Suppose that X = {(x, y) ∈ R2 | f(y) ≤ x ≤ g(y), a ≤ y ≤ b},where a, b ∈ R and f, g : [a, b] −→ R are continuous functions. Show that
 Area(X) =
 ∫ b
 a
 g(y)− f(y) dy.
 In the following exercises, remember that you can only use the definition of areaand the theorem above! Don’t just rely on your intuition. However, you can andshould assume that all sets of interest in your proofs are measurable.
 Exercise 11.5. Prove that the area of any line in R2 is zero.
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 Exercise 11.6. If A ⊂ B, show that Area(A) ≤ Area(B).
 Exercise 11.7. Show that the area of any rectangle in R2 is the length of its basetimes its height. The most efficient proof uses both parts (a) and (c) of the theorem!
 Exercise 11.8. (For expert integrators only) Show that the area of the unit discD = {v ∈ R2 | |v| ≤ 1} is 2π.
 Exercise 11.9. Show that the area of a triangle is given by the formula 12base ×
 height.
 A triangle can be divided into two right triangles with the same height and whosebases add to the base of the original triangle.
 Exercise 11.10. Calculate the area of a regular n-gon with vertices on the unit circleand show that these areas limit to π as n→∞.
 12. Volume and non-measurable sets
 Although our discussion in the previous section was two-dimensional, almost allof it generalizes to n-dimensions. Rectangles in R2 are replaced by n-dimensionalrectangular solids, or n-rectangles, and we begin by stipulating that volume of ann-rectangle should be the product of its side lengths.
 a
 b
 cvol = abc
 Then for the n-dimensional volume vol(X) of a set X ⊂ Rn, we define
 vol(X) = inf
 {∑
 i
 vol(Ri)∣∣∣ n-rectangles R1, R2, . . . with ∪i Ri ⊃ X
 }.
 There is a direct n-dimensional analogue of Theorem 11.2. Properties (a) and(b) are unchanged: isometries of Rn still preserve volume and volume sums undermeasurable disjoint unions. Versions of Property (c) also hold. For instance, if
 X =
 {(x1, . . . , xn) ∈ Rn
 ∣∣∣ ai ≤ xi ≤ bi ∀i = 1, . . . , n− 1f(x1, . . . , xn−1) ≤ xn ≤ g(x1, . . . , xn−1)
 },
 where ai, bi ∈ R and f, g are continuous functions, then
 vol(X) =
 ∫ b1
 a1
 · · ·∫ bn
 an
 g(x1, . . . , xn−1)− f(x1, . . . , xn−1) dx1 . . . dxn.
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 This discussion is even interesting in one dimension, where ‘volume’ should beinterpreted as length. While you may not think that Property (c) makes much sensefor R, it can be interpreted to say that the volume of an interval is its length. So, forR the fundamental properties of volume are the following:
 (a) If f : R −→ R is an isometry and X ⊂ R, then vol(f(X)) = vol(X).(b) If X1, X2, . . . are disjoint and measurable, vol(∪iXi) =
 ∑i vol(Xi).
 (c) vol [a, b] = vol [a, b) = vol (a, b) = vol (a, b] = b− a.
 Let’s now return to the discussion of the measurability condition in Property (c).Things are a little easier in R than in R2, and the issues are all the same, so we’llstick to one dimension. Here’s a first example of a non-measurable subset of R:
 Exercise 12.1 (*). Given a set A ⊂ [0, 1) and an element α ∈ R, define
 A+ α (mod 1) = {x+ α (mod 1) | x ∈ A} ⊂ [0, 1).
 We call this set the mod 1 translate of A by α.
 (a) Show that if A ⊂ [0, 1) and α ∈ R, then vol(A) = vol(A+ α (mod 1)).(b) If α ∈ R, let Qα = Q ∩ [0, 1) + α (mod 1). Show that Qα, Qβ are either the
 same or disjoint, depending on whether α− β ∈ Q or not, and ∪αQα = [0, 1).
 Part (b) means that the translates of Q partition [0, 1), i.e. the interval is a disjointunion of these translates. Now form a subset N ⊂ [0, 1] by choosing exactly oneelement from each translate of Qα. In other words, N is a subset of [0, 1) such thatN ∩Qα always contains exactly one point.
 (c) Show that if x, y ∈ Q, then N + x (mod 1) ∩ N + y (mod 1) = ∅ unlessx (mod 1) = y (mod 1). Then show that ∪x∈QN + x (mod 1) = [0, 1).
 (d) Show that the sets N + x (mod 1), where x ∈ Q, cannot all be measurable,using parts (a) and (c) above. (In fact, none of them are measurable.)
 When constructing N in the exercise above, we made implicit use of the ‘axiom ofchoice’, which tells us that if we have a collection of sets, we can create a new set bychoosing one element from each. In fact, Solovay proved that any construction of anon-measurable set must use the axiom of choice, which in particular means that itis impossible to write down an actual formula for a non-measurable set!
 For an even more dramatic example, the Banach-Tarski paradox states that a solidball in R3 can be cut into five pieces and reassembled into two solid balls, each withthe same volume as the first! The point is that the pieces are not measurable, andtheir volumes sum to more than that of the original ball.
 13. Isoperimetric inequalities
 How does one enclose the largest amount of area using a rope of a certain length?Physical experience suggests that one should lay the rope along a circle. In thissection, we will formulate this problem mathematically and present a solution!
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 A loop in R2 is just an injective path γ : [a, b] −→ R2 such that γ(a) = γ(b).Injectivity means that the path cannot cross itself, while the latter condition ensuresthat it closes up. The celebrated Jordan curve theorem, which is intuitively obviousbut actually quite involved to prove, says that any loop separates R2 into two pieces,one bounded and the other unbounded, i.e. the inside and outside.
 Theorem 13.1. Among all loops γ in R2 with length at most l, any loop that maxi-mizes the enclosed area must be a circle.
 As a circle with circumference l has radius l2π
 , the area enclosed is π(l2π
 )2= π
 4l2.
 One would like to then use the theorem to say that a general loop with length l neverencloses a region with area greater than π
 4l2. However, note the careful wording of the
 theorem! Nowhere is it actually stated that there is a loop that encloses a maximalamount of area, and if there is not then the theorem has no content. Of course, asyou might expect, there is actually such a maximal loop, but a proof of its existencerequires the Arzela-Ascoli theorem from analysis, which we will not discuss here.
 Before beginning the proof, let’s do a similar problem involving parallelograms.
 Lemma 13.2. Fix a, b > 0. Among all the parallelograms with side lengths a and b,the rectangle encloses the most area.
 Proof. The area of such a parallelogram is ab sin(θ), where θ is pictured below.
 a a
 b
 b
 θ
 a sin(θ)a sin(θ)
 b
 chop and translate!
 This is maximal when sin(θ) is maximal, i.e. when θ = π/2, which happens if andonly if the parallelogram is a rectangle. �
 To prove Theorem 13.1, we need a criterion that characterizes circles.
 Lemma 13.3. A loop γ describes a circle if and only if for all x, y, z on γ such thatx, y divide γ in half by length, the segments xz and yz meet at right angles.
 Proof. The figure below illustrates a right angle when γ is a circle, and a non-rightangle when γ is not a circle. To prove that this is always the case, rotate a copy ofthe triangle xyz by π and adjoin it to xyz to make a parallelogram xyzz′.
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 x y
 z
 θ
 θ rotate by π
 x y
 z
 xy
 z
 θ
 The diagonals of the parallelogram bisect each other, and have the same length if andonly if the parallelogram is a rectangle, i.e. if the angle θ = π/2.
 Now, if γ describes a circle, the segment xy is a diameter, and hence its midpointis the center of the circle. As x, y, z are all equidistant from the center, the diagonalsof the parallelogram xyzz′ have the same length, so the angle at z is π/2.
 Conversely, if the angle at z is always π/2, the diagonals of xyzz′ always have thesame length, so the distance from z to the midpoint of xy is always half the length ofxy. Therefore, γ is a circle centered at the midpoint of xy with radius 1
 2d(x, y). �
 We are now ready for the proof of Theorem 13.1. As the argument we will give isa little more hand wavy than others so far, we will call it a ‘proof sketch’.
 Proof sketch. Assume that γ has length at most l and encloses a region R with maxi-mal area. As in Section 5, the convex hull hull(R) is the smallest convex set containingR; intuitively, it is the region enclosed by a rubber band snapped around R.
 R Rhull(R)
 The perimeter of hull(R) consists of pieces of γ interspersed with a number of linesegments, each of which replaces a (longer, by Theorem 6.7) portion of γ with the sameendpoints. Unless R is already convex, hull(R) is a region of larger area enclosed bya loop with length at most l, contradicting maximality of R. Therefore, R is convex.
 Let x, y be points on γ that separate it into two paths of equal length. By convexity,the line segment xy llies in R, and separates it into two pieces, R1 and R2. Thesetwo pieces must have the same area, since otherwise we could reflect the larger pieceacross xy to create a new region with perimeter at most l and larger area.
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 x
 y
 R2R1
 If z is another point on γ, it suffices by Lemma 13.3 to show that the segments xzand yz meet at a right angle. Assume without loss of generality that z lies on thehalf of γ adjacent to R1. Replace R2 with a copy of R1 rotated by π, and call thisnew region S, as pictured below. The triangle xyz and its rotated twin join to forma parallelogram xyzz′ ⊂ S, as below in yellow.
 xxy
 z
 R1, rotated by π
 R1
 R2
 R
 y
 z
 θ
 θ
 z′
 S
 x y
 z
 π2
 π2
 z′
 π2
 π2
 T
 If the angle at z is not π/2, we know by Lemma 13.2 that the rectangle with thesame side lengths has greater area than xyzz′. So, create a new region T by pastingthe four blue pieces of S \ xyzz′ onto the sides of such a rectangle. This T has thesame perimeter as R, but has larger area, contradicting maximality of R. �
 Exercise 13.4. At the end of the proof of Theorem 13.1, you may have wonderedwhy the four pieces of S \ xyzz′ do not intersect each other when they are stuck ontothe rectangle to form T . This is your chance to explain!
 Exercise 13.5. Fix l > 0. Show that among parallelograms with perimeter l, thesquare with side lengths l/4 maximizes area.
 Exercise 13.6 (Heron’s formula). If T is a triangle with side lengths a, b, c, show
 Area(T ) =√s(s− a)(s− b)(s− c), where s =
 a+ b+ c
 2.
 Hint: use the law of cosines and the identity sin2 + cos2 = 1 to express the sin of oneof the angles of the triangle just in terms of the side lengths. Then, use this sin tofind the height of the triangle, plug that into the area formula for triangles and do abunch of algebraic manipulations. There may come a point where you just want toexplain loosely why a product of four terms eventually simplifies to something – feelfree to just do that instead of writing out the entire calculation.
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 Exercise 13.7. Show that among triangles with perimeter l, the area is largest forequilateral triangles. Hint: apply Heron’s formula, and use the inequality of meansdescribed in Exercise 5.15.
 More generally, regular n-gons maximize area among n-gons with specified perime-ter. As a challenge, try to think about a proof of this statement!
 14. Tangrams and Scissors Congruence
 The tangram is a puzzle in which one is given a set of seven pieces (five trianglesof varying sizes, a parallelogram and a square) and is asked to arrange them intoprescribed configurations. Only the outline of the desired shape is given, and theappropriate configuration can be difficult to find.
 a tangram set the puzzles
 The first known tangram set was found in China around 1815, although the gamehad probably been popular there for some time. From China, it was brought toPhiladelphia on the ship Trader by Capt. M. Donaldson, and was then exported toBritain, Germany and Denmark. Also known as “the fashionable Chinese puzzle”,“the anchor puzzle” and “the Sphinx”, it became one of the most popular games of the19th century in America and Europe. (One reason for the popularity of such puzzlesat the time was that the Catholic Church tolerated playing them on the Sabbath.)
 Although the actual origin of the game is unknown, you can find many fictionalizedorigin stories on the Internet. Many of them begin with a sentence like “Once upon atime, a man had a treasured clay tile...”; often, you can imagine the rest. There areeven creation myths based on tangrams! Try googling tangram history if you wantto take a trip down the rabbit hole.
 There is some interesting mathematics related to the tangram puzzle.
 Definition 14.1. Two subsets P,Q of R2 are scissors congruent if they are the unionsof polygons P1, . . . , Pn and Q1, . . . , Qn, respectively, intersecting only on their edges,such that Pi and Qi are congruent for each i.
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 PQ
 In other words, P and Q are scissors congruent if one can be cut along line segmentsand reassembled into the other. As an example, any tangram puzzle that has asolution must be scissors congruent to a square!
 Exercise 14.2. If P and Q are scissors congruent and Q and R are scissors congruent,show that P and R are scissors congruent. In other words, scissors congruence is an‘equivalence relation’.
 Note that the subsets P,Q in the definition of scissors congruence may be polygons,but they may also be unions of disjoint polygons! For instance, the two unions ofpolygons in the middle of the figure above are both scissors congruent to P and Q.Even if one is only interested in polygons, this extended point of view is useful, sinceit is often useful to use the Exercise repeatedly to prove that polygons are scissorscongruent by passing through intermediate subsets of R2 that are not polygons.
 Exercise 14.3. Exhibit a scissors congruence between a square and an isoscelestriangle using a decomposition into exactly four pieces. Here is a hint.
 So, when are two polygons scissors congruent? It follows from the fundamentaltheorem of area that the two polygons must have the same area. In fact:
 Theorem 14.4 (Wallace-Bolyai-Gerwein). Two polygons A and B are scissors con-gruent if and only if they have the same area.
 A word is in order about the triple attribution. Some sources say that the problemwas posed by Bolyai, then solved by Gerwein in 1833 and by Wallace in 1807. Otherssay that it was proved by Bolyai in 1835. So to be safe, we give credit to everyone!
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 Lemma 14.5. Any two rectangles with the same area are scissors congruent.
 Proof. The following move on rectangles is called a ‘P-slide’ - the only constraint hereis that α is less than or equal to half the width of the rectangle.
 α
 α
 Using a P-slide or its inverse, a rectangle with width a is scissors congruent to anyrectangle with the same area and width in [a/2, 2a]. So, repeated P-slides can beused to show that any two rectangles are scissors congruent. �
 Proof of Theorem 14.4. Let A be a polygon. We will show that A is scissors congruentto a square with the same area. Cut A into triangles using Theorem 4.2. Each trianglecan be cut into two right triangles, which can be reassembled into a rectangle.
 Using a P-slide, alter each rectangle so that its width is√
 Area(A). Stacking therectangles must give a square, since it is a rectangle with the same area as A. �
 Two subsets P,Q of R2 are scissors congruent via translations if they are the unionsof polygons P1, . . . , Pn and Q1, . . . , Qn, respectively, intersecting only on their edges,such that Pi and Qi differ by a translation for each i. Similarly, one could consider‘scissors congruence via translations and rotations by π’. The point is that now weare limiting the movement of the polygons to certain isometries.
 Exercise 14.6. (Hard) Show that any two rectangles with the same area are scissorscongruent via translations. Hint: P-slides can be used to alter the dimensions of arectangle. The real trick is to say why you can rotate a rectangle. Here’s a hint:
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 Exercise 14.7. Show that any two polygons are scissors congruent via translationsand rotations by π. Hint: repeat the proof of Theorem 14.4 using Exercise 14.6.
 Given a vector v ∈ R2, the v-Hadwiger invariant of a collection of polygons is thereal number obtained by summing up the signed lengths of all edges perpendicularto v, where the sign of an edge is +1 if v points outward and −1 if v points inward.
 v-Hadwiger = length(e1)− length(e2).
 v
 +1
 −1
 e1
 e2
 Exercise 14.8. Show that if v ∈ R2, the v-Hadwiger invariants of two collections ofpolygons that are scissors congruent via translations must be equal. Use this to givean example of two polygons that are not scissors congruent via translations.
 15. Polyhedra and the Dehn invariant
 Loosely, a polyhedron is a solid in R3 bounded by a collection of polygons (faces)that meet along their edges. Here are some examples of polyhedra.
 The polyhedra on the left are the Platonic solids, which may be familiar from highschool geometry. On the right is the famous ‘Rabbitic solid’, which has thousands offaces, but not the one that counts.
 Just as for polygons, we say that two subsets P,Q of R3 are scissors congruent ifthey are the unions of polyhedra P1, . . . , Pn and Q1, . . . , Qn, respectively, intersectingonly on their faces, such that Pi and Qi are congruent for each i.
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 Again, scissors congruence is an equivalence relation, and the cut-and-reassemblepicture is the same as before, except that we cut along planes instead of lines.
 The volume of a polygon in R3 is zero, so volume sums when polyhedra are gluedalong their polygonal faces. So, scissors congruent subsets of R3 have the same volume.
 Question. Is it true that any two polyhedra in R3 with the same volume are scissorscongruent?
 In 1900, the mathematician David Hilbert devised a list of 23 problems to focusresearch in the 20th century. The innocuous question above was the third problem.Three months later, it was solved by Hilbert’s student Max Dehn.
 Theorem 15.1 (Dehn, 1900). The cube and regular tetrahedron of unit volume arenot scissors congruent.
 A tetrahedron is featured in the picture above. Regular tetrahedrons are those thathave all their side lengths and dihedral angles equal. Here, a ‘dihedral angle’ is theangle at which two faces meet along an edge. The regular tetrahedron of unit volume
 has side lengths3√
 6√
 2 and dihedral angles cos−1(13), while the cube with unit volume
 has all side lengths equal to 1 and dihedral angles π/2.
 We will give a proof of Dehn’s theorem in the remainder of the section. The pointis to come up with an appropriate invariant – a number that one can associate to aunion of polyhedra that does not change under scissors congruence.
 A function f : R −→ R is additive if f(x) + f(y) = f(x+ y) for all x, y ∈ R.
 Exercise 15.2. Show that if f is additive, f(qx) = qf(x) for all x ∈ R and q ∈ Q.
 Exercise 15.3 (For students with an analysis background). Show that if f : R −→ Ris additive and continuous, then f(x) = ax for some a ∈ R.
 Exercise 15.4. A function f : R −→ R is called multiplicative if
 f(xy) = f(x)f(y), ∀x, y ∈ R.Examples include functions f(x) = xa, where a ∈ R.
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 (a) Explain why the existence of discontinuous additive functions implies the ex-istence of discontinuous multiplicative functions. (Don’t stress too much aboutproving discontinuity, just give a way to turn an additive function into a mul-tiplicative one and say some brief words about the discontinuity.)
 (b) Show that the only functions f : R −→ R that are both additive and multi-plicative are the identity f(x) = x and the zero function f(x) = 0. (Hint: youmight find it useful to prove that multiplicative functions take positive numbersto positive numbers, and that any multiplicative and additive function is eitherthe identity or zero on the rational numbers. Also, you might need to use thatbetween any two real numbers, there’s a rational number.)
 Suppose that f : R −→ R is an additive function such that f(π) = 0. The Dehninvariant Df associated to f is defined as follows. If P is a union of polyhedra, let
 length(e) and ∠(e)
 be the length and dihedral angle of an edge e of P , and define
 Df (P ) =∑
 edges e of P
 length(e)f(∠(e)).
 Theorem 15.5. If P and Q are unions of polyhedra that are scissors congruent, thenDf (P ) = Df (Q) for every additive f such that f(π) = 0.
 Proof. We just need to show that Df does not change when a polyhedron of P is cutby a plane, for moving the pieces around by isometries does not change Df .
 To do this, we examine the effect that the cut has on a given term length(e)f(∠(e))of the summation defining Df (P ). Clearly, this term is only affected if P ∩ e 6= ∅.Suppose first that P divides e into two edges e1 and e2, as in the picture below.
 e
 e1
 e2
 d2
 d1
 The joint contribution of e1 and e2 to Df is then the same as that of e:
 length(e)f(∠(e)) = (length(e1) + length(e2))f(∠(e))
 = length(e1)f(∠(e)) + length(e2)f(∠(e))
 = length(e1)f(∠(e1)) + length(e2)f(∠(e2)).
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 So, any change in Df cannot come from the e edges. Similarly:
 Exercise 15.6. Show that if P contains the edge e, then after cutting along P theedge e becomes two edges e1 and e2, and
 length(e)f(∠(e)) = length(e1)f(∠(e1)) + length(e2)f(∠(e2)).
 But wait, you say, there are additional edges introduced by these cuts that we havenot accounted for! These new edges come in pairs, e.g. d1 and d2 above, where theedges in a pair have the same length and have dihedral angles summing to π. So,
 length(d1)f(∠(d1)) + length(d2)f(∠(d2)) = 0,
 by additivity of f and the fact that f(π) = 0. This means that the new edgesintroduced by the cut do not contribute to Df . Thus, Df is unchanged when apolyhedron of P is cut by a plane. �
 In order to prove Dehn’s theorem that a cube C and a regular tetrahedron Tof unit volume are not scissors congruent, we just need to choose some f so thatDf (C) 6= Df (T ). What we’ll show is that there is an additive f : R −→ R with
 f
 (cos−1
 (1
 3
 ))= 1 and f(π) = 0. (4)
 Recall that cos−1(13
 )is the dihedral angle of all the edges of the regular tetrahedron
 T . Using this f to construct the invariant Df , we see that
 Df (C) = 12 · 1 · f(π
 2
 )= 0,
 Df (T ) = 6 · 3
 √6√
 2 · f(
 cos−1(
 1
 3
 ))= 6 · 3
 √6√
 2.
 are different! So, by Theorem 15.5, C and T are not scissors congruent.
 The reason there is an additive f satisfying (4) turns out to be that cos−1(13) is not
 a rational multiple of π. This follows from a more general result.
 Proposition 15.7. Within the interval [−π, π], the only rational multiples of π thathave rational cosine are the obvious ones: 0,±π
 3,±π
 2,±π.
 Note that the cosines of the angles referenced are 1,±12, 0,−1. As 1
 3does not appear
 here, cos−1(13) is not a rational multiple of π. To prove Proposition 15.7, we need:
 Theorem 15.8 (The Rational Root Theorem). If x = pq
 is a fraction in lowest terms
 that is a solution of anxn + · · ·+ a0 = 0, where each ai ∈ Z, then p|a0 and q|an.
 Proof. As an(pq)n + · · ·+ a0 = 0, multiplying by qn and shifting the constant term,
 p(anp
 n−1 + · · ·+ a1qn−1) = −a0qn.
 As p, q are co-prime, so are p, qn. So, as the expression in parentheses is an integer,p divides a0. The proof that q|an is similar. �
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 Proof of Proposition 15.7. By the angle sum formula, for α ∈ R and n ∈ N, we have
 cos((n+ 1)α
 )+ cos
 ((n− 1)α
 )
 = cos(nα) cos(α)− sin(nα) sin(α) + cos(nα) cos(−α)− sin(nα) sin(−α)
 = 2 cos(nα) cos(α).
 So, setting x = 2 cos(α) and ‘Pn(x)’= 2 cos(nα), this implies
 Pn+1(x) = xPn(x)− Pn−1(x), P1(x) = x
 By induction, Pn(x) must be a monic degree n polynomial in x, that is a polynomialwhose leading term is xn, with coefficient 1.
 Now if α = mnπ, we have Pn(x) = 2 cos(nm
 nπ) = 2(−1)m. So, x = 2 cos(α) is a root
 of the monic polynomialPn(x)− 2(−1)m = 0.
 If cosα is a rational, so is x = 2 cos(α), so writing x = pq
 the rational root theorem
 implies that q divides 1, and therefore must be ±1. So, x is an integer, implyingcos(α) is one of 0,±1
 2,±1. This implies α is one of 0,±π
 3,±π
 2,±π. �
 So, how does the fact that cos−1(13) and π are not rational multiples help in con-
 structing an additive function with f(cos−1
 (13
 ))= 1 and f(π) = 0? The secret is
 encoded in the ‘linear algebra of R over Q’.A Hamel basis is a subset S ⊂ R such that every x ∈ R can be represented uniquely
 as a ‘Q-linear combination’ of elements of S:
 x = q1s1 + · · ·+ qksk, q1, . . . , qk ∈ Q, s1, . . . , sk ∈ S.Theorem 15.9. If α, β ∈ R are not rational multiples, there is a Hamel basis S withα, β ∈ S.
 The idea is that if α, β are not rational multiples, then α and β are ‘linearlyindependent over Q’, i.e. there is no Q-linear combination
 q1α + q2β = 0,
 except when q1 = q2 = 0. So, the theorem is the familiar statement from linearalgebra that any linearly independent set can be extended to a basis.
 Using Theorem 15.9, we can now construct an additive f with f(cos−1
 (13
 ))= 1
 and f(π) = 0. Let S be a Hamel basis containing cos−1(13
 )and π. Every element
 x ∈ R can be represented as a Q-linear combination of elements of S, and we define
 f
 (aπ + b cos−1
 (1
 3
 )+ q1s1 + · · ·+ qksk
 )= b,
 where a, b, q1, . . . , qk ∈ Q, and s1, . . . , sk ∈ S \ {cos−1(1/3), π}. In other words, wejust record the coefficient of cos−1
 (13
 )in a Q-linear combination of elements of X
 representing the input. Certainly f(cos−1
 (13
 ))= 1 and f(π) = 0, and the coefficient
 adds when linear combinations are summed.
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 Exercise 15.10. Prove that there is no triple of integers (m,n, p) except (0, 0, 0)such that m+n
 √2+p
 √3 = 0. Hint: move m to the other side and square both sides.
 You may use the fact that√
 2,√
 3,√
 6 are all irrational. (Can you prove this?)Clearing the denominators, this implies the same result where m,n, p are rational
 numbers. In other words, {1,√
 2,√
 3} is a Q-linearly independent subset of R.
 16. Spherical Geometry
 We have talked a lot about distance so far, and about realizing distances betweenpoints in R2 by shortest paths, which are line segments. This work is physicallymeaningful because R2 is a good model for the geometry of the earth, at least whendistances are small.
 As a curious example, which US city do you think is closest to Dakhla, one of theclosest cities to the US in Africa? Looking at a map, it seems like a bit of a tossupbetween all the cities on the eastern seaboard.
 DakhlaMiami
 Boston
 Computing the actual distances, though, one finds that the distance from Miami toDakhla is 3,991 miles, while the distance from Boston to Dakhla is 3,374 miles, whichis considerably smaller! Even more strikingly, the distance from London to Dakhla isaround 2700 miles, even though on the map it looks somewhat comparable.
 This discussion motivates the investigation of a new kind of geometry, sphericalgeometry, which more closely models the geometry of the earth when large distancesare concerned. Specifically, our model will be the radius r sphere
 Sr = {x ∈ R3 | |x| = r} ⊂ R3,
 and our goal is to understand the geometry of S in a manner similar to our investi-gation of the geometry of R2.
 How does one define distance on Sr? Just using the usual definition of distancein R3 doesn’t seem like a good idea, since it can only be realized using paths thatgo through the interior of the earth. However, we know how to measure the lengths
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 of paths on S, and we can just define the distance between two points on Sr as theshortest length of a path between them: if p, q ∈ Sr,
 dSr(p, q) = inf{
 length(γ)∣∣ γ : [a, b] −→ Sr, γ(a) = p, γ(b) = q
 }.
 We write ‘inf’ here so as to avoid issues about whether length minimizing pathsactually exist. However, we’ll see in a minute that they do, so one could write ‘min’instead if desired.
 Exercise 16.1. Suppose that A ⊂ Rn and define, for p, q ∈ A,
 dA(p, q) = inf{
 length(γ)∣∣ γ : [a, b] −→ A, γ(a) = p, γ(b) = q
 }.
 Show that the function dA satisfies all the usual properties of a metric, except thatdA(p, q) may equal ∞ if there is no path from p to q in A that has finite length.
 Examples of A ⊂ Rn where dA can be infinite are ‘disconnected sets’ like the unionof two points, or the images of non-rectifiable paths like the Koch curve.
 Of course, this is not a problem for Sr. We’ll find paths of finite length that jointwo given points while answering another important question: what are the shortestpaths between points on Sr, so the spherical analogue of lines in R2?
 Definition 16.2. A great circle on the sphere Sr is an intersection P ∩ Sr, where Pis a plane in R3 going through the origin.
 If p and q are points on Sr, then any plane P going through 0, p, q intersects Sr ina great circle that passes through p and q. There is a unique such plane except when0, p, q are colinear, in which case we say that p and q are antipodes. In other words,
 Proposition 16.3. Every pair of points p, q on Sr lies on a great circle. The greatcircle is unique except if p and q are antipodes, in which case there are infinitely manygreat circles passing through p and q.
 Regarding two points p, q ∈ Sr as vectors based at the origin, suppose p, q meet atan angle θ ∈ [0, π]. Pick a plane P through the origin containing p, q and let v be theunit vector in P that is perpendicular to p and closest to q. Then the path
 γ : [0, 2π] −→ R3, γ(t) = r cos(t)p+ r sin(t)v
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 parameterizes P ∩ Sr, and γ(0) = p while γ(θ) = q. Since
 length γ|[0,θ] =
 ∫ θ
 0
 |γ′(t)| dt =
 ∫ θ
 0
 r dt = rθ,
 we see that when the angle between p, q ∈ Sr is θ, there is a segment of a great circlecconnecting p, q that has length rθ.
 It turns out that this is actually the shortest path between p and q!
 Proposition 16.4. If p, q are points on Sr with angle θ, any path γ from p to q haslength at least rθ, with equality only if γ is an arc of the great circle containing p, q.In particular, the spherical distance between p, q ∈ Sr is dSr(p, q) = rθ.
 In the proof, we will assume γ is piecewise differentiable, so that we can calculateits length via an integral formula. In general, a continuous path γ on Sr can beapproximated by a piecewise differentiable path with almost the same length; forinstance, one can project a piecewise linear approximation to γ radially onto thesphere. So, any continuous path with length less than θ would yield a piecewisedifferentiable path with length less than θ. With a bit more work, one could alsoprove the statement about equality for continuous paths, but we’ll not do so here.
 Proof. It suffices to prove the proposition when γ is contained in an open hemispherearound p, and in particular θ < π/2. If not, cut γ into small pieces, and observe thatif the length of γ is less than the angle between its endpoints, the same must be truefor one of these subpaths. A similar argument reduces the ‘with equality’ part of theproposition to this case.
 Rotations around lines through the origin are isometries of R3 and preserve Sr.They preserve the lengths of paths and the angles between vectors, and take greatcircles to great circles. So using a composition of two rotations, we may assume
 p =(r sin
 (π2− θ), 0, r cos
 (π2− θ))
 , q = (r, 0, 0).
 γ(t)
 x
 y
 z
 v(t)
 u(t)
 p
 q
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 Using spherical coordinates, γ can be written as
 γ(t) =(r sinu(t) cos v(t), r sinu(t) sin v(t), r cosu(t)
 ),
 where u : [a, b] −→ [0, π] and v : [a, b] −→ [0, 2π). For as γ is contained in an openhemisphere around p, the second coordinate γ2(t) never vanishes, so we can set
 u(t) = cos−1(γ3(t)/r), v(t) = tan−1(γ1(t)
 γ2(t)
 ).
 Note that as γ(a) =(r sin
 (π2− θ), 0, r cos
 (π2− θ))
 , and γ(b) = (r, 0, 0), we have
 v(a) =π
 2, v(a) =
 π
 2, v(b) =
 π
 2− θ, v(b) =
 π
 2.
 The square of the speed of γ at time t is then:
 |γ′(t)|2 =∣∣(ru′ cosu cos v − rv′ sinu sin v, ru′ cosu sin v + rv′ sinu cos v,−ru′ sinu)
 ∣∣2
 = (ru′ cosu cos v − rv′ sinu sin v)2 + (ru′ cosu sin v + rv′ sinu cos v)2+
 (−ru′ sinu)2
 = (ru′ cosu cos v)2 + (rv′ sinu sin v)2 + (ru′ cosu sin v)2+
 (rv′ sinu cos v)2 + (−ru′ sinu)2, as the middle terms above cancel,
 = (ru′ cosu)2 + (rv′ sinu)2 + (−ru′ sinu)2, using sin2 + cos2 = 1,
 = (ru′)2 + (rv′ sinu)2,
 so putting this into the integral that we use to calculate length,
 length(γ) =
 ∫ b
 a
 √(ru′(t))2 + (rv′(t) sinu(t))2 dt
 ≥∫ b
 a
 |ru′(t)| dt
 ≥∫ b
 a
 ru′(t) dt
 = rπ
 2− r
 (π2− θ)
 = rθ.
 Moreover, we have equality above if and only if v′(t) = 0 and u′(t) > 0 for all t. Ifthis happens, v(t) = π/2 for all t, so γ lies along the great circle determined by thexz-plane, and the condition u′(t) > 0 means that it always goes clockwise, so it tracesout exactly the segment of the great circle between p and q. �
 While the proof of Proposition 16.4 above used some slightly nasty calculus, onecan give a alternative geometric proof if one assumes the following fact:
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 Fact 16.5. If two points p, q are sufficiently close together on Sr, there is a uniqueshortest path from p to q. (After the fact, using Proposition 16.4 we see that this istrue as long as p and q are not antipodal.)
 This fact should be pretty easy to visualize (and believe), since you can assume thetwo points are within eyesight of each other on the surface of the earth.
 Alternative proof of Proposition 16.4. Suppose that p, q ∈ Sr and that γ is a shortestpath from p to q. We’ll show γ lies along a great circle.
 If x is a point on γ, Fact 16.5 implies that there is a subpath γ′ ⊂ γ around x suchthat γ′ is the unique shortest path between its endpoints.
 xγ′
 Let P be a plane in R3 passing through the origin and the endpoints of γ′. Thereflection through P sends γ′ to a path on Sr with the same endpoints that has thesame length as γ′. Since γ′ is the unique shortest path connecting its endpoints, thismeans that the reflection fixes γ′, so γ′ lies along the great circle P ∩ S.
 γ′
 γ′ reflected
 We have shown that around any point x of γ, there is a small segment of γ thatlies along a great circle. This implies that the entirety of γ lies on a great circle. �
 Exercise 16.6. Using just that dSr(p, q) = rθ, where θ is the angle between p, q,taken within the interval [0, π], prove that dSr is a metric on Sr.
 Exercise 16.7. Show that if five points are placed on Sr, there is a closed hemispherecontaining four of them. Show by example that this is not true for open hemispheres.Here, closed means that the hemisphere includes its great circle boundary, while openhemispheres don’t contain the boundary.
 If a point p ∈ Sr is given, the circle of radius α around p is the set
 C(p, α) = {q ∈ Sr | dSr(p, q) = s}.
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 Recall that the dot product p · q of two points in R3 can be interpreted geometricallyas p · q = |p|q| cos θ, where θ is the angle between p, q. As dSr(p, q) = rθ,
 dSr(p, q) = s ⇐⇒ θ =s
 r⇐⇒ p · q = |p||q| cos
 (sr
 ),
 so since |p| = |q| = r for p, q ∈ Sr, the circle C(p, r) is just the intersection with Sr ofthe plane P ⊂ R3 defined by the equation
 P = {q ∈ R3 | p · q = r2 cos(s/r)}.Using elementary Euclidean geometry, we see that in fact C(p, s) is a Euclidean
 circle of Euclidean radius r sin sr
 around the point (r cos sr)p ∈ P .
 p s
 sr
 q
 0
 C(p, s)
 P
 r
 Hence, the circumference of C(p, s) is 2πr sin sr. So, we have proved:
 Corollary 16.8. The circumference of a circle of radius s on Sr is 2πr sin sr.
 Here are some exercises.
 Exercise 16.9. Suppose that P is a plane in R3 defined by ax + by + cz = d. Showthat the intersection P ∩Sr is either empty, a point, or a circle. Try to find the centerof the circle in terms of a, b, c. The constant d will help determine the radius.
 Exercise 16.10. Show that a circle C(p, α) is a great circle if and only if α = π2.
 Exercise 16.11. The circumference of a Euclidean circle of radius s is 2πs. Show
 limr→∞
 2πr sins
 r= 2πs.
 This should make sense, since at moderate scales a very large sphere (like the earth)is almost indistinguishable from a plane.
 Exercise 16.12. The following is a quotation from 1 Kings 7.23:
 Then he made the molten sea; it was round, ten cubits from brim to brim, andfive cubits high. A line of thirty cubits would encircle it completely.
 Let’s interpret this as describing an above-ground pool ten cubits in diameter and 30cubits in circumference. Some doubters like to say that this is impossible, since the
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 ratio of circumference to diameter should be π, not 3. In a scathing rebuttal, explainhow the pool could be built exactly as specified on the surface of Sr, for some r. Hint:you don’t need to explicitly find the appropriate r. Just argue that it exists using theintermediate value theorem.
 17. Spherical isometries
 Let’s return now to our discussion of the sphere Sr. There is essentially a dictionarybetween isometries of Sr and isometries of R3, given by the following proposition:
 Proposition 17.1. Let r > 0. Any isometry f : R3 −→ R3 with f(0) = 0 restrictsto an isometry of Sr, considered with the metric dSr . Conversely, every isometryf : Sr −→ Sr is the restriction of a unique isometry of R3 fixing the origin.
 Proof. If p ∈ R3 lies in Sr, then
 d(0, f(p)) = d(f(0), f(p)) = d(0, p) = r,
 so f(p) ∈ Sr as well. Therefore, f restricts to a map of Sr. Since the same is true forf−1, the restriction map f : Sr −→ Sr is a bijection.
 We now show that the restriction of f to Sr preserves dSr . If p, q ∈ Sr, thendSr(p, q) = rθ, where θ is the angle between the segments 0p and 0q. By Lemma 8.8,as f is an isometry the angle between 0f(p) and 0f(q) is θ as well. So,
 dSr(p, q) = rθ = dSr(f(p), f(q)),
 implying that f restricts to a dSr -isometry.Conversely, suppose we start with an isometry f : Sr −→ Sr. Define
 F : R3 −→ R3, F (x) =|x|rf
 (rx
 |x|
 ).
 In other words, to define F (x) we first scale the vector x so that its head lies on Sr,then apply f , then scale the result back to its original length.
 Exercise 17.2. Prove that d(F (x), F (y)) = d(x, y) for all x, y ∈ R3.
 It’s easy to see that F is a bijection - its inverse is obtained from the isometry f−1
 of Sr in the same way that we obtained F from f . So, F is an isometry. �
 Using Theorem 9.1, then, the isometries of R3 that fix the origin are the identity,reflections through planes containing the origin, rotations around lines through theorigin, and twist reflections that are compositions of rotations around lines throughthe origin and perpendicular planes containing the origin. So, this gives a completeclassification of isometries of Sr. However, the reliance on R3 here is a bit unsatisfying,and we’ll see that in fact the isometries of Sr can be described intrinsically, in a waythat parallels the definitions of isometries of R2.
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 Let’s take as an example the restriction to Sr of a reflection through a plane P ⊂ R3.The plane P intersects Sr in a great circle, which we call `, remembering that greatcircles play the role of lines on Sr. Denoting by
 R` : Sr −→ Sr
 the restricted reflection, we see that R`(p) = p whenever p ∈ `, while if q /∈ `,then any segment of a great circle connecting q and R`(q) is perpendicularly bisectedby `. These properties determine R`, and are completely analogous to those in thegeometric definition of a reflection in R2. So, by analogy, we call R` the reflection ofSr through the great circle `.
 Similarly, any line l through the origin in R3 intersects Sr in a point p and itsantipode. The rotation around l by angle θ restricts to a map
 Op,θ : Sr −→ Sr
 that fixes p and its antipode, and otherwise takes x to the unique point Op,θ(x) suchthat any great circle segments px and pOp,θ(x) have the same length and meet withan angle of θ, measured counterclockwise from px to pOp,θ(x).
 We call this map Op,θ the rotation of Sr around p. In some sense, we should call Op,θ
 a ‘rotation around both p and its antipode’, but this is too much of a mouthful.We now have spherical versions of rotations and reflections of R2. What about
 translations? In fact, a spherical rotation plays a dual role, analogous to both aEuclidean rotation and a translation! To see why, note that a translation of R2
 preserves all the lines in the direction of translation, and acts on each one as a shift.Well, a spherical rotation Op,θ preserves all the circles C(p, s), where s ∈ [0, π], butthe circle C(p, π/2) is a great circle, and therefore plays the role of a line on Sr! Wecan also consider Op,θ as ‘shifting’ along C(p, π/2), except that since C(p, π/2) closes
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 up we eventually get back to where we started. So, a spherical rotation Op,θ couldalso be considered as a ‘spherical translation’ along the great circle C(p, π/2).
 Moreover, if rotations can be considered as ‘spherical translations’, then twist re-flections are ‘spherical glide reflections’. For if p ∈ Sr, the line through 0, p is perpen-dicular to the plane cutting out ` = C(p, π/2), so twist reflections are compositions
 Tp,θ : Sr −→ Sr, Tp,θ = Op,θ ◦R`
 of ‘spherical translations’ along ` and reflections through `, in perfect analogy withglide reflections in R2. We’ll refer to Tp,θ above as the twist reflection of Sr along `by angle θ.
 With this new terminology, the classification of spherical isometries becomes:
 Theorem 17.3. The only isometries of Sr are the identity, rotations around points,and reflections and twist reflections along great circles.
 Here are some exercises on spherical isometries.
 Exercise 17.4. Show that every isometry of Sr is the product of at most threereflections.
 Exercise 17.5 (The antipodal map). The map A : Sr −→ Sr, A(p) = −p is calledthe antipodal map, since it takes every point to its antipode.(a) Show that A is an isometry.(b) Where does the antipodal map appear in Theorem 17.3?(c) Without using Theorem 17.3, show that if f : Sr −→ Sr is an isometry and
 p, q ∈ Sr are antipodes, then f(p), f(q) are antipodes as well.(d) Show that f ◦ A = A ◦ f for every isometry f : Sr −→ Sr. We summarize this
 property by saying that A is central.(e) Using Theorem 17.3, show that A and the identity are the only central isometries
 of Sr.
 Recall that in R2, a composition of reflections is either a rotation or a translation,depending on whether the lines of reflection intersect. On the other hand, any twogreat circles on the sphere intersect, but as spherical rotations can also be viewed as‘spherical translations’, the previous exercise can also be viewed as a composition ofreflections giving a translation. Can you think of a proof of the previous exercise thatis more analogous to the case of reflections through parallel lines in R2?
 Exercise 17.6. A metric space X is homogenous if for all x, y ∈ X, there is anisometry f : X −→ X with f(x) = y. Show that Rn and Sr are homogenous. Showthat {1, 2, 3}, with the metric d(x, y) = |x− y|, is a non-homogenous metric space.
 18. Spherical area and polygons
 Now that we have a little familiarity with distance on the sphere Sr, what aboutarea? Surface area is sometimes covered in a good multivariable calculus class, and if
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 you’re comfortable with it you might at least remember that the surface area of thesphere is supposed to be 4πr2. We’ll defer a real definition of spherical area till theend of the section and for now just state the relevant properties:
 Theorem 18.1 (The fundamental theorem of spherical area). There is a way toassign to a subset X ⊂ Sr a nonnegative number Area(X) such that:(a) Area(Sr) = 4πr2.(b) Great circles have zero area.(c) If f : Sr −→ Sr is an isometry and X ⊂ Sr, then Area(f(X)) = Area(X).(d) If X1, X2, . . . are disjoint (measurable) subsets of Sr, then
 Area(∪iXi) =∑
 i
 Area(Xi).
 Again, the troublesome measurability condition appears, but as all sets we willconsider will be measurable, the reader can thankfully ignore it.
 In search of some examples where we can calculate area, we are led to considerspherical polygons. As great circles on the sphere play the role of lines in the plane,it is natural to define a spherical polygon as a region on the sphere bounded by afinite number of segments of great circles that form a loop.
 As pictured above, there are two sided spherical polygons, called lunes or bigons !Even worse/better, a hemisphere of Sr can be considered as a polygon with one side,or monogon; we usually plant a vertex somewhere on the great circle boundary sothat we still have the picture of edges connecting vertices, though.
 We now have a first interesting example where we can calculate area. Intuitively,a lune with angle θ takes up a proportion of θ
 2πof the sphere, so its area should be
 θ
 2π4πr2 = 2θr2.
 To make this rigorous, note that Condition (b) replaces the fact that lines in R2 havezero area, which we used to show that area sums when we take a union of polygonswith disjoint interiors. The same trick works here: the area of a union of sphericalpolygons with disjoint interiors is the sum of their areas.
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 So, we can then work in stages. A lune with angle θ = 2πn
 must have area 2r2/n,since n isometric copies of itself union to Sr. Taking the union of m such lunes, alune with angle θ = m
 nhas area 2r2m/n. This proves the formula when θ is rational.
 As any angle θ can be written using decimal notation as
 θ = a0 +a110
 +a2
 100+ · · · , where ai ∈ Z,
 a lune with angle θ is the union of lunes with rational angles and disjoint interiors,so summing their areas gives 2r2θ.
 Returning to our discussion of polygons, note that in the picture above on theright we have a triangle T with three right angles that occupies a quarter of theupper hemisphere. However, the clever reader will notice that is actually anothertriangle pictured: the complement of T ’s interior, which has three 3π/2 angles!
 Exercise 18.2. Given an angle α ∈ (0, 2π), show that there is a spherical trianglethat has α as one of its interior angles.
 There is some debate whether to include triangles like the complement of T ’s inte-rior in a definition of ‘polygon’, since although they are bounded by a number of greatcircle segments, they are too large and curved to really look like a polygon. However,in our treatment we’ll consider the most general definition of a spherical polygon.
 We now come to the central result of this section.
 Girard’s Theorem. If a triangle T on Sr has interior angles α, β, γ, then
 Area(T ) = r2(α + β + γ − π).
 In particular, this implies that the angle sum of a spherical triangle is always greaterthan π, since area must be positive. The quantity α + β + γ − π is often called theangle excess of the triangle, since it is the amount by which the interior angle sumexceeds the corresponding sum for Euclidean triangles.
 Proof. Suppose T is a triangle on Sr with interior angles α, β, γ. Extend the sides ofT to the full great circles on which they lie. There are then a couple cases.
 The first case is when T is one of the eight triangles cut out from the sphere bythese three great circles, as pictured below.
 In this case, we see six lunes that cover Sr, two each with angles α, β, and γ. Everypoint in the sphere is contained in exactly one of the lunes, with the exception thatpoints in T and in the antipodal triangle T ′ are contained in 3 lunes. So,
 4πr2 = Area(S)
 = 2 · (2αr2) + 2 · (2βr2) + 2 · (2γr2)− 2 Area(T )− 2 Area(T ′)
 = 4r2 (α + β + γ)− 4 Area(T ),
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 where the second equality decomposes the area of S into the regions covered bythe lunes, while subtracting off twice the areas of T and T ′ to compensate for theovercounting. Solving for Area(T ) proves the proposition.
 The remaining cases are when T is a union of more than one of the eight trianglescut out by our three great circles, say T = ∪iTi. The interior angle sum s of T is thesum of the interior angle sums si of the Ti, except that we must subtract off (n− 1)πsince along the sides of T we are disregarding n− 1 angles of π made when the Ti areglued together. Using the first case proven above, the interior angle sum of T is
 n∑
 i=1
 si − (n− 1)π =n∑
 i=1
 (1
 r2Area(Ti) + π
 )− (n− 1)π = π +
 1
 r2Area(T ),
 which proves the conclusion for T as well. �
 Exercise 18.3. Using Girard’s theorem, show that if r is large, then the interiorangle sum of a small triangle (say, with unit area) on Sr is close to π. This is anotherexample of the philosophy that at small scales, a large sphere looks Euclidean.
 Exercise 18.4 (SAS?). Two spherical polygons are congruent if there is an isometryof Sr taking one to the other. An ‘SAS’ theorem would say that if two triangles on Srshare two side lengths that meet at the same angle, then the triangles are congruent.Explain why this is false in general, but true for proper triangles.
 If you’re interested, think about spherical analogues of the other congruence con-ditions for Euclidean triangles. In fact, there’s also an AAA condition in sphericalgeometry! This should be plausible, since Girard’s Theorem implies that you can’tscale a triangle without altering its angles like you can in Euclidean space.
 Exercise 18.5. Prove the ‘spherical law of cosines’ : if a proper triangle on Sr hasside lengths a, b, c, and θ is the angle opposite c, then
 cosc
 r= cos
 a
 rcos
 b
 r+ sin
 a
 rsin
 b
 rcos θ.

Page 64
                        

64
 18.1. Addendum: a cheap definition of spherical area. As we mentioned atthe beginning of the section, it’s a bit trickier to give a usable definition of sphericalarea than Euclidean area. However, here’s a cheating approach.
 If X ⊂ Sr, the cone on X, written Cone(X), is the union of all line segmentsconnecting the origin to a point in X.
 X
 Cone(X)
 Exhausting R3 by radius-t spheres St, let Xt = Cone(X) ∩ St. Then
 Cone(X) = ∪t∈[0,r]Xt.
 Each Xt is a copy of X scaled by t/r, so its area should probably be (t/r)2 Area(X).By the ‘shells method’, we should then have
 vol(Cone(X)) =
 ∫ r
 0
 Area(Xt) dt =
 ∫ r
 0
 (t
 r
 )2
 Area(X) dt =r
 3Area(X).
 All this discussion, of course, was hypothetical, since we have not actually definedArea(X). However, it does give a good argument for the following definition:
 If X ⊂ Sr, define Area(X) = 3r
 vol(Cone(X)).
 You can now verify that the properties referenced in Theorem 18.1 hold.
 Exercise 18.6. If Br = {x ∈ R3 | |x| ≤ r}, show that vol(Br) = 4πr3. You’ll needto be up on your trig substitutions. Then prove part (a) of Theorem 18.1.
 Exercise 18.7. Prove that the volume of a flat disc in R3 is zero, and conclude thatpart (b) of Theorem 18.1 holds.
 Exercise 18.8. Prove parts (c), (d) of Theorem 18.1. If you’re worried, the cone ona measurable subset of Sr is again measurable.
 19. Projections
 Now that we’re somewhat comfortable with spherical geometry, how do we relateit back to Euclidean geometry? A cartographer can tell you the answer! There aremany ways to create maps of a sphere. We’ll describe three of the most important,the cylinder projections, stereographic projections and gnomonic projections.
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 Throughout this section, we’ll focus on the sphere S with unit radius. Everythingworks in the same way for spheres with arbitrary radius, but the formulas are nastier.
 19.1. Cylindrical projection. Enclose S in the vertical cylinder
 C = {(x, y, z) | x2 + y2 = 1}tangent to S along the equator and fix a function h :
 (−π
 2, π2
 )−→ R. The cylindrical
 projection associated to h is the function
 Φh : S \ {(0, 0, 1), (0, 0,−1)} −→ C
 defined as follows. If p ∈ S, let φ be the angle that the line segment 0p makes withthe horizontall, and Φh(p) be the point with height h(φ) that lies on the intersectionof C and the vertical plane through 0 and p, as shown in the picture below.
 φz = 0
 p
 0
 z = h(φ)Φh(p)
 Note that by cutting the cylinder along a vertical line and unrolling, we can createa flat map of the sphere from a cylindrical projection.
 If h(φ) = tan(φ), then Φh(p) is the point at which the ray from 0 in the directionof p intersects C. So, imagining a light bulb at 0 and a translucent sphere, Φh is the‘radial projection’ in which the light paints the sphere onto the cylinder.
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 In the picture above, it is clear that distances on the sphere become quite distortedupon cylindrical projection. In the map, Greenland looks three times as big as Aus-tralia, but in actuality it is the other way around. Moreover, distances may be scaleddifferently in different directions. To understand this, let’s compare the distance dis-tance distortion along meridians on the sphere, great circles through the North Pole,with that along parallels, spherical circles centered at the North Pole.
 We’ll do the computations near a point p ∈ S where the y-coordinate vanishes. Ifφ is the angle p makes with the horizontal, the parallel through p is the path
 l : (−π, π) −→ S, l(θ) = (cosφ cos θ, cosφ sin θ, sinφ),
 while the meridian through p can be parameterized as
 m : (−π, π) −→ S, m(θ) = (cos θ, 0, sin θ).
 Here, l and m pass through the point p when θ = 0 and θ = φ, respectively, and
 |l′(0)| = cosφ, |m′(φ)| = 1.
 The projections of these paths on the cylinder are Φh◦l and Φh◦m, and we can see howmuch distances are stretched in the parallel and meridian directions by comparingthe speeds of these new paths with those of l and m. Since
 Φh ◦ l(θ) = (cos θ, sin θ, h(φ)), and Φh ◦m(θ) = (1, 0, h(θ)),
 we see that |Φh ◦ l′(0)| = 1 and |Φh ◦m′(φ)| = h′(φ). So, Φh distorts distance by
 |Φh ◦ l′(0)||l′(0)| = sec(φ)
 in the parallel direction, and in the meridian direction it distorts distance by
 |Φh ◦m′(φ)||m′(φ)| = h′(φ).
 Relationships between the meridian and parallel distortion factors have geometricconsequences for Φh. If the distortion factors are inverses, then Φh is area preserving,
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 while if the distortions agree, then Φh is conformal, or angle preserving. The key isthat meridians and parallels remain orthogonal upon cylindrical projection, as theyare mapped to vertical lines and horizontal circles, respectively.
 When h(φ) = sinφ, we have h′(φ) = cosφ, so the parallel and meridian distortionfactors of Φh are inverses. This Φh, called the Lambert projection, preserves area.
 Informally, a small ‘rectangle’ on S with meridian and parallel sides will be takento a small Euclidean rectangle by Φh. As the parallel and meridian distortion factorsof Φh are inverses, the two pairs of opposite sides will have been scaled by inversefactors. So, the two rectangles will have the same area.
 Geometrically, the Lambert projection takes a point p ∈ S to the point on C withthe same x, y-coordinates as the radial projection, but with z-coordinate the same asp. You can think of it as projecting straight out horizontally from the z-axis.
 φz = 0
 p
 0Φh(p)
 φ
 1sinφ
 z-axis
 You can see the area preservation in the following picture: e.g. Greenland’s area isto scale with the rest of the map, even though the country appears very stretched.
 Exercise 19.1. Hold two knives in parallel at a distance of d from each other, anduse them to cut a ring out of a (radius 1, spherical) orange. Using the Lambert
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 projection, show that the area of the peel produced depends only on d, not on wherethe cuts are made.
 d
 d
 same amountof peel
 On the other hand, if the two distortions agree at a point p then the projectionof a very small right triangle near p that has base and height along a parallel and ameridian will look like a small right triangle near Φh(p), and the base and height willboth have been scaled by the common distortion factor. So, the two triangles will besimilar, and in particular the angles are preserved by Φh. As an example, if we set
 h(φ) = ln
 (tan
 (π
 4+φ
 2
 )),
 then you can check h′(φ) = secφ, so the two distortion factors agree, and the projec-tion Φh, called the Mercator projection, is conformal. In the picture of the Mercatorprojection below, areas are massively distorted, but the distortion at a point happensuniformly in all directions, so angles are undistorted.
 There is a beautiful physical way to picture the Mercator projection. Imagine thatthe sphere is a balloon, and the enclosing cylinder is rigid. Inflating the balloon

Page 69
                        

69
 smashes it against the cylinder, and if the continents were recently painted, the wetpaint will transfer to the cylinder to give the Mercator projection. It’s not hard toconvince oneself that this is the right picture; the inflation will give a cylindricalprojection, by symmetry, and it’ll be conformal since the balloon stretches equally inall directions near a point on its surface.
 Besides its aesthetic value, conformality of the projection is useful for navigation.Namely, imagine you are a ship’s captain and you have your trusty compass at hand.The easiest way for you to navigate is to try to keep your ship heading always inthe same compass direction. Since ‘north’ always points along meridians, i.e. greatcircles going through the north and south poles, your course will always make thesame angle with all meridians. Since meridians are mapped to vertical lines undercylindrical projections, if h is conformal your course will track a path on the mapthat always makes the same angle with vertical lines. In fact, such a path is a line:
 Exercise 19.2. Suppose that a path γ : [0, 1] −→ R2 has the property that γ′(t)always makes an angle of θ with the vertical. Show that γ is a line segment.
 So, courses traveling in a constant compass direction, called rhumb lines in naviga-tion, correspond to lines in the Mercator projection. The reader that is too smart forhis/her own good might object that bearing ‘due north’ takes one to the magnetic northpole, rather than the North Pole. In this discussion, and in the following exercise, weignore such technicalities and assume they are one and the same.
 Exercise 19.3. Describe, and draw, the rhumb lines on the sphere that you get fromtraveling indefinitely in the directions north, east, and northeast, respectively. Youshould see some surprising behavior in the last case!
 Incidentally, Mercator definitely had navigation by compass in mind when he de-veloped his projection, which he called Nova et Aucta Orbis Terrae Descriptio adUsum Navigantium Emendata. This translates to ‘A new and augmented descriptionof Earth corrected for the use of sailors.’
 Our next projection, stereographic projection, is less useful for navigation but veryimportant in mathematics. It is also used in ‘stereographic fisheye lenses’ in photog-raphy. Below are two examples of pictures taken with such a lens. The first is ofParis (see the Eiffel tower?) and the second of Ueno station in Tokyo.
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 Writing n = (0, 0, 1), the stereographic projection of S onto R2 is the map
 π : S \ {n} −→ R2
 defined by letting π(q) be the point at which the ray from n in the direction of qintersects the plane xy-plane, which we identify with R2.
 n
 q
 π(q)
 P
 To write down π in coordinates, note that if q = (x, y, z) then the line through nand q can be parameterized as γ(t) = t(x, y, z)+(1− t)(0, 0, r) = (tx, ty, t(z−1)+1).The intersection of γ with the xy-plane happens when t = 1
 1−z , so
 π(x, y, z) =
 (x
 1− z ,y
 1− z
 ).
 Exercise 19.4. Using a similar argument, show that if (x, y) ∈ R2 then we have
 π−1(x, y) =
 (2x
 1 + x2 + y2,
 2y
 1 + x2 + y2,x2 + y2 − 1
 1 + x2 + y2
 ).
 Stereographic projection has a number of interesting properties. It takes meridiansof S to lines passing through the origin of R2, and takes parallels to circle centeredat the origin. Like the Mercator projection, stereographic projection is conformal.There are number of ways to see this – for instance, as meridians and parallels are stillorthogonal after projection, one could repeat the comparison of distortion factors thatwe performed for cylindrical projections. Here is a more direct geometric argument.
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 Two directions at a point q ∈ S can be realized as the tangents of two circles C1
 and C2 on S passing through q and n. Let Pi, where i = 1, 2, be the planes in R3
 with Pi ∩ S = Ci. Note that π(Ci) is the line in which Pi intersects the xy-plane.
 q
 C1
 C2
 α
 α
 n
 Let P be the perpendicular plane through the midpoint of the segment nq in R3.As the triangle 0nq is isosceles, P passes through the origin, and P is perpendicular toboth P1, P2, which contain nq. So, reflection through P preserves P1, P2, and restrictsto an isometry of S that preserves the two circles but exchanges their intersectionpoints. So, the angles α at the two intersection points of C1 and C2 are the same.
 Stereographic projection takes Ci to the intersection of Pi with the xy-plane. Theangle made by two horizontal vectors in P1 and P2 based at n is α, and the same angleis made by two horizontal vectors in P1 and P2 based at π(q), which is the angle atwhich the lines π(C1) and π(C2) meet. Thus, stereographic projection is conformal.
 Here’s another even more amazing property of stereographic projection.
 Proposition 19.5. If C is a circle in S, then π(C) is either a circle or a line.Conversely, if C is any circle or line in R2, then π−1(C) is a circle on S.
 There are a number of beautiful geometric proofs of this fact, but an algebraicargument is simpler and less confusing, in my opinion. The key is to have a uniformalgebraic description of lines and circles in R2: they are exactly the infinite solutionsets of equations of the form
 ax2 + ay2 + bx+ cy + d = 0. (5)
 When a = 0, such an equation describes a line in R2. If a 6= 0, the equation mayhave no solutions, e.g. x2 + 1 = 0, or a single solution, e.g. x2 + y2 = 0. However,
 Exercise 19.6. Show that if Equation (5) has more than one solution, and a 6= 0,then it describes a circle in R2. Hint: complete the square.
 In fact, we’ll discuss in Section 21 how it is worth having a blanket term ‘lircle’ forlines and circles, which we’ll often use without distinguishing between the two cases.
 Proof of Proposition19.5. A circle C in S is the intersection of a plane with S – let’sassume the plane is given by the equation ax+ by+ cz = d. Using the formula for the
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 inverse of stereographic projection, π(C) consists of all points (x, y) ∈ R2 satisfying
 a2x
 1 + x2 + y2+ b
 2y
 1 + x2 + y2+ c
 x2 + y2 − 1
 1 + x2 + y2= d.
 After some algebraic manipulation, this becomes
 (c− d)(x2 + y2) + 2xa+ 2yb− c− d = 0.
 Since a circle C on the sphere has infinitely many points, so does π(C), so thisequation must have infinitely many solutions. As it exactly has the form of Equation(5), it describes a line in R2 when c = d and a circle otherwise. �
 Exercise 19.7. Analyzing the proof of Proposition 19.5, show that π(C) is a lineexactly when C passes through (0, 0, 1), and is a circle otherwise.
 An advantage of stereographic projection in cartography is that if one is makingmaps of the moon, one sometimes wants craters to appear round. Proposition 19.5ensures that this will be the case.
 Stereographic projection has an interesting number theoretic property. Let’s re-strict our attention to the xz-plane in R3. Dropping the y-coordinate from our nota-tion, the unit sphere in R3 intersects the xz-plane in the circle
 C = {(x, z) | x2 + z2 = 1}and stereographic projection restricts to the map
 π : C \ {(0, 1)} −→ R, π(x, z) =x
 1− z ,
 where the geometric interpretation is the same as before:
 (0, 1)
 π(x, z)
 (x, z)
 Exercise 19.8. If x2 + z2 = 1, show that x1−z ∈ Q if and only if both x, z ∈ Q.
 A Pythagorean triple is a set of three positive integers x, y, z such that
 x2 + y2 = z2.
 One example is 32 + 42 = 52. There are certainly infinitely many such triples, sinceany Pythagorean triple can be scaled by an integer to produce another. For instance,
 (3n)2 + (4n)2 = (5n)2, for all n ≥ 1.
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 A Pythagorean triple (a, b, c) is called primitive if the greatest common divisor ofa, b, c is one. For instance, (3, 4, 5) is primitive but (6, 8, 10) is not.
 Exercise 19.9. Using the previous problem, show that there are infinitely manyprimitive Pythagorean triples.
 In fact, Euclid’s formula states that every primitive Pythagorean triple (a, b, c) canbe expressed as a = m2 − n2, b = 2mn, c = m2 + n2 for some integers m > n > 0.
 19.2. Gnomonic projection. Like stereographic projection, gnomonic projection isa visual projection of the sphere onto a plane: if p ∈ S, we let G(p) be the pointwhere the ray from 0 in the direction of p intersects the plane z = −1.
 0
 p
 G(p)
 z = −1H
 Of course, this only makes sense when p lies in the lower hemisphere
 H = {(x, y, z) ∈ S | z < 0},for otherwise the ray from the origin through p does not intersect the plane z = −1.
 In coordinates, the ray from the origin through a point p = (x, y, z) can be pa-rameterized as γ(t) = (tx, ty, tz). This ray intersects the plane at height −1 whentz = −1, so t = −1/z. Therefore, gnomonic projection is the map
 G : H −→ R2, G(x, y, z) =(−xz,−y
 z
 ).
 Gnomonic projection has a useful property that distinguishes it from those previouslyconsidered: it maps great circles on S to lines in R2. For a great circle on the sphere isthe intersection P∩S, where P is a plane through the origin, and gnomonic projectionmaps P ∩ S to the intersection of P with the plane z = −1, which is a line.
 So, gnomonic projections are useful for plotting efficient aerial trajectories betweenpoints on the earth. Here is part of a map created by gnomonic projection, when theearth is oriented upside down so that the North Pole is (0, 0,−1).

Page 74
                        

74
 Exercise 19.10. Gnomonic projection takes great circles to lines, while the Mercatorprojection and stereographic projection preserve angles. Is there any way to define aprojection from part (say, a hemisphere) of Sr into R2 that has both properties?
 20. Area of spherical polygons and Euler characteristic
 Girard’s theorem gave an amazing formula for the area of a spherical polygon interms of its angles. Our first goal in this section is to generalize this to an areaformula for proper spherical polygons.
 Theorem 20.1. If P is an n-gon on Sr with interior angle sum s, then
 Area(P ) = r2 (s− (n− 2)π) .
 Recall that the interior angle sum of a Euclidean n-gon is (n− 2)π. So, just as inGirard’s theorem, the corollary is stating that area is r2 times the angle excess.
 Proof. We’d like to use Girard’s theorem, so it would be convenient to have a trian-gulation of P . Unfortunately, it’s a bit harder to prove that spherical polygons canbe triangulated than it is for Euclidean polygons. So, we’ll proceed in two steps.
 First, suppose that P is contained in some open hemisphere of Sr. Rotating Pdoes not change its angles or its area, so we may assume that this is the southernhemisphere. Gnomonic projection then sends P to a Euclidean polygon, which canbe triangulated. The gnomonic inverse of this triangulation is then a triangulationT1 ∪ · · · ∪ Tn−2 = P. Let si be the interior angle sum of Ti. As
 ∑i si = s, we have
 Area(P ) =n−2∑
 i=1
 Area(Ti) =n−2∑
 i=1
 r2(si − π) = r2 (s− (n− 2)π) .
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 Otherwise, choose a point x on Sr that does not lie inside of P , and pick two greatcircles intersecting at x that do not pass through any of the vertices of P .
 P
 x
 y
 These great circles also intersect at the antipode y of x. In the picture above,imagine that P is the complement of the yellow region. The great circles divide Pinto a number of polygons Pi; two of these pieces are shown colored in blue and pink.Each of the Pi is contained in an open hemisphere of Sr, so the conclusion of thetheorem holds for these pieces.
 There are then two similar cases, depending on whether y ∈ P or not. Let’s assumethat y ∈ P first. An edge e of a polygons Pi then has one of three types: it is either
 (a) a segment of some edge of P ,(b) a segment of one of the great circles, with both endpoints on edges of P ,(c) a segment of one of the great circles, with one endpoint at y.
 Each of the angles of P appears as an interior angle of some Pi, but the Pi haveadditional angles adjacent to the edges of types (b) and (c). An edge e of type (b)contributes four new angles, which sum to 2π, with two supplementary angles at eachof the vertices. There are 4 edges of type (c), there is a total angle of 2π at y, andeach of these edges is adjacent to two supplementary angles at its other vertex.
 So, if the sum of the interior angles of Pi is si, the number of edges of Pi is ni, andthe total number of type (b) edges is B, we have
 ∑
 i
 si = s+ 2πB + 6π,∑
 i
 ni = n+ 4B + 12.
 Here, the 6π comes from an angle of 2π around y, and 4π from the other endpoints oftype (c) edges. The 4B appears because each type (b) edge e is counted twice, oncein each of its adjacent polygons, and e also splits each the edges of P it intersects,requiring us to increment account by another two. The 12 is obtained by countingeach of the type (c) edges twice, then adding on an extra 4 to account for the factthat the adjacent edges of P are all split.
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 Finally, the number of polygons Pi is 4 +B, since the four type (c) edges separateP into four pieces, and each type (b) edge gives an additional separation. So,
 Area(P ) =∑
 i
 Area(Pi)
 =∑
 i
 r2 (si − (ni − 2)π)
 = r2
 (∑
 i
 si − π(∑
 i
 ni
 )+ 2π(4 +B)
 )
 = r2 (s+ 2πB + 6π − π (n+ 2B + 8) + 2π(4 +B))
 = r2 (s+ 2πB + 6π − π (n+ 4B + 12) + 2π(4 +B))
 = r2 (s− (n− 2)π) .
 The case where y /∈ P is almost exactly the same, but the calculations are a biteasier since there are no type (c) edges. �
 Exercise 20.2. Show directly that the conclusion of Theorem 20.1 holds for lunesand monogons.
 A spherical polygon is proper if it is contained in an open hemisphere. For a triangleT , properness has another interpretation. The three great circles determined by T ’ssides divide the sphere into eight triangles, as in the picture below, and T is eitherone of these six or is a union of some of them.
 proper, e.g.
 If T is one of the eight, then T is proper: a great circle bounding an open hemispherecontaining T can be created by slightly rotating any of the three great circles pictured.On the other hand, if T is a union of more than one of these triangles, it will containa pair of antipodal points, so cannot be contained in an open hemisphere.
 Exercise 20.3. Show that a spherical triangle T is proper if and only if all its interiorangles are less than π.
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 Exercise 20.4. Show that a proper triangle on Sr has side lengths less than πr.Note: the converse is not true, as the complement of a proper triangle is a nonpropertriangle with the same side lengths.
 Exercise 20.5. Come up with an example of a (non-proper) spherical quadrilateralthat cannot be triangulated. Remember, for us every triangle in a triangulation hasvertices that are vertices of the original polygon.
 This is a surprising application to a certain invariant of polyhedra in R3. If P is apolyhedron, define the Euler characteristic of P to be the number
 χ(P ) = V − E + F,
 where V,E, F are the numbers of vertices, edges and faces of P , respectively. Let’scompute the Euler characteristic of some of the polyhedra below, that you may re-member from the section on scissors congruence.
 The tetrahedron has 4 vertices, 6 edges and 4 faces, so χ = 4 − 6 + 4 = 2. Thecube has 8 vertices, 12 edges and 6 faces, so χ = 8 − 12 + 6 = 2. In fact, you cancompute by hand (although this will be hard for the rabbitohedron) that the Eulercharacteristic of any of the polyhedra pictured is 2!
 For convex polyhedra P , we can explain this using spherical area. Position P sothat it contains the origin, and let r be large enough so that P does not intersect Sr.Then radially projecting the vertices, edges and faces of P from the origin gives atiling of Sr by spherical polygons.
 Exercise 20.6. Using convexity, explain why the radial projection from the boundaryof P to Sr is a bijection, and conclude that the numbers of faces, edges and verticesof the spherical tiling are the same as those of P .
 Exercise 20.7. If P is not convex, one can still project its edges and vertices ontoSr, but the projections of two edges may cross, so the induced tiling of Sr looks likeit has more vertices than P does. Try to draw a picture of this happening.
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 Like a polyhedron, a tiling of Sr has an Euler characteristic χ = V −E+F , wherethe Euclidean polygons and edges are replaced with their spherical analogues.
 Theorem 20.8. The Euler characteristic of a tiling of Sr is 2.
 Proof. The interior angles around a vertex of the cell division sum to 2π, so the sumof all interior angles in all the polygons is 2πV . Also, every edge is contained in twopolygons, so E is half the sum of the numbers of sides n(P ) in the polygons P . So,if s(P ) is the interior angle sum of P , we have
 4πr2 = Area(Sr)
 =∑
 polygons P
 Area(P )
 =∑
 polygons P
 r2(s(P )− π(n(P )− 2)
 ), by Corollary 20.1
 = r2
 ( ∑
 polygons P
 s(P )− π∑
 polygons P
 n(P ) + π∑
 polygons P
 2
 )
 = r2(2πV − 2πE + 2πF )
 = 2πr2χ,
 This implies that χ = 2. �
 By Exercise 20.6, the numbers of vertices, edges and faces of a convex polyhedronare the same as those of its associated spherical tiling, so we obtain:
 Corollary 20.9. The Euler characteristic of a convex polyhedron is 2.
 In fact, convexity here is not really necessary. It suffices only to assume that thepolyhedron does not have ‘holes’ – this is the case for the rabbit on the left, while thepolyhedron on the right has three holes. Intuitively, the surface of a polyhedron withno holes can be smoothed out along the surface of a sphere, and the faces can thenbe straighten to spherical polygons, so that the preceding argument will still work.
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 The number of holes of a polyhedron is usually called its genus. In general, it turnsout that the Euler characteristic of a genus g polyhedron is 2 − 2g! This is a littletricky to prove (and state precisely) in general, but you can verify it in special cases.
 Exercise 20.10. For each g, describe the construction of a specific polyhedron withg holes in which you can easily show that the Euler characteristic is 2− 2g.
 As a final application of Euler characteristic, we are finally now in a position toprove the following theorem, which was stated in Section 10.
 Theorem 20.11. There is no monohedral tiling of R2 by convex n-gons when n > 6.
 You might rightly wonder what this has to do with our work above. Well, supposethat P is a polygon in R2. A tiling of P is what you would expect: it is a collection ofsmaller polygons, disjoint except along their edges, that union to P . Triangulationsare examples, but in general a tiling may have vertices in the interior of P and itspolygons may not be triangles, as in the second example pictured below.
 The definition of Euler characteristic χ = V − E + F makes perfect sense for atiling of a Euclidean polygon, and we have the following result.
 Lemma 20.12. For any tiling of a Euclidean polygon, χ = 1.
 Proof. The inverse of gnomonic projection takes P to a spherical polygon Q ⊂ Sr.The complement of Q is also a spherical polygon, so adding it to the induced tilingof Q gives a tiling of Sr, which must have Euler characteristic 2. So, taking away theadded face gives Euler characteristic χ = 1 for the tiling of Q, and therefore for ouroriginal tiling of P . �
 Exercise 20.13. Instead of polygons, one could tile arbitrary regions of the plane.What do you think the Euler characteristic records? Try out the following examplesto get some intuition.
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 We are now ready to start the proof of the theorem above.
 Proof of Theorem 20.11. Suppose that we have a monohedral tiling of R2 by n-gons.We claim n ≤ 6. Fix r > 0, and let Tr be the part of the tiling consisting of allpolygons that intersect
 Dr = {x ∈ R2 | |x| ≤ r},together with all polygons that are enclosed by a loop that only goes through polygonsthat touch Dr. For instance, in the picture below on the left, the blue polygons alltouch Dr and the yellow polygons are enclosed by a loop through the blue polygons,so both the yellow and blue polygons should be included in Tr.
 Dr
 Dr
 p
 q
 Of course, the polygons in the picture on the left are not all congruent, and it doesn’teven look like a tiling, but it’s very difficult to draw a good picture illustrating thesecond part of the definition of Tr! On the right is a better picture of what Tr mightlook like, if all its polygons actually do touch Dr.
 The point of this complicated definition is that Tr is itself a polygon! In general, aunion of polygons may not be a polygon, as you can see from the examples in Exercise20.13. However, adding in the yellow polygons above fills in all the holes between theblue polygons, so the union is again a polygon. Therefore, χ(Tr) = 1.
 Let V, F,E be the number of vertices, polygons (faces) and edges in Tr. An interiorvertex of Tr is one that is surrounded on all sides by polygons of Tr. In the picture
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 above q is interior, while F is not. The total interior angle sum in Tr is at most 2πV ,since each interior vertex contributes 2π while the other vertices contribute less than2π. On the other hand, the interior angle sum of each polygon is (n − 2)π, so thetotal interior angle sum in Tr is (n− 2)πF . Therefore,
 (n− 2)πF ≤ 2πV =⇒ F ≤ 2
 n− 2V.
 As the polygons in Tr are convex, their interior angles are less than π. So, eachinterior vertex in Tr is adjacent to at least three sides, implying
 3I ≤ 2s,
 where I is the number of interior vertices of Tr. We now use these inequalities in thedefinition of the Euler characteristic of Tr, which we said above is 1:
 1 = χ(Tr) = V − E + F ≤ V − 3
 2I +
 2
 5V =
 (n
 n− 2− 3
 2
 i
 v
 )V.
 The key now is in the following exercise:
 Exercise 20.14. Show that as r −→ ∞, we have iv−→ 1. Hint: the idea is that
 the number V − I of non-interior vertices should be a linear function of r, while Vis quadratic. Show that all boundary polygons of Tr are contained in the annulusSr+2D − Sr−2D, where D is the diameter of the polygons in the tiling. Then use areaarguments.
 So, for the equality above to hold when r is large, we must at least have
 n
 n− 2− 3
 2≥ 0,
 which when you solve for n gives the inequality n ≤ 6. �
 21. Euclid’s axioms and Hyperbolic geometry
 Axiomatic geometry, and in some sense modern mathematics, began with Euclidaround 300 BC. Until Euclid, geometry operated on an intuitive level and the conceptof a rigorous ‘proof’ was not codified. Euclid’s book “The Elements” was a firstattempt to set down an axiom-theorem framework for plane geometry.
 His book starts by defining common geometric terms like points, lines, angles andcircles, but in an abstract context without mentioning the Euclidean plane. He thenintroduces the following five axioms. The first three describe ‘allowable’ geometricconstructions, while the last two impose constraints on these constructions.
 1. “To draw a straight line from any point to any point.”2. “To extend a line segment continuously in a straight line.”3. “To describe a circle with any centre and radius.”4. “That all right angles are equal to one another.”
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 5. The parallel postulate: “That, if a straight line falling on two straight lines makethe interior angles on the same side less than two right angles, the two straightlines, if produced indefinitely, meet on that side on which are the angles less thanthe two right angles.”
 The meaning of the parallel postulate is that if the angles α, β below sum to less thanπ then the intersection of the lines m and n is on the right side of `.
 α
 β
 intersection
 `
 m
 n
 A more succint alternative to the parallel postulate is Playfair’s axiom, which isequivalent to it in the presence of the other four axioms. It was popularized by themathematician John Playfair in a 1795 treatise on Euclidean geometry.
 (P) “If a point p does not lie on a line `, there is a unique line passing through pthat is parallel to `.”
 To the Greeks, the parallel postulate was less self-evident than the first four axioms,and a great deal of effort was made to prove it using the other axioms. The firstrecorded such attempt was by Ptolemy (90-168). Proclus (410-485) explained whyPtolemy’s proof was false, then gave a false proof of his own. Ibn al-Haytham (965-1039) gave another false proof, but essentially invented the notion of an ‘isometry’while doing so. Later false proofs were also given by Nasir al-Din al-Tusi (1201-1274),Giordano Vitale (1633-1711) and Girolamo Saccheri (1667-1733).
 Around 1830 it was shown by Lobachevsky, Bolyai and Gauss (independently) thatthere is a geometry that satisfies all of Euclid’s axioms except the parallel postulate.This geometry is now called the hyperbolic plane, and written H2. We’ll build uphyperbolic geometry in stages – in this section, we will introduce it as a set anddescribe hyperbolic lines, noting that Playfair’s axiom fails. Later, we’ll see that H2
 can be described as a metric space; using the metric, we’ll define hyperbolic circlesand show that ‘shortest paths’ between points in H2 lie along hyperbolic lines.
 Definition 21.1. The hyperbolic plane is defined to be the upper half plane
 H2 = {(x, y) ∈ R2 | y > 0} ⊂ R2.
 A hyperbolic line is the intersection ` ∩ H2, where ` is either a line or a circle in R2
 that intersects the x-axis orthogonally.
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 H2
 x-axis
 Note that if a circle intersects a line at two points x and y, then the two angles ofintersections are equal. For the center of the circle lies on the perpendicular bisectorto the segment xy, so the reflection through this bisector preserves both the circleand line while exchanging the two angles.
 equal angles
 x
 y
 So, to check that a circle intersects the x-axis orthogonally it suffices to check onlyone of its angles of intersection. For future reference, a similar argument appliesto the intersection of two circles in R2. Reflecting through the line containing theircenters preserves both circles and switches the intersection points, so the two anglesof intersection are equal.
 When convenient, we will use the term lircle to refer to lines and circles in R2. Itmight seem strange to regard circles and lines as being similar enough to warrant ablanket term; however, you can think of a line as a circle with ‘center at infinity’.
 For instance, if x, y ∈ R2, any point z on the perpendicular bisector to xy is thecenter of a circle passing through both x and y. As z → ∞ in either direction, thecircle it determines converges to the line through x and y.
 1 z
 x
 y
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 Also, lircles are exactly the infinite solution sets of equations of the form
 ax2 + ay2 + bx+ cy + d = 0. (6)
 When a = 0, such an equation describes a line in R2. If a 6= 0, the equation mayhave no solutions, e.g. x2 + 1 = 0, or a single solution, e.g. x2 + y2 = 0. However,
 Exercise 21.2. Show that if Equation (6) has more than one solution, and a 6= 0,then it describes a circle in R2. Hint: complete the square.
 The similarity between lines and circles was also featured when we discussed stere-ographic projection, which takes circles on the sphere to lircles in R2. Finally, havinga blanket term for both also allows for simpler statements of some geometric facts:
 Exercise 21.3. If x, y, z ∈ R2 are distinct, there is a unique lircle through x, y, z.
 We can now show that the hyperbolic plane satisfies the first of Euclid’s axioms.To do this, we’ll need the following exercise, which you should try to think through.
 Proposition 21.4. If x, y ∈ H2, there is a unique hyperbolic line through x and y.
 Proof. Let z be the reflection of x over the x-axis. By Exercise 21.4, there is a uniquelircle C through x, y, z. If C is a line, it contains x, z, while if C is a circle, itscenter lies on the perpendicular bisector of xz, i.e. the x-axis. So, in both cases C isperpendicular to the x-axis, and intersects H2 in a hyperbolic line.
 The hyperbolic line through x, y is unique: any lircle perpendicular to the x-axis ispreserved by the reflection over the x-axis, so contains z, and therefore is C above. �
 As in Euclidean geometry, two hyperbolic lines are parallel if they don’t intersect.Playfair’s axiom fails for H2: if ` is a hyperbolic line and x ∈ H2 does not lie on `,there are infinitely many hyperbolic lines through x that are parallel to `.
 `
 hyperbolic lines parallel to `
 Exercise 21.5. Show directly that the parallel postulate fails for H2. Remember,‘straight line’ now means hyperbolic line.
 22. Incidence geometry
 Although it was revolutionary for its time, from a modern perspective Euclid’s bookstill lacks some rigor. It wasn’t until the early 20th century that a more rigorous axiomsystem for plane geometry was developed by David Hilbert. His full system includes21 axioms, and some definitions along the way, so instead of presenting the complete
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 list we’ll just discuss incidence geometries, which satisfy the first three of Hilbert’saxioms. This should give a good feel of a rigorous development of plane geometry.
 We start with a set P called the plane. Elements of this set are called points andthere are certain subsets of the plane called lines. Here are three axioms:
 I1. Given points a, b ∈ P , a 6= b, there is a unique line ` containing both a and b.I2. Every line contains at least two points.I3. There exist three noncollinear points, i.e. there are three distinct points in the
 plane that are not all contained in a line.
 Any set P with a collection of subsets called lines that satisfies these three axiomsis called an incidence geometry. The prototypical example is the Euclidean plane R2,where ‘lines’ are exactly the (bi-infinite) straight lines in R2. The hyperbolic planeH2, considered with its hyperbolic lines, is another example.
 Here is a stranger example:
 Example 22.1. Suppose that n ≥ 3 and Kn = {a1, . . . , an} is a set consisting of npoints. A subset of Kn is called a ‘line’ if it has two elements: that is, the lines are
 {ai, aj}, where i 6= j.
 It is then clear that any two distinct points are contained in a unique line, which isjust the set containing them. Certainly every line contains at least two points andthe points a1, a2, a3 are noncollinear.
 Here are schematic representations of K3, K4 and K5. There is a line segmentdrawn for every line in the geometry, but remember that the ‘line’ consists of justthe endpoints of the segment, and we’re only drawing the segment as a visual aid.Similarly, two lines intersect when they share an endpoint, not when the segments‘cross’ somewhere in the middle of the polygon.
 K3 K4 K5
 Here’s a first result about incidence geometry.
 Proposition 22.2. In an incidence geometry, two distinct lines can have at mostone point in common.
 Proof. Suppose lines ` and `′ intersect in more than one point, say at both a and b.As I1 states that there is a unique line containing both a and b, we have ` = `′. �
 Exercise 22.3. Show that if p is a point in an incidence geometry, there are at leasttwo distinct lines passing through p.
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 A much harder theorem is the following:
 Theorem 22.4 (De Bruijn – Erdos). In a finite incidence geometry, the number oflines is greater than or equal to the number of points.
 Proof. If a is a point, let L(a) be the number of lines containing a. The number ofpoints in a line ` is written |`|, as usual. The central observation of the proof is:
 if a /∈ `, then |`| ≤ L(a),
 since any point b in ` lies on a line mb with a, by I1, and the lines mb are all distinctsince if mb = mb′ , we’d have that the two points b, b′ are contained in both ` and theline mb = mb′ , contradicting Proposition 22.2.
 The total number of pairs (a, `), where a is a point contained in the line `, can becounted two ways, as on the two sides of the equality below.
 ∑
 lines `
 |`| =∑
 points a
 L(a). (7)
 The idea is to show that the terms on the right can be paired up with terms on theleft that are at least as big, so since we have equality there must be at least as manyterms total on the right, i.e. as many lines as points.
 So, let a be a point such that L(a) is minimal. Write the lines through a as
 `1, . . . , `L(a),
 and pick a point ai on `i for each i. Note that again by Proposition 22.2, the pointsai are all distinct.
 a
 a1 a2a3
 a4
 a5
 `1`2
 `3
 `4
 `5
 We now apply the central observation. As ai+1 /∈ `i and a1 /∈ `L(a), we have
 |`i| ≤ L(ai+1), for i = 1, . . . , L(a), and |`L(a)| ≤ L(a1).
 So, from this and the central observation,
 ∑
 lines `
 |`| =
 L(a)∑
 i=1
 |`i| +∑
 lines `, a/∈`|`|
 ≤L(a)∑
 i=1
 L(ai) +∑
 lines `, a/∈`L(a).
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 Now, we also have that
 ∑
 points a
 L(a) =
 L(a)∑
 i=1
 L(ai) +∑
 b/∈{a1,...,aL(a)}L(b)
 ≥L(a)∑
 i=1
 L(ai) +∑
 b /∈{a1,...,aL(a)}L(a),
 by minimality of L(a). So, by Equation (4) we have∑
 b /∈{a1,...,aL(a)}L(a) ≤
 ∑
 lines `, a/∈`L(a),
 and as the number of terms on the left is the total number of points minus L(a),while the number of terms on the right is the total number of lines minus L(a), theremust be at least as many lines as points. �
 Exercise 22.5. Show that if an incidence geometry has both n points and n lines,then there is a point p such that the rest of the points form a line ` with n−1 points,and every other line is a pair {p, x}, where x ∈ `.
 `
 p
 Exercise 22.6. If S ⊂ R2 has n points, show that there are at least n lines in R2
 that pass through at least two points of S. This is exactly Theorem 22.4 for incidencegeometries that are subsets of the plane, but you can give a much shorter proof usingthe Sylvester-Gallai theorem (Exercise 3.5) and induction on n.
 If P,Q are incidence geometries, f : P −→ Q is an isomorphism if it is a bijectionand if ` ⊂ P is a line if and only if f(`) ⊂ Q is a line, and we say that P,Q areisomorphic if such a map exists. Exercise 22.5 then says that any incidence geometrywith n points and n lines is isomorphic to that described by the picture above.
 Exercise 22.7. Show that an incidence geometry with four points is either isomorphicto K4 or to the four element version of the geometry in Exercise 22.5.
 Exercise 22.8. (Harder) Classify all five element incidence geometries. There arefour, up to isomorphism, including K5 and the geometry of Exercise 22.5.
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 Incidence geometry is really more combinatorics than geometry. However, we canadd additional axioms to make it conform better to our geometric intuition. Euclid’saxioms are natural candidates; but the first is exactly I1, and the rest of them do notmake sense to state because we have not defined the terms ‘line segment’, ‘circle’ and‘angle’ in an incidence geometry. On the other hand, Playfair’s axiom only referenceslines, points and parallelism, so does make sense in this setting! Namely, we say thattwo lines `, `′ in an incidence geometry are parallel, written ` || `′, if they are disjoint,or if they are the same line. Playfair’s axiom (P) can then be stated as follows:
 (P) If a point p does not lie on a line `, there is a unique line `′ with p ∈ `′ and ` || `′.Incidence geometries that satisfy Playfair’s axiom (P) are called affine planes. The
 Euclidean plane R2 is an example, as are K3 and K4. On the other hand, if n > 4then the geometry Kn does not satisfy (P): for then both {a1, a2} and {a1, a3} arelines containing a1 that are parallel to {a4, a5}.Proposition 22.9 (Parallelism is transitive). Suppose `1, `2, `3 are lines in an affineplane. If `1 || `2 and `2 || `3, then `1 || `3.
 Proof. If not, then `1 and `3 are not the same and intersect at a single point p. Theyare then both lines through p that are parallel to `2, which contradicts (P). �
 Parallelism is also reflexive, i.e. every line is parallel to itself, and symmetric, i.e.`1 || `2 ⇐⇒ `2 || `1. So, in affine planes parallelism is an equivalence relation.
 Exercise 22.10. Conversely, show that any incidence geometry in which parallelismis an equivalence relation (that is, where if `1 || `2 and `2 || `3, then `1 || `3) satisfies(P), so is an affine plane.
 Exercise 22.11. Show that any two lines in a affine plane have the same number ofpoints. Hint: find a bijection between the points on one line and those on the other.
 Exercise 22.12. Show that if an affine plane P has a line with exactly n points, thenthe total number of points in P is n2.
 Exercise 22.13. Draw affine planes with 4 and 9 points, respectively, in the sameway that we drew pictures of the geometries Kn.
 A field is a set F together with addition and multiplication operations +, · satisfyingall the usual commutativity and distributivity properties. Fields are assumed tocontain elements called 0 and 1 that act as additive and multiplicative identity is, i.e.0 + x = x and 1 · x = x for all x ∈ F . Also, additive and multiplicative inverses areassumed to exist: if x ∈ F , there is always some element −x with x+ (−x) = 0, andunless x = 0, there is an element 1
 xwith x · 1
 x= 1. The existence of such inverses
 allows us to define subtraction and division in the usual way. Examples include therational numbers Q, the real numbers R, and the complex numbers C.
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 Example 22.14. Let p be a prime number and set Fp = {0, . . . , p − 1}, consideredwith the operations of addition and multiplication modulo p.
 We claim that Fp is a field. Most of the properties are easy to check; the only non-trivial one, and the only one that requires primality, is the existence of multiplicativeinverses. So, if x ∈ Fp is nonzero, we want some y ∈ Fp with
 xy = 1 (mod p), ⇐⇒ xy − pn = 1 for some n ∈ Z.By the Euclidean algorithm, this can be solved exactly when the greatest commondivisor of x and p is 1, which is always the case if p is prime and x ∈ Fp.
 If F is a field and n ∈ N, let F n the set of all n-tuples (x1, . . . , xn) of elements ofF . Elements of F n can be added, and multiplied by elements of F :
 (x1, . . . , xn) + (y1, . . . , yn) = (x1 + y1, . . . , xn + yn),
 t(x1, . . . , xn) = (tx1, . . . , txn).
 We can make F n into an incidence geometry by declaring lines to be subsets
 ` = {tx+ b | t ∈ F}, x, b ∈ F n.
 Exercise 22.15. Check that F n satisfies I1-I3, and also (P), so is an affine plane.
 Exercise 22.16. Show that there exists a field with four elements. Then describea unified construction of affine planes with 4,9, 16 and 25 points. For the first part,call the elements 0, 1, a, b. The ways 0, 1 behave under addition and multiplication aredetermined, so you just have to define a+ a, b+ b, a+ b, a · b, a · a, a · b.
 In fact, the pattern stops at 25, and there is no affine plane with 36 elements. Theproof of this is difficult and is due to Euler.
 Suppose that S is the unit sphere. If we view the great circles on S as ‘lines’, dowe get an incidence geometry?
 The answer is no, since if a, b ∈ S are antipodal then there are infinitely manygreat circles containing both a and b, so axiom I1 fails. However, this deficiency canbe circumvented by ‘identifying’ antipodal points. Namely, the projective plane is
 P ={{p,−p}
 ∣∣ p ∈ S},
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 which we make into an incidence geometry by declaring that for every great circle Con S, the following subset is a line in the projective plane:
 {{p,−p}
 ∣∣ p ∈ C}⊂ P.
 This is an incidence geometry: it satisfies I1 since if {p,−p} and {q,−q} are notequal, then p, q are not antipodal, so the unique great circle containing p, q themgives the unique line in P through {p,−p} and {q,−q}. Lines in the projective planeare infinite, so I2 is satisfied, and if p, q, r are points of S that do not lie on a greatcircle, then the corresponding points of P are not collinear.
 Recall that any two great circles on S intersect. This property is inherited by theprojective plane, which motivates the following definition.
 Definition 22.17. An incidence geometry is called a generalized projective plane ifany two lines intersect and every line contains at least three points.
 Note that the condition that every line contains at least three points excludes thegeometries depicted in Exercise 22.5.
 Exercise 22.18. Let RPn be the set of all lines through the origin in Rn+1. We willcall a straight line through the origin a POINT, using capital letters to distinguish itfrom a usual point in Rn+1. A plane through the origin in Rn+1 gives rise to a LINEin RPn, consisting of all POINTS that are contained in that plane.(a) Show that RPn is a generalized projective plane.(b) Show that RP2 is isomorphic to the projective plane P described above.(c) If F is a field, let FP n be the set of lines through the origin in F n+1, as described
 before Exercise 22.15. Generalizing the case F = R, define a set of lines in FP n
 that gives it the structure of a generalized projective plane.(d) Show that FP n has (pn − 1)/(p− 1) elements.
 Exercise 22.19. The following picture describes the Fano plane: its lines are theseven 3-element subsets represented by the straight-line segments and the circle.
 (a) Show that the Fano plane is a generalized projective plane.(b) Show that any generalized projective plane has at least 7 points.(c) Prove that any generalized projective plane that has exactly 7 points is isomor-
 phic to the Fano plane.
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 (d) With Exercise 22.18 (c) in mind, show that the Fano plane is isomorphic to F2P2,
 the set of lines through the origin in F 32 .
 Exercise 22.20 (Gambling!). Let’s suppose that ping-pong balls labeled with thenumbers 1-7 are circulating around in a box attached to a powerful fan. Playersbuy $.50 lottery tickets labeled with three numbers between 1 and 7 – the order inwhich the three numbers is listed does not matter. The game show host draws threeping-pong balls from the box, and a player receives $2 whenever two of the drawnnumbers appear on his ticket, and $6 if the drawn numbers all appear on his ticket.
 Show that if a player labels the vertices of the Fano plane with the numbers 1-7,and buys seven tickets corresponding to the lines in the Fano plane, he or she isguaranteed exactly a $2.50 net gain when the three lottery numbers are drawn.
 If you know some probability, you can show that $2.50 is the expected net gain ifa lottery ticket is chosen randomly. However, if you are a conservative player, orare playing on someone else’s dime, you might not want to leave things to chance,in which case the Fano plane strategy is advantageous. The property that makes theFano plane desirable here is that it is a Steiner system; these may have been usedby a group of MIT students who made millions over the years taking advantage of aMassachusetts state lottery with an unusually positive expected payout. See Ellenberg’sbook “How not to be wrong: the power of mathematical thinking.”
 Exercise 22.21. Suppose that P is a generalized projective plane and ` is a line inP . Define a notion of ‘line’ in P \ ` that makes P \ ` into an affine plane.
 23. Lines, circles and inversions
 In order to say anything useful about the hyperbolic plane, we’ll need to betterunderstand circles and lines in R2. The crucial ingredient is a transformation of theplane called an inversion, which one can think of as a ‘reflection’ through a circle.
 Definition 23.1. If C is a circle centered at q ∈ R2, the inversion through C is
 iC : R2 \ {q} −→ R2 \ {q},where if C has radius r, we define iC(p) to be the point on the ray from q in thedirection of p such that |iC(p)− q||p− q| = r2. In coordinates,
 iC(p) =r2
 |p− q|2 (p− q) + q.
 To derive the last formula, note that the vector r2
 |p−q|2 (p− q) has length r2/|p− q|and points in the same direction as p − q, so adding it to q gives iC(p) as desired.Here is the effect of inverting Vermeer’s The astronomer through a circle C.
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 p
 c
 iC(p)
 C
 Note that iC◦iC(p) = p for all p, as the equation d(q, iC(p))d(q, p) = r2 is symmetricin p and iC(p). If p ∈ C, it follows from the definition that iC(p) = p. Although iC(q)is not defined, one should imagine that iC(q) =∞ and iC(∞) = q.
 Here is a geometric way to construct iC(p) from p.
 Exercise 23.2. Suppose that C is a circle with center q and p ∈ R2 \ {q} be a pointthat lies inside C. Let ` be the line through q, p and let `′ be the line perpendicularto ` through p. Suppose that `′ intersects C at a and b. Show that the point d on `where the lines through a and b tangent to C intersect is equal to iC(p).
 q
 C
 piC(p)
 a
 b
 `
 `′
 Exercise 23.3. Suppose that C and C ′ are two circles with the same center q andradii r, r′. Show that the composition iC′ ◦ iC is the dilation Dq,λ around q by a factor
 of λ, where λ = ( r′
 r)2. (See the end of Section 8.)
 Recall that lircle is a blanket term for circles and lines in R2.
 Theorem 23.4. Inversions send lircles to lircles: if C,C ′ are lircles, so is iC(C ′).More specifically, if q is the center of C then we have:
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 lines through q circles through q
 lines not through q circles not through q
 Proof. We saw in §21 that lircles are exactly the infinite solution sets of equations
 ax2 + ay2 + bx+ cy + d = 0. (8)
 So, to show that inversions send lircles to lircles, we just have to check that anequation of the form in (8) becomes another such equation when (x, y) is replaced byiC(x, y). Suppose for convenience that C is a circle centered at the origin. If C hasradius r, the inversion through C can be written as
 iC(x, y) =r2
 |(x, y)|2 (x, y) =
 (r2x
 x2 + y2,
 r2y
 x2 + y2
 ).
 So, plugging in the output into Equation (8) gives
 a
 (r2x
 x2 + y2
 )2
 + a
 (r2y
 x2 + y2
 )2
 + b
 (r2x
 x2 + y2
 )+ c
 (r2y
 x2 + y2
 )+ d = 0.
 The numerators of the first two terms combined to give a x2 + y2, which cancels partof the (x2 + y2)2 denominator. So, after simplification this becomes
 ar4 + br2x+ cr2y + d(x2 + y2) = 0, (9)
 which is a quadratic equation exactly of the form in Equation (8), except that thecoefficients have been rearranged and modified. So, iC takes lircles to lircles.
 The permutation of the four types of lircles described in the figure can be easilychecked. As an example, Equation (8) describes a line that does not pass through 0when a = 0 and d 6= 0. In this case, Equation (9) describes a circle (since the squaredterms have nonzero coefficients) that goes through zero (as there is no constant term).The other cases are checked similarly.
 If C is centered instead at some q 6= 0, let C ′ be a circle with the same radiuscentered at the origin. Then iC = Tq ◦ iC′ ◦T−q, so iC takes lircles to lircles as both iC′and the two translations do. Moreover, the two translations convert between lirclespassing through q and lircles passing through the origin, so the description of thepermutation of the four types of lircles follows for iC from the description for iC′ . �
 Theorem 23.5. Suppose C is a circle in R2 with center q and radius r. Then(a) iC is conformal, or angle preserving: if two paths α and β make an angle θ at
 p 6= q, then the paths iC ◦ α and iC ◦ β meet with angle θ at iC(p).
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 (b) if α is a path in R2 and α(t) 6= q, then we have
 |(iC ◦ α)′(t)| = r2
 |q − α(t)|2 |α′(t)|.
 Here, part (b) says that an inversion distorts the speed of a path by a factor of r2
 over the current distance to q squared. So, an inversion stretches a lot near its center,not at all on the circle, and contracts a lot near infinity.
 Proof. The angle between two paths is measured as the angle between their velocityvectors, so in both parts (a) and (b) we need to understand the velocity (iC ◦ α)′(t).
 Translating, we may assume that q = 0, in which case the inversion can be writtenas iC(p) = r2 p
 |p|2 , and d(q, α(t)) = |α(t)|.
 (iC ◦ α)′(t) =d
 dtr2
 α(t)
 |α(t)|2 = r2α′(t) |α(t)|2 − α(t) d
 dt|α(t)|2
 |α(t)|4 .
 The mysterious term in the quotient on the right is
 d
 dt|α(t)|2 =
 d
 dtα1(t)
 2 + α2(t)2
 = 2α1(t)α′1(t) + 2α2(t)α
 ′2(t)
 = 2α(t) · α′(t),which is no longer so mysterious. Plugging it in,
 (iC ◦ α)′(t) =r2
 |α(t)|2(α′(t)− 2α(t)
 α(t) · α′(t)|α(t)|2
 ).
 Interpreting everything as vectors based at the origin, the vector b = α(t) α(t)·α′(t)|α(t)|2 is
 the projection of α′(t) onto α(t), as pictured below. So, α′(t)− 2b is the reflection ofα′(t) over the line perpendicular to the vector α(t).
 α(t)α′(t)
 θb
 2breflect
 This means that (iC ◦ α)′(t) is obtained from α′(t) by first reflecting over the line
 perpendicular to α(t), then scaling by the factor r2
 |α(t)|2 .
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 So, for (a), as reflections and scalings preserve angles of vectors, the angle betweenα′(t) and β′(t) will be the same as that between (iC ◦ α)′(t) and (iC ◦ β)′(t). For (b),
 reflections preserve length of vectors, so |(iC ◦ α)′(t)| = r2
 |α(t)|2 |α′(t)|. �
 Corollary 23.6. Suppose that C is a circle in R2 and ` is a lircle.(a) If ` is orthogonal to C, then iC(`) = `.(b) Conversely, if ` contains both a point p /∈ C and its inverse iC(p), then C, ` are
 orthogonal.
 Proof. For (a), suppose that ` intersects C at x, y. Since iC fixes x, y, the lircle iC(`)passes through x, y; it also is orthogonal to C, since inversions preserve angles. Butthere is only one lircle that intersects C orthogonally at x, y, so iC(`) = `.
 For (b), any point p /∈ C and its inverse iC(p) are on opposite sides of C, so sucha ` must intersect C, say at x. Then both ` and its inverse iC(`) contain the threepoints x, p, iC(p), implying ` = iC(`) by Exercise 21.3.
 C
 θθ
 `
 But any lircle preserved by an inversion iC must be orthogonal to C, since confor-mality implies that the two angles θ above are equal, and therefore are π/2. �
 Corollary 23.7. The inversion iC is the unique continuous map, other than theidentity, such that iC(`) = ` whenever ` is a lircle orthogonal to C.
 Proof. Suppose that c is the center of C and f : R2 \ c −→ R2 \ c is a map such thatiC(`) = ` whenever ` is a lircle orthogonal to C. If p ∈ R2 \ c, pick two lircles `,mthat are orthogonal to C and that pass through p. By Corollary 24.2,
 ` ∩m = {p, iC(p)}.So, since f preserves both ` and m, either f(p) = p or f(p) = iC(p). By continuity,either f(p) = p for all p or f(p) = iC(p) for all p. �
 Exercise 23.8. If x, y ∈ R2 and C is a circle, show that there is a unique lircle ` inR2 that passes through both x, y and is orthogonal to C. Hint: invert!
 Exercise 23.9. If ` is a line through a point p and q 6= p, show that there is a uniquelircle C that is tangent to ` at p and passes through q.
 The following exercise should not be a surprise if you remember the geometricinterpretation of conjugation given in Section 8.
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 Exercise 23.10. If C,E are two circles in R2, then iC ◦ iE ◦ iC = iiC(E). Hint: youmay find Corollary 23.7 useful.
 23.1. Peaucellier’s linkage. A hot pursuit in the first half of the 19th century wasto construct machines to convert between rotational motion and linear motion. Thisinterest should make sense if you think about the relationship between a piston and atrain wheel. The goal was to perform this transformation with a ‘mechanical linkage’consisting of metal rods connected together at rotating joints.
 In the picture below, imagine that the position of a is forever anchored. Theposition of r then determines the positions of the rest of the joints, and we considerthe path that s makes as we move r around. The way the picture is drawn is supposedto indicate the following conditions: ap = aq and pr = qr = ps = sq, where for brevitythese are the lengths of the rods with the indicated endpoints.
 a r m s
 p
 q
 Exercise 23.11. Show that s is the inversion of r through a circle with center a andradius
 √ap2 − pr2.
 Therefore, one can construct a ‘machine’ that performs inversion in a circle. Forfun, you might try constructing one of these out of sticks.
 Exercise 23.12. Augment the linkage above with an additional bar and anchor tocreate a new linkage that converts between circular and linear motion. This linkagewas invented in 1864 by Charles-Nicolas Peaucellier, a captain in the French army.
 23.2. Higher dimensions. Inversions can be defined in Rn, for any n. If
 C = {p ∈ Rn | |p− q| = r}is a sphere in Rn with center q and radius r, the inversion through C is again
 iC(p) =r2
 |p− q|2 (p− q) + q.
 The geometric interpretation is the same: iC(p) is just the point on the ray throughq, p whose distance to q is r2/d(p, q). Here is a picture of an inversion in R3.
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 In the picture, the center q of the sphere is inside the small horse pictured. Theinversion takes the skin of the horse to the surface shown that is enclosing the cameraoutside of the camera, which separates everything shown from the interior of thehorse, which extends off to infinity.
 Exercise 23.13. Show that stereographic projection π : S \ {n} −→ R2 of the unitsphere S ⊂ R3 onto R2 , as described in Section 19, is the restriction of an inversion iCthrough some sphere C ⊂ R3. So, the fact that stereographic projection is conformaland sends circles to lircles parallels the corresponding properties for inversions, whichit turns out also are true in higher dimensions.
 23.3. Apollonian circles. Suppose C1, C2, C3 are circles in the plane. An Apolloniancircle is a circle C that is tangent to all three of C1, C2, C3.
 C1
 C2
 C3
 C1C2 C3
 The existence of such circles was of great interest to the ancient Greeks, and theyare named after the Greek mathematician Apollonius of Perga.
 Exercise 23.14. Give an example of circles C1, C2, C3 for which there are no associ-ated Apollonian circles. Then give an example where there are infinitely many.
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 Exercise 23.15. Suppose now that C1, C2, C3 are all tangent, but not all at the samepoint, as pictured below. Show that there are exactly two Apollonian circles D1, D2
 associated to C1, C2, C3, and that each Di is tangent to the circles C1, C2, C3 at threedifferent points. Hint: find an inversion that takes two of the circles to parallel lines.
 C1 C2
 C3
 C1
 C2
 C3
 There are some amazing fractals that can be generated using this result. Startingwith the circles C1, C2, C3 above, let D1, D2 be the associated Apollonian circles.Then we have six new triples of mutually tangent circles:
 D1, C1, C2, D2, C1, C2, D1, C2, C3, D2, C2, C3, D1, C1, C3, D2, C1, C3.
 Each of these has two associated Apollonian circles. Continue this process, drawingthe new Apollonian circles every time a new triple of mutually tangent circles iscreated. The resulting fractal is called an Apollonian gasket. Here is an example.
 Here is a related problem. Suppose we have two non-intersecting circles C and D,with D contained inside C. Start with a circle E0 that is tangent to both, and iscontained within C but does not contain D. We let E1 be one of the two Apolloniancircles tangent to C,D,E0, and inductively define Ei+1 to be the circle tangent toC,D,Ei that is not Ei−1. If after one revolution around D, the chain closes up withsome En = E0, we say that (Ei) is a Steiner chain.
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 D
 C
 E0
 doesn’t close up!
 a Steiner chain E1E2
 D
 C
 E0
 E1
 E2
 Exercise 23.16. Assume that the circles D and C are concentric with radii r and s,respectively. Show that a chain (Ei) as above closes up with En = E0 if and only if
 (s− r)2 = 2
 (s+ r
 2
 )2(1− cos
 (2π
 n
 )).
 Hint: this is exactly the law of cosines for an appropriate triangle.
 In particular, for concentric C,D either you get a Steiner chain for every startingcircle E0, or you never do. This shouldn’t be such a surprise, since in this casea Steiner chain can be rotated to start at any circle tangent to C and D desired.Surprisingly, the same duality persists when C and D are not concentric!
 Theorem 23.17 (Steiner’s porism). Suppose C,D ⊂ R2 are circles and D is con-tained inside C. If there is a single Steiner chain of circles as above, any circle E0
 that lies between C and D and is tangent to both is part of a Steiner chain.
 The proof relies on the following lemma:
 Lemma 23.18. If C,D are non-intersecting circles in R2, there is some circle S ⊂ R2
 such that iS(C) and iS(D) are concentric circles.
 Assuming the lemma, since iS maps circles to circles, any Steiner chain for C,Dmaps under iS to a Steiner chain for iS(C) and iS(D), and vice versa. So as thetheorem is true for concentric circles, it must also be true for the circles C,D.
 So, let’s prove the lemma.
 Exercise 23.19. Let C,D be non-intersecting circles, and ` be a line through theircenters. Show that there is a circle E centered on ` that is orthogonal to C,D. Hint:there is a circle centered at p ∈ ` that is orthogonal to C,D exactly when the linesegments joining p to points of tangency on C,D have the same length. Sliding palong `, argue using continuity that such a p must exist.
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 p
 D
 C
 `
 Exercise 23.20. Prove the lemma, using the previous exercise. Hint: invert in acircle centered at the intersection of E and `.
 24. A alternative geometric approach to circle inversion
 We’ll discuss here a sequence of elementary theorems in Euclidean geometry thatlead up to an alternative proof of Theorem 24.3. Here’s the first result.
 The inscribed angle theorem. Suppose that two lines `1 and `2 intersect a circleC at x, y and x, z, respectively. Then their angle θ of intersection is half the angle ψmade by the radii connecting the center c of C to y and z.
 θ ψ = 2θc
 y
 z
 x
 `1
 `2
 C
 Proof. As a warm-up, let’s first prove the theorem when x, c, z are collinear.
 θ ψc
 z
 y
 x
 In that case, the triangle x, c, z is isosceles, so the angles at x and z are equal,implying that the third angle is π − 2θ. However, then ψ = π − (π − 2θ) = 2θ.
 In the general case, add in to the picture the line through x and c.
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 x
 y
 z
 cθ2
 θ1 2θ1
 2θ2
 Two applications of the warm-up prove the theorem. �
 The secant theorem. Suppose that two lines intersect at a point p and intersect acircle at x, y and z, w, respectively. Then d(p, x)d(p, y) = d(p, z)d(p, w).
 p
 x
 y
 zw
 θθ
 Proof. The angles ∠wxy at x is the same as the angle ∠wzy at z, by the inscribedangle theorem, so we will call that angle θ. The triangles pyz and pxw then bothhave angles π − θ, ψ, θ − ψ, where ψ is the angle at p, so are similar. Thus,
 d(p, w)
 d(p, x)=d(p, y)
 d(p, z),
 which proves the theorem. �
 Corollary 24.1 (Secant-tangent theorem). Suppose that two lines `, `′ intersect at p,and that ` intersects a circle C at x, y, while `′ intersects C at a point u, and possiblyelsewhere. Then `′ is tangent to C if and only if
 d(p, x)d(p, y) = d(p, u)2.
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 p
 x
 z
 u
 Proof. If `′ is tangent to C at u, this a limit of the secant theorem: if we consider lines`′′ that intersect C at points z, w approaching u, then d(p, z)d(p, w) −→ d(p, u)2.
 For the converse, if there is another point v at which `′ intersects C, then d(p, u) 6=d(p, v) and d(p, u)d(p, v) = d(p, x)d(p, y), so d(p, x)d(p, y) 6= d(p, u)2. �
 To show geometrically that inversions take lircles to lircles, we first show that lirclesorthogonal to the circle of inversion are taken to themselves.
 Theorem 24.2. Suppose that C is a circle in R2 and C ′ is a lircle.(a) If C ′ is orthogonal to C, then iC(C ′) = C ′.(b) Conversely, if C ′ contains both a single point p /∈ C and its inversion iC(p), then
 C,C ′ are orthogonal.
 Proof. If C ′ is a circle that intersects C orthogonally at u, then by Corollary 24.1, forany p ∈ C ′ we have d(c, p)d(c, x) = r2, where x is the other point of C lying on theline through c, p. So, x = iC(p) by definition of an inversion.
 C
 C ′p
 x = iC(p)
 Conversely, suppose that C ′ is a circle that contains both a point p and its inversionx = iC(p). Let u be an intersection point of C and C ′, and let ` be the line containingc, u. By definition of inversion, d(c, p)d(c, x) = r2 = d(c, u)2. Corollary 24.1 showsthat ` is tangent to C ′, implying that C,C ′ are orthogonal. �
 Theorem 24.3. Inversions send lircles to lircles: if C,C ′ are lircles, so is iC(C ′).More specifically, if c is the center of C then we have:
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 lines through q circles through q
 lines not through q circles not through q
 Proof. We have already seen that lines through c invert to lines through c. This leavestwo cases: we must show that inversions interchange lines not through c with circlesthrough c, and that inversion sends circles not through c to circles not through c.
 Case 1. (Lines not through c ↔ circles through c) Let C ′ be a line not throughc and suppose that a ∈ C ′ is the point such that ca is perpendicular to C ′. Let D bethe circle through c that is centered at the midpoint of the segment from c to iC(a).
 c
 C ′
 C
 p
 q
 D
 a
 iC(a)
 We claim that iC(C ′) = D. So, suppose that c, p, q are collinear and p lies on Dwhile q lies on C. The right triangles c p iC(a) and c a q share an angle at c, so theyare similar. Therefore,
 d(c, p)
 d(c, iC(a))=d(c, a)
 d(c, q)=⇒ d(c, p)d(c, q) = d(c, a)d(c, iC(a)) = r2,
 where r is the radius of C. This shows that iC(q) = p, so iC(C ′) = D. It follows aswell that iC(D) = C ′.
 Case 1. (circles not through c ↔ circles not through c) Suppose that C ′ isa circle that does not go through c. Then there is a circle D with center c that isorthogonal to C ′. As iD(C ′) = C ′, we have iC(C ′) = iC(iD(C ′)) = (iC ◦ iD)(C ′).
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 C
 D
 C ′
 But as iC ◦ iD is a dilation around c, (iC ◦ iD)(C ′) is a circle. It doesn’t pass throughc since a dilation around c fixes c and C ′ does not pass through c. �
 25. The hyperbolic metric
 In Section 21, we defined the hyperbolic plane H2 as the open upper half plane inR2, and hyperbolic lines to be vertical half lines and semicircles orthogonal to thex-axis. We’ll show in this section that there a metric on H2 such that the shortestpaths between points lie along hyperbolic lines.
 The shape of hyperbolic lines suggests what form this metric must take. Suppose,for instance, that x, y ∈ H2 are points with the same height. The hyperbolic linesegment between them is part of a semicircle orthogonal to the x-axis. If this is to bethe shortest path from x to y, then there must be some reason why taking a detourupwards is more efficient then taking the horizontal path.
 x y
 H2
 We saw similar phenomena when discussing map projections in Section 19. Forinstance, the shortest path from New York to London curves strangely upward towardGreenland when viewed in the Mercator projection, to take advantage of the fact thatdistances near the poles are much smaller than they appear in the projection.
 To define a distance on H2, we will require that near a point (x, y) ∈ H2, distancesshould be distorted by a factor of 1
 y. That is, the actual (hyperbolic) size of an object
 near (x, y) should be 1y
 times its apparent (Euclidean) size. To make this rigorous,
 Definition 25.1 (Hyperbolic length). Suppose that γ : [a, b] −→ H2 is a path, whereγ(t) = (γ1(t), γ2(t)). The hyperbolic length of γ is defined to be
 lengthH2(γ) =
 ∫ b
 a
 |γ′(t)| 1
 γ2(t)dt.
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 Recall that |γ′(t)| is the Euclidean speed of γ, which integrates to the Euclideanlength of γ. The integrand |γ′(t)| 1
 γ2(t)is called the hyperbolic speed of γ. If hyperbolic
 distances near γ(t) are 1/γ2(t)-times the corresponding Euclidean distances, thenit should make sense that the hyperbolic speed of γ is the same factor times thecorresponding Euclidean speed. In the same way that Euclidean speed integrates tolength, the hyperbolic length as the integral of the hyperbolic speed.
 Example 25.2. The paths for which it is easiest to compute hyperbolic length arehorizontal paths. For if α : [a, b] −→ H2 has constant second coordinate α2(t) = y,
 lengthH2(α) =
 ∫ b
 a
 |α′(t)|1ydt =
 ∫ b
 a
 |α′(t)|1ydt =
 1
 ylength(α),
 so hyperbolic length is just Euclidean length divided by height.
 Example 25.3. Let’s now compute the length of a vertical line segment from (x, y1)to (x, y2) in H2. Parametrically, γ : [y1, y2] −→ H2, where γ(t) = (x, t). Well,
 lengthH2(γ) =
 ∫ y2
 y1
 |γ′(t)| 1
 γ2(t)dt
 =
 ∫ y′
 y1
 1 · 1
 tdt
 = ln(y2)− ln(y1)
 = ln
 (y2y1
 ).
 In particular, the hyperbolic length of the line segment joining (0, 1/n) to (0, 1) isthe same as that joining (0, 1) to (0, n)! This is a reflection of the fact that hyper-bolic distances high up in the half plane are much smaller than they appear, whilehyperbolic distances near the x-axis are much larger than they appear.
 Armed with a notion of hyperbolic length, we now define distance in H2. Just ason the sphere, distance is defined as the infimum of length of paths.
 Definition 25.4. The hyperbolic distance between two points p, q ∈ H2 is
 dH2(p, q) = inf{
 lengthH2(γ) | γ : [a, b] −→ H2, γ(a) = p, γ(b) = q}.
 Hyperbolic distance defines a metric on H2. We’ll leave verifying the relevantproperties as an exercise. Mostly, the proof is the same as that in the spherical case,except that there is a little bit more subtlety in proving that if p 6= q then d(p, q) > 0.
 Example 25.5. What’s the hyperbolic distance between the points (a, 1) and (b, 1)in H2, say when b > a? We’ll be able to compute it on the nose by the end of thesection, but it’s easy to give an interesting upper bound.

Page 106
                        

106
 Create a path γ by starting at (a, 1), moving vertically to (a, b−a), then horizontallyto (b, b− a), and vertically back down to (b, 1). From Examples 25.2 and 25.3, thesethree segments have length ln(b− a), 1 and ln(b− a), respectively, so
 dH2
 ((a, 1), (b, 1)
 )≤ lengthH2(γ) = 2 ln(b− a) + 1.
 So for example, the hyperbolic distance between (0, 1) and (1000000, 1) is a bit lessthan 30, which is much shorter than the length of the horizontal segment joining them!This illustrates that it is a tremendous advantage for a path to detour upwards andexploit the smaller distances at higher altitudes.
 So, what paths use the distortion of the hyperbolic metric optimally? That is, weknow that it is efficient to bend upwards, but certainly there is a limit to how muchof an upwards detour a path should make in order to minimize length. As you mightbe guessing, these most efficient paths are exactly the hyperbolic line segments.
 Here is a first case where we can verify this.
 Lemma 25.6. The path with the shortest hyperbolic length between points p = (x, y1)and q = (x, y2) in H2 with the same first coordinate is the vertical line segment.
 Proof. Assume y2 > y1. We’ve seen that the hyperbolic length of the line segmentjoining p and q is ln(y2/y1). So if γ : [a, b] −→ H2 is a path from p to q, we claimthat lengthH2(γ) ≥ ln(y2/y1), with equality if and only if γ is a vertical line segment.
 Writing γ(t) = (γ1(t), γ2(t)), we compute:
 lengthH2(γ) =
 ∫ b
 a
 |γ′(t)| 1
 γ2(t)dt
 =
 ∫ b
 a
 √γ′1(t)
 2 + γ′2(t)2
 1
 γ2(t)dt
 ≥∫ b
 a
 √02 + γ′2(t)
 21
 γ2(t)dt,
 ≥∫ b
 a
 γ′2(t)1
 γ2(t)dt,
 = ln(γ2(b))− ln(γ2(a))
 = ln(y2/y1)
 as desired. Equality occurs exactly when γ′1(t) = 0 and γ′2(t) > 0 for all t, whichmeans that γ moves straight up the vertical line segment from p to q. �
 To prove in general that the shortest path between two points in H2 lies along thehyperbolic line joining them, we’ll transform the general case into the special caseabove using a ‘hyperbolic reflection’.
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 Definition 25.7. If ` is a hyperbolic line, it is the intersection with H2 of either avertical line L or a circle C orthogonal to the x-axis. The hyperbolic reflection
 R` : H2 −→ H2
 through ` is the restriction to H2 of either the Euclidean reflection through L or theinversion through C, depending on which case we’re in.
 Note that since L and C are orthogonal to the x-axis, in both cases the reflec-tion/inversion preserves the x-axis and does indeed send points in H2 into H2.
 reflect
 invert
 H2 H2
 Theorem 25.8. If ` is a hyperbolic line and γ is a path in H2, then
 lengthH2(R` ◦ γ) = lengthH2(γ).
 So, R` is a hyperbolic isometry: dH2(R`(p), R`(q)) = dH2(p, q) for all p, q ∈ H2.
 Proof. If γ : [a, b] −→ H2 is a path, we will show that for all t ∈ [a, b],
 |γ′(t)| 1
 γ2(t)= |(R` ◦ γ)′(t)| 1
 (R` ◦ γ)2(t).(10)
 That is, the hyperbolic speeds of γ and R` ◦γ agree at time t. Integrating, this im-plies that lengthH2(γ) = lengthH2(R`◦γ), so R` preserves path lengths. As hyperbolicdistance is defined in terms of path lengths, R` must be an isometry.
 Case 1. If ` is a vertical half line, then R` is a Euclidean isometry. Therefore, theEuclidean speeds of γ and R` ◦γ must agree for all t. Furthermore, since ` is vertical,the heights of γ(t) and R` ◦ γ(t) are the same. So, we have
 |γ′(t)| = |(R` ◦ γ)′(t)| and γ2(t) = (R` ◦ γ)2(t),
 from which Equation (10) follows.
 Case 2. Suppose now that ` is a semicircle with center c and radius r. In this case,R` preserves neither height nor Euclidean speed, and the goal is to show that theheight distortion exactly matches the speed distortion, i.e.
 |(R` ◦ γ)′(t)||γ′(t)| =
 (R` ◦ γ)2(t)
 γ2(t).
 For each t the points γ(t) and R` ◦ γ(t) determine right triangles with bases on thex-axis and one vertex equal to c.
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 H2
 γ(t)
 R` ◦ γ(t)
 c
 `
 Since these right triangles share an angle at c, they are similar. Therefore, if r isthe radius of the circle, the height ratio of γ(t) and R` ◦ γ(t) is
 (R` ◦ γ)2(t)
 γ2(t)=|R` ◦ γ(t)− c||γ(t)− c| =
 r2
 |γ(t)−c||γ(t)− c| =
 r2
 |γ(t)− c|2 . (11)
 This matches the speed distortion, by Theorem 23.5, so Equation (10) follows. �
 Corollary 25.9. If p, q ∈ H2, the (hyperbolically) shortest path from p to q is thehyperbolic line segment joining them.
 Proof. Let ` be the hyperbolic line through p, q, and let z be one of its endpointson the x-axis. Take any hyperbolic line m that is a semicircle centered at z. Asthe reflection Rm preserves path lengths, it must take shortest paths joining p, q toshortest paths joining Rm(p) and Rm(q). But secretly, Rm is an inversion! So, as `passes through the center of the circle of inversion, Rm(`) is a line, which must againbe orthogonal to the x-axis since Rm is conformal.
 This means that Rm(`) is a vertical line, on which lie Rm(p) and Rm(q). By Lemma25.6, the shortest path from Rm(p) to Rm(q) is the segment of Rm(`) joining them,which implies that the shortest path joining p, q is the corresponding segment of `. �
 In her book The Universe in Zero Words: The Story of Mathematics as ToldThrough Equations, Dr. Dana Mackenzie explains how hyperbolic geometry is the‘geometry of whales’. Turning the hyperbolic plane upside down, imagine the x-axisas the surface of the ocean, the depths of which are populated by whales.
 Deep in the ocean, there is not so much light, and whales communicate by sonar.Sound travels in deep water at a rate proportional to the inverse of depth, so from theperspective of sound distances in the ocean are scaled by 1/y, the hyperbolic scalingfactor. This means that the most efficient way for sound to travel from one whale toanother is to bend downwards along a hyperbolic line.
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 Figure 1. Taken from The Universe in Zero Words, by Dana Mackenzie.
 This picture isn’t completely accurate, as the surface of the ocean isn’t infinitely faraway from the whale, as is the x-axis from any point in H2, but the idea is beautiful.
 Exercise 25.10. In Example 25.5, we estimated the hyperbolic distance betweenpoints in H2 with second coordinate 1. You can now perform an exact calculation;for simplicity, we will consider the points (−x, 1) and (x, 1).
 θ = cot−1(x)
 (0, 0)
 (x, 1)(−x, 1)√x2 + 1
 Using the picture above as a guide, show that the hyperbolic distance
 dH2
 ((−x, 1), (x, 1)
 )= 2 ln cot
 (cot−1(x)
 2
 ). (12)
 You might need that the anti-derivative of csc(t) is ln cot(t/2). This expression is abit ugly, but you can compare it to the estimate we gave in Example 25.5, which inthis case is 2 ln(2x). It turns out that
 limx→∞
 2 ln cot(
 cot−1(x)2
 )
 2 ln(2x)= 1,
 which you can check if you like, so in fact the simpler estimate is pretty accurate aslong as x is large! In other words, for large x the three line segments in Example 25.5form a somewhat length-efficient approximation of the hyperbolic line segment.
 Exercise 25.11. You and a friend walk upwards along the vertical half lines x = aand x = b at unit hyperbolic speed. Parametrically, your paths are α and β, where
 α(t) = (a, et), β(t) = (b, et)
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 since the hyperbolic speeds at time t are
 |α′(t)|α2(t)
 =|β′(t)|β2(t)
 =
 √02 + (et)2
 et= 1.
 Show that the distance between you and your friend at time t satisfies
 dH2(α(t), β(t)) ≤ |b− a|et
 .
 Two paths α, β in H2 are asymptotic if they can be parameterized so that
 limt→∞
 dH2(α(t), β(t)) = 0.
 The exercise above shows that any two vertical half lines in H2 are asymptotic, as|b−a|et−→ 0 as t −→ ∞. As vertical half lines are those hyperbolic lines that have an
 ‘endpoint at infinity’, the following exercise is an extension of the previous one.
 Exercise 25.12. Suppose that two hyperbolic lines `, `′ share an endpoint on thex-axis, as pictured below. Show that there is some hyperbolic line m such that Rm(`)and Rm(`′) are vertical half lines, and use this and the previous exercise to show that` and `′ are asymptotic. For the last part, you will need to parameterize ` and `′ asindicated above. However, don’t worry about writing out an actual formula. Instead,compose parameterizations for the vertical half lines with Rm.
 shared endpoints
 `
 `′ ` `′
 So, even though hyperbolic distances near the x-axis are much larger than theyappear, two hyperbolic lines that share an endpoint on the x-axis are getting close toeach other quickly enough to overcome this distance distortion.
 If p ∈ R2, there are lines through p in every direction. We’d like to say that thesame is true in the hyperbolic plane.
 Exercise 25.13. Show that if p ∈ H2 and v is a vector based at p, there is a uniquehyperbolic line ` passing through p tangent to v.
 p
 v
 `
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 26. Hyperbolic trigonometric functions
 The hyperbolic trigonometric functions sinh, cosh, tanh, sech and csch, pronounced‘hyperbolic sin/cos/tan/sec/csc’, are defined as follows.
 sinh(t) =et − e−t
 2, cosh(t) =
 et + e−t
 2, tanh(t) =
 sinh(t)
 cosh(t),
 csch(t) =1
 sinh(t), sech(t) =
 1
 cosh(t), coth(t) =
 1
 tanh(t).
 Hyperbolic trigonometric functions have many features that are similar to theirEuclidean counterparts. For instance, easy calculations show that
 sinh′(t) = cosh(t), cosh′(t) = sinh(t), tanh′(t) =1
 cosh2(t),
 There are also addition formulas similar to those in the Euclidean case.
 sinh(t+ s) = sinh(t) cosh(s) + cosh(t) sinh(s),
 cosh(t+ s) = cosh(t) cosh(s) + sinh(t) sinh(s).
 You can find many more identities on the Wikipedia page ‘Hyperbolic function’.However, there’s one identity we should discuss more thoroughly:
 cosh2(t)− sinh2(t) =(et + e−t)2 − (et − e−t)2
 4(13)
 =e2t + 2 + e−2t − e2t + 2− e−2t
 4= 1.
 Of course, this is similar to the familiar identity sin2(t) + cos2(t) = 1. The meaningof the latter is that for each t, the point (sin(t), cos(t)) lies on the unit circle x2+y2 = 1;of course, we even know that the path t 7→ (sin(t), cos(t)) parameterizes the unit circle.
 The equation y2− x2 = 1 defines a hyperbola instead of the circle, and (13) reflectsthat the path t 7→ (sinh(t), cosh(t)) parameterizes (the top half of) this hyperbola.
 y
 x
 y2 − x2 = 1
 http://en.wikipedia.org/wiki/Hyperbolic_function
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 Let’s analyze the graphs of sinh, cosh and tanh. When t >> 0, we have e−t ≈ 0,so for large positive t, it follows that sinh(t) ≈ cosh(t). Similarly, for large negativet we have et ≈ 0, so sinh(t) ≈ − cosh(t). In the graphs, one sees that sinh and coshare asymptotic as t→∞ and tanh has horizontal asymptotes at ±1.
 26.1. Catenaries. The graph of cosh is an example of a catenary, a curve that arope traces out when it hangs under its own weight from two anchors.
 To prove this, we must consider the forces acting on such a length of rope. Inthe figure below, fix attention on a part of the rope with length s that starts at thelowest point on the rope. There are three forces acting on this part of the rope.The downward force of gravity is represented by the vector (0,−λgs), where g is agravitational constant and λ is the mass per unit length of the rope. There are alsotension forces at each end that are tangent to the rope. The tension at the lowestpoint has magnitude T0 and the tension at the other endpoint has magnitude T .
 Since the rope is stationary, these three forces sum to zero. Thus, we have
 T cos(θ) = −T0, T sin(θ) = −λgs, =⇒ tan(θ) =λg
 T0s.
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 (−T0, 0)
 (T cos(θ), T sin(θ))
 (0,−λgs)
 length
 sθ
 t0
 Imagine now that the rope is the graph of a function f . Then tan(θ) is just the riseover run at that point, i.e. the derivative f ′(t).
 Notice that T0, λ and g are all just constants that depend on the environmentalconditions and the type of rope used. So, if we combine them into one constanta = T0
 λg, then our equation becomes f ′(t) = s/a. That is,
 (?) The length of the graph of f(x) from x = 0 to x = t is af ′(t).
 Exercise 26.1. Show that the function f(x) = a cosh(x/a) satisfies (?).
 Therefore, the graphs of the functions f(x) = a cosh(x/a) model the shapes ofhanging ropes, where a depends on the environmental conditions and type of rope.To help you with the problem, note that the graph of f can be parameterized as
 γ : [0, t] −→ R2, γ(x) = (x, f(x))
 so the length of the graph between x = 0 and x = t is
 length(γ) =
 ∫ t
 0
 |γ′(x)| dx =
 ∫ t
 0
 √1 + f ′(x)2 dx.
 26.2. Inverse hyperbolic trig functions and a distance formula. We definedhyperbolic trig functions above using exponentials, so it may not be a surprise thattheir inverses can be conveniently described using logarithms. For instance,
 cosh(x) =1
 2(ex + e−x)
 is 1-1 for nonnegative x and has range equal to [1,∞), so there is an inverse function
 cosh−1 : [1,∞) −→ [0,∞),
 where cosh−1(y) is the unique nonnegative number x such that cosh(x) = y.
 Exercise 26.2. Show that cosh−1(y) = ln(y +
 √y2 − 1
 ), where y ≥ 1.
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 If you are so inclined, try to come up with formulas using logarithms for the inversesof the other hyperbolic trigonometric functions.
 In Section 25, we saw that the hyperbolic distance between two points in H2 isthe length of the hyperbolic line segment joining them. Here is an actual formula forhyperbolic distance using the inverse hyperbolic cosine.
 Theorem 26.3. The distance between p = (p1, p2) and q = (q1, q2) in H2 is
 dH2(p, q) = cosh−1(
 1 +|p− q|22p2q2
 ).
 We will split the proof of Theorem 26.3 into three exercises (26.4 - 26.6). The ideais to first prove it for pairs of points that lie on a vertical line, then to use hyperbolicreflections to reduce the general case to this first case.
 Exercise 26.4. Prove the theorem when p1 = q1. That is, if p, q lie on a verticalline, show that their hyperbolic distance is given by the formula above. Hint: in thiscase, the shortest path is just the segment of the vertical line between them.
 To prove the theorem in general, let’s define D to be the right-hand side
 D(p, q) = cosh−1(
 1 +|p− q|22p2q2
 ).
 Exercise 26.5. If ` is a hyperbolic line, show that D(R`(p), R`(q)) = D(p, q) for allp, q ∈ H2. Hint: the figure below depicts the reflection of p, q through `. The pointsp, q are assumed to be at distances a, b from the center of `. Show that
 |R`(p)−R`(q)|2 =r4
 (ab)2|p− q|2, (R`(p))2 =
 r2
 a2p2, and (R`(q))2 =
 r2
 b2q2.
 For the first equation, you might find the law of cosines useful. The second twoequations should not take more than one sentence to prove.
 a bθ
 radius r
 r2/b
 r2/a
 `
 pq
 R`(p)
 R`(q)
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 Exercise 26.6. Using the previous two problems, prove the theorem in general. Hint:if p, q ∈ H2, let ` be the line through p, q. There is a hyperbolic reflection R such thatR(`) is a vertical half-line in H2. Now apply the previous problems to R(p) and R(q).
 27. The pseudosphere and the tractrix
 Suppose that we create a gluing diagram from the region R in the hyperbolicplane below. The surface created by identifying the vertical sides of R is called apseudosphere. As the hyperbolic length of the cross-section of R at height y decreasesas y increases, the ‘circumference’ of the pseudosphere decreases with height.
 With respect to the specific dimensions of the rectangle in the picture, the circum-ference of the pseudosphere is 2π at the bottom and decreases to 2π
 mat the top.
 The pseudosphere above is the surface of revolution of a tractrix. Imagine that thexy-plane represents the Earth and the x-axis is a road. If a car located at (0, 0) isanchored by a taught chain to a weight at (0, 1), the tractrix is the path traced outby the weight as the car moves to the right along the x-axis.
 weight
 (0, 0)
 (1, 0)
 tractrix
 The name comes from the Latin word trahere, meaning to pull or drag. In thepicture above, the force the car applies to the weight is always in the direction towardsthe car. Therefore, if you move to the right along the x-axis at unit speed, then attime t the box should be at distance 1 from (t, 0) and moving in the direction of (t, 0).
 To explain why the pseudosphere is obtained by revolving the tractrix, we shouldanalyze how fast the cross-sectional circumferences of the pseudosphere are decreas-ing. Initially, you might be tempted to say that the pseudosphere is obtained by
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 revolving the curve y = 1/x around the x-axis, since the cross-sectional lengths of Rdecay inversely with height. However, this is not accurate because height in H2 doesnot quite correspond with height in the pseudosphere.
 Instead, looking at the rectangle R we see that the height y cross-section has length2π/y and is at hyperbolic distance ln(y) from the bottom of the rectangle; in otherwords, the cross-section at hyperbolic distance s from the bottom has length 2πe−s.The same is then true for the pseudosphere, and the distance on a surface of revolutionbetween two cross-sections is just the arc length of the revolved curve. So, we wantto show that after the tractrix has used arc length s, its height is e−s.
 (0, 0)
 (1, 0)
 e−s
 arclength = s
 To show this, we will need to find a parameterization of the tractrix.
 Proposition 27.1. The tractrix can be prescribed parametrically as
 γ : [0,∞) −→ R2, γ(t) = (t− tanh(t), sech(t)).
 Exercise 27.2. We leave the proof of the above proposition as a guided exercise.
 (a) If γ(t) is the weight’s position at time t, explain why
 γ(t) +1
 |γ′(t)|γ′(t) = (t, 0).
 (b) Show that if γ(t) = (t− tanh(t), sech(t)), then
 γ′(t) = (tanh2(t),− tanh(t) sech(t)), |γ′(t)| = tanh(t).
 (c) Show that γ(t) = (t − tanh(t), sech(t)) satisfies the differential equation froma) and the initial conditions γ(0) = (0, 1) and γ′(0) = (0,−1). As the tractrixis completely determined by the initial conditions and the differential equationof a), this proves the proposition.
 We can now verify that the pseudosphere is obtained by revolving the tractrixaround the x-axis. First, the arc length of the tractrix from t = 0 to t = a is given by∫ a
 0
 |γ′(t)|dt =
 ∫ a
 0
 tanh(t)dt
 = ln cosh(t)∣∣a0
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 = ln cosh(a).
 This arc length is s when a = cosh−1(es), at which point the height of the tractrix is
 sech(cosh−1(ea)) = e−s,
 as desired. This shows that the surface of revolution is the pseudosphere.The physical description of the tractrix can be used to construct paper models of
 the pseudo-sphere. Cut out many identical copies of an annulus, the region betweentwo concentric circles. Cut larger and larger sectors out of these annuli and attachthe exposed cuts with tape. We now have a number of paper bracelets, that we stackin order of size to create an approximation to a pseudosphere.
 glueglue
 stack
 4 copies stacked
 This approximation is also a surface of revolution, so our claim is that the profilecurve approximates a tractrix. The tractrix is determined by the condition that ateach point, the tangent line intersects the x-axis after one unit of length. As long asthe outer circle used in creating the annuli has radius 1, the same condition holds atevery point on the approximate that lies on one of these outer circles.
 length 1
 When the increment between adjacent sector sizes is small, every point on ourpaper model is very close to these outer circles. So, in the limit the profile curvebecomes the tractrix and our paper model becomes the pseudosphere.
 Cutting our paper model along a profile curve gives a geometric approximation tothe region R in H2, which is our first physical model for the hyperbolic plane. Try to
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 use this model to understand some of the properties of hyperbolic geometry we havediscussed – for instance, can you see the homogeneity within the model?
 There is an interesting relationship between the tractrix and the catenary. Imaginelaying a strip of tape on the entire length of the graph of y = cosh(x), for x ≥ 0.Then grab the end of the tape at (0, 1), and slowly pull downwards. As the tapeunwraps, the end you are holding will sweep out the tractrix. Below, the tractrix isin red and a few snapshots of the tape are drawn in blue.
 x
 y
 (0, 1)
 One summarizes the above by saying that the tractrix is the involute of the catenary.More precisely, the involute of a parameterized curve γ : [0, b] −→ R2 is the curveα : [0, b] −→ R2 such that
 α(t) = γ(t)−(∫ t
 0
 |γ′(s)| ds)
 γ′(t)
 |γ′(t)| .
 This formula may look complicated, but it is just saying that at time t, the point α(t)is obtained by traveling from γ(t) in the direction opposite to the velocity γ′(t) for adistance that is equal to the length of γ from 0 to t. In other words, the subtractedterm on the right represents the blue lines in the picture above.
 Exercise 27.3. Verify that if γ : [0,∞) −→ R2, γ(t) = (t, cosh(t)) parameterizes theright half of the catenary, its involute is the tractrix α(t) = (t− tanh(t), sech(t)).
 Exercise 27.4. Find, and draw, the involute of γ : [0, 2π] −→ R2 when
 (a) γ(t) = (cos(t), sin(t)).(b) γ(t) = ((1 + cos t) cos t, (1 + cos t) sin t). This γ is called a cardioid, since when
 drawn it looks like a heart. Its involute will also be a cardioid, but scaled,reflected and translated. Feel free to use a computer to plot γ and its involute,as it’ll be a bit difficult to do by hand.
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 28. Hyperbolic isometries
 In Theorem 25.8, we saw that hyperbolic reflections are isometries of H2. Wedefined the hyperbolic reflection through a hyperbolic line ` as either the reflectionor inversion through `, depending on whether ` is a half line or a semicircle.
 Using hyperbolic distance, however, hyperbolic reflections admit a characterizationanalogous to that of Euclidean reflections.
 Proposition 28.1. If ` is a hyperbolic line, then R`(x) = x for all x ∈ `. If x /∈ `,then ` is the perpendicular bisector of the hyperbolic line segment xR`(x).
 x
 R`(x)
 `same hyp length
 same hyp length
 x R`(x)
 `
 Proof. Since R` exchanges x and R`(x) and takes hyperbolic lines to hyperbolic lines,it must take the hyperbolic line segment xR`(x) to itself. This implies that xR`(x) isperpendicular to `. If p is the point of intersection, then R` takes the segment xp tothe segment R`(x)p. So, as R` preserves hyperbolic path lengths these two segmentsmust have the same length. �
 Proposition 28.2. If x, y ∈ H2, there is a hyperbolic line ` such that R`(x) = y.
 Proof. Let p be the hyperbolic midpoint of the hyperbolic line segment xy, and let `be the unique hyperbolic line through p perpendicular to xy. (The existence of thisline follows from Exercise 25.13.) Then ` is the hyperbolic perpendicular bisector ofxy, and it follows from the above proposition that R`(x) = y. �
 This shows that for any pair of points x, y ∈ H2, there is an an isometry of H2
 taking x to y. In other words, we have proven the following.
 Corollary 28.3. H2 is homogenous.
 What other isometries of H2 are there?
 Definition 28.4. If p ∈ H2 and θ ∈ [0, 2π), the rotation around p by θ is the map
 Op,θ : H2 −→ H2,
 where Op,θ(p) = p and for x 6= p the hyperbolic line segments px and pOp,θ(x) have thesame length and meet with angle θ, measured counterclockwise from px to pOp,θ(x).
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 θp
 x
 Op,θ(x)
 H2
 Proposition 28.5. If `, `′ are hyperbolic lines that intersect at p ∈ H2 with an angleof θ, measured counterclockwise from ` to `′, then R`′ ◦R` = Op,2θ.
 `
 `′
 x R`(x)
 R`′ ◦R`(x)
 θ
 p
 Proof. The composition R`′ ◦ R` fixes p and is an isometry, so if x 6= p then thehyperbolic line segments px and pR`′ ◦R`(x) have the same length.
 `
 `′
 x R`(x)
 R`′ ◦R`(x)
 p θ2
 θ2
 θ1θ1
 Since hyperbolic reflections preserve angles, the two θ1 angles and the two θ2 anglesare equal in the picture below. As θ = θ1 + θ2, the angle between the segments pxand pR`′ ◦R`(x) is 2θ1 + 2θ2 = 2θ. �
 It is easy to see using Proposition 28.5 that any hyperbolic rotation can be writtenas the product of two reflections, so as reflections are isometries we have:
 Corollary 28.6. Hyperbolic rotations are isometries of H2.
 What happens if we compose two reflections through hyperbolic lines `, `′ that donot intersect in H2? The answer is complicated, since ` and `′ can intersect on thex-axis, or not, and can also ‘intersect at∞’ when they are both vertical lines. Definethe boundary of H2, written ∂H2, as the x-axis together with the ‘point’∞. The typeof the isometry f = R`′ ◦R` depends on whether ` and m intersect on ∂H2 or not.
 Lemma 28.7. Suppose ` and `′ are hyperbolic lines that do not intersect, even in ∂H2.Then there is a unique hyperbolic line m that intersects both ` and `′ orthogonally.
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 Proof. As a warm-up, let’s assume ` is a vertical half-line. Then `′ is a semicircle,since `, `′ do not intersect at ∞ ∈ ∂H2. A hyperbolic line m intersects ` orthogonallyif and only if it is a semicircle centered at the endpoint x of ` on the x-axis. There isa unique such semicircle that also intersects `′ orthogonally, the semicircle that goesthrough the point at which a line through x intersects `′ tangentially.
 `
 `′
 m
 x
 In general, ` may be a semicircle. If R is a reflection through a hyperbolic linecentered at one of the endpoints of ` on the x-axis, R(`) is a vertical half-line. Fromabove, there is a unique hyperbolic line m that is perpendicular to R(`) and R(`′),and then R(m) is the hyperbolic line perpendicular to ` and `′. �
 Under the hypotheses of the lemma, Corollary 24.2 implies that R`′ and R` bothpreserve m, so f(m) = m. Also, one can see from the following picture that thedistance between a point p ∈ m and f(p) is twice the hyperbolic distance t betweenthe intersection points m ∩ ` and m ∩ `′. So, f acts as a translation on m by 2t. Wecall f a hyperbolic translation and m the axis of f.
 m
 `
 `′
 x
 R`(x)
 R`′ ◦R`(x)t
 The image of a general point p ∈ H2 under f is pictured above: drop a hyperbolicperpendicular to m, travel a distance of 2t along m, then proceed perpendicularlythe same distance as in the first step to T (p). The reason the picture is accurate isthat f translates by 2t along m, preserves angles and takes hyperbolic line segmentsto hyperbolic line segments with the same length.
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 p T (p)
 m
 2t
 Example 28.8. Our f = R`′ ◦ R` is particularly easy to describe when ` and `′ areconcentric semicircles. For instance, suppose `, `′ are centered at the origin and haveradii r, r′. By Exercise 23.3, the composition is the dilation around 0 by r′/r:
 f(p) =r′
 rp.
 When `, `′ are semicircles with radii 1 and λ centered at the origin, R`′ ◦ R` is atranslation along the vertical half-line defined by x = 0, and t = 2 ln(λ).
 baseball after area (golf?) hyp sas thin tri oranges
 29. The disc model
 Our description of H2 as the upper half plane in R2 is convenient in its simplicity,but just as different maps of the earth are useful for different purposes, there is anothermodel of H2 that is better suited to understanding hyperbolic circles.
 Let D = {(x, y) ∈ R2 |x2 + y2 < 1} be the open unit disc in R2. The hyperboliclength of a path γ : [a, b] −→ D is defined as
 lengthD(γ) =
 ∫ b
 a
 2|γ′(t)|1− |γ(t)|2 dt,
 and the distance between points p, q ∈ D is the infimum
 dD(p, q) = inf{
 lengthD(γ) | γ : [a, b] −→ H2, γ(a) = p, γ(b) = q}.
 So, hyperbolic distances near (x, y) ∈ D are distorted by the factor 21−(x2+y2) , just as
 distances near (x, y) ∈ H2 were distorted by 1/y.The distortion factor 2
 1−(x2+y2) goes to infinity when (x, y) approaches
 ∂D = {(x, y) ∈ R2 |x2 + y2 = 1},and is smallest at the center of D. So, the shortest path between two points p, q ∈ Dshould bend toward the center to take advantage of the fact that distances are smallerthere. In fact, we’ll see that shortest paths in D lie along lircles orthogonal to ∂D,which will play the role of hyperbolic lines in the disc model.
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 ∂D
 hyperbolic lines
 D
 Exercise 29.1. Show that the center of a circle orthogonal to ∂D lies outside of D.
 The following theorem says that D and H2 are different representations of the samegeometric object. So, results about the hyperbolic plane can be proved using eitherthe D model or using H2, whichever is most convenient.
 Theorem 29.2. Let C be the circle in R2 centered at (0,−1) with radius√
 2. Theinversion through C restricts to a bijection iC : D −→ H2 with
 lengthH2(iC ◦ γ) = lengthD(γ)
 for every path γ in D. Consequently, dH2(iC(p), iC(q)) = dD(p, q) for all p, q ∈ D.
 Proof of Theorem 29.2. By definition, the inversion iC can be expressed as
 iC(x, y) = (0,−1) +(√
 2)2
 |(x, y)− (0,−1)|2((x, y)− (0,−1)
 )
 =
 (2x
 x2 + (y + 1)2,
 2(y + 1)
 x2 + (y + 1)2− 1
 )
 =
 (2x
 x2 + (y + 1)2,2(y + 1)− x2 − (y + 1)2
 x2 + (y + 1)2
 )
 =
 (2x
 x2 + (y + 1)2,1− x2 − y2
 2· 2
 x2 + (y + 1)2
 )
 =
 (2x
 x2 + (y + 1)2,1− |(x, y)|2
 2· 2
 |(x, y)− (0,−1)|2). (14)
 If γ : [a, b] −→ D, we have by Theorem 23.5 and Equation (14) above that
 lengthH2(iC ◦ γ) =
 ∫ b
 a
 |(iC ◦ γ)′(t)| 1
 (iC ◦ γ)2(t)dt
 =
 ∫ b
 a
 (2
 |γ(t)− (0,−1)|2 |γ′(t)|
 ) (2
 1− |γ(t)|2 ·|γ(t)− (0,−1)|2
 2
 )dt
 =
 ∫ b
 a
 |γ′(t)| 2
 1− |γ(t)|2 dt,
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 = lengthD(γ). �
 Using the theorem, we can transfer all our terminology and results about the upperhalf plane to D. First, the inversion iC takes ∂D to the x-axis, and since inversionsare conformal and send lircles to lircles, iC must take lircles orthogonal to ∂D tolircles orthogonal to the x-axis, and vice versa. So, informed by the upper half plane,we call the intersections with D of lircles orthogonal to ∂D hyperbolic lines in D.This terminology makes sense, since the theorem, along with our characterization ofhyperbolic lines in H2 as shortest paths, implies that shortest paths in D do indeedlie along hyperbolic lines in D.
 If ` is a hyperbolic line in D, the hyperbolic reflection through ` is the map
 R` : D −→ D
 that is either a Euclidean reflection or an inversion through `, depending on whether` is the intersection with D of a line or a circle. By Exercise 23.10, we have thatR` = iC ◦ RiC(`) ◦ iC , where C is as in Theorem 29.2. Since iC : D −→ H2 andRiC(`) : H2 −→ H2 are both isometries, the latter by Theorem 25.8, so is R`. In otherwords, the reflection through a hyperbolic line in D is an isometry.
 Exercise 29.3. Prove directly that inversions through lircles orthogonal to ∂D areisometries of D, using Theorem 23.5 and mimicking the proof for the upper half plane.
 Example 29.4. What is the hyperbolic distance in D from 0 to a point p ∈ D? Weknow that the shortest path γ is along the hyperbolic line through 0 and p, which inthis case is a Euclidean line. Parametrically, we have γ : [0, 1] −→ D, γ(t) = tp, so
 lengthD(γ) =
 ∫ 1
 0
 |γ′(t)| 2
 1− |γ(t)|2 dt
 =
 ∫ 1
 0
 2|p|1− t2|p|2 dt
 = 2 tanh−1(|p|).Above, the last line follows from a substitution and the fact that the integral of1/(1− t2) is tanh−1, which you can verify as an exercise.
 Exercise 29.5. Show that (tanh−1)′(t) = 11−t2 . Hint: first compute tanh′(t), then
 differentiate x = tanh ◦ tanh−1(x) using the chain rule.
 So, we have shown that for p ∈ D, we have
 dD(0, p) = 2 tanh−1(|p|). (15)
 Note that hyperbolic tangent goes to 1 as the input goes to infinity, so inverting,tanh−1(|p|) −→∞ as |p| −→ 1, i.e. as p approaches ∂D.
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 30. Hyperbolic circles
 Circles in hyperbolic geometry are defined in the same way as in R2 and on thesphere, as a locus of points equidistant from a center. Namely, if p ∈ H2 and r > 0,the hyperbolic circle centered at p with radius r is
 C(p, r) = {q ∈ H2 | dH2(p, q) = r}.Because of the curious form of the hyperbolic metric, it’s not immediately clear
 what form a hyperbolic circle should take. However, Equation (15) implies:
 Fact 30.1. In the disc model, the Euclidean circle of radius r centered at the ori-gin is a hyperbolic circle of radius 2 tanh−1(r) centered at the origin. Conversely, ahyperbolic circle of radius r around 0 is a Euclidean circle of radius tanh
 (r2
 ).
 This is actually a general phenomenon!
 Corollary 30.2. In both the disc model and the upper half plane model, hyperboliccircles in H2 are Euclidean circles, but the Euclidean centers and radii are not alwaysthe same as their hyperbolic analogues.
 Proof. When p ∈ D is an arbitrary point, let ` be the hyperbolic line that perpendic-ularly bisects the hyperbolic line segment from 0 to p. As in Exercise ??, R`(0) = p.Since R` is an isometry, C(p, r) = R`
 (C(0, r)
 ). And since R` is either an inversion
 through a circle (with center outside D, by Exercise 29.1) or a Euclidean reflection,it takes circles in D to circles, so C(p, r) is a Euclidean circle!
 To deduce the result for the upper half plane, let C be the circle in the statementof Theorem 29.2. When p is a point in the upper half plane, iC(p) ∈ D, and as iCis an isometry from D to the upper half plane, it takes hyperbolic circle of radius raround iC(p) (which is a Euclidean circle in D) to the hyperbolic circle C(p, r) in theupper half plane. But iC take circles to circles, so C(p, r) is a Euclidean circle. �
 The hyperbolic and Euclidean centers of circles in the upper half plane never agree.Because of the metric distortion, the Euclidean center is always closer to the pointdirectly above it than to the point below it.
 different hyperbolic lengths
 So, where is the hyperbolic center of a circle in the upper half plane?
 Lemma 30.3. If C is a hyperbolic circle, a hyperbolic line ` passes through the (hy-perbolic) center of C if and only if it is orthogonal to C.
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 Proof. A hyperbolic line ` passes through the center of C if and only if R` fixes C,which by Corollary 24.2 happens if and only if ` is orthogonal to C. �
 This lemma can be used to give a ruler and compass construction of the hyperboliccenter of a circle C in the upper half plane with Euclidean center c. Let a be thepoint at which the vertical line ` through c hits the x-axis, and let b be a point atwhich a line m through a is tangent to C. By the lemma, both ` and m pass throughthe hyperbolic center p of C, which must be their point of intersection.
 C
 p
 a
 b
 m
 `
 c
 Exercise 30.4. Let C be a Euclidean circle in H2 whose highest and lowest pointsare at heights a and b. Then the Euclidean center is at height a+b
 2, the arithmetic
 mean. Show that the hyperbolic center is at height√ab, the geometric mean. Hint:
 the ruler and compass construction is not the most efficient way to do this.
 So, the inequality of means (Exercise 5.15) is expressing the fact that hyperbolicdistance becomes smaller relative to Euclidean distance when height is increased!
 Question. What is the circumference of a hyperbolic circle of radius r?
 Implicit in this question is the statement is that the circumference of a hyperboliccircle should not depend on the center of the circle, just the radius. However, if C(p, r)and C(q, r) are hyperbolic circles with the same radius r, we’ve seen that there is ahyperbolic reflection R` such that R`(p) = q, and then R`(C(p, r)) = C(q, r). As R`
 preserves hyperbolic path lengths, lengthH2 C(q, r) = lengthH2 C(p, r).So, it suffices to do the circumference computation for our favorite hyperbolic circle
 of radius r. My favorite is the one centered at the origin in the disc model, whichFact 30.1 says is a Euclidean circle with radius tanh r
 2. Parametrically, this is
 γ : [0, 2π] −→ D, γ(t) = tanhr
 2(cos t, sin t),
 and we compute length as follows:
 lengthH2(γ) =
 ∫ 2π
 0
 2|γ′(t)|1− |γ(t)|2 dt
 =
 ∫ 2π
 0
 2 tanh r2
 1−(tanh r
 2
 )2 dt
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 =4π tanh r
 2
 1−(tanh r
 2
 )2
 = 4π tanhr
 2
 (cosh
 r
 2
 )2, since 1− tanh2 = sech2,
 = 4π sinhr
 2cosh
 r
 2= 2π sinh r.
 The last line is the hyperbolic double angle formula. You might try proving it andthe identity 1− tanh2 = sech2 as a refresher on hyperbolic trigonometric functions.
 In conclusion, we have now shown:
 Theorem 30.5. The circumference of a hyperbolic circle of radius r is 2π sinh r.
 Note the difference between this and 2πr, the Euclidean formula for the circumfer-ence of a radius r circle. As sinh(r) = 1
 2(er − e−r), the circumference of a hyperbolic
 circle grows exponentially as the radius increases. For comparison, the circumfer-ence of a Euclidean circle of radius 10 is 2π10 ≈ 62.8, while the circumference of ahyperbolic circle of radius 10 is 2π sinh(10) ≈ 69, 198.
 There’s a nice way to see the exponential growth of circumference visually usingmonohedral tilings. The following is a tiling of the hyperbolic plane, in the disc model,by right angled hyperbolic pentagons. We will discuss hyperbolic polygons in moredetail later, but note that it is plausible that all these pentagons are congruent, sincethe small polygons near ∂D are hyperbolically much larger than they appear.
 Superimposed on the image are two hyperbolic circle centered at the origin, in greenand in red. The hyperbolic radius of the red circle is roughly ‘one pentagon’, whilethat of the green circle is around two pentagons. One can estimate the circumferencesthese circles by counting the number of polygons traversed. The green circle goes
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 through 9 pentagons, while the red circle goes through 42. Each time the hyperbolicradius is increased by another pentagon, the circumference is multiplied by a factorvaguely around 4, which gives an exponential growth rate.
 The large circumference of circles also explains the buckling you see after assemblinga pseudo-sphere. If a loop of radius 10 in R3 is to have circumference 69, 198, theonly option is to wave back and forth enough times to pick up the extra length.
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