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(Lecture Notes for Grad / Post Grad students of Digital Avionics:
 Prepared from open literature and books)
 Digital Avionics Part 2(LN)
 Avionics Data Bus
 M S Prasad
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Digital Avionics :Part 2 Avionics Data Bus
 The “ Bus “ is a contraction of Greek word “ Omnibus “ means “ to all “ . Hence
 the computers and digital domain the communication or data interchange for
 all components got defined as BUS. A Bus in generally is a set wires which
 carry electrical pulses , but with each BUS a definition of Protocol or method
 of data transmission is defined. Aircraft Data bus system allows number of
 instruments and sensor to share the data with each other or with the central
 Flight Management System computer. The Bus architecture defines a
 protocol to send / receive data as well as a common interface .
 A general depiction of instruments and data bus system is shown in the
 figure below :-
 Fig 1 : General aircraft sub systems and their connectivity
 Note : The wiring in a typical commercial or Military aircraft forms a significant
 weight proportion of the un laden weight of the aircraft.
 Bus systems can be either bidirectional (two way) or unidirectional (one way), They
 can also be serial (one bit of data transmitted at a time) or parallel (where often 8, 16
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or 32 bits of data appear as a group on a number of data lines at the same time).
 Because of the constraints imposed by conductor length and weight, all practical
 aircraft bus systems are based on serial (rather than parallel) data transfer.
 Bus systems enables efficient method of dat exchange between various avionics
 systems or subsystems also they provide connectivity to dedicated LRU’s. Individual
 Line Replaceable Units (LRU), such as the Engine Data Interface or Flap/Slat
 Electronics Units are each connected to the bus by means of a dedicated bus coupler
 and interface module .The LRU’s may have their own complexity and their internal
 Bus system . These local bus systems invariably use parallel data transfer which is
 ideal for moving large amounts of data very quickly but only over short distances. .The
 basic Bus selection criterion is data integrity and safety along with EMC (
 Electromagnetic compatibility )
 Aerospace Specific Data Bus System ( Brief notes : Ref class discussions )
 As has already been described, digital data buses have been one of the main enablers
 in the use of digital electronics in aircraft avionics systems. Early data buses were
 single-source, single-sink (point-to-point), half-duplex (unidirectional) buses with
 relatively low data rates of the order of a few tens to 100 kbit/s data rates. The next
 generation of data buses as specified by MIL-STD-1553B were multiple-source,
 multiple-sink (bidirectional) buses with data rates of around 1–10Mbit/s. Later fibre
 channel buses achieve 1 Gbit/s data rates, with the prospect of expanding to several
 Gbit/s.
 The dedicated aerospace data buses used within the military aerospace
 community are:
 A Tornado serial data bus;
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B ARINC 429;
 C MIL-STD-1553B and derivatives;
 D STANAG 3910.
 Other bus standards such as the JIAWG high-speed data bus (HSDB), the IEEE
 1394B and fibre channel buses are all commercial standards that have been adopted
 for military use or commercial use .
 Tornado Serial
 The Tornado serial data bus was the first to be used on a UK fighter aircraft. The bus
 was adopted for the Tornado avionics system and also used on the Sea Harrier
 integrated head-up display/ weapon-aiming computer (HUD/WAC) system. This is a
 half-duplex serial bus operating at a rate of 64 kbit/s and is used to pass data
 between the avionics main computer and other sensors, computers and displays
 within the Tornado nav attack and weapon-aiming system, as shown in Figure 2.
 The bus comprised four wires implemented as a twisted screened quad format. The
 lines carried clock and complement and data and complement respectively. Fig 2
 shows the main computer interfacing via the Tornado serial bus with major avionics
 subsystems:
 Doppler radar;
 Radar (ground-mapping radar (GMR) and terrain-following radar (TFR);
 Laser range finder/marked target receiver (MTR);
 Attitude Sources – inertial navigation system (INS) and secondary attitude and
 heading reference system (SAHRS);
 Autopilot/flight director system (AFDS);
 Stores management system (SMS);
 Front cockpit:
 This system was designed in the early 1970s and entered service in 1980.( Ref Fig 2 )
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Fig 2 : Tornado serial Bus & application
 ARINC 429 ( Aeronautical Radio Incorporated 429 )
 ARINC 429 is a single-source, multiple-sink, half-duplex bus that operates at two transmission rates;
 most commonly the higher rate of 100 kbit/s is used. Although the data bus has its origins in the civil
 marketplace, it is also used extensively on civil platforms that have been adopted for military use, such
 as the Boeing 737, Boeing 767 and A330. High-performance business jets such as the Bombardier Global
 Express and Gulfstream GV that are frequently modified as electronic intelligence (ELINT) or
 reconnaissance platforms also employ A429.
 The characteristics of ARINC 429 were agreed among the airlines in 1977/78, and it was first used
 throughout the B757/B767 and Airbus A300 and A310 aircraft. ARINC, short for Aeronautical Radio Inc.,
 is a corporation in the United States whose stockholders comprise US and foreign airlines and aircraft
 manufacturers. As such it is a powerful organisation central to the specification of equipment standards
 for known and perceived technical requirements.
 Although ARINC 429 (A429) bus is a single-source–multiple sink type which facilitate a source to talk
 to many sinks at a time for data transmission . However , if any of the sink equipment needs to reply,
 then each piece of equipment will require its own transmitter and a separate physical bus to do so, and
 cannot reply down the same wire pair. This half-duplex mode of operation has certain disadvantages. If
 it is desired to add additional equipment , a new set of buses may be required – up to a maximum of
 eight new buses in this example if each new link needs to operate in bidirectional mode. The physical
 implementation of the A429 data bus is a screened, twisted wire pair with the screen earthed at both
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ends and at all intermediate breaks. The transmitting element shown below in Figure 3 is embedded in
 the source equipment and may interface with up to
 Fig 3 : ARINC 429
 20 receiving terminals in the sink equipment. Information may be transmitted at a low rate of 12–14
 kbit/s or a higher rate of 100 kbit/s; the higher rate is by far the most commonly used. The modulation
 technique is bipolar return to zero (RTZ),having three signal levels High , Null and Low. Information is
 transmitted down the bus as 32 bit words, as shown in Fig 4.
 The standard embraces many fixed labels and formats, so that a particular type of equipment always
 transmits data in a particular way. This standardisation has the advantage that all manufacturers of
 particular equipment know what data to expect. Where necessary, additions to the standard may also
 be implemented.
 Fig4 : Data word Format
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MIL-STD-1553B
 MIL-STD-1553B has evolved since the original publication of MIL-STD-1553 in 1973.
 The standard has developed through 1553A standard issued in 1975 to the present
 1553B standard issued in September 1978. The basic layout of a MIL-STD-1553B
 data bus is shown in Figure 2.11. The data bus comprises a screened twisted wire pair
 along which data combined with clock information are passed. The standard generally
 supports multiple redundant operation with dual-redundant operation being by far the
 most common configuration actually used. This allows physical separation of the data
 buses within the aircraft, thereby permitting a degree of battle damage resistance.
 Control of the bus is performed by a bus controller (BC) which communicates with a
 number of remote terminals (RTs) (up to a maximum of 31) via the data bus. RTs only
 perform the data bus related functions and interface with the host (user) equipment
 they support. In early systems the RT comprised one or more circuit cards, whereas
 nowadays it is usually an embedded chip or hybrid module within the host equipment.
 Data are transmitted at 1MHz using a self-clocked Manchester biphase digital format.
 The transmission of data in true and complement form down a twisted screened pair
 offers an error detection capability.
 Words may be formatted as data words, command words or status words, as shown in
 Figure 2.12. Data words encompass a 16 bit digital word, while the command and
 status words are associated with the data bus transmission protocol. Command and
 status words are compartmented to include various address, subaddress and control functions, as
 shown in Figure 2.12.
 MIL-STD-1553B is a command–response system in which transmissions are
 conducted under the control of a single bus controller at any one time; although only
 one bus controller is shown in these examples, a practical system will employ two bus
 controllers to provide control redundancy. In a simple transfer of data from RT A to
 the BC, the BC sends a transmit command to RT A, which replies after a short interval
 known as the response time with a status word, followed immediately by one or more
 data words up to a maximum of 32 data words. In the example shown in the upper
 part of the figure, transfer of one data word from RT A to the BC will take
 approximately 70 ms (depending upon the exact value of the response time plus
 propagation time down the bus cable). For the direct transfer of data between two RTs
 as shown from RTA to RT B, the BC sends a receive command to RT B followed by a
 transmit command to RT A. RT A will send its status word plus the data (up to a
 maximum of 32 words) to RT B which then responds by sending its status word to the
 BC, thereby concluding the transaction. In the simple RT to RT transaction , the total
 elapsed time is around 120 ms for the transmission of a single data word, which
 appears to be rather expensive on account of the overhead of having to transmit two
 command words and two status words as well. However, if the maximum number of
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data words had been transmitted (32), the same overhead of two command and two
 status words would represent a much lower percentage of the overall message time..
 MIL-STD-1553B has proved to be a very reliable and robust data bus and is very well
 established as a legacy system. Attempts have been made to increase the data rate
 which is the only major shortcoming. A modification of 1553 called 1553 enhanced bit
 rate (EBR) running at 10Mbit/s has been adopted for bomb carriage on the JSF/F-35 using the
 miniature munitions/store interface (MM/SI). Other vendors have run laboratory
 demonstrators at 100Mbit/s and above, and a feasibility program has been initiated to
 demonstrate 1553 bit rates of 100Mbit/s with the aim of extending data rates to
 500Mbit/s.
 Fig 5 : Mil standard 1553 B
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Fig 6 Typical data transactions
 ( Ref Part 7 for more details on MIL –STD 1553 B)
 STANAG 3910
 The evolution of STANAG 3910 was motivated by a desire to increase the data rate
 above the 1Mbit/s rate provided by MIL-STD-1553B. The basic architecture is shown
 in Figure . The high-speed fibre-optic data terminals pass data at 20Mbit/s and are
 connected using a star coupler. Control is exercised by MIL-STD-1553B using
 electrical connections. The encoding method is Manchester bi phase, as for 1553, and
 data transactions are controlled by means of a bus controller, as is also the case for
 1553. The use of fibre optics passing data at 20Mbit/s offers a significant
 improvement over 1553. Furthermore, the ability to transfer messages of up to 132
 blocks of 32 words (a total of 4096 data words) is a huge advance over the 32 word
 blocks permissible in 1553. A total of 31 nodes (terminals) may be addressed, which is
 the same as 1553. There are four possible implementations of STANAG 3910 (Table
 1.1). The standard also makes provision for the high-speed channel to be implemented
 as an optical transmissive star coupler, a reflective star coupler or a linear Tee coupled
 optical bus. Eurofighter Typhoon utilises the type A network with an optical reflective
 star coupler in a federated architecture.( Fig 7 )
 MIL-STD-1553 Bus (Electrical) The STANAG bus is used for the avionics bus and the
 attack bus while standard MIL-STD-1553B is used for the weapons bus. The similarity
 of transactions to 1553 may be seen by referring to the remote terminal (RT) to bus
 controller (BC) transaction on the low-speed bus The BC issues a standard 1553 command
 word followed by a high-speed (HS) action word (taking the place of a 1553 data word). After a suitable
 interval the RT issues a 1553 status word that completes the transaction. After an inter message gap,
 the next transaction is initiated. This cues a high-speed message frame on the high-speed bus which
 enables the transmission of up to 132 blocks of 32 data words, up to a maximum of 4096 words, as has
 already been stated.
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Table 1.1 STANAG 3910 implementations
 Type A Low-speed channel 1553B data bus
 High-speed channel Fibre-optic data bus
 Type B High-speed channel Fibre-optic equivalent of 1553B
 Low-speed channel Physically separate fibre-optic
 data bus
 Type C High-speed channel Fibre-optic equivalent of 1553B
 Low-speed channel Wavelength division
 multiplexed with
 low-speed channel
 Type D High-speed channel 1553B data bus
 Low-speed channel Physically separate wire data
 bus
 Note: Both the low-speed and high-speed buses use Manchester bi phase encoding.
 Stanag Data transaction
 Fig 7 Data Transaction
 The formats of the low-speed bus HS action word and HS status word are shown in Figure below . It can
 be seen that the general format is similar to the 1553 words, except that these protocol words have
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positive-going synchronization pulses as they are replacing the standard 1553 data word [which also has
 a positive-going synchronisation pulse (Figure 7 & 8)]. Also, the word content, instead of containing a 16
 bit data word, contains message fields that relate to the high-speed bus message content or
 Transmitter/receiver status. As for other 1553 words, the final bit (bit 20) is reserved for parity. The data
 content is preceded by 56 bits associated with the message protocol and followed
 Fig 8 : Data Structure
 by a further 20 bits, giving a total overhead of 76 bits in all. Therefore at a the high-speed bus data rate
 of 20Mbit/s, the total elapsed time is 3280.6 ms.
 The application of STANAG 3910 is confined to two European fighter aircraft program Eurofighter
 Typhoon uses a variant called the EFA bus, which is a type A implementation while the French Rafale
 employs type D, using the electrical high-speed bus version.
 JIAWG Architecture
 The Joint Integrated Avionics Working Group (JIAWG) was a body charged with developing an avionics
 architecture based upon the Pave Pillar principles of a modular integrated architecture. The resulting
 advanced avionics architecture (A3 ) is used in Advanced tactical fighter/F-22 Raptor.
 Generic JIAWG Architecture
 A generic avionics architecture embracing the main features of the JIAWG architecture is
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illustrated in Figure 9.
 Fig 9 : Generic JIWAG architecture
 The major functional elements are:
 Radio-frequency (RF) apertures and sensor front ends associated with electro optic (EO),missile
 warning, radar, electronic warfare/electronic support measures (EW/ESM), and communications,
 navigation and identification (CNI) systems.
 A fibre-optic switched network handling incoming preprocessed sensor data; Integrated avionic racks
 encompassing signal and data processing and interconnected using switched networks, parallel buses
 and serial buses. A fibre-optic switched network handling video data destined for displays, aircraft and
 weapons systems.
 A high-speed data bus (HSDB) (fibre-optic bus) interconnecting the avionics major systems to the
 integrated cabinets.
 The main processor is called the common integrated processor (CIP) and two cabinets are provided in
 the F-22 architecture with space provision for a third. In fact the term processor is a misnomer as the CIP
 function contains a cluster of processors (up to seven different types) working together to perform the
 aircraft-level signal processing and data processing tasks. It has been reported that the combined
 throughput of the CIP is of the order of 700 million operations per second (MOPS).
 The F-22 cabinet has space to accommodate up to 66 SEM-E size modules, but in fact only 47 and 44
 modules are used respectively in CIP 1 and CIP 2; the remaining 19/22 modules are reserved for future
 growth. The density of the packaging and the high power density mean that liquid cooling is used
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throughout for the cabinets. To achieve the necessary communications to interchange data with the
 donor and recipient subsystems, the cabinet interfaces internally and externally using the following data
 buses:
 A high-speed data bus (HSDB) – a fibre-optic (FO) bus connecting the cabinet with other aircraft
 subsystems, A dual-redundant parallel interface bus (PI bus) (backplane bus) used to interconnect the
 modules within the rack; A serial test and maintenance bus (TM bus) for test and diagnosis.
 High-speed Data Bus
 The high-speed data bus is a linear token ring FO bus operating at 80Mbit/s. The protocol is in
 accordance with SAE AS4074.1, for a linear token passing multiplexed data bus. The key characteristics
 of the HSDB are:
 Manchester bi phase encoding;
 Message length up to 4096 16 bit word
 Ability to serve upto 128 terminals
 Figure 10 shows a FO liner token passing topology typical of that used for the HSDB.The SAE linear token
 passing bus (LTPB) employs a broadcast technique whereby all the terminals can receive all the traffic
 passing on the bus. However, the transactions are structured such that only those stations whose
 address matches the destination address within the message header can copy the message. A token
 passing path is superimposed upon the linear transmission media, and it is this that provides the control
 logic for each bus interface unit (BIU).
 Fig 10 .Token Passing
 architecture
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A token is passed around the ring from the lowest address to the highest and then to the lowest again,
 forming a continuous loop. Stations that have data to transmit claim the token and send the message.
 The philosophy used is that known as a ‘brother’s keeper’ where every terminal is responsible for
 providing a valid token to pass to the next terminal. Therefore, in the example given in Figure 2.20, the
 token and therefore control of the bus would be passed as follows:
 BIU2 >> BIU3 >> BIU6 >> BIU8>> BIU18>> BIU30>> BIU2 and the sequence would repeat .
 The media access control (MAC) protocol adopted for the SAE TTPB is one in which timers are used to
 bound the time a station is allowed to pass data on the bus. As well as having bounded time constraints,
 each BIU has four message priority levels such that the highest-priority messages are transmitted first
 and those of lowest priority last. In the event that lower-priority messages cannot be passed owing to
 insufficient time, these messages can be deferred until the next period.
 PI Bus
 The PI bus is a fault-tolerant parallel backplane bus very similar in structure to VME. The bus operates
 using a 32 bit wide bus which can be expanded to 64 bit wide. The transfer rate is 50Mbit/s and the
 JIAWG architecture employs a dual-redundant implementation. The PI bus is supported by the SAE 4710
 and STANAG 3997 standards.
 TM Bus
 The TM bus is a serial bus comprising five wires that supports test and diagnostics according to the IEEE
 Std 1149.5-1995 which allows a master controller to interface with up to 250 slave units. Depending
 upon the precise implementation of the TM bus, diagnosis may be achieved at the board (module) or
 chip (component) level.
 COTS Bus
 There are possibilities of including the Asynchronous Transfer Mode (ATM) and the Fbre Distributed
 Data Interface (FDDI), but those viewed with the most favourably are :
 The fibre channel bus;
 IEEE 1394 firewire.
 Fibre Channel
 The fibre channel (FC) is a high-throughput, low-latency, packet-switched or connection oriented
 network technology; In aerospace applications the latter configuration is usually employed. Data rates
 are presently available up to 1 Gbit/s, although 10 Gbit/s versions are now available. The FC bus is
 designed to operate in an open environment that can accommodate multiple commercial protocols such
 as the small computer system interface (SCSI) and transport control protocol/Internet protocol (TCP/IP).
 For avionics applications the FC-AE standard specifies a number of upper-level protocols (ULPs) that
 align more directly with aerospace applications. These are:
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FC-AE-1553;
 FC-AE-ASM (anonymous subscriber messaging);
 FC-AE-RDMA (remote direct memory access);
 FC-AE-LP (lightweight protocol).
 FC-1553 is very useful as it allows the MIL-STD-1553 protocol to be mapped on to the highbandwidth FC
 network, creating a low-overhead highly deterministic protocol with a high bandwidth capability. FC-AE-
 1553 allows a large number of nodes to communicate increasing from 32 for the baseline 1553
 implementation to 224 , while the number of possible sub addresses increases from 32 to 232 . Likewise,
 the maximum word count increases from 32 to 232. While these features offer an enormous increase in
 capability, a further benefit is that FC-AE-1553 provides a bridge between legacy 1553 networks and the
 much higher-bandwidth FC networks. Therefore, an upgrade introducing an FC network to provide
 additional bandwidth in certain parts of an avionics architecture can be readily achieved while
 maintaining those parts that do not require a bandwidth increase intact. The FC-AE-ASM, RDMA and LP
 options are lightweight protocols that can be variously adopted for specific avionics applications,
 depending upon the exact requirement.
 SCSI is a widely used commercial mass storage standard that allows FC nodes easily to access SCSI-
 controlled disc space, while TCP/IP is a widely used networking protocol that allows modern computer
 peripherals and software to communicate. This allows the avionics system designer to utilise
 commercially available packages. The compatibility of SCSI and TCP/IP with the FC-AE specifications also
 allows rapid prototyping early in the development cycle.
 COTS DATA BUSES
 There are number of possibilities to use COTs data bus such as ATM ( Asynchronous Transfer Mode) or
 Fibre channel System.
 Fibre channel
 The fibre channel (FC) is a high-throughput, low-latency, packet-switched or connection oriented
 network technology; In aerospace applications the latter configuration is usually preferred. The four
 configuration are as follows :-
 1. Point-to-point communication is used to provide a dedicated link between two computers. This is the
 least expensive option but one that may find application connecting a radar or EO sensor with its
 associated processor.
 2. Arbitrated loop is a ring topology providing a low-cost solution to connect up to 128 nodes on a
 shared bandwidth network, where each node is able to gain control of the loop and establish a
 connection with another node and generate traffic. Arbitrated loops are limited in their ability to
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support simultaneous operation and do not include fault tolerance to enable the network to withstand
 node or media failure. The available bandwidth is shared between the network nodes.
 3. Hubbed loop is a variation of the arbitrated loop in which the node connections are made by means
 of a central hub. In the event of failure, a port bypass circuit enables the failed or inoperative node to be
 bypassed and allows traffic to continue between the remaining nodes.
 4. Switched fabric is a network capable of providing multiple simultaneous full-bandwidth transfers by
 utilising a ‘fabric’ of one or more interconnected switches: this provides the highest level of
 performance. An offshoot of the switched fabric topology is the provision of arbitrated loops (called a
 public loop) enabling connection between low-bandwidth nodes (connected to the public loop) and
 high-bandwidth nodes connected directly to the fabric. Switched fabric represents the most powerful
 but also the most expensive option.
 Fibre Channel topologies
 To enable these topologies, a number of different node types are defined and used .These node types
 are as follows:
 1. Node port (N_Port). This provides a means of transporting data to and from another port. It is used in
 point-to-point and switched topologies.
 2. Fabric port (F_Port). This provides the access for an N_Port to the switched fabric.
 3. Loop port (L_Port). This port is similar to an N_Port but has additional functionality to provide the
 arbitrated loop and hubbed loop functions. It can also be used to connect loops and the switched fabric.
 4. Expansion port (E_Port). The E_Port is used to provide interconnection between multiple switches
 within the fabric.
 IEEE 1394 Firewire
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IEEE 1394 firewire is a widely used data bus scalable in its original form from 50 to 400Mbit/s. It has an
 extremely wide market capture, being commonly used in the electronic domestic consumer market:
 video cameras, etc. This marketplace has also paved the way for IEEE 1394 to be widely applied in civil
 aircraft in-flight entertainment (IFE) systems. A significant disadvantage of the baseline standard is that
 it utilises a daisy-chain architecture to connect the network devices together. Like the arbitrated loop
 configuration already described, it is therefore unable to tolerate failures by the nodes or the
 transmission media and is not an attractive option for avionics applications. Later versions developed
 under the IEEE 1394b standard are able to work in a network form up to 800Mbit/s,
 AFDX Bus (Avionics Full Duplex Switched Ethernet )
 “ARINC 664 Aircraft Data Network specification defines electrical characteristics and protocol
 recommended for commercial avionics. It is Ethernet for avionics, which is usually shunned by avionics
 engineers for its non-determinism. This was overcome when Airbus created Avionics Full Duplex
 Ethernet (AFDX) and the Airlines Electronic Engineering Committee (AEEC) adapted it in ARINC 664 Part
 7, published on June 27, 2005. AFDX is a deterministic protocol for real time application on Ethernet
 media.”
 AFDX is a serial data bus which supports data transmission at 10 or 100 Mbps rates over a copper or
 fiber transmission medium. It is a deterministic network, which guarantees the bandwidth of each
 logical communication channel, called a Virtual Link (VL) with traffic flow control. The jitter and transmit
 latency are defined and limited. Packets are received in the same order that they are transmitted.
 Carrying the same information at the same time over two redundant channels ensures the reliability
 and availability of the AFDX standard; each AFDX channel has to be a dual redundant channel. These
 characteristics make AFDX to ensure “a BER as low as 10-12 and bandwidth of 100 Mbps. A simple AFDX
 network architecture is shown below
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Avionics Subsystem: The traditional Avionics Subsystems on board an aircraft, such as the flight control
 computer, global positioning system, tire pressure monitoring system, etc. An Avionics Computer
 System provides a computational environment for the Avionics Subsystems. Each Avionics Computer
 System contains an embedded End System that connects the Avionics Subsystems to an AFDX
 Interconnect.
 AFDX End System (End System): Provides an "interface" between the Avionics Subsystems and the AFDX
 Interconnect. Each Avionics Subsystem the End System interface to guarantee a secure and reliable data
 interchange with other Avionics Subsystems. This interface exports an application program interface
 (API) to the various Avionics Subsystems, enabling them to communicate with each other through a
 simple message interface. AFDX Interconnect: A full-duplex, switched Ethernet interconnect. It
 generally consists of a network of switches that forward Ethernet frames to their appropriate
 destinations. This switched Ethernet technology is a departure from the traditional ARINC 429
 unidirectional, point-to-point technology and the MIL-STD-1553 bus technology.
 End system and AFDX architecture

Page 19
                        

Global Bus system
 Current day Advanced avionics uses Global Bus technology for communication between different sub
 systems to considerably reduce the . volume and weight of cable harness. Also it helps in optimization
 of resources by using distributed mechanisms. Various digital communication bus schemes are in
 practice in the aviation industry. Basically the communication bus used in integrated avionics
 applications falls in two categories. They are intra and inter box communication bus as shown in Figure
 below.
 Global digital bus for intra box communication is realized by various protocols. However the major
 protocols are
 Avionics Full Duplex Bux(AFDX)
 Time Triggered Protocol ( TTP/C)
 ARINC 629
 SAFEBUS
 ASCB
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With the use of avionics cabinets ( common processing systems for housing avionics applications ) and
 the global bus mechanisms, the aircraft architecture can be realized shown in Fig. below The avionics
 boxes are distributed for various applications, but the software architecture is virtual for all applications
 as the data and control is through the global data bus. The sensor interfaces to the avionics boxes are
 sometimes realized by distributed Remote Interface Units (RIU’s). RIU will interface the sensor and
 processes the signal input for signal conditioning, health monitoring and diagnostic management and
 finally puts the processed data on to the global bus to be used by various avionics applications spread
 across various avionics boxes.
 Global data Bus
 Time triggered Ethernet data bus architecture ( TTE data Bus)
 The capabilities of system integration technologies impact electronics platform complexity, software
 design methodology, application design, system integration, reuse, upgrades, obsolescence
 management and certification. The right system integration infrastructure enables design of less
 complex software-centric systems at lower lifecycle cost. New Quality Of Service (QoS) enhancements
 and protocol standards such as TTEthernet (SAE AS6802) guarantee strictly deterministic computing and
 networking performance for time-, mission-, and safety-critical functions in advanced Ethernet-based
 integrated systems. TTEthernet enables synchronous rate constrained , and best effort traffic in shared
 network.
 Ethernet in Critical Applications Ethernet is a family of frame-based communication standards and a
 versatile networking technology, which enjoy tremendous support in different commercial and industry
 applications. However, Ethernet was not designed for use in highly critical embedded applications It
 relies on asynchronous communication and statistical bandwidth multiplexing which imposes severe con
 straints on resource sharing and deterministic, real-time operation in complex distributed systems. This
 severely limits design of advanced integrated systems One way around those limitations is to use other
 specialized networks (e.g., Fibre Channel, FireWire, or RapidIO) and overcome the Ethernet capability
 gap. Another approach is to add missing capabilities to Ethernet using QOS enhancements in the form of
 protocol service standards such as priority-based VLAN (IEEE 802.1Q), lossless and low latency IEEE DCB,
 avionics ARINC 664-P7 standard or critical embedded system standard such as SAE AS 6802 which
 allows use of embedded system networking.
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TTEthernet (SAE AS6802) is an Ethernet protocol service, designed by aerospace and automotive n
 nework experts. It complements IEEE 802.3 Ethernet and provides strict determinism, hard real time
 messaging, fault-tolerant synchronization, synchronous communication, robust TDMA partitioning and
 supports design of non-redundant, double, triple and quad-redundant systems. TTEthernet services
 execute network algorithms utilizing standard asynchronous messaging and standard Ethernet frame
 format, without modifying any of the existing Ethernet capabilities. TTEthernet allows different traffic
 classes on one switch: time-triggered (synchronous), rate-constrained and best-effort, to operate in one
 shared network. Synchronous time-triggered communication is congestion-free, hard real time and
 dependent of the network load. Therefore, TTEthernet switches can be used for both high-speed
 backbone and switched fabrics (e.g., OpenVPX or ATCA backplane). Time-triggered messages are strictly
 deterministic and have fixed latency, message order and µs-jitter, and can not be influenced by
 asynchronous network traffic. A TTEthernet switch can successfully emulate circuit-switching behavior
 on top of an asynchronous packet-switched network. The system time is created by the execution of
 distributed clock synchronization algorithms defined in SAE AS6802. It is based on continuous
 adjustments of local clocks in the system, using a two-step approach .
 Two step synchronization method
 The TTEthernet time base is designed to be resistant against multiple faults and complicated fault
 scenarios. This guarantees continuous system synchronization for time-triggered communication driven
 by time progression. All algorithms are formally verified by aerospace software designers.
 Dataflow Integration and Bandwidth Partitioning
 TTEthernet protocol services establish a “network hypervisor” capability via time partitioning (TDMA
 bandwidth partitioning). This allows different types of traffic to reliably operate in a shared Ethernet
 network. TTEthernet services provide robust isolation of synchronous and asynchronous data streams
 and help to emulate physical separation of different distributed functions with dedicated network
 resource. Finally, this allows seamless integration of time-triggered communication and rateconstrained
 ARINC 664-P7 service on one switch. ARINC 664-P7 with A/V and Hard Real-Time SAE AS6802
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(TTEthernet) and ARINC 664-P7 target similar challenges in avionics design, but use very different
 operation principles. Time-triggered messages are driven by the progression of time, while ARINC 664-
 P7 relies on asynchronous rate-constrained communication with defined maximum latency. SAE AS6802
 (TTEthernet) communication complements ARINC 664-P7 with strictly deterministic behavior.
 Timecritical (hard real-time) applications, audio and video can be easily integrated into large ARINC 664-
 P7 networks using time-triggered messages, without influencing other distributed functions integrated
 in the network. From the perspective of the ARINC 664-P7 network designer and integrator, time
 triggered (SAE AS6802) messages can be seen as ARINC 664-P7 messages with fixed latency and jitter,
 and the network design can still rely on best practices for avionics network design associated with the
 ARINC 664-P7 standard. As an advantage, the designer will not have any issues with integration and
 performance of critical time-triggered data streams, which could save months in program schedule and
 thus improve time-to-market. With ARINC 664-P7 service implemented on a TTEthernet switch, the
 user will be able to design complex ARINC 664-P7 networks with synchronous audio/video streaming
 and hard real time functions and efficiently use available bandwidth. In addition, TTEthernet services
 support design methodologies which can reduce complexity, enhance design of system architectures,
 simplify software applications, and minimize system lifecycle costs.
 TTEthernet Applications
 TTEthernet is standardized with the Society of Automotive Engineers (SAE) and will be released in 2011.
 Beyond commercial and defense system application, critical energy, industrial and telecom
 infrastructure, as well as the automotive industry, can profit from its capabilities. Production programs
 that plan to use COTS components compliant with SAE AS6802 include NASA’s Orion spacecraft in the
 scope of the U.S. human spaceflight program. Lockheed Martin works on several advanced integrated
 system programs using this technology. Due to its ARINC 664-P7 capability and DO-254 Level A
 compliance, TTEthernet switch modules are suitable for application in commercial aircraft systems, and
 offer extended set of networking capabilities fro time, mission , and safety critical systems.
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A communication network is an essential part of a total distributed software and hardware platform.
 The platform influences sharing of computing and networking resources, helps align operation of
 distributed functions, constrains the number of system states, and minimizes related complexity. The
 objective of the platform is to minimize system integration and application design effort, and simplify
 certification, modification, upgrades, reuse, incremental modernization and obsolescence management.
 By providing unambiguous definition of temporal behavior and key system interfaces at the network
 level, timetriggered services in TTEthernet support less complex distributed computing and
 networking, enhance resource sharing (or separation) among critical and non-critical functions, and
 simplify coordination of critical functions. With TTEthernet it is possible to emulate conflict-free shared
 system memory via periodic and synchronized global data exchange to guarantee high levels of software
 abstraction. This minimizes application design effort, code size, and exposure to transient faults or
 unintended system states. With ARINC 664-P7 services added to the TTEthernet switch, the designer
 has freedom to utilize different types of QoS and design methodologies using a shared TTEthernet
 network infrastructure. As a result there is a direct link between communication network capabilities,
 related complexity and lower system lifecycle cost for advanced integrated systems.
 COTS-Based System Platforms and Architectures System architecture design decisions are influenced by
 available network technologies.
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