

    

        


        
        
                        
                
            
                    


        
            	
                    dariahiddleston
                
	
                    
                        Home
                    
                
	
                    
                        Comments
                    
                


        


        
    
    

    
        
            
                
                    
                                                    
    
        

        


        
            Cryptography and Network Security, part I: Basic cryptography T. Karvi October 2013 T. Karvi () Cryptography and Network Security, part I: Basic cryptography October 2013 1 / 133 
        

    





                                            

                

            

        


        
            
                
                
                
            

            
                

                

                
                    
                     Match case
                     Limit results 1 per page
                    

                    
                    

                

            

        
    


    
        
                            
                    


        

            
                
                    

                    
                    
                

                
                    
                    1

137
                    
                

                
                    
                    100%
Actual Size
Fit Width
Fit Height
Fit Page
Automatic


                    
                


                
                
                    
                    Embed
                
                
            


        

        

    




        

            

        
            
                
                    
                        
                            Home
                        

                        
                                            


                    
                        Cryptography and Network Security, part I: Basic …T. Karvi Cryptography and Network Security, part I: Basic cryptographyOctober 2013 11 / 133 Example 2 is a primitive root mod 5,

                        Jun 17, 2020

                        
                                                                                        Download
                                                        Report
                        


                        
                            Category:
                            
                                Documents
                            

                        


                                                    
                                Author:
                                dariahiddleston
                            

                        

                        

                        
                    



                    

                                    

            




            
                
                    
                                                    Welcome
                        
                                                    
                                Comments
                            
                        
                                            




                                            
                            Welcome message from author

                            This document is posted to help you gain knowledge. Please leave a comment to let me know what you think about it! Share it to your friends and learn new things together.
                        

                    

                                            
                                                            
                            
                            

                        

                    

                                    

            

        


                    
                
                    
                        Transcript

                        
                            Page 1
                        

Cryptography and Network Security, part I: Basiccryptography
 T. Karvi
 October 2013
 T. Karvi () Cryptography and Network Security, part I: Basic cryptographyOctober 2013 1 / 133

Page 2
                        

About the Course I
 Content:
 1 Modular arithmetics and finite fields
 2 AES
 3 RSA
 4 Elliptic curve cryptography
 5 DH
 6 Key establishment protocols: with a shared key, with a server, withpublic key cryptography
 7 Augmenting DH with authentication
 8 Conference protocols
 Books:
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About the Course II
 Items 1-5 are covered by Stallings, Cryptography and NetworkSecurity, editions 4-5.
 Items 6-8 are covered by Boyd, Mathuria, Protocols forAuthentication and Key Establishment.
 Exercises:Useful! They can produce 6 points for the exam.
 Required courses:None, but some are useful: Basic Computer Security, Mathematics(especially algebra), Computer Communications.
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Number theory
 Knowledge about modulo arithmetics and finite fields is essentialwhen studying both traditional symmetric ciphers and public keycryptography.
 In this chapter we introduce the most important concepts in theseareas. Courses in the department of mathematics (Algebra I and II)offer more detailed material. This introduction should be enough forunderstanding RSA and key exchange protocols.
 But when studying more advanced elliptic curve cryptography thisintroduction or even the above mentioned mathematical courses arenot enough, but it is necessary to read more about finite fields andtheir algorithmic methods.
 It is necessary to use even algebraic geometry. However, this coursedoes not touch these advanced methods.
 T. Karvi () Cryptography and Network Security, part I: Basic cryptographyOctober 2013 4 / 133
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Modulo arithmetics
 Modulo or mod operation is important when dealing with public keycryptography. It behaves well with respect to addition and multiplication:
 ((a mod n) + (b mod n)) mod n = (a + b) mod n,
 ((a mod n)(b mod n)) mod n = (ab) mod n.
 T. Karvi () Cryptography and Network Security, part I: Basic cryptographyOctober 2013 5 / 133

Page 6
                        

Let us denote by Zn the set of integers {0, 1, 2, · · · , n − 1}. In otherwords, Zn is the set of residues modulo n.
 We can define addition ⊕ and multiplication ⊗ in the set Zn as follows:
 Definition
 Let a, b ∈ Zn. Define
 a⊕ b = (a + b) mod n, a⊗ b = (ab) mod n.
 Operation mod is the normal modulo operation. Instead of ⊕ and ⊗ordinary notations for addition and multiplication are used, if it is clearthat we mean modulo operations.
 T. Karvi () Cryptography and Network Security, part I: Basic cryptographyOctober 2013 6 / 133
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Groups I
 The mathematical structure group is a set G equipped with a map> : G × G−→G . We use the the notation >(x , y) = x>y . The map mustsatisfy the following properties:
 1 > is associative: x>(y>z) = (x>y)>z .
 2 There is a special element e ∈ G such that e>x = x>e = x for allx ∈ G . This special element is called a neutral element.
 3 For every x ∈ G there is y ∈ G such that x>y = y>x = e. This y iscalled the inverse of x .
 If x>y = y>x for every x , y ∈ G , we say that G is an abelian group (NielsHenrik Abel, 1802-1829, a Norwegian mathematician).
 Example
 The set Zn is a group with respect to addition.
 T. Karvi () Cryptography and Network Security, part I: Basic cryptographyOctober 2013 7 / 133
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Groups II
 Clearly(a + ((b + c) mod n)) mod n = ((a + b mod n) + c) mod n so+ is associative.
 0 is the neutral element.
 There are inverses, too. In other words, if a ∈ Zn, then there isb ∈ Zn such that
 a + b mod = 0
 .
 For example, if n = 5 and a = 3, then the inverse of a with respect toaddition is 2, because (3 + 2) mod 5 = 0.
 T. Karvi () Cryptography and Network Security, part I: Basic cryptographyOctober 2013 8 / 133
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Multiplicative inverse
 If a ∈ Zn, then the multiplicative inverse of a is an element b ∈ Zn suchthat ab mod n = 1. The existence of multiplicative inverses is a moredifficult question than additive inverses. The basic result is the following:
 Theorem
 An element a ∈ Zn has a multiplicative inverse if and only if gcd(a, n) = 1.If gcd(a, n) = 1, then the multiplicative inverse is unique. (gcd means thegreatest common divisor.) �
 T. Karvi () Cryptography and Network Security, part I: Basic cryptographyOctober 2013 9 / 133
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For example, if n = 12, then 1, 5, 7 and 11 have multiplicative inverses inZ12, because the gcd of those numbers with respect to n is one. As amatter of fact, the inverse of 5 is 5 (similarly with 7 and 11).
 Theorem
 In Zn, every nonzero element has a multiplicative inverse if and only if n isa prime. �
 Multiplicative inverses are found with the help of Extended Euclideanalgorithm. (See exercises).
 T. Karvi () Cryptography and Network Security, part I: Basic cryptographyOctober 2013 10 / 133
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Group U(Zn)
 Denote by the symbol U(Zn) the set of elements in Zn that havemultiplicative inverses modulo n.
 When we consider the set U(Zn), we consider only multiplication,never addition.
 We know that U(Zp) = {1, 2, · · · , p − 1}, if p is a prime. Then thealternative notation for U(Zp) is Z∗p. In fact, U(Zp) is cyclic i.e.there is an element a ∈ U(Zp) that generates the set U(Zp) (that isto say: when k runs through the numbers 0, 1, · · · , p − 1, then ak
 goes through all the elements in U(Zp).
 This kind of a is called a primitive root modulo p.
 T. Karvi () Cryptography and Network Security, part I: Basic cryptographyOctober 2013 11 / 133
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Example
 2 is a primitive root mod 5, because 21 = 2, 22 = 4 and 23 = 3. On theother hand, 2 is not a primitive root mod 7, because 23 mod 7 = 1, but 3is a primitve root.
 It is known that there are always primitive roots modulo a prime.
 Guessing is a rather effective algorithmic way to find primitive roots.
 There are methods that test the correctness of a guess quicker thantrying all the exponents. We skip the description of these methods.
 (Note: Emil Artin has formulated the following famous hypothesis: Ifa > 1 is not of the form b2 for some b, then there are infinitely manyprimes that have a as a primitive root. Even if some progress hasbeen taken, the proof of the hypothesis is still widely open.)
 T. Karvi () Cryptography and Network Security, part I: Basic cryptographyOctober 2013 12 / 133
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Consider an arbitrary n and the existence of primitive roots in the setU(Zn). The basic result is the following.
 Theorem
 An arbitrary natural number n has primitive roots, if and only if n is of theform 2, 4, pa or 2pa, where p is a prime. �
 T. Karvi () Cryptography and Network Security, part I: Basic cryptographyOctober 2013 13 / 133
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U(p)
 Especially important in applications is U(Zp) = {1, 2, · · · , p − 1}, where pis a prime. It is also a group with respect to multiplication:
 Modulo multiplication is clearly associative.
 1 is the neutral element.
 Every element has the inverse.
 This set is often denoted by Z∗p.
 T. Karvi () Cryptography and Network Security, part I: Basic cryptographyOctober 2013 14 / 133
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Finite fields I
 A field is a set with two operations, addition and multiplication.Sometimes these operations have nothing to do with ordinary addition andmultiplication with numbers. The formal definition is as follows:
 T. Karvi () Cryptography and Network Security, part I: Basic cryptographyOctober 2013 15 / 133
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Finite fields II
 Definition
 A field K is a set with two operations, addition + and multiplication ·,such that the following conditions are satisfied for all x , y , z ∈ K :
 K1) (x + y) + z = x + (y + z).
 K2) There is 0 ∈ K such that 0 + x = x.
 K3) For every x ∈ K there is y ∈ K such that x + y = 0.
 K4) x + y = y + x.
 K5) (x · y) · z = x · (y · z).
 K6) x · y = y · x.
 K7) There is 1 ∈ K such that 1 · x = x for every x ∈ K\{0}.K8) For every x ∈ K\{0} there is y ∈ K such that x · y = 1.
 K9) (x + y) · z = x · z + y · z and x · (y + z) = x · y + x · z.
 T. Karvi () Cryptography and Network Security, part I: Basic cryptographyOctober 2013 16 / 133
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Finite fields III
 Examples of infinite fields are R ja C. The basic examples of finite fieldsare the fields Zp.
 T. Karvi () Cryptography and Network Security, part I: Basic cryptographyOctober 2013 17 / 133
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Finite fields II
 Let GF (m) be a finite field with m elements. Only certain numbers mare possible.
 In fact, m must be of the form pn, where p is a prime, thecharacteristics of the field.
 We show in the following how to construct the field GF (pn). Theconstruction is based on polynomials. The same method is used inthe Rijndael cipher, too.
 T. Karvi () Cryptography and Network Security, part I: Basic cryptographyOctober 2013 18 / 133
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Finite fields III
 Let f be an irreducible polynomial
 anX n + an−1X n−1 + · · ·+ a1X + a0,
 where the coefficients ai ∈ Zp, p a prime.
 Irreducibility means that there are no polynomials g and h such thatdeg(g) ≥ 1, deg(h) ≥ 1 and f = gh. (Normal multiplication ofpolynomials, but the coefficients are added and multiplied modulo p.)
 Denote f ∈ Zp[X ], when f is a polynomial with coefficients in Zp.
 T. Karvi () Cryptography and Network Security, part I: Basic cryptographyOctober 2013 19 / 133
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Finite fields IV
 If also g ∈ Zp[X ] and g is divided by f , then we get the result of thedivision and the residue h ∈ Zp[X ].
 Then deg(h) <deg(f ).
 There can be only a finite amount of different residues, when dividedby f , because there are only a certain finite number of coefficientsand the degree of the residue is less that the degree of f .
 As a matter of fact, there are exactly pn residues.
 When f has been fixed and the degree of f is n, we denote the set ofresidues by GFf (pn). It turns out that GFf (pn) is a field, whenaddition ⊕ and multiplication ⊗ are defined as follows.
 T. Karvi () Cryptography and Network Security, part I: Basic cryptographyOctober 2013 20 / 133
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Finite fields V
 Let g , h ∈ GFf (pn). Set
 g ⊕ h = (g + h) mod f , g ⊗ h = (gh) mod f .
 It is necessary to show that the multiplication has inverses.
 If g ∈ GFf (pn), then by applying the Extended Euclidean algorithmwe can find polynomials r and s such that
 rg + sf = 1.
 Now r is the inverse of g with respect to the multiplication.
 The field GFf (pn) does not depend on the choice of f . If g is anotherirreducible polynomial of the same degree, then the field GFg (pn) isisomorfic with the field GFf (pn).
 T. Karvi () Cryptography and Network Security, part I: Basic cryptographyOctober 2013 21 / 133
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Finite fields VI
 Let us construct, for example, the field GF (22).
 We need first an irreducible polynomial f ∈ Z2[X ] of degree two.
 The polynomial f (X ) = X 2 + X + 1 is such.
 If it were reducible, it would be the product of two polynomials ofdegree one. Then it would have at least one root. Our polynomial fhas, however, no roots in Z2 and so it must be irreducible.
 The elements of the field GF (4) are the residue polynomials modulof , i.e. the polynomials 0, 1, X ja X + 1. The addition operation isseen in the following table:
 T. Karvi () Cryptography and Network Security, part I: Basic cryptographyOctober 2013 22 / 133
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Finite fields VII
 + 0 1 X X+1
 0 0 1 X X+1
 1 1 0 X+1 X
 X X X+1 0 1
 X+1 X+1 X 1 0
 The multiplication operation is seen in the following table:
 * 1 X X+1
 1 1 X X+1
 X X X+1 1
 X+1 X+1 1 X
 Note how the addition and multiplication is based on the correspondingoperations in Z2.
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Additional example I
 Consider the field GF (53). Let us use the irreducible polynomialX 3 + X + 1. There are 125 elements in GF (53) so that we cannotgenerate the addition and multiplication tables manually, but let us take alook at some elements:
 4X 2 + 2X + 3, 3X 2 + 2X + 1.
 Their addition is
 7X 2 + 4X + 4 = 2X 2 + 4X + 4.
 Their first phase in the multiplication is
 T. Karvi () Cryptography and Network Security, part I: Basic cryptographyOctober 2013 24 / 133
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Additional example II
 (4X 2 + 2X + 3)(3X 2 + 2X + 1)
 = 12X 4 + 8X 3 + 4X 2 +
 6X 3 + 4X 2 + 2X +
 9X 2 + 6X + 3
 = 2X 4 + 4X 3 + 2X 2 + 3X + 3.
 Because the degree is greater than 2, we must divide with X 3 + X + 1 andtake the remainder.
 T. Karvi () Cryptography and Network Security, part I: Basic cryptographyOctober 2013 25 / 133
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Additional example III
 2X 4 + 4X 3 + 2X 2 + 3X + 3 : X 3 + X + 1 = 2X + 42X 4 + 2X 2 + 2X
 4X 3 + X + 34X 3 + 4X + 4
 2X + 4
 T. Karvi () Cryptography and Network Security, part I: Basic cryptographyOctober 2013 26 / 133
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So the remainder is 2X + 4 and this is the result of the multiplication ofthese two elements in the finite field GF (53).
 T. Karvi () Cryptography and Network Security, part I: Basic cryptographyOctober 2013 27 / 133
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Special coefficient field Z2 I
 If the coefficient field is Z2, polynomial operations can be performedefficiently using machine bitwise logical operations. A byte can representat most degree 7 polynomials. For example:
 X 6 + X 4 + X 3 + 1 ≡ 01011001.
 The addition of polynomials can be realized with the bitwise xor-operation(mod 2 addition). For example (x6 + X 4 + X 3 + 1) + (X 5 + X 4 + X 2 + 1)can be calculated with bits0 1 0 1 1 0 0 10 0 1 1 0 1 0 1
 0 1 1 0 1 1 0 0
 Thus the result is X 6 + X 5 + X 3 + X 2.
 Multiplication is more complex.Consider GF (28) with the irreduciblepolynomial M(X ) = X 8 + X 4 + X 3 + X + 1. Multiplication X · P,
 T. Karvi () Cryptography and Network Security, part I: Basic cryptographyOctober 2013 27 / 133
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Special coefficient field Z2 II
 P ∈ GF (28), can be implemented as a 1-bit left shift followed by a bitwisexor with 00011011 which represents X 4 + X 3 + X + 1(X 8 mod M(X ) = X 4 + X 3 + X + 1).
 Multiplication by a higher power of x can be achieved by repeatedapplication X · P. By adding intermediate results, multiplication by anyelement can be achieved.
 T. Karvi () Cryptography and Network Security, part I: Basic cryptographyOctober 2013 28 / 133
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Famous Problems in Cryptography
 Modern cryptography is based on some mathematical problems which aredifficult to solve.
 i) Factorization: Given an integer n, find a prime p that factorsn (i.e. p|n). No polynomial algorithm is known for thisproblem. On the other hand, it is not known to NP-completeand no lower bound has been proved.
 ii) Discrete logarithm: Given a prime p, a primitive root a of p,and a number as mod p, find s. No polynomial algorithm isknown for this problem. No lower bound has been proved.Essentially the same problem remains hard, if numbers arereplaced with other elements, for example elliptic curvepoints.
 It is a little worrisome that practically all the cryptographic protocolsdepend on these two mathematical problems.
 T. Karvi () Cryptography and Network Security, part I: Basic cryptographyOctober 2013 29 / 133
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Block ciphers: Rijndael
 In the block ciphers, plain texts are partitioned into blocks, whoselengths are typically 64 or 128 bits.
 Every block is encrypted in the same way. Blocks are sent to areceiver, usually chaining them in one way or another. Chainingprevents an opponent to change the order of the blocks or toduplicate them.
 As an example of a modern block cipher we examine one system,Rijndael, more closely. It was a surprise winner in the competition forthe new encryption standard (Advanced Encryption Standard, AES)(arranged by USA).
 This competition, arranged by NIST, started in January 1997 andRijndael was declared a winner in April 2000. The designers were theBelgians Joan Daemen and Vincent Rijmen.
 T. Karvi () Cryptography and Network Security, part I: Basic cryptographyOctober 2013 30 / 133
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Block ciphers: Rijndael II
 There were 15 proposals in the first round. These proposals camefrom 11 different countries.
 In 1999 five finalists were chosen. These were Rijndael (BE), Serpent(UK-IL-DK), Twofish (USA), RC6 (USA), Mars (USA).
 In the evaluation of the finalists, the efficiency of software andhardware implementations was emphasized. Finally, the winner wasRijndael.
 T. Karvi () Cryptography and Network Security, part I: Basic cryptographyOctober 2013 31 / 133
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Block ciphers: Rijndael III
 In this course we describe the structure of Rijndael in a concise style.Those who want a wider description can read the book J. Daemenand V. Rijmen, The Design of Rijndael, Springer 2002. In addition,W. Stallings, Cryptography and Network Security, Third Edition,Prentice Hall 2003, contains quite a good and broad description ofthe method.
 Rijndael is a block cipher. The length of a block may vary and thesame is true for keys. The length of a block or key can be a multipleof 32 with minimum 128 and maximum 256 bits.
 Inputs and outputs to Rijndael are one-dimensional arrays consistingof 8 bit bytes. Several rounds are used in order to encrypt a plaintext.
 T. Karvi () Cryptography and Network Security, part I: Basic cryptographyOctober 2013 32 / 133
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Rijndael I
 The rounds operate on intermediate results that are called states.
 A state can be represented as a matrix of bytes. There are four rowsin a matrix. The number of columns in a state is Nb that is the sameas the length of a block divided by 32.
 A key is represented with the help of a matrix of four rows. Thenumber of columns is denoted by Nk which is the same as the lengthof the key divided by 32.
 T. Karvi () Cryptography and Network Security, part I: Basic cryptographyOctober 2013 33 / 133
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For example, the following matrices represent a state and a key:
 Example
 p0 p4 p8 p12
 p1 p5 p9 p13
 p2 p6 p10 p14
 p3 p7 p11 p15
 k0 k4 k8 k12 k16 k20k1 k5 k9 k13 k17 k21k2 k6 k10 k14 k18 k22k3 k7 k11 k15 k19 k23
 The first matrix represent a plaintext block. It has Nb = 4, so that thelength of the block is 4× 32 = 128. In the case of the key matrix, Nk = 6and the length of the block is thus 6× 32 = 192.
 T. Karvi () Cryptography and Network Security, part I: Basic cryptographyOctober 2013 34 / 133
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Rijndael II
 Rijndael consists of the following phases:
 Rijndael(State, CipherKey)
 begin
 KeyExpansion(CipherKey, ExpandedKey);
 AddRoundKey(State, ExpandedKey[0]);
 for i := 1 until Nr-1 loop
 Round(State, ExpandedKey[i]);
 end for;
 FinalRound(State, ExpandedKey[Nr]);
 end.
 T. Karvi () Cryptography and Network Security, part I: Basic cryptographyOctober 2013 35 / 133
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The encryption takes place in the routine Round. It consists of four phases:
 Round(State, ExpandedKey[i])
 begin
 SubBytes(State);
 ShiftRows(State);
 MixColumns(State);
 AddRoundKey(State, ExpandedKey[i]);
 end;
 T. Karvi () Cryptography and Network Security, part I: Basic cryptographyOctober 2013 36 / 133
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The routine FinalRound is nearly the same as Round:
 FinalRound(State, ExpandedKey[Nr])
 begin
 SubBytes(State);
 ShiftRows(State);
 AddRoundKey(State, ExpandedKey[Nr]);
 end;
 T. Karvi () Cryptography and Network Security, part I: Basic cryptographyOctober 2013 37 / 133
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SubBytes I
 All transformations applied in Rijndael are linear transformations(check linear algebra: matrices = linear mappings).
 The only exception is the procedure SubBytes which is non-linear. Itmixes a block using the following principle:
 Rijndael uses 16× 16 array, so called S-box, whose values arehexadecimal numbers.
 | 0 1 2 3 4 5 6 7 8 9 a b c d e f
 ---|--|--|--|--|--|--|--|--|--|--|--|--|--|--|--|--|
 00 |63 7c 77 7b f2 6b 6f c5 30 01 67 2b fe d7 ab 76
 10 |ca 82 c9 7d fa 59 47 f0 ad d4 a2 af 9c a4 72 c0
 20 |b7 fd 93 26 36 3f f7 cc 34 a5 e5 f1 71 d8 31 15
 30 |04 c7 23 c3 18 96 05 9a 07 12 80 e2 eb 27 b2 75
 40 |09 83 2c 1a 1b 6e 5a a0 52 3b d6 b3 29 e3 2f 84
 50 |53 d1 00 ed 20 fc b1 5b 6a cb be 39 4a 4c 58 cf
 T. Karvi () Cryptography and Network Security, part I: Basic cryptographyOctober 2013 38 / 133
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SubBytes II
 60 |d0 ef aa fb 43 4d 33 85 45 f9 02 7f 50 3c 9f a8
 70 |51 a3 40 8f 92 9d 38 f5 bc b6 da 21 10 ff f3 d2
 80 |cd 0c 13 ec 5f 97 44 17 c4 a7 7e 3d 64 5d 19 73
 90 |60 81 4f dc 22 2a 90 88 46 ee b8 14 de 5e 0b db
 a0 |e0 32 3a 0a 49 06 24 5c c2 d3 ac 62 91 95 e4 79
 b0 |e7 c8 37 6d 8d d5 4e a9 6c 56 f4 ea 65 7a ae 08
 c0 |ba 78 25 2e 1c a6 b4 c6 e8 dd 74 1f 4b bd 8b 8a
 d0 |70 3e b5 66 48 03 f6 0e 61 35 57 b9 86 c1 1d 9e
 e0 |e1 f8 98 11 69 d9 8e 94 9b 1e 87 e9 ce 55 28 df
 f0 |8c a1 89 0d bf e6 42 68 41 99 2d 0f b0 54 bb 16
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SubBytes III
 Every byte in a state is transformed into another byte as follows. Thefirst four bits in a byte are intepreted as a hexadecimal number0 · · ·F , and similarly the four righmost bits. These numbers are usedas indexes when picking a new 8 bit value from the S-box. The oldbyte is replaced by this new byte, picked from the S-box.
 T. Karvi () Cryptography and Network Security, part I: Basic cryptographyOctober 2013 40 / 133
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SubBytes II
 The S-box is designed such that the transformation is non-linear andthat it mixes bytes well.
 Of course, the transformation must invertible. Otherwise thedecryption will not succeed.
 The main motivation for the S-box is to make the differential andlinear cryptoanalysis more difficult.
 If all operations in the encryption were linear, then the above analysismethods would work better. The S-box makes a non-lineartransformation, what prevents the straightforward application of theseanalysis methods.
 T. Karvi () Cryptography and Network Security, part I: Basic cryptographyOctober 2013 41 / 133
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SubBytes
 In this context it is interesting that the inventors of Rijndael refer tothe article by Kaisa Nyberg ”Differentially uniform mappings forcryptography”, Advances in Cryptology, Proc. Eurocrypt’93, LNCS765, T. Helleseth, ed. Springer-Verlag, 1994, pp. 55-64.
 The article examines principles according to which it is possible togenerate a good S-box.
 The designers of Rijndael have taken one suggestion of the article. Inthis course we do not start to examine the theory of S-boxes whichdemands for example knowledge about finite fields.
 T. Karvi () Cryptography and Network Security, part I: Basic cryptographyOctober 2013 42 / 133
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ShiftRows
 This is a transposition of bytes which shifts rows cyclically (compare thesimilar operation in machine languages). The following matrices show howthis shift works. The first matrix shows the initial situation and the secondthe result.
 a b c d
 e f g h
 i j k l
 m n o p
 a b c d
 f g h e
 k l i j
 p m n o
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MixColumns
 This step can be formulated using the multiplication of matrices. It mustbe noted, however, that both addition and multiplication take place in thefield GF (28). The matrix operation is applied to a state column bycolumn. For one column the transformation is as follows:
 b0
 b1
 b2
 b3
 =
 02 03 01 0101 02 03 0101 01 02 0303 01 01 02
 ×
 a0a1a2a3
 T. Karvi () Cryptography and Network Security, part I: Basic cryptographyOctober 2013 44 / 133
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MixColumns
 The values of a column, ai , are bytes of 8 bits. These bytes areintepreted as elements of the field GF (28) i.e. polynomials.
 If for example a0 = 01001101, then it represents the polynomialX 6 + X 3 + X 2 + 1.
 In the same way the numbers in the coefficient matrix are interpretedas bytes and furthermore as polynomials as presented above.
 The matrix multiplication is normal, but the elements are consideredto be in the field GF (28).
 Thus for example
 b0 = (2⊗ a0)⊕ (3⊗ a1)⊕ a2 ⊕ a3,
 where ⊕ means the addition of polynomials and ⊗ means themultiplication of the polynomials in the field GF (28).
 T. Karvi () Cryptography and Network Security, part I: Basic cryptographyOctober 2013 45 / 133
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AddRoundKey
 In this step a simple one time pad encryption is performed to themixed plaintext.
 The secret key used in this operation is obtained of the secret masterkey using transformations defined for keys.
 The key is added with the state using the XOR-operation bit by bit(addtion modulo two).
 T. Karvi () Cryptography and Network Security, part I: Basic cryptographyOctober 2013 46 / 133
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Usage of the key
 The master key is used to generate round keys for every round. Theseround keys are used in the step AddRoundKey. The generation of roundkeys is no more difficult than the encryption itself, but we skip it in thiscourse.
 T. Karvi () Cryptography and Network Security, part I: Basic cryptographyOctober 2013 47 / 133
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The security of Rijndael
 The competition was open and the candidates were evaluated openlyand internationally. Because no clear vulnerabilities were detected, itseemed quite safe. There are, however, some problems which weredetected afterwards.
 Algebraic approaches can be applied to Rijndael and they nearly brokethe cipher. The idea is to formulate a system of algebraic equationsaccording to the functioning of a cipher.
 The algebraic analysis of the 128 bit Rijndael has led to a system ofequations with 16 000 unknown and 8000 second order equations(Courtois and Pieprzyk. Cryptanalysis of block ciphers withoverdefined systems of equations. IACR eprint serverhttp://www.iacr.org).
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Thus the system is Diophantine, i.e. there are more unknowns thanequations. There are no mechanical solution methods for suchsystems as Yuri Matiyasevich (Finnish transliteration JuriMatijasevits) showed already 1970 (when he solved this so calledHilbert’s 10th problem).
 However, it may be the case that some special systems can be solvedmechanically. As a matter of fact, different kind of equation systemscan be deduced from AES.
 Thus the security of the new standard AES depends on theseequations which maybe can be solved some day.
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Side channel attacks
 More serious threat is a side channel attack that was discovered in2005 (Daniel J. Bernstein: Cache-timing attacks on AES).
 Bernstein demonstrates complete AES key recovery fromknown-plaintext timings of a network server on another computer.This attack should be blamed on the AES design, not on theparticular AES library used by the server; it is extremely difficult towrite constant-time high-speed AES software for commongeneral-purpose computers.
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Key Lengths I
 The old block cipher standard DES has the key length of 56 (actually64, but 8 bits are not used). Assuming that DES is an ideal cipher(i.e 256 random invertible functions πi : {0, 1}64−→{0, 1}64), then forall plain texts m and cipher texts c there is at most one key such thatc = DES(k,m) with probability ≥ 1− 1/256 ≈ 99.5%.
 Proof.
 Pr[∃k ′ 6= k : c = DES(k ,m) = DES(k ′,m)
 ]≤
 ∑k ′∈{0,1}56
 Pr [DES(k ,m) = DES(k ′,m)] ≤ 256 · 1
 264=
 1
 28
 For two pairs (m1, c1), (m2, c2) the inicity probability is ≈ 1− 1/271.
 For AES-128, given two input/output pairs, unicity probability is≈ 1− 1/2128.
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Key Lengths II
 Thus two input/output pairs are enough for exhaustive key search (tryall keys until one key gives the cipher texts for known plain texts).
 In 1997 distributed internet key search succeeded to reveal the key in3 months. 1998 the EFF machine (special purpose machine) brokeDES in 3 days. The cost of the machine was 250 000 dollars.Copacobana Rivyera made the current record breaking DES in lessthan one day (using 128 Spartan 3 5000 FPGAS chips).
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Strengthing short key block ciphers I
 Use three keys: 3E ((k1, k2, k3),m) = E (k1,D(k2,E (K3,m))).
 Double encryption does not help much, because there is meet in themiddle attack. Suppose you have plaintext-ciphertext pair. For everykey ki encrypt E (ki ,m). Save the results. Then for every key decryptD(ki , c). If the decryption result is found in the table, we have a keycandidate (ki , kj). Apply the same method to the second pair (m, c),but this time only using the keys found in the first phase. The key isfound practically in the first or second phase.
 The time spent: build and sort the table plus search in table or
 256 log(256) + 256 log(256) < 263 << 2112.
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Key lengths and Attacks I
 Minum key length should currently be over 100. AES minimum is 128.
 It is possible to use quantum computers to break block ciphers fasterthan ordinary computers do. But if the key size is 256, even quantumcomputers do not help.
 It is still unclear if quantum computers can be built.
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Theory: Good Ciphers I
 A cipher should be such that given a ciphertext, there is no clue whatis the corresponding plaintext. This can be formalized as follows.
 Let M be a message space, K a key space, and C a ciphertext space.A cipher (E ,D) is a pair of functions E : K ×M−→C andD : K × C−→M such that D(k ,E (k ,m)) = m for all m ∈M.
 (E ,D) has a perfect secrecy, if ∀m0,m1 ∈M, |m0| = |m1|, ∀c ∈ C
 Pr [E (k ,m0) = c] = Pr [E (k,m1) = c],
 where probability is computed over all possible keys k . It is assumedthat k is uniform in K, i.e. every k has the same probability.
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Theory: Good Ciphers II
 Consider one time pad (OTP): c = m ⊕ k, where k is as long as mand the encryption is the bitwise xor of m and k. We have:
 Lemma
 OTP has perfect secrecy.
 Proof.
 Prk [E (k,m) = c] =#keys k ∈ K s.t. E (k ,m) = c
 |K|= 1/|K|,
 because k ⊕m = c =⇒k = m ⊕ c . �
 If the number of keys k such that E (k,m) = c is constant, thencipher has perfect secrecy.
 In order a cipher has perfect secrecy, its key space must be at least aslarge as its message space.
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Theory: Good Ciphers III
 Theorem
 If a cipher has perfect secrecy, then |K| ≥ |M|.
 Proof. Assuming |K| < |M|, we shall derive a contradiction to perfectsecrecy. Consider a message m0 ∈M and key k0 ∈ K. Let c = E (k0,m0).Consider the set S = {m ∈M | ∃k ∈ K s.t. D(k, c) = m}. Since D isdeterministic, |S | ≤ |K| < |M|. Therefore there exists m1 ∈M such thatPr [k←−K : E (k ,m1) = c] = 0, else c is obtainable from m1 but doesn’tdecrypt to it, violating the definition of symmetric encryption schemes.Since Pr [k←−K | E (k ,m0) = c] > 0, we have a contradiction. �
 Typically message space consists of arbitrary long messages.
 The theorem means that in order a cipher to have perfect secrecy, anencryption key must be as long as the message. This is not practical.
 That is why in modern encryption systems we use one time padencryption only as one part of the whole encryption process.
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Random Number Generators I
 We have seen that random number generators have an importantplace in cryptography. They are used to generate keys and nonces.
 We do not really have real random number generators, but we canprogram pseudo random number generators (PRG). PRG must beunpredictable.
 We define PRG to be a mapping G : K−→{0, 1}n, where K is a seedspace and PRG generates n pseudo random bits.
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Random Number Generators II
 Definition
 PRG G is predictable at position i , if there exists a polynomial timealgorithm A and an index i , 0 ≤ i ≤ n − 1, such that
 Prk←−K [A(G (k))|1,...,i = G (k)|i+1] >1
 2+ ε
 for non-negligible ε.PRG is unpredictable, if it is not predictable.
 Suppose G : K−→{0, 1}n is such that for all k , xor(G (k)) = 1, i.e. xoringall the bits of the bit string G (k) gives 1. Then G is predictable, becausegiven the first n − 1 bits we can predict with probability 1 the n’th bit.
 T. Karvi () Cryptography and Network Security, part I: Basic cryptographyOctober 2013 59 / 133

Page 63
                        

Weak Random Number Generators I
 A typical random number generator is Linear Congruence Generatorwith parameters a, b, p:
 r [i ] = a · r [i − 1] + b mod p.
 First r [0] is a seed value and the method outputs bits of r [i ] for everyi .
 For example there is a gnu C library function random:
 r [i ] = (r [i − 3] + r [i − 31])%232.
 Never use random() for cryptographic purposes! (Kerberos v4 didthis!)
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Negligible and Non-Negligible I
 The definition of predictable pseudo random generator used theconcept of a negligible number.
 In practice, ε is non-negligible, if ε ≥ 1/230. Then an event is likely tohappen over 1GB of data.
 ε is negligible, if ε ≤ 1/280. Then an event will not happen over thelifetime of a key.
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Negligible and Non-Negligible II
 There are also formal definitions: is a function ε : N−→R+ and
 ε is negligible, if for every positive integer d there exists an integer λdsuch that for all λ > λd
 ε(λ) ≤ 1/λd .
 ε is non-negligible, if there exists d such that
 ε(λ) ≥ /λd
 infinitely often.
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Negligible and Non-Negligible III
 Examples:
 ε(λ) = 1/2λ negligible.
 ε(λ) = 1/λ1000 non-negligible.
 ε(λ) =
 {1/2λ for odd λ1/λ10000 for even λ
 is non-negligible.
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Stream ciphers I
 Another class of ciphers is stream ciphers. Block ciphers encryptblocks of data, but stream ciphers encrypt only bytes or words of data(even bits).
 PGR’s can be used to construct stream ciphers.
 eSTREAM is a project to ”identify new stream ciphers suitable forwidespread adoption”,[1] organised by the EU ECRYPT network. Itwas set up as a result of the failure of all six stream ciphers submittedto the NESSIE project. The call for primitives was first issued inNovember 2004. The project was completed in April 2008. Theproject was divided into separate phases and the project goal was tofind algorithms suitable for different application profiles.
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Stream ciphers II
 The basic form of eStream stream ciphers is
 E (k,m; r) = m ⊕ PGR(k; r),
 where PGR : {0, 1}s × R−→{0, 1}n, {0, 1}s is a seed, R a nonce.The pair (k, r) is never used more than once.
 An old stream cipher is RC4. New eSTREAM ciphers are Salsa andSosemanuk.
 Performance (speed MB/sec)
 RC4 126
 Salsa20/12 643
 Sosemanuk 727
 3DES 13
 AES-128 109
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Stream Cipher Security Definitions I
 Definition
 A statistical test on {0, 1}n is an algorithm A such that for x ∈ {0, 1}nA(x) outputs 0 or 1. The former means ”not random”, the latter”random”.
 Examples (|x | = n):
 A(x) = 1 iff |#0(x)−#1(x)| ≤ 10 ·√
 n.
 A(x) = 1 iff∣∣#0(x)− n
 4
 ∣∣ ≤ 10 ·√
 n.
 A(x) = 1 iff max-run-of-0(x) < 10 · log2 n.
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Stream Cipher Security Definitions II
 Let G : K−→{0, 1}n be a PRG and A a statistical test on {0, 1}n.
 Definition
 Define an advantage as a function Adv such that
 AdvPRG [A,G ] =∣∣Prk←−K[A(G (k)) = 1]− Prr←−{0,1}n [A(r) = 1]
 ∣∣ ∈ [0, 1].
 If Adv is close to 1, then A can distinguish G from random. If Adv is closeto 0, A cannot.
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Example
 Suppose G : K−→{0, 1}n satisfies msb(G (k)) = 1 (msb = mostsignificant bit) for 2/3 of keys in K . Define a statistical test A(x) as
 if msb(x) = 1 output 1 else output 0.
 Then
 AdvPRG [A,G ] =∣∣Prk←−K[A(G (k)) = 1]− Prr←−{0,1}n [A(r) = 1]
 ∣∣=
 2
 3− 1
 2=
 1
 6.
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Secure PRG
 Definition
 G : K−→{0, 1}n is a secure PRG, if for all statistical tests AAdvPRG [A,G ] is negligible.
 We do not know if there are provably secure PRG’s, but we have heuristiccandidates. We can prove:
 A secure PRG is unpredictable (easy fact).
 If PRG is predictable, then PRG is insecure.
 An unpredictable PRG is secure (Yao 1982).
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Semantic Security I
 We had earlier Shannon’s concept of perfect secrecy. In Shannon’sdefinition an adversary cannot choose plaintexts and cannot sendmany chosen plaintexts to be encrypted. Here we develop anotherconcept of secrecy, semantic security, where chosen plaintexts can beused to find out regularities.
 Define experiments EXP(0) and EXP(1) as follows:
 An adversary chooses two plaintexts m0 and m1 and sends them to beencrypted by another entity, whose secret keys are not known by theadversary. It is assumed that |m0| = |m1|.The other, challenger, chooses a secret key and encrypts one of themessages: E (k,mb), b = 0, 1.The adversary uses some algorithm A to decide, if the encryptedmessage is m0 or m1. Let Wb is the event that the algorithm outputs b.
 Now define the advantage of the algorithm over E as follows:
 AdvSS [A,E ] = |PR[W0]− Pr [W1]| ∈ [0, 1].
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Semantic Security II
 Definition
 An encryption scheme E is semantically secure, if for all efficient AAdvSS [A,E ] is negligible.
 If E is semantically secure, then for all explicit m0, m1,
 Prob[E (k ,m0)] ≈ Prob[E (k,m1)].
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Semantic Security: Examples I
 Suppose an efficient A can always deduce the least significant bit(lsb) of a plaintext from the corresponding ciphertext. Then E is notsemantically secure.
 Suppose an adversary chooses two messages such that lsb(m0) = 0,lsb(m1) = 1. Then A returns always the right answer.
 Thus AdvSS(A,E ) = 1− 0 = 1.
 On the other hand, one time pad is semantically secure:
 AdvSS [A,OTP] = |Pr [A(k ⊕m0) = 1]− Pr [A(k ⊕m1) = 1]|
 =1
 2− 1
 2= 0.
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Using Block Ciphers: ECB I
 The simplest way to use encryption is to divide a message into blocks,encrypt the blocks one after another, and send the encrypted blocksone by one. This mode is called Electronic Code Book.
 However, it is not the best way to do, because the same plaintextblocks will result the same encrypted blocks. This can have drasticconsequences, for example when pictures are encrypted.
 We can also prove that ECB is not always semantically secure.
 Before formal proofs, let’s see concretely that ECB is not so good.Encrypt the following picture using ECB:
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Using Block Ciphers: ECB II
 The result is
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Using Block Ciphers: ECB III
 If we used a chaining technique introduced later, the result would be:
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Using Block Ciphers: ECB IV
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Using Block Ciphers: ECB V
 Theorem
 ECB is not semantically secure, if messages contain more than one block.
 Proof. Let the adversary construct two messages, both containing twoblocks.
 m0 = Hello World
 m1 = Hello Hello
 Challenger chooses which one of the messages he will encrypt, encrypts itand sends it back to the adversary. Now the adversary’s algorithm Aoutputs 0, if the encrypted messages are the same, otherwise it outputs 1.Thus
 AdvSS [A,ECB] = 1,
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Using Block Ciphers: CBC I
 Instead of ECB, it is better to use chaining techniques. The mosttraditional is Cipher Block Chaining or CBC:
 E D
 Pn
 Cn
 Qn
 Cn−1
 Cn−1
 k k
 128 b buffer 128 b buffer
 Figure: CBC
 When encrypting and decrypting the first plaintext block, it is necessary togive an initial value to the buffers. This IV should be random.
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Using Block Ciphers: CBC II
 If IV is known to an adversary, he can use the knowledge to launch anattack. Consider
 C1 = E (k , [IV ⊕ P1]),
 P1 = IV ⊕ D(k ,C1)
 Use the notation that X [i ] denotes the ith bit of the b-bit quantityX . Then
 P1[i ] = IV [i ]⊕ D(K ,C1)[i ].
 Using the properties of xor, we have
 P1[i ]′ = IV [i ]′ ⊕ D(k ,C1)[i ],
 where the prime notation denotes bit complementation.
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Using Block Ciphers: CBC III
 This means that if an opponent can predictably change bits in IV, thecorresponding bits of the received value of P1 can be changed.
 IV can be generated by encrypting a nonce which may be a counter, atimestamp, message number or a random number. The nonce mustbe changed for every session.
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Analysis of CBC I
 It is possible to analyse CBC using formal security models. From theseanalyses, it is possible to derive how often an encryption key must bechanged. Consider the following experiment.
 An adversary chooses plaintexts m1,m2, ...,mq and sends them to achallenger to be encrypted.
 The challenger first chooses a bit b = 0, 1. If b = 0, the challengerchooses a random key and encrypts the messages with this key andencryption scheme E .
 If b = 1, he chooses a random permutation f and uses it to ”encrypt”the messages.
 The challenger sends the encrypted messages back to the adversary.
 The adversary tries to guess, with the with the help of an efficientalgorithm A, to deduce from the encrypted messages if they are of theform E (k ,m) or (f (m)).
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Analysis of CBC II
 Denote by EXP(0) the case where the challenger uses b = 0 and theadversary guesses b = 1. Similarly, EXP(1) means that the challenger hasused b = 1 and the adversary has guessed 1.
 Definition
 E is a secure pseudo random permutation (PRP), if for all efficient A
 AdvPRP [A,E ] = |Pr [Exp(0) = 1]− Pr [Exp(1) = 1]|
 is negligible.
 This definition differs from the definition of semantic security, because nowthe adversary can send an arbitrary number of messages. A block cipher issecure, if it satisfies the condition in the definition. If we are going to usechaining of encrypted blocks, we still need a modification. Consider thefollowing experiment.
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Analysis of CBC III
 An adversary chooses plaintext pairs (mi ,0,mi ,1), i = 1, ..., q. Hesends them to a challenger to be encrypted.
 The challenger first chooses a bit b = 0, 1. Then he encrypts themessages mi ,b with his secret key and sends the encrypted messagesback to the adversary.
 The adversary tries, with the help of an efficient algorithm, to deducefrom the encrypted messages if they are of the form mi ,0 or mi ,1, i.e.he tries to guess b.
 If the adversary wants to receive c = E (k ,m) for some message m, hesends (m,m) to the challenger.
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Analysis of CBC IV
 Definition
 An encryption scheme E is semantically secure under CPA (chosenplaintext attack), if for all efficient A
 AdvCPA[A,E ] = |Pr [Exp(0) = 1]− Pr [Exp(1) = 1]|
 is negligible.
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Analysis of CBC V
 Theorem
 (CBC Theorem): Let L > 0 be the length of messages and q the numberof queries an adversary can make. If E is a secure pseudo randompermutation, then ECBC is semantically secure under CPA. In particular,for a q-query adversary A attacking ECBC there exists a PRP adversary Bsuch that
 AdvCPA[A,ECBC ] ≤ 2 · AdvPRP [B,E ] + 2q2L2/|X |
 where X is the space of encrypted blocks.
 It follows from the theorem that CBC is only secure as long asq2L2 << |X |. In practice, q is the number of messages encrypted with thesame key. If we want
 AdvCPA[A,ECBC ] ≤ 1/232,
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Analysis of CBC VI
 then q2L2/|X | < 1/232. For AES |X | = 2128, so qL should be less than248. This means that after 248 AES blocks the key must be changed.
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Public Key Cryptography
 The basic idea of public key encryption or asymmetric encryption isthat encryption can be done using a public key. The receiver decryptsthe message using his secret private key. One essential condition isthat it is not possible to detect the secret key even if the encryptionkey is public.
 The advantage of public key encryption is that everybody can send anencrypted message to a receiver without first agreeing of keys withthe receiver.
 The receiver is the only one who can decrypt the message with hissecret key.
 The idea of public key encryption was published first by Diffie andHellman in 1976. In some sources Merkle is mentioned, too.
 The method they suggested was theoretical and unpractical.
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Public key cryptography II
 The first practical and public method was RSA which was developedby Rivest, Shamir and Adleman in 1977.
 RSA is still the most popular public key method.
 In 1997 CEG (British cryptographical organization) publisheddocuments that James Ellis had already in 1970 invented public keyencryption.
 Similarly, in 1973 Clifford Clocks had described one version of RSA,where the encryption key was the same as the modulus n.
 After RSA, there have been many other suggestions. The mostimportant are:
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Merkle’s and Hellman’s knapsack. The knapsack problem isNP-complete but anyway it has turned out to be vulnerable. Therehave been many versions, but only Chor’s and Rivest’s version hasresisted breaking attempts.
 McEliece’s method is based on algebraic coding theory.
 Elliptic curve method. An elliptic curve is a second degree polynomialcurve defined in the complex plane. Instead of complex numbers, it ispossible to use finite fields. In this case the point set is finite, too.This set can be used in encryption. The advantage is a shorter key.
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Public key encryption cannot quarantee the confidentiality in every case. Ifan enemy has the cipher text, he can encrypt every possible clear text withthe public key and compare the result with the cipher text. If the result isthe same, the clear text has been found. Thus there must be a hugeamount of possible clear texts.
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RSA
 The keys in RSA are as follows:
 public key is the pair (e, n);
 secret key is the pair (d , n);
 a plain text is divided into blocks and the length of one block, as abinary number, must be less that n; thus a block consists at most oflog2(n) bits.
 Encryption is done using the following formula:
 C = Me mod n.
 Decryption is done by the formula
 M = Cd mod n = (Me)d mod n = Med mod n.
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RSA
 Before the system is working,
 one has to find suitable numbers e, d and n,
 computations Me and Cd must be done efficiently with all M < n,
 d cannot be deducible easily from e and n.
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RSA
 Numbers e, d and n are chosen as follows:
 1 Generate two large primes p and q.
 2 Compute n = pq and Φ(n) = (p − 1)(q − 1).
 3 Choose a random number e such that 1 < e < Φ(n) andgcd(e,Φ(n)) = 1.
 4 Compute d = e−1 mod Φ(n).
 5 Publish e and n.
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RSA
 Because of these selections, we have (Me mod n)d mod n = M.
 In order to show this we need some basic theorems in number theory,as for example Fermat’s little theorem.
 These basic results have been presented in many books on computersecurity.
 Instead, the special cases where M = p or M = q have been passed inmost books, but the system works with these values, too. The proofuses the Chinese remainder theorem.
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RSA
 Example
 p = 101, q = 113, n = 11413, Φ(n) = 100 · 112 = 11200.
 Choose first e. Because 11200 = 265271, then e cannot be divisibleby 2, 5 or 7. Let e = 3533.
 Then e−1 = 6597 modulo 11200.
 The public key is (3533, 11413).
 Let M = 9726.The cipher text is got by calculating97263533 mod 11413 = 5761.
 Decryption results in the original plain text:57616597 mod 11413 = 9726.
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Implementing RSA
 Implementing RSA is rather complicated, because many things must betaken into account:
 Primes p and q must be secret, not even parts of these numberscannot be revealed.
 Low exponents must be avoided.
 Short plaintexts must be preprocessed before encryption.
 Side channel attacks must be taken account, especially in cardapplications.
 Modulo operations must be done efficiently.
 We check every one of these items a little bit more carefully.
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RSA: p ja q
 Theorem
 Let n = pq be m bits. If the first or last m/4 bits of p are known, then ncan be factored efficiently.
 See D.Coppersmith, ”Small solutions to polynomial equations, and lowexponent RSA vulnerabilities,” J. Cryptology 10 (1997), 233-260.
 Theorem
 Assume that (n, e) is public key and that n is m bits. Let d be thedecryption key. If one knows the last m/4 bits of d, then d can becalculated in linear time with respect to e log2 e.
 See D. Boneh, G.Durfee, and Y. Frankel, ”An attack on RSA given afraction of the private key bits,” Advances in Cryptology - ASIACRYPT’98, LNCS 1514, Springer-Verlag, 1998, pp.25-34.
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RSA: p ja q
 Theorem
 Let n = pq be m bits. If the first or last m/4 bits of p are known, then ncan be factored efficiently.
 See D.Coppersmith, ”Small solutions to polynomial equations, and lowexponent RSA vulnerabilities,” J. Cryptology 10 (1997), 233-260.
 Theorem
 Assume that (n, e) is public key and that n is m bits. Let d be thedecryption key. If one knows the last m/4 bits of d, then d can becalculated in linear time with respect to e log2 e.
 See D. Boneh, G.Durfee, and Y. Frankel, ”An attack on RSA given afraction of the private key bits,” Advances in Cryptology - ASIACRYPT’98, LNCS 1514, Springer-Verlag, 1998, pp.25-34.
 T. Karvi () Cryptography and Network Security, part I: Basic cryptographyOctober 2013 97 / 133

Page 102
                        

Small exponents
 e = 3 is a weak value.
 d must be large enough so that the brute force attack does not work.
 Theorem
 Let p and q be primes and q < p < 2q. Let n = pq and let d and e besuch that 1 ≤ d , e < φ(n), de ≡ 1 mod (p − 1)(q − 1). If now d < 1
 3n1/4,then d can be calculated efficiently in polynomial time with respect to logn.
 See Trappe, Washington, Introduction to Cryptography with CodingTheory, Pearson International 2006, pp. 170-171.
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Short plaintexts
 Consider the situation where 56 bit DES key is written as a numberm ≈ 1017.
 This number is encrypted with RSA, c ≡ me ( mod n).
 Even if m is small, c is large, about 200 digits.
 An enemy can break the encryption as follows: He makes two lists
 1 cx−e ( mod n) for all x , 1 ≤ x ≤ 109.2 y e ( mod n) for all y , 1 ≤ y ≤ 109.
 Now he searches for correspondences in both lists. If this kind ofcorrespondence is found, then cx−e ≡ y e for some x ja y .
 Then c ≡ (xy)e ( mod n), so m ≡ xy ( mod n).
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Short plaintexts II
 Is this attack realistic? Assume that m is the product of two numbersx y , and both numbers are less than 109.
 In this case these numbers can be found in the lists of the attacker.Not all m are of this form, but many are, and then it is not necessaryfor the attacker to go through all of 1017 possibilities. It is necessaryto go through only 2× 109 calculations and comparisons.
 Preventing this attack: Before encryption, add random bits to the endand start of m forming thus a longer plaintext.
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OAEP
 There is a more developed method, Optimal Asymmetric EncryptionPadding, OAEP.
 Bellare and Rogaway 1994.
 Assume that A wants to send message m to B, whose RSA key is(n, e), where n is k bits.
 Choose beforehand two positive integers, k0 and k1, k0 + k1 < k .
 A’s message can be at most k − k0 − k1 bits.
 Let G be a function, whose input is a string of k0 bits and whoseoutput is a string of k − k0 bits.
 Let H be a function, whose input is a string of k − k0 bits and outputis a string of k0 bits. G and H are usually hash functions.
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OAEP
 The processing and encryption of a plaintext is done as follows:
 m 7→ m0k1 .
 Choose a random string r of k0 bits.
 x1 = m0k1 ⊕ G (r), x2 = r ⊕ H(x1).
 If the catenation x1||x2 as a number is larger than n, A chooses a newr and makes the previous calculations again.
 If x1||x2 < n, A encrypts: E (m) = (x1||x2)e ( mod n).
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OAEP
 Decryption is done as follows:
 B decrypts the ciphertext and writes the result in the form
 cd ( mod n) = y1||y2,
 where y1 is of k − k0 bits and y2 k0 bits.
 The B calculates
 m0k1 = y1 ⊕ G (H(y1)⊕ y2).
 B takes away k1 zeros at the end and gets the original plaintext.
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Side channel attacks
 Sometimes it is possible to deduce the secret key by observing thetime or power consumption used for calculations.
 These kind of attacks are called side channel attacks.
 It is difficult to protect against side channel attacks, because variousmeans must be applied: at the machine level (adding noise, speciallogic, damping of power source), at the algorithmic level(randomizing) and at the protocol level (changing the keys oftenenough).
 Side channel attacks must be taken into account especially in cardapplications.
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Finding large primes
 The best method seems to be to generate first large random numbersand to test, if they are primes.
 Testing primes is fast when using randomized algorithms such asSoloway and Strassen or Miller and Rabin tests.
 According to the famous prime number theorem there are aboutN/ ln N primes between 1 and N. If one is searching a prime of 512bits, on average it is necessary to generate about 177 numbers beforefinding a prime.
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Generating the encryption key e
 Number e is also generated randomly and after this it is tested, ifgcd(e,Φ(n)) = 1.
 Both the gcd test and the calculation of d can be done at the sametime using so called Extended Euclidean algorithm.
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Power calculations
 Powers xb mod n are calculated as follows:
 First represent b in the binary form b =∑k
 i=0 bi2i , where bi = 0 or 1.
 Use this as the basis of the algorithm:
 1. z := 1;
 2. for i = k downto 0 do
 3. z := (z z) mod n;
 4. if bi = 1 then z := z x mod n end if;
 5. end for.
 T. Karvi () Cryptography and Network Security, part I: Basic cryptographyOctober 2013 107 / 133

Page 112
                        

Security of RSA
 The security of RSA depends on the fact how fast large numbers canbe factorized.
 This problem is equivalent with the square root problem in modulararithmetics.
 Already in 1996 a 130 digit number (431 bits) was factored. Thecomputations were distributed, using hundreds or thousands ofcomputers. The cpu time used was 500 MIPS years.
 At the end of 2003 a number of 174 digits (576 bits) was factoredand the factoring team received 10 000 dollars.
 In May 2005 a 200 digit number was factored, but that number didnot belong to the prize list.
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Prize was promised to be given to those who factor one 193 digitnumber (20 000 dollar) and 212 digit number (704 bits, 30 000dollar).
 At the end of the prize list is one 617 digit number (2048 bits) andthe factoring of that number was announced to produce 200 000dollar. Prizes were given by RSA laboratories to encourage theresearch in number theory and factoring and to help appliers todeduce suitable key lengths.
 However, prices are no more payed (at least from 2007 onwards).
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Requirements to the parameters
 At this moment the requirements for the keys are:
 n must be between 1024 and 2048 bits,
 p and q must be near each other, between 1075 and 100100,
 p − 1 and q − 1:n must contain a large prime factor,
 syt(p − 1, q − 1) must be small.
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Quantum computer
 One threat in the future is quantum computer, because it factorsnumbers very fast.
 It is not clear, if a realistic quantum computer can be built.
 In 2002 a quantum computer was built which had 7 qubits and whichwas capable to factor number 15.
 Canadian D-Wave company announced to make a quantum computerfor commercial purposes already in 2008. Nothing came of it.
 Besides quantum computers and other previous threats there is stillmathematical research which can find quick ways to do factoring. Nolower bounds for factoring are known.
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Digital signatures with the help of RSA I
 In electronic commerce and when using certificates it is necessary tobe able to show that a certain person or organisation is really thesender of the message. The aim of a digital signature is that it showswithout doubt the sender, the date of the sending and, in addition, athird party must be able to verify the signature.
 Verification or authentication means, in this context, that a signedmessage can not been altered with influencing on the signature.
 Direct digital signature is based on public key encryption. Oneprecondition is that the encryption satisfies
 EKp(DKs (M)) = M.
 For example, RSA satisfies the formula.
 If the condition is valid, a message is signed by ”encrypting” it withthe sender’s secret key, DKs .
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Digital signatures with the help of RSA II
 The receiver decrypts the message using the sender’s public key andchecks that the result is the plaintext of the message.
 If the sender wants that nobody except the receiver is able to read themessage, the message can be encrypted with the public key of thereceiver.
 Assume that an enemy chooses first number y1 and then makes amessage m1 = y eA
 1 .
 Now A cannot deny that he has not written the message m1. On theother hand, it is very probable that m1 is not a meaningful message.It is likely a random bit string.
 Often, with signatures, hash functions are used. It is the hash whichis signed, not the original message.
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Other methods of digital signatures
 There are many other methods to do digital signatures.
 ElGamal signature is based on discreet logarithms. It is not verypractical, because the signature is quite long.
 Digital Signature Standard is a modification of ElGamal and it is smallenough. It was developed partially because RSA was still patented.
 There are many others. See for example the book Menezes, vanOorschot, Vanstone: Handbook of Applied Cryptography.
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Key generation
 In symmetric encryption, both sides need the same key. In computernetworks, the key delivery can be done using a key server and publickey encryption.
 If there are no key servers, it is possible to use either key agreementprotocols or key generation protocols.
 A key agreement protocol is such that the other participant generatesa key and sends it to the other. It is also possible to get a key from atrusted third party in a safe way.
 A key generation protocol is such that the participants do not changekeys, but they change only partial information that can be used togenerate the keys without outsiders interference..
 In some cases the distinction between the change and generation isunclear. In the following chapter we will present several key agreementprotocols. In the following example we consider how to generate keys.
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Diffie-Hellman key generation I
 The first and best known key generation protocol is Diffie-Hellmanprotocol, which is based on the discreet logarithm problem.
 Suppose that p is a prime and α a generator (primitive root) in Z∗p.
 The values p and α are public and they are used to calculate acommon key K , 0 ≤ K ≤ p − 1, to A and B using the followingmethod.
 1 A chooses a random aA, 0 ≤ aA ≤ p − 2;
 2 A calculates αaA mod p and sends it to B;
 3 B chooses a random aB , 0 ≤ aB ≤ p − 2;
 4 B calculates αaB mod p and sends it to A;
 5 A computes the key K = (αaB )aA mod p, ,B computes the key K = (αaA)aB mod p.
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Diffie-Hellman key generation II
 The following diagram shows the working of the protocol. In the diagramU = αaA and V = αaB .
 BA
 U
 V
 Unfortunately the protocol is vulnerable. An active enemy can use theman-in-the-middle attack as it is shown in the picture:
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Diffie-Hellman key generation III
 A BE
 U
 V’
 U’
 V
 In the diagram U ′ = αa′A and V ′ = αa′B .Here A has agreed the key with the enemy even if he thinks to agree withB. The same is true with B.
 Clearly it is necessary to know with whom you are communicating.
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Diffie-Hellman key generation IV
 Before changing information A and B can acertain each other’sindentity using a separate protocol, but this does not help, if E isquet during this time and starts to act only when the key agreementprotocol starts.
 Thus it is necessary to take care of authentication and key generationat the same time.
 There are this kind of key agreement protocols and we go throughthem in the next part.
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Elliptic curve encryption
 Nowadays one hears more and more suggestions that instead of RSAalso elliptic curve cryptography should be applied, both in realsystems and in teaching.
 It is a little unsure how long elliptic curve encryption is safer thatRSA.
 RSA is based on elementary number theory and it is easy tounderstand. Elliptic curve cryptography demands deeper knowledgeon algebra.
 Especially the programs attempting to solve the discreet logarithmproblem on elliptic curves apply deep mathematics, for examplealgebraic geometry. Maybe these methods have not been studied asextensively as the methods of RSA.
 The situation is changing, because elliptic curve methods have beenstarted to use in applications more and more. This has someimplications to the teaching of computer security.
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Elliptic curves I
 An elliptic curve E is the graph of an equation
 E : y2 = x3 + ax2 + bx + c,
 where a, b, c are in whatever is the appropriate field (complexnumbers, rational numbers, real numbers, integers mod p, etc.). Inclassical algebraic geometry, the field was always the field of complexnumbers. In modern arithmetic geometry, the field is often thealgebraic closure of a finite field. In cryptography, the field is a finitefield.
 When drawing elliptic curves, it is usually assumed that the field isthe field of real numbers. If complex numbers are used, the curves arein four dimensional space. Below is a figure of an elliptic curve:
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Elliptic curves II
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Elliptic curves III
 If the field is finite, the curve is a set of points, not forming a curve ina usual sense. For example, if the field is Z5 and the curve is
 y2 = x3 + 2x − 1,
 then the possible values for x are 0, 1, 2, 3, 4 and the points on thecurve are
 (0, 2), (0, 3), (2, 1), (2, 4), (4, 1), (4, 4).
 There is one not so intuitive feature here. Namely, we include aspecial point into every elliptic curve, a point at infinity, denoted by∞. It can be thought to sit at the top of the y -axis. It can treatedrigorously in the context of projective geometry, but this intuitivenotion suffices for what we need.
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Historical point
 Elliptic curves are not ellipses. They received their name from theirrelation to elliptic integrals such as∫ z2
 z1
 dx√x3 + bx + c
 and
 ∫ z2
 z1
 x dx√x3 + bx + c
 .
 that arise in the computation of the arc length of ellipses.Manymathematicians encountered these integrals (Leibniz, Bernoullibrothers, Euler) at the end of 1600 century and in the beginning 1700century. They concluded that the integrals cannot be expressed in aclosed form of elementary functions.Elliptic curves were also decisivein Andrew Wiles’ proof of Fermat’s conjecture. And nowadays theyare important in cryptography.
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Addition of elliptic curve points I
 What makes elliptic curves interesting is the fact that it is possible todefine an addition between the points of a curve.
 Let E be an elliptic curve defined by y2 = x3 + Ax + B over a field ofcharacteristics other than 2. Let P1 = (x1, y1) and P2 = (x2, y2) bepoints on E with P1,P2 6=∞. Define P1 + P2 = P3 = (x3, y3) asfollows:
 1 If x1 6= x2, then
 x3 = m2 − x1 − x2, y3 = m(x1 − x3)− y1,
 where
 m =y2 − y1x2 − x1
 .
 2 If x1 = x2 but y1 6= y2, then P1 + P2 =∞.
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Addition of elliptic curve points II
 3 If P1 = P2 and y1 6= 0, then
 x3 = m2 − 2x1, y3 = m(x1 − x3)− y1,
 where
 m =3x2
 1 + A
 2y1.
 4 If P1 = P2 and y1 = 0, then P1 + P2 =∞.
 Moreover, define
 P +∞ = P
 for all points P on E .
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Addition of elliptic curve points geometrically I
 If the field is R, the addition has a geometrical interpretation.
 Draw the line through P1 and P2. The line intersects E in a thirdpoint Q. Reflect Q through the x-axis to get P3.
 Now it is perhaps easier to understand the motivation for the infinitypoint. If we draw a line through two arbitrary points on an ellipticcurve, it does not necessarily intersect the curve. We can think that itintersects, however, at infinity.
 T. Karvi () Cryptography and Network Security, part I: Basic cryptographyOctober 2013 127 / 133

Page 132
                        

How to represent plaintexts as elliptic curve points I
 Before we can start to apply elliptic curves to cryptography, we mustdecide how to represent plaintexts. The following method wassuggested by Koblitz.
 Suppose E is an elliptic curve given by y2 = x3 + Ax + B overGF (p) = Zp. Let m be a message, expressed as a number0 ≤ m < p/100.
 Let xj = 100m + j for 0 ≤ j < 100. For j = 0, 1, 2, ..., 99, computesj = x3
 j + Axj + B.
 If s(p−1)/2j ≡ 1 (mod p), then sj is a square mod p in which case we
 do not need to try any more values of j .
 When p ≡ 3 (mod 4), a square root of sj is then given by
 yj = s(p+1)/4j (mod p).
 When p ≡ 1 (mod 4), a square root of sj can also be computed, butthe procedure is more complicated. We obtain a point (xj , yj) on E .
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How to represent plaintexts as elliptic curve points II
 To recover m from (xj , yj), simply compute the greatest integer lessthan or equal to xj/100.
 Since sj is essentially a random element of GF (p), which is cyclic ofeven order (multicatively), the probability is approxomately 1/2 thatsj is a square. So the probability of not being able to find a point form after trying 100 values is around 2−100.
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Massey-Omura Encryption I
 Suppose Alice wants to send a message to Bob over a public channel.They can base their public key encryption on the elliptic curve version ofthe discrete logarithm problem: If P is a point on an elliptic curve E and nis an integer, then is computably not feasible to recover n from theknowledge of E , P and nP.
 1 Alice and Bob agree on an elliptic curve E over a finite field GF (q)such that the discrete log problem is hard. Let N be the number ofpoints of E .
 2 Alice represents her message as a point M on E .
 3 Alice chooses a secret integer mA with gcd(mA,N) = 1, computesM1 = mAM, and sends M1 to Bob.
 4 Bob chooses a secret integer mB with gcd(mB ,N) = 1, computesM2 = mBM1, and sends M2 to Alice.
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Massey-Omura Encryption II
 5 Alice computes m−1A ∈ ZN . She computes M3 = m−1A M2 and sendsM3 to Bob.
 6 Bob computes m−1b ∈ ZN . He computes M4 = m−1B M3. ThenM4 = M is the message.
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Recent developments in cryptography I
 There have been some interesting developments cryptography duringthe last ten years.
 Identity-based encryption (IBE) was introduced already in 1984 byAdi Shamir, but his system was quite limited. It was only in 2001,when Boneh and Franklin developed a parctical, pairing-based methodto realize identity-based encryption.
 In IBE, any unique string such as email address or telephone number,can be a public key. The disadvantage of IBE is a trusted third partywhich generates secret keys. Thus the system has a key escrowfeature.
 In order to avoid the third party in IBE, certificateless public keysystems were invented. They resemble IBE systems, but the secretkey generation is done with the owner of the secret key in such a waythat the third party does not know the key.
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Recent developments in cryptography II
 IBE and certificateless encryption are based on pairings on ellipticcurves. This is a bilinear mapping from E × E into a finite field.Pairings were studied in algebraic geometry before the world war II.Well-known pairings are Weil and Tate pairings.
 More recent development is homomorphic encryption. This means anencryption such that the following properties are satisfied: Let F afunction class (for example from binary strings to binary strings) andE an encryption, D its decryption method. Then
 D(f (E (x))) = f (x),
 for all f ∈ F . In other words, it is possible to make calculations withencrypted blocks and the result is meaningful when blocks aredecrypted.
 The first general homomorphic system was created by Greg Gentry in2009. These systems have potential applications in cloud computingand network protocols.
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