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Executive Summary

Current generation aircraft implement digital flight control
functions using a federated style of architecture in which each
function (e.g., autopilot, flight management, etc.) has its own
computer system. Each computer system is only loosely coupled to
the computer systems of other functions. A great advantage of this
type of architecture is that fault containment is inherent. Hence,
a fault in the computer system, or its software, supporting one
function, is unlikely to propagate to other functions because there
is very little that is shared between functions. Some functions do
need to interact with other functions and do so by exchanging data.
Luckily, techniques can be used to detect and tolerate faulty or
erratic data.

The obvious disadvantage to the federated approach is the amount
of hardware that is required. Each function needs its own computer
system which is often replicated for fault tolerance. With that
come the costs of acquisition, requirements for space, power,
weight, cooling, installation, and maintenance. Integrated Modular
Avionics (IMA) has therefore emerged as an alternative to the
federated architecture. In IMA, a single computer system (with
internal replication for fault tolerance) provides a common
computing platform for multiple functions. As a shared resource,
IMA has the potential to reduce fault containment between
functions. It may be possible, for example, for a faulty function
to monopolize the computer or communications system, denying
service to all the other functions sharing the system. It may
corrupt the memory of other functions or send inappropriate
commands to their actuators. It is almost impossible for individual
functions to protect themselves against this kind of corruption to
the computer on which they depend. Hence, any realization of IMA
must provide partitioning to provide protection against fault
propagation from one function to another.

The purpose of this report is to identify the requirements for
partitioning in IMA and to explore methods for meeting those
requirements with the highest assurance. The report addresses the
general requirements for IMA and partitioning, as well as IMA
implementation issues and mechanisms for partitioning. This report
approaches IMA from a computer science perspective. For this
reason, terminology is more generic. Individual processors and
other basic components are studied rather than line replaceable
modules (LRMs). Component properties are considered also. Generic
data buses, for example, are considered and not just avionics data
buses. Finally, the report addresses methods developed for
specifying and analyzing computer security policies, since they
share some common concerns with partitioning and have been the
object of considerable study.

This report concludes that partitioning is a very strong
requirement that imposes many restrictions. A wide range of
architectural choices may be used to achieve adequate partitioning.
The majority of these design choices are mostly in scheduling where
both static and dynamic schedules seem able to combine flexibility
with highly assured partitioning.

vii


	
Chapter 1

Motivation and Introduction

Digital ight-control functions in current aircraft are generally
implemented by a federated architecture in which each function
(e.g., autopilot, ight management, yaw damping, displays) has its
own computer system that is only loosely coupled to the computer
systems of other functions. A great advantage of this architecture
is that fault containment is inherent: that is to say, a fault in
the computer system supporting one function, or in the software
implementing that function, is unlikely to propagate to other
functions because there is very little that is shared across the
different functions. To be sure, some functions interact with
others, but these interactions are accomplished by the exchange of
data, and functions can be designed to detect and tolerate a faulty
or erratic data source.

The obvious disadvantage to the federated approach is its
proigate use of resources: each function needs its own computer
system (which is generally replicated for fault tolerance), with
all the attendant costs of acquisition, space, power, weight,
cooling, installation, and maintenance. Integrated Modular Avionics
(IMA) has therefore emerged as a design concept to challenge the
federated architecture [1, 78]. In IMA, a single computer system
(with internal replication to provide fault tolerance) provides a
common computing resource to several functions. As a shared
resource, IMA has the potential to diminish fault containment
between functions: for example, a faulty function might monopolize
the computer or communications system, denying service to all the
other functions sharing that system, or it might corrupt the memory
of other functions or send inappropriate commands to their
actuators. It is almost impossible for individual functions to
protect themselves against this kind of corruption to the
computational resource on which they depend, so any realization of
IMA must provide partitioning to ensure that the shared computer
system provides protection against fault propagation from one
function to another that is equivalent to that which is inherent to
the federated architecture.

The purpose of this report is to identify the requirements for
partitioning in IMA and to explore topics in achieving those
requirements with very high assurance. The next chapter, therefore,
is concerned with the general requirements for IMA and
partitioning, and the one following with issues in the
implementation of IMA and the mechanisms for partition-

1


	
2 Chapter 1. Motivation and Introduction

ing. The discussion in these chapters is deliberately more
general than that in ARINC 651 (Design Guidance for Integrated
Modular Avionics) [1]: the ARINC document reects aircraft practice;
whereas, we take a computer science perspectivein the hope that
this will cast a new or different light on the issues. For this
reason, our terminology is also more generic (e.g., we speak of
processors and other basic components rather than line replaceable
modules (LRMs)) and so are the component properties that we
consider (e.g., we consider buses in general, not just avionic
buses such as ARINC 629 [3]). In Chapter 4, we consider methods
developed for specifying and analyzing computer security policies,
since these share some concerns with partitioning and have been the
object of considerable study. We end with conclusions and
suggestions for future work.


	
Chapter 2

Informal Requirements

To gain insight into the requirements for partitioning, we rst
need to examine the context provided by IMA and related
developments in avionics.

2.1 Integrated Modular Avionics

It can be argued that the simplest interpretation of IMA
envisions an architecture that technology has already rendered
obsolete: an embedded systems version of the centralized
time-shared mainframe. Thanks to recent technological developments,
powerful processors, large memories, and high-bandwidth local
communications are all available as reliable and inexpensive
commodity items, and these developments surely favor less rather
than more centralization. Thus, this argument proceeds, a modern
avionics architecture should be more, not less, federated, with
existing functions deconstructed into smaller components, and each
having its own processor.

There is some plausibility to this argument, but the distinction
between the more federated architecture and centralized IMA proves
to be moot on closer inspection. A federated architecture is one
whose components are very loosely coupledmeaning that they can
operate largely independently. But the different elements of a
functionfor example, vertical and horizontal ight path control in
an autopilotusually are rather tightly coupled (and it is argued
below that they should become even more tightly coupled) so that
the deconstructed function would not be a federated system so much
as a distributed onemeaning a system whose components may be
physically separated, but which must coordinate to achieve some
collective purpose. Dually, a centralized IMA architecture would
not be a simple mainframefor a computer system supporting ight
functions must provide replicated and physically distributed
hardware for fault tolerance together with mechanisms for
redundancy management. Consequently, a conceptually centralized
architecture will be, internally, a distributed system, and the
basic services that it provides will not differ in a signicant way
from those required for the more federated architecture.

3


	
4 Chapter 2. Informal Requirements

Another contrarian point of view is that neither centralized IMA
nor the more federated architecture offers signicant benets over
current practice; the present federated architecture has been
validated by experience, and modern hardware technology will reduce
its cost penaltyso there is no reason to change it. The argument
against this point of view is that it takes a very narrow
interpretation of the costs associated with the current
architecture and therefore grossly underestimates them. One
neglected cost is safety: the federated architecture has the
advantage of natural fault containment, but it imposes a cost in
poorly coordinated control and complex and fault-prone pilot
interfaces.

The current allocation of ight automation to separate functions
is the result of largely accidental historical factors.
Consequently, certain control variables that are tightly coupled in
a dynamical sense are managed by different functions: for example,
engine thrust is managed by the autothrottle and pitch angle by the
autopilot. Since a change in either of these variables affects the
other and there is no higher-level function that manages them in a
coordinated manner, such conceptually simple services as cruise
speed control, altitude select, and vertical speed have complex and
imperfect implementations that are difcult to manage. For example,
Lambregts [59, page 4] reports:

Because the actions of the autothrottle are not tactically
coordinated with the autopilot, the autothrottle speed control
constantly upsets the autopilot ight path control and vice versa,
resulting in a notorious coupling problem familiar to every pilot.
It manifests itself especially when excited by turbulence or
windshear, to the point where the tracking performance and ride
quality be-comes unacceptable. The old remedy to break the coupling
was to change the autopilot mode to ALTITUDE HOLD (e.g., the older
B747-200/300). On newer airplanes, this problem has been reduced to
an acceptable level for the cruise operation after a very difcult
and costly development process, implementing provisions such as
separation of the control frequency by going to very low
autothrottle feedback gain, application of energy compensation,
turbulence compensation, and nonlinear windshear
detections/compensation.

And again:

Due to the lack of proper control coordination, the autopilot
ALTITUDE SELECT and VERTICAL SPEED modes never functioned
satisfactorily. . . these problems resulted in development of the
FLIGHT LEVEL CHANGE (FLC) mode that was rst implemented on the
B757/B767. . . however the mode logic depends on certain
assumptions that are valid only for certain operations, so the
logic can be tricked and cause an incorrect or poorly coordinated
control response. . . as a result there have been a number of
incidents where the FLC mode did not properly execute the pilots
command.

The lack of properly integrated control caused by the articial
separation of functions in the federated architecture is one of the
factors that leads to the complex modes and submodes
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used in these functions and thence to the automation surprises
and mode confusions that characterize problems in the
ightcrew-automation interface. Numerous fatal crashes and other
incidents are attributed to such human factors problems [27,
Appendix D], but it is clear from their origins in the articial
separation of functions that these problems are unlikely to be
solved by local improvements in the interfaces and cues presented
to pilots. The plethora of modes, submodes, and their corresponding
interactions also exacts a high cost in development,
implementation, and certication. If this analysis is correct, the
traditional federated architecture is a major obstacle to a more
rational organization of ight functions, and IMA is the best hope
for removing this obstacle.

The topics considered so far suggest that the appropriate
context in which to examine partitioning for IMA is a distributed
system in which ight functions (which might well be dened and
subdivided differently than in the traditional federated
architecture) are each allocated to separate processors (replicated
as necessary for fault tolerance). In this model, we would need to
consider partitioning to limit fault propagation between the
processors supporting each function, but not within them. This
model, however, overlooks a new opportunity that could be created
by more ne-grained partitioning.

If functions have no internal partitioning, then all their
software must be assured and certied to the level appropriate for
that function. Thus, all the software in an autopilot function is
likely to require assurance to Level A of DO-178B (this, the
highest level of DO-178B, the guidelines for certication of
airborne software [29, 84], is for software whose malfunction could
contribute to a catastrophic failure condition [28]), and this
discourages the inclusion of any software that is not strictly
essential to the function. While this may be a good thing in
general, it also discourages inclusion of services that could have
a positive safety impact, such as continuous self-test, or
for-information-only messages to the pilot. More generally,
partitioning within a processor could allow an individual function
to be divided into software components of different criticalities;
each could then be developed and certied to the level appropriate
to its criticality; thereby reducing overall costs while allowing
assurance effort to be focused on the most important areas. Without
partitioning, the concern that a fault in less critical software
could have an impact on the operation of more critical software
necessarily elevates the criticality of the rst to that of the
second; partitioning would remove the danger of fault propagation
and allow the criticality of each software component to be assessed
more locally.

The considerations of the previous paragraph suggest that for
partitioning within a single processor it might be appropriate to
limit attention to the case where the processor is shared by the
components of only a single function. We might suppose that these
components consist of one implementing the main function and
several others providing subsidiary services. Since a fault in the
main component amounts to a fault in (this replica of) the over-all
function, there seems little point in protecting the subsidiary
components from faults in the main component, and this suggests
that partitioning could be asymmetric (the main component is
protected from the subsidiary ones, but not vice versa). It is not
clear whether such asymmetry would provide any benet in terms of
simplicity or cost of the partitioning
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mechanisms, but the point is probably moot since other scenarios
require a symmetric approach. One scenario is support for several
minor functions, for example undercarriage and weather radar, on a
single processor. Where the functions are not required at the same
time, partitioning could perhaps be achieved by giving each one
sole command of its processor while it is active (this is similar
to periods processing in the security context), but the more
general requirement is for simultaneous operation with symmetric
partitioning. The second scenario concerns very cost-sensitive
applications, such as single-engine general aviation aircraft. Here
it may be desirable to run multiple major functions (such as
autopilot and rudimentary ight management) on a single (possibly
non-fault-tolerant) processor. There are even proposals to host
these functions on mass-market systems such as Windows NT. Although
one can be skeptical of this proposal (particularly if free ight
air trafc control makes ight management data from general aviation
aircraft critical to overall airspace safety), it seems worth
examining the technical feasibility of symmetric partitioning for
critical functions within a single processor.

The current federated architecture not only uses a lot of
computer systems, it uses a lot of different computer systems: each
function typically has its own unique computer platform. There is a
high cost associated with developing and certifying software to run
on these idiosyncratic platforms. Logically independent of IMA, but
coupled to it quite strongly in practice, are moves to dene
standardized interfaces to the platforms that sup-port ight
functions and to introduce some of the abstractions and services
provided by an operating system. The ARINC 653 (APEX) [4] standard
represents a step in this direction. Developments such as this
could signicantly reduce the cost of avionics software development
and might stimulate creation of standard modules for common tasks
that could be reused by different functions running on different
platforms.

The design choices for partitioning interact with those for
providing operating system services. The major decision is whether
partitioning is provided above an operating system layer (gure
2.1(a)), or above a minimal kernel (or executive) with most
operating system services then provided separately in each
partition (gure 2.1(b)). The rst choice is the way standard
operating systems are structured (with partitions being client
processes), but it has the disadvantage that partitioning then
relies on a great deal of operating system software. The second
choice is sometimes called the virtual machine approach, and it has
the advantage that partitioning relies only on the kernel and its
supporting hardware.

Another area where IMA has the potential to reduce costs is
through improved dispatch reliability. Critical ight functions must
tolerate hardware faults, and so they run on replicated hardware
(typically quad-redundant or greater for primary ight control and
displays, triple for autopilot and autoland, dual for ight
management and yaw damping, and single

Some operating systems use the second model. It was rst employed
in VM/370 [70], which served as the basis for a major early secure
system development [7,35]. Fully virtualizing the underlying
hardware is expensive, so later -kernels such as Mach and Chorus
provided a more abstract interface. These also proved to have
disappointing performance. Second-generation -kernels and
comparable toolkits such as Exokernel [49], Flux [31], L4 [38], and
SPIN [11] achieve good performance and introduce several
implementation techniques relevant to the design of partitioned
systems.
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Partition A Partition B

Operating System

Hardware Hardware

Partition A Partition B

Kernel OS Services A OS Services B

(a) (b) Figure 2.1: Alternative Operating System/Partitioning
Designs

for autothrottle). But despite the massive cost of providing a
fault-tolerant platform for each function and despite the large
number of separate processors and other components avail-able
(there can be as many as 50 processors among the major functions of
a large modern transport plane), the federated architecture does
not provide a large margin of redundancy nor operational exibility.
A single faulty processor in any function may be enough to pre-vent
takeoff (thereby requiring maintenance in possibly less than ideal
circumstances), and multiple faults aficting such a function during
ight might trigger a diversion or have even more serious
consequences. With IMA, in contrast, replicated processors are not
bound to a specic function, but can be allocated as required:
normal operation can continue as long as the total number of
nonfaulty processors is sufcient to provide the required level of
replication to each function. This increases overall safety
margins, while also allowing maintenance to be deferred (e.g.,
until the aircrafts schedule brings it to a major maintenance base)
[40].

The ability to exploit this increased redundancy and exibility
depends on a systematic approach to fault tolerance within
functions (so that they are not tightly bound to a specic
processor) and across the distributed coordination mechanisms of
the IMA platform itself. Design of fault-tolerant systems is not
only a massively difcult and expensive activity (the basic
mechanisms of fault tolerance concern the coordination of
distributed, real-time systems operating in the presence of faults,
which are among the hardest problems in computer science) but is
often a pervasive one: that is, mechanisms for fault tolerance and
redundancy management in avionics are seldom encapsulated as an
operating system or middleware service but instead affect the
design of every piece of software within the function. As a result,
it is generally impossible to take softwareor even the design for a
piece of software from one function and reuse it in another, or on
another platform, even when standards such as APEX are used, for
these standards concern only the mechanics of system calls and do
not address the deeper concerns of systematic and transparent fault
tolerance. Another reason for the pervasive inuence of fault
tolerance in current system designs is that the

Current implementations of IMA allocate functions to processors
at startup time; reconguration in ight is a future prospect.
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these mechanisms (and most others that involve coordination
across multiple processors and functions) are seldom
compositionalmeaning that there is no a priori guarantee that
elements that each work on their own will also work in combination.
The massive resources expended on systems integration are a symptom
of the lack of compositionality provided by current design
practices.

Thus, full realization of the benets of IMA requires adoption of
modern concepts for systematic, compositional, fault-tolerant
real-time system design [55]. These would reduce the pervasive
impact of fault tolerance in avionics software development and
provide cost savings and opportunities for reuse that could be much
greater than those provided by lower-level standards such as APEX.
Taken to their conclusion, such approaches could completely
decouple the implementation of ight functions from that of their
fault-tolerant platform and possibly enable each to be certied
separately. The impact of such developments on partitioning is,
rst, a requirement that the distributed partitioning mechanisms
must themselves be robustly fault tolerant and, second, that these
mechanisms must cooper-ate with operating system or kernel
functions to provide the services required for systematic and
transparent fault tolerance in the implementations of ight
functions.

Summarizing this review of issues in IMA, we see that
partitioning should be considered both within a single processor
and across a distributed system and that partitioning has
interactions with the provision of operating system services and
transparent fault tolerance. In the next section we examine the
requirements for partitioning a little more closely.

2.2 Partitioning

The purpose of partitioning is fault containment: a failure in
one partition must not prop-agate to cause failure in another
partition. However, we need to be careful about what kinds of
faults and failures are considered. The function in a partition
depends on the correct operation of its processor and associated
peripherals, and partitioning is not intended to protect against
their failurethis can be achieved only by replicating functions
across multiple processors in a fault-tolerant manner. After all,
each function would be just as vulnerable to hardware failure if it
had its own processor. Rather, the intent of partitioning is to
control the additional hazard that is created when a function
shares its processor (or, more generally, a resource) with other
functions. The additional hazard is that faults in the design or
implementation of one function may affect the operation of other
functions that share resources with it. Now a design or
implementation fault in a ight function is surely a very serious
event and it might be supposed that (a) such faults are so serious
that it does not matter what else goes wrong, or (b) certication
ensures that such faults cannot occur. Both suppositions would, if
true, diminish the requirements for partitioning.

Partitioning can also limit the consequences of transient
hardware faults (by containing them within the partition that is
directly affected), but that is a side benet, not a
requirement.
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The rst point is easily refuted: the whole thrust of aircraft
certication is to ensure that failures are independent (and
individually improbable) if their combination could be
catastrophic. Thus, while a design fault in, say, the autothrottle
function would be serious, appropriate design and system-level
hazard analysis will ensure that it is not catastrophic, provided
other functions do not fail at the same time. Allowing a fault in
this function to propagate to another (e.g., autoland) would
violate the assumption of independent failures. Thus, far from a
fault in a critical function being so serious as to render concern
for partitioning irrelevant, it is the need to contain the
consequences of such a fault that renders partitioning essential
(and elevates its criticality to at least that of the most critical
function supported).

It could be argued that both functions will certainly be lost if
their shared processor fails, so they surely would not be sharing
if their correlated failure could be catastrophic. This overlooks a
couple of points. First, malfunction or unintended function is
often more serious than simple loss of function, and the
consequences of a propagating fault (unlike those of a processor
failure) may well be of these more serious kinds. For example, a
buffer overow in one function might overwrite data in another,
leading to unpredictable consequences. (The Phobos I spacecraft was
lost in just this circumstancewhen a keyboard buffer overowed into
the memory of a critical ight control function [14,17].) Second,
the increased interdependency wrought by IMA may introduce shared
resourcesand hence paths for fault propagationthat are less obvious
and more easily overlooked than shared processors. For example,
functions in separate processors where correlated failure would not
be anticipated (and would not occur in a federated architecture)
might become vulnerable to fault propagation through a shared bus
in an IMA architecture.

Returning to the second point raised (that certication ought to
ensure the absence of design and implementation faults), note that
certication requires assurance proportional to the consequences of
failure. In a federated architecture, such consequences are
generally limited to the function concerned, so that assurance is
related to the criticality of that function. But, if the failure of
one function could propagate to others, then a low-criticality (and
correspondingly low-assurance) function might cause a
high-criticality function to fail. This means that either all
functions that share resources must be assured to the level of the
most critical (such elevation in assurance levels is directly
contrary to one of the goals of IMA) or that partitioning must be
used to eliminate fault propagation from low-assurance functions to
those of high criticality. When different functions already happen
to have the same level of assurance, the need for partitioning may
not be so great, and it has been suggested that functions with
software assured to Level A of DO-178B may be allowed to share
resources without partitioning. Note, however, that a fault that
causes one function to induce a failure in another might not affect
the operation of the rst (as noted above, a temporary buffer overow
can have this property). And although certication requires
assurance of the absence of such unintended effects as well as
positive assurance that the intended function is performed
correctly, it is generally much harder to provide the rst kind of
assurance than the second. Furthermore, shared resources create new
pathways for the propagation of un-
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intended effects, and these pathways might not have been
considered when assurance was developed for the individual
functions. Consequently, partitioning seems advisable even when the
functions concerned are of the same level of criticality and all
software is assured to the same level.

Summarizing the discussion in this chapter, we may conclude that
future avionics architectures will have the character of
distributed, rather than federated, systems and that multiple
functions, of possibly different levels of criticality and
assurance will be supported by the same system. Resources, such as
processors, communications buses, and peripheral devices, may be
shared between different functions. Shared resources introduce new
pathways for fault propagation, and these hazards must be
controlled by partitioning.

Because partitioning is required to prevent fault propagation
through shared resources, a suitable benchmark or Gold Standard for
the effectiveness of partitioning would seem to be a comparable
system (intuitively a federated one) in which there are no shared
resources. This is captured in the following.

Gold Standard for Partitioning

A partitioned system should provide fault containment equivalent
to an idealized system in which each partition is allocated an
independent processor and associated peripherals and all
inter-partition communications are carried on dedicated lines.

Although this Gold Standard provides a suitable mental benchmark
for designers and certiers of partitioning mechanisms for IMA, it
is less useful as a contract with the customers of such mechanisms.
These customersthat is, those who develop software for the
functions that will run in the partitions of an IMA architectureare
assured that their software will be as well protected in a
partition as if it had its own dedicated system, but they are not
provided with a concrete environment in which to develop, test, and
certify that software. The Gold Standard implies that the
environment provided by the partitioned system to a particular
application function must be indistinguishable from an idealized
system dedicated to that function alone, but this idealized system
is just thatan imaginary artifactand not one suitable for testing
and evaluating real-world software. The only environment actually
available is the partitioned system itself, so its customers need a
contract expressed in terms of that environment. This can be done
as follows: instead of comparing the environment perceived by the
software in a partition to that of an idealized, dedicated system,
we require that the environment (whatever it is) is one that is
totally unaffected by the behavior of software in other partitions.
This leads to the following alternative statement of our Gold
Standard.

I am grateful to David Hardin, Dave Greve, and Matt Wilding of
Collins Commercial Avionics for explaining this approach and its
motivation to me [113].
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Alternative Gold Standard for Partitioning

The behavior and performance of software in one partition must
be unaffected by the software in other partitions.

This formulation is not only simpler and more direct than that
involving an idealized system, but it also suggests how the
customers of a partitioned system can develop and evaluate their
softwarefor if software in one partition is unaffected by that in
other partitions, it will run the same (in terms of both behavior
and performance) whether the other partitions are inhabited or
empty. Thus, in particular, individual software functions can be
developed and certied using the real environment of the partitioned
system, but with the other partitions empty (or, more likely,
containing stubs to provide the data sources and sinks required by
the function under examination). The Alternative Gold Standard
ensures that the certied software will behave exactly the same when
those other partitions are inhabited by real (and possibly faulty)
functions.

A problem with the Alternative Gold Standard is apparent in the
mention of data sources and sinks in the previous discussion:
software functions residing in separate partitions are seldom
completely independentsome provide data or control inputs to
others. This means that unaffected by the software in other
partitions needs to be qualied in some way that allows the effects
of intended communications while excluding those that are
unintended. Thus, although the Alternative Gold Standard is more
attractive than the original one as a requirements denition for
partitioning isolated functions, it needs further development
before it can serve as a gold standard for the more general case of
partitioned but interacting functions. When restricted to isolated
functions, the basic and the Alternative Gold Standards are very
similar; indeed, if suitably formalized, each would be denable in
terms of the other.

The original formulation of the Gold Standard has the advantage
that it focuses attention on the structural differences between a
partitioned system and a federated one. These structural
differences introduce two classes of hazards into a partitioned
system: a fault in one partition could corrupt code, control
signals, or data (in memory or in transit) be-longing to another,
or it could affect the ability of another partition to obtain
access to, or service from, a shared resource (such as the
processor or a bus). In considering issues in the design and
assurance of partitioned systems, it is therefore useful to
distinguish two dimensionsspatial and temporalcorresponding to
these two classes of hazards.

Spatial Partitioning

Spatial partitioning must ensure that software in one partition
cannot change the software or private data of another partition
(either in memory or in transit) nor command the private devices or
actuators of other partitions.
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Temporal Partitioning

Temporal partitioning must ensure that the service received from
shared re-sources by the software in one partition cannot be
affected by the software in another partition. This includes the
performance of the resource concerned, as well as the rate,
latency, jitter, and duration of scheduled access to it.

The mechanisms of partitioning must block the spatial and
temporal pathways for fault propagation by interposing themselves
between avionics software functions and the shared resources that
they use. In this way, the partitioning mechanisms can control or
mediate access to shared resources. In the next chapter, we
consider the mechanisms that can be used to provide mediation in
each of the two dimensions of partitioning.


	
Chapter 3

Issues and Mechanisms

As discussed in the previous chapter, issues in partitioning
arise at two levels: within a single processor and across a
distributed system. Issues in partitioning also interact with those
in fault tolerance. We consider these topics separately below and
further separate them into consideration of spatial and temporal
partitioning.

3.1 Partitioning Within a Single Processor We start by
considering partitioning within a single processor. We sometimes
use the neutral term application to refer to the computational
entity within each partition; this could be a complete avionics
function (e.g., a yaw damper) or a part of one. Depending on the
implementation, an application could correspond to the operating
system notions of process or virtual machine, or it could be some
different notion. An application will generally be composed of
smaller units of computation that are called or scheduled
separately; we generally refer to these as tasks. Again depending
on the implementation, these may correspond to an operating system
notion such as thread or lightweight process. Partitioning must
prevent applications interfering with one another, but the tasks
within a single application are not protected from each other. We
focus rst on partitioning in the spatial dimension.

3.1.1 Spatial Partitioning The basic concern of spatial
partitioning is the possibility that software in one partition
might write into the memory of another: memory is often pictured as
a one- or two-dimensional grid; hence, the reference to the spatial
dimension for this aspect of partitioning. Memory includes that
used to store programs as well as data; although, in embedded
systems, it is sometimes possible to hold the former in ROM where
it cannot be overwritten by errant software.

Hardware mediation provided by a memory management unit (MMU) is
the usual way to guard against violations of spatial partitioning.
The details vary from one processor

13
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design to another, but the basic idea is that the processor has
(at least) two modes of operation and, when it is in user mode, all
accesses to memory addresses are either checked or translated using
tables held in the MMU. A layer of operating system software
(generally called the kernel) manages the MMU tables so that the
memory locations that can be read and written in each partition are
disjoint (apart, possibly, from certain locations used for
inter-partition communications). The kernel also uses the MMU to
protect itself from being modied by software in its client
partitions and must be careful to manage the user/supervisor mode
distinctions of the processor correctly to ensure that the
mediation provided by the MMU cannot be bypassed. (In particular,
entry and exit from the kernel needs to be handled carefully so
that software in a partition cannot gain supervisor mode; some
processors have had design aws that make this especially difcult
[43].)

Software executing in a partition accesses processor registers
such as accumulators and index registers as well as memory.
Generally, the kernel arranges things so that the software in one
partition executes for a while, then another partition is given
control, and so on; when one partition is suspended and another
started, the kernel rst saves the contents of all the processor
registers in memory locations dedicated to the partition being
suspended and then reloads the registers (including those in the
MMU that determine which memory locations are accessible) with
values saved for the partition that executes next. The software in
the partition resumes where it left off and cannot tell (apart from
the passage of time while it was suspended) that it is sharing the
processor with other partitions.

The description just given resembles classical time-sharing,
where partitions can be suspended at arbitrary points and resumed
later. Some variations are possible for embedded systems. For
example, if partitions are guaranteed an uninterruptible time slice
of known duration, they can be expected to have nished their tasks
before being suspended and can then be restarted in some standard
state rather than resumed where they left off. This eliminates the
cost of saving the processor registers when a partition is
suspended (but at least some of themincluding the program
countermust be restored to standard values when the partition is
restarted). We can refer to the two types of partition swapping
arrangements as the restoration and restart models,
respectively.

In either case, the requirement on the mediation mechanisms
managed by the kernel is that the behavior perceived across a
suspension by the software in each partition is predictable without
reference to anything external to the partition. In the restoration
model, the processor state must be restored to exactly what it was
before suspension; in the restart model, it must be restored to
some known state. It may be acceptable in the latter case to
specify that some registers may be dirty on restart and that the
software in a partition is required to work correctly without
making assumptions on their initial contentsthis saves the cost of
restoring these registers to standard values (obviously, the
program counter and MMU registers must be restored). The
requirement to make behavior predictable across the suspension and
resumption of a partition generates in turn the requirement that
the op

Although partitioning has much in common with computer security,
this is one aspect where they differ: dirty registers are anathema
in computer security because they provide a channel for information
ow from
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eration of the processor must be specied precisely and
accurately with respect to all of its registersfor it is important
that register saving and restoration or reinitialization should not
overlook visible minor registers such as condition codes and oating
point/multimedia modes and that hidden registers, such as those
associated with pipelines and caches, re-ally are hidden. (Again,
processors often have design glitches or errors and omissions in
documentation that make it difcult to accomplish this [98].)

In the approach just outlined, the mechanisms of spatial
partitioning comprise the processor and its MMU and the kernel.
There is much advantage, from the point of view of assurance and
formal specication, if these mechanisms are simple. Unfortunately,
commodity processors, their MMUs, and associated features such as
memory caches are generally designed for high performance and
extensive functionality rather than simplicity. Although a fast
processor is often desired, the functionality of MMUs and cache
controllers generally exceeds that required for embedded systems;
MMUs, in particular, are usually designed to provide a exible
virtual memory and contain large associative lookup tableswhereas
for partitioning, a simple xed memory allocation scheme would be
adequate. The latter would also be far less vulnerable to bit-ips
caused by single-event upsets (SEUs) than a traditional
million-transistor MMU. However, because they are usually highly
integrated with their processor, it can be difcult or even
impossible to replace MMUs and cache con-trollers with simpler
ones, but consideration should be given to this issue during
hardware selection.

An alternative to spatial partitioning using hardware mediation
is Software Fault Isolation (SFI) [109]. The idea here is similar
to array bounds checking in high-level programming languages except
that it is applied to all memory references, not just those that
index into arrays. By examining the machine code of the software in
a partition, it is possible to determine the destinations of some
memory references and jumps and hence to check, statically, whether
they are safe. Memory references that indirect through a register
cannot be checked statically, so instructions are added to the
program to check the contents of the register at runtime,
immediately prior to its use. By using more elaborate static
analysis or program verication techniques (e.g., to ensure that an
index register has not been changed since last checked), it is
possible to minimize the number of runtime checks; by using modest
optimizations of this kind, an overhead of just 4% has been
reported for the runtime checks of SFI [109].

one partition to its successor. The issues underlying this
difference are considered in Section 4.4 Application to
Partitioning.

MMUs are also heavily optimized for speed: in some
architectures, the MMU will start a read from the memory using the
current page map before it has determined whether that is still
valid; if it is not valid, the MMU squashes the bus read
transaction before it completes. Also, for efciency, multiple
copies may be maintained for some of the associative lookup tables,
and these must be kept consistent with each other. All this is done
in the context of speculative out-of-order execution where
providing assurance for correctness of these optimizations is
nontrivial. A separate problem is the timing uncertainty introduced
by these optimizations: ratios of 2 to 1 between average-case and
worst-case timings are not uncommon [52] (see also http://www.
intelligentfirm.com/).
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Static (i.e., compile-time) analysis of information ow within
individual programs writ-ten in high-level languages has long been
a topic in computer security. In its simplest form, some of the
variables used by the program are labeled HIGH and some LOW, and
the goal is to check whether information from a HIGH variable can
ever inuence the nal value of one labeled LOW. Techniques for
information ow analysis include approximate methods similar to
typechecking [21,107] or to data ow analysis [6] as well as exact
methods [63] and those that rely on formal proof [81]. It is
possible that approaches based on these techniques could reduce, or
even eliminate, the runtime overhead of SFI.

Although SFI usually imposes a small overhead on memory
references within a partition, it can greatly reduce the cost of
controlled references or procedure calls across partitions
(compared with hardware mediation, since the cost of a partition
swap is avoided). However, for reasons discussed later (page 26),
such cross-partition references may not be acceptable in some
partitioned architectures, so the advantage would be moot in those
cases.

A disadvantage of SFI compared with hardware-mediated
partitioning is that it imposes an additional analysis and
certication cost on every program; whereas hardware mediation has
the one-time cost of designing, implementing, and certifying the
partitioning mechanisms of the kernel and its supporting hardware.
On the other hand, the analysis required for SFI lends itself to
powerful automation (cf. extended static checking [22], and proof
carrying code [80]) where the certication cost would be transferred
to the one-time cost of certifying the tools.

Even without automation, SFI may have advantages of cost and
simplicity in asymmetric applications where a single function is
allocated to a processor but it is desired to include some less
critical nice-to-have features. These could be partitioned from the
main safety-critical function by SFI, while the latter runs
unchanged. SFI might also be cost-effective in partitioning
functions of similar assurance levels that already require
signicant analysis (e.g., two Level A functions). And SFI could
also be used to provide additional protection within partitions
(i.e., among tasks) established by hardware mediation.

One concern about SFI, especially when static analysis is used
to optimize away many of the runtime checks, is that it provides
little protection against hardware faults (e.g., SEU-induced
bit-ips) that cause memory addresses that were correct when
analyzed to be turned into ones that are incorrect when executed.
The bad memory reference will be caught only if a runtime check is
in the right place; a hardware MMU, on the other hand, mediates
every reference at its time of execution. It was earlier stated
that the purpose of partitioning is to protect functions against
faults of design and implementation in other functions, not to
guard against hardware faultssince these could afict the function
even if it had its own dedicated processorbut a hardware fault that
leads to a violation of partitioning is not a fault that would have
aficted the function if it had its own processor, so it seems that
the concern is legitimate. However, a little analysis shows that
the increased exposure to hardware faults is small. Suppose the
function in which we are interested shares its processor with other
functions of similar size and that the probability of an SEU
hitting any one of them is . Suppose further that the probability
that an SEU in one function
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will cause it to violate SFI partitioning and to afict some
other function is . Then the probability of an SEU directly or
indirectly affecting the original function changes from to when the
function is moved from a dedicated to a shared processor. (Notice
that this is independent of : the chance of an SEU hitting
somewhere increases by a factor of , but the chance that the
consequent memory error affects the function concerned is reduced
by the same factor.) This small increase in probability is unlikely
to be signicant, and we conclude that the possibility of
SEU-induced addressing errors does not invalidate SFI.

Perhaps surprisingly, it is some implementations of
hardware-mediated partitioning that seem more vulnerable to this
kind of fault scenario. Although an SEU in an individual function
cannot lead to a violation of partitioning when memory references
are mediated by an MMU, an SEU in the MMU itself could be quite
dangerous. If the MMU is a large device with millions of
transistors, then the possibility of an upset cannot be overlooked,
and a change to one bit in an address translation register may
cause the memory references of one partition systematically to
infringe on the memory of another. It seems to me that in designs
where it is possible to provide a custom MMU, it would be prudent
to ensure that this is either fault tolerant or that it merely
checks rather than translates addresses (so that a double fault
would be needed to violate partitioning); best of all might be
relocation or checking with hardwired values.

So far, our consideration of partitioning has considered only
the processor and the memory and has assumed that different
partitions are meant to be isolated from each other; we now need to
consider inter-partition communications and devices. Like
partitioning itself, there are two dimensions to inter-partition
communication: the spatial dimension is concerned with where and
how data is transferred from one partition to another, and the
temporal dimension is concerned with whether and how
synchronization is performed and how one partition invokes services
from another. We postpone consideration of the latter topics to the
discussion of temporal partitioning in Section 3.1.2 and focus here
on the spatial dimension.

The obvious way to communicate data from one partition to
another is to copy it from a buffer in memory belonging to the rst
partition into a separate buffer in the memory of the second.
Because only the kernel has access to the memory of both
partitions, it must perform the copying and, since it generally
runs without memory protection, it must check carefully against
buffer overruns. A more efcient scheme uses a single buffer in
memory locations that are among those the sending partition can
write and the receiver can read (both MMU and SFI forms of memory
protection can do this); data can then be copied into the shared
buffer by the sending partition without the active participation of
the kernel. The receiving partition must assume that the sending
one can write arbitrary data anywhere in their shared buffers
whenever it has control, and its verication must be performed under
this assumption. It seems cleanest if separate buffers are used for
each direction of transfer, but bidirectional buffers may also be
acceptable. It is, however, important that separate buffers are
used for each pair of partitions (otherwise, partition A could
overwrite the data of B in Cs single input buffer).
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Observe that it is important to restrict inter-partition
communications to those that are intended: one partition should be
able to send data to another only if that communication is
authorized in the specication of the system conguration (and the
receiving partition must then have a buffer to receive it). A
related topic is how one partition should name the other partitions
with which it communicates. Absolute addresses (e.g., send this
datum to Partition 7) lead to a rigid and fragile system
organization and are to be deprecated on this account. Functional
addresses (e.g., send this datum to the pitch autopilot) are little
better: they build assumptions about the system structure into
individual applications and limit the opportunities for reuse and
reconguration. Relative addressing (e.g., send this datum out on my
Port 7) allows the binding of names to specic inter-partition
communication channels to be postponed until system conguration
time (and may allow some dynamic reconguration), but requires a
database to record what type of data or service is provided (or
expected) on a given port. The best arrangement may be one where
partitions use the type of data or service provided or expected as
the name of the port concerned (e.g., send this datum out on my
air-data-samplesport, or get me an air-data-sample); the binding of
these names to inter-partition channels can be done during system
conguration, or at runtime. In the latter case, we have something
like a publish-subscribe architecture [82]; this provides excellent
support for dynamic reconguration, but its application to
life-critical systems is still an issue for research. (Some
avionics systems use this type of naming or addressing scheme, but
not in a way that is tightly integrated with their fault-tolerance
mechanisms.)

Software in one partition should not make assumptions about when
tasks in other partitions are scheduled (tasks within some
partitions may be dynamically scheduled); this, combined with
normally asynchronous communication, means that care is needed when
communicating time-sensitive data. For example, a task that
collects from its input buffer a sensor sample contributed by
another partition needs to know when that sample was taken. The
usual arrangement is to attach a time stamp to the sample (since
both partitions are running in the same processor, they have access
to a common clock). However, the utility and interpretation of a
sensor sample depends not only on its age, but also on its accuracy
and the dynamics of the physical process being measured (e.g., an
altimeter reading that is 1 second old is much less useful if the
aircraft is landing than if it is in cruise). Some of these factors
are likely to be much better known to the partition that provides
the sensor sample than to the one that receives it, and duplicating
the knowledge in both places is expensive and raises the problem of
ensuring consistency. Instead, it seems best if the provider of the
data also provides a compact description of its temporal
interpretation. Kopetz has made an interesting proposal of this
kind under the name temporal rewall [53,57], which exists in two
variants. A phase-insensitive sensor sample is provided with a time
and a guarantee that the sampled value is accurate (with respect to
a specication published by the partition that provides it) until
the indicated time. For example, suppose that engine oil
temperature may change by at most 1% of its range per second, that
its sensor is completely accurate, and that the data is to be
guaranteed to 0.5%. Then the sensor sample will be provided
with
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a time 500 ms ahead of the instant when it was sampled, and the
receiver will know that it is safe to use the sampled value until
the indicated time. This is much more useful than a time stamp that
merely records when the sample was taken. A phase-sensitive
temporal rewall is used for rapidly changing processes where state
estimation is required; in addition to sensor sample and time, it
provides the parameters needed to perform state estimation. For
example, along with the sampled altitude it may supply vertical
speed, so that altitude may be estimated more accurately at the
time of use.

In addition to communications between partitions, we must
examine communications between partitions and devices. Devices,
which include sensors and actuators as well as peripherals such as
mass storage, have implications for both temporal and spatial
partitioning. Most devices raise an interrupt when data is
available or when they need service. Such interrupts affect the
timing and locus of control, and consideration of their impact is
postponed to the discussion on temporal partitioning in Section
3.1.2; here we concentrate on the relationship of devices to
spatial partitioning. Devices impact spatial partitioning in three
ways: they need to be protected against access by the wrong
partition, they must not be allowed to become agents for violating
partitioning, and they may themselves need to be partitioned.

The simplest case is where a device belongs to some partition
and should not be accessed by others. Most modern processors use
memory-mapped I/O, meaning that interaction with devices is
conducted by reading and writing to registers that are referenced
like ordinary memory locations. In these cases, the mechanisms (MMU
or SFI) used to provide ordinary memory protection can also protect
devices. If memory protection is in-sufciently ne-grained to permit
devices to be allocated to partitions as desired, then it will be
necessary to create special device management partitions that own
several devices but are trusted to keep them separate. Similar
arrangements will be necessary if several devices are attached to a
data bus or remote data concentrator (and may also be useful if
multicast communication services are desired). Of course, the trust
in such multiplexing partitions needs to be justied by suitable
verication and assurance. An alternative to providing device
management partitions is to perform these functions in the kernel.
The argument against doing this is that the properties of the
kernel must be assured to a very high degree, so there is much
advantage to keeping its functionality as simple as possible. It
should be easier to provide assurance for a kernel that provides
memory protection, plus separate device management partitions, than
for a kernel having both functions.

Some devices may be shared by more than one partition. Such
devices come in two forms: those that need protection and those
that do not. An example of the former is a sensor that periodically
places a sample in a device register. There seems no harm in
allowing two partitions both to have read access to the memory
location containing that device register. Devices that accept
commands are more problematical in that faulty software in one
partition may issue commands that render the device inoperable or
otherwise unavailable to other partitions. Protection by a special
device management partition seems necessary to mediate access in
these cases. (The Clementine spacecraft was lost when a software
fault
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caused garbage to be sent over an unmediated bus, where it was
interpreted by an attached device as a command to re all the
thrusters without limit.) Notice that such a device management
partition must play a more active role in checking or controlling
the device than the simple multiplexing device management
partitions described earlier.

Device management partitions also are necessary to mediate
access to truly shared de-vices such as mass storage. In these
cases, it is usual for the device manager to synthesize a service
(e.g., a le system) rather than just mediate access to the raw
device (e.g., a disk) and to partition the service appropriately
(e.g., with a separate virtual le system for each client
partition). A device manager of this kind poses challenges to
assurance that are similar to those of the main memory partitioning
mechanism, since aws could allow one client partition to write into
areas intended for another.

Mass storage and other devices that transfer large amounts of
data at high speed generally do so by direct memory access (DMA)
rather than through memory-mapped device registers (which are
limited to a few bytes at a time). Depending on the processor and
memory architecture, DMA devices may be able to address memory
directly, without the mediation of the MMU. This arrangement has
the potential to violate partitioning since faulty software may
instruct the device to use a region of memory belonging to some
partition other than its own; a fault in the device itself could
have a similar effect. A simple solution is to interpose some
checking or limiting mechanism into the devices memory address
lines (e.g., by cutting or hard-wiring some of them) so that the
range of addresses it can generate is restricted to lie within that
of the partition that manages it. Another solution is to isolate
each DMA device to a private bus with a dual-ported memory bridging
the private and main system buses.

3.1.2 Temporal Partitioning

Our context is real-time embedded systems, where correctness
requires not only that the right results are produced, but that
they are produced at the right time. The concern of temporal
partitioning is to ensure that activities in one partition do not
disturb the timing of events in other partitions.

The most gross concerns are that faulty software in one
partition might monopolize the CPU, or that it might crash the
system or issue a HALT instructioneffectively denying service to
all other partitions. Other scenarios that can cause a partition to
fail to relinquish the CPU on time include simple schedule
overruns, where particular parameter values cause a computation to
take longer than its allotted time, and runaway executions, where a
program gets stuck in a loop.

Although their manifestations are in the temporal dimension,
system crashes and instructions that halt the CPU are usually
prevented by the mechanisms of spatial partitioning. In particular,
HALT and other dangerous instructions usually cannot be issued (or,
rather, they cause a trap to the kernel) when in user mode. There
are reports, however, that some steppings of some commodity
processors have untrapped instructions that can halt the CPU,
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or user-mode instructions that can hang when supplied with
certain parameters (e.g., see http://www.x86.org; also reference 98
notes 102 bugs reported up to 1995 in various versions and
steppings of the Intel 80X86 architecture, and reference 8
documents a comparable number in later processors). It is important
to know these characteristics of the precise stepping of the
processor employed (which may require a nondisclosure agreement),
but it is difcult to provide a complete solution to such untrapped
hardware aws. Perhaps the best that can be done is to use SFI-like
techniques and to scan the machine code of each application and
insert runtime checks as necessary to prevent execution of
dangerous instructions or parameter values (a purely static check
will be inadequate if parameter values can be constructed or
modiedeither under program control or by an SEUat runtime).

The last-ditch escape from a halted or locked-up CPU is a
watchdog timer interrupt managed by the kernel. This is not certain
to provide recovery, however, unless the basic kernel design is
correct: for example, design faults in the Magellan spacecraft led
to a runaway execution in which a program sat in a loop that did
nothing but reset the watchdog timer [18, pp. 209221] [25, 51], and
not all halted or hung processors respond to the timer interrupt.
Recovery in these dire cases usually depends on a system reset (or
cycling the power supply, which causes a reset), which may be
invoked either manually or by other components in a distributed
fault-tolerant system (which is how Magellan recovered).

Runaway executions in the kernel, lockups, and untrapped halt
instructions could all afict a processor dedicated to a single
function, and so their treatment is more in the domain of
system-level design verication or fault tolerance than
partitioning. Overruns or runaways within a function, however, are
genuinely the concern of partitioning and are usually controlled
through timer interrupts managed by the kernel: the kernel sets a
timer when it gives control to a partition; if the partition does
not relinquish control voluntarily before its time is up, the timer
interrupt will activate the kernel, which then will then take
control away from the overrunning partition and give it to another
partition under the same constraints.

Merely taking control away from an overrunning partition does
not guarantee that other partitions will be able to proceed,
however, for the overrunning partition could be holding some shared
device or other resource that is needed by those other partitions.
The kernel could break any locks held by the errant partition and
forcibly seize the resource, but this may do little good if the
resource has been left in an inconsistent state. These
considerations reinforce the earlier conclusion that devices and
other resources cannot be directly shared across partitions.
Instead, a management partition must own the resource and must
manage it in such a way that behavior by one client partition
cannot affect the service received by another.

The aw in Magellan was in the design of its kernel (sensitive
data structures were manipulated outside the protection of a
critical section, so an interrupt could leave them in an
inconsistent state). Such aws would be unconscionable in a
safety-critical system: the design of the core hardware and
software mechanisms simply have to be correct in these systems. In
addition to skilled and experienced designers, formal methods of
specication and analysis may be valuable for this purpose (design
diversity is implausible at these levels).
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Another problem can arise if the overrunning partition is
performing some service on behalf of another partition: it will
generally be necessary to notify the invoking partition (the next
time it is scheduled) of the failure of the service provided by the
other. The invoking partition must have enough fault tolerance that
it can do something sensible despite the failure of the service. It
may also be necessary for the kernel to perform some remedial
action on the partition that overran its allocation. This could
force that partition to do a restart next time it is scheduled, or
could simply notify the partition of its failure and leave recovery
(e.g., the killing of orphans) to the operating system functions
resident in that partition.

Timeout mechanisms such as those just described ensure that each
partition will get enough access to the CPU and other resources,
but real-time systems need more than this: the tasks within
partitions need to get access to the CPU and to devices and other
resources at the right time and with great predictability. This
means that discussion of temporal partitioning cannot be divorced
from consideration of scheduling issues. The real-time tasks within
a partition generally consist of iterative tasks that must be run
at some xed frequency (e.g., 20 times a second) and sporadic tasks
that run in response to some event (e.g., when the pilot presses a
button); iterative tasks often require tight bounds on jitter,
meaning that they must sample sensors or deliver outputs to their
actuators at very precise instants (e.g., within a millisecond of
their deadline), and sporadic tasks often have tight bounds on
latency, meaning that they must deliver an output within some short
interval of the event that triggered them.

There are two basic ways to schedule a real-time system:
statically or dynamically. In a static schedule, a list of tasks is
executed cyclically at a xed rate. Tasks that need to be executed
at a faster rate are allocated multiple slots in the task schedule.
Even sporadic tasks are scheduled cyclically (to poll for input and
process it if present). The maximum execution time of each task is
calculated, and sufcient time is allocated within the schedule to
allow it to run to completion: thus, one task never interrupts
execution of another (although a task may be terminated if it
exceeds its allocation). Notice that this means that a
long-duration task may need to be broken into several smaller
pieces to make room for short tasks with higher iteration rates.
The schedule is calculated during system development and is not
changed at runtime (although it may be possible to select among a
xed collection of different schedules at runtime according to the
current operating mode).

In a dynamic schedule, on the other hand, the choice and timing
of which tasks to dispatch is decided at runtime. The usual
approach allocates a xed priority to each task, and the system
always runs the highest-priority task that is ready for execution.
If a high-priority task becomes ready (e.g., due to a timer or
external interrupt) while a lower-priority task is running, the
lower-priority task is interrupted and the high-priority task is
allowed to run. Note that this requires a context-switching
mechanism to save and later restore the state of the interrupted
task. The challenge in dynamic scheduling is to allocate priorities
to tasks in such a way that overall system behavior is predictable
and all deadlines are satised. Originally, various plausible and ad
hoc schemes were tried (such as allocating priorities on
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the basis of importance), but the eld is now dominated by the
rate monotonic scheduling (RMS) scheme of Liu and Layland [66].
Under RMS, priorities are simply allocated on the basis of
iteration rate (the highest priorities going to the tasks with the
highest rates) and, under certain simplifying assumptions, it can
be shown that all tasks will meet their dead-lines as long as the
utilization of the processor does not exceed 69% (the natural
logarithm of 2higher utilizations are possible when the task
iteration rates satisfy certain relation-ships). Some of the
simplifying assumptions (e.g., that the context-switch time is zero
and that tasks do not share resources) have been lifted or reduced
recently [62,69,96].

The choice between static and dynamic scheduling is a
contentious one (Locke [67] provides a good discussion). The basic
arguments in favor of static scheduling are its complete
predictability and the simplicity of its implementation; the
arguments against are that all tasks must run at a multiple of the
basic iteration rate (so that some run more or less frequently than
is ideal for their control function), the handling of sporadic
tasks is wasteful, and long-running tasks must be broken into
multiple, separately scheduled pieces (to make room for tasks with
faster iteration rates). The arguments in favor of dynamic
scheduling are that it is more exible and copes better with
occasional task overruns; the arguments against hinge on the
difculty of giving complete assurance that a given task set will
always meet its deadlines under all circumstances. (The factors
that must be considered are complex and not all are fully
characterized; errors of understanding or judgment are not
uncommon. For example, the much publicized communications
breakdowns between the 1997 Mars Pathnder and its Sojourner rover
were due to priority inversions in its RMS scheduler. Priority
inversions are a well-understood problem in dynamically scheduled
systems, with a well-characterized solution called priority
inheritance [20, 96] that was available, but not used, in the
commercial real-time executive used for Pathnder.)

The mechanisms of both static and dynamic scheduling have to be
modied to operate in a partitioned environment, and these
modications change some traditional expectations about the
tradeoffs between the two approaches; in addition, partitioning
creates opportunities for hybrid approaches that combine elements
of both basic mechanisms. The traditional scheduling problem is to
ensure satisfaction of all deadlines, given information about the
rate and duration of the tasks concerned. It is assumed that this
information is accurate; if it is notif, for example, some task
runs longer or requests service more often than expectedthen the
system may fail. When all the tasks in the system are contributing
to some single application, such a failure may be undesirable but
will not have repercussions beyond those consequent on the failure
of the application concerned. In a partitioned system, however, it
is necessary to ensure that faulty assumptions about the temporal
behavior of tasks belonging to one application cannot affect the
temporal behavior of applications in different partitions.

There seem to be two ways to achieve this temporal partitioning:
one is a two-level structure in which the kernel schedules
partitions, with the application in each partition

See
http://www.research.microsoft.com/research/os/mbj/Mars_Pathfinder/
Authoritative_Account.html.
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then responsible for locally scheduling its own tasks; the other
is a single-level structure in which the kernel schedules tasks,
but with a quota system to limit the consequences of any faultsor
faulty assumptionsto the partition that is in violation.

The rst approach usually employs static scheduling at the
partition level: the kernel guarantees service to each partition
for specied durations at a specied frequency (e.g., 20 ms every 100
ms) and the partitions then schedule their tasks within their
individual allocations in any way they choose; in particular,
partitions may use dynamic scheduling for their own tasks. Any
partition that schedules its tasks dynamically must provide a
mechanism for interrupting one task in favor of another. Such
support for task swapping is one of the reasons for preferring
dynamic over static scheduling: it simplies application programming
by allowing long-running, low-frequency tasks to be interrupted by
shorter high-frequency tasks; whereas, statically scheduled systems
have to break long-running tasks into separately scheduled
fragments that perform their own saving and restoration of local
state data to create room for the higher-frequency tasks. If
partition swapping uses the restoration model, however, it provides
an alternative mechanism for dealing with long-running tasks within
a statically scheduled environment: a single application can be
divided into parts that are allocated to separate partitions that
are scheduled at different rates. The partition-swapping mechanism
then takes care of interrupting and restoring the long-running
tasks, thereby simplifying their construction.

Opportunities such as this make static scheduling for both
partitions and tasks relatively attractive. Conversely, the
constraints of static partition scheduling render its combination
with dynamic task scheduling rather less attractive. One of the
conveniences of dynamic scheduling is that it allows new tasks to
be introducedor the frequency and duration of existing tasks to be
changedwith relative ease. But this ease is vitiated when
partitions are statically scheduled because, for example, a new
10-Hz task can only be tted into a partition that is already
scheduled at this rate (or some multiple of it), so that the
rigidity of the partition-scheduling mechanism dominates any
exibility in task scheduling.

This drawback could be overcome, however, if partitions could be
scheduled at iteration rates very much higher than those of any
tasksay 1,000 times a second. Under the restoration model of
partition swapping, a partition that is scheduled at such a rate
and that is guaranteed, say, one tenth of the CPU (i.e., 100 s
every millisecond) could, for most purposes, be regarded as running
continuously on a CPU that has one tenth the power of the real one,
and its tasks could be dynamically scheduled without regard to the
underlying partition schedule. Partition swaps are relatively
expensive on traditional processors (be-cause there is a large
amount of state information that has to be saved and restored), and
this renders kilohertz partition schedules infeasible on such
hardware (all the resources of the system would be expended in
swapping). However, specialized processors are under development
where partition swapping is performed at the microcode and hardware
levels, and these are believed to be capable of supporting
partition schedules in the kilohertz range with no more than 5% to
10% of the system resources expended on swapping. Notice that the
task swapping required for dynamic scheduling within each partition
can be relatively
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lightweight (since tasks within a partition are not protected
from each other) and will be activated at a frequency comparable to
the fastest task iteration rate and not the much faster partition
swapping going on beneath it.

The radical combination of a static partition schedule operating
at kilohertz rates and dy-namic task scheduling within each
partition is an attractive one: it seems to provide both the
convenience of dynamic scheduling and the predictability of static
scheduling. However, one of the conveniences of dynamic scheduling
is the ease with which it can accommodate aperiodic activities
driven by external events such as operator (e.g., pilot) inputs and
device interrupts, and it requires care to support this on top of
static partition schedulingeven when this is running at kilohertz
rates. The basic concern is that external events of interest to one
partition must not disturb the temporal behavior of other
partitions. If partitions are scheduled dynamically, use of
suitable quota schemes can allow temporal predictability to coexist
with aperiodic event-driven task activations (this is discussed on
page 27), but static partition scheduling ensures predictability
through temporal determinism and this imposes strong restrictions
on event-driven activations.

First and most obviously, a static partition schedule does not
allow an external event to initiate a partition swap: the partition
schedule is driven strictly by the processors internal clock, so
that if an event requires the services of a task in a partition
other than the current one, it must wait until the next regularly
scheduled activation of the partition concerned. This increases
latency, but may not be a problem if partitions are scheduled at
kilohertz rates. Less obvious, perhaps, are the consequences of the
requirement that the currently executing partition should see no
temporal impact from the arrival of events destined for other
partitions. Even the cost of a kernel activation to latch an
interrupt for delivery to a later partition reduces availability of
the CPU to the current partition and must be strictly controlled.
It is possible to add padding to the time allocated to each
partition to allow for the cost of kernel activity used to latch
some predicted number of interrupts for other partitions. But this
makes temporal correctness of one partition dependent on the
accuracy of information provided by others (i.e., the number and
rate of their external events)and even originally accurate
information may become useless if a fault causes some device to
generate interrupts constantly.

This concern is a manifestation of a more general issue:
temporal partitioning requires not only that each partition has
access to the resources of the system at guaranteed intervals, but
that those resources provide their expected performance. A CPU
whose performance is degraded by the cost of latching interrupts
for later delivery is just one example; others include a memory
subsystem degraded by DMA transfers on behalf of other partitions
or an I/O subsystem that is busy on their behalf.

Under static partition scheduling, temporal partitioning is
predicated on determinism: because it is difcult to bound the
behavior of faulty partitions, the availability and performance of
each resource is ensured by guaranteeing that no other partition
can initiate any activity that will compete with the partition
scheduled to access the resource. This means that no CPU or memory
cycles may be consumed other than at the behest of the software
in
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the currently scheduled partition. Thus, in particular, there
can be no servicing of device interrupts nor cycle-stealing DMA
transfers other than those initiated by the current partition.
These requirements can be violated in two ways: a previously
scheduled partition may have had some I/O activity pending when it
was suspended, or the external environment may generate an
interrupt spontaneously (e.g., to indicate that a button has been
pressed).

Draconian measures seem necessary to prevent these sources of
temporal uncertainty. External events either should not generate
interrupts (the relevant partition should poll for the event
instead), or it should be possible to defer handling them until the
relevant partition is running (whether this is possible depends on
the nature of the device and the interrupt and on how selectively
the CPU architecture allows interrupts to be masked off).
Similarly, interrupts due to pending I/O from a device commanded by
a previous partition should be masked off. If interrupts cannot be
masked with sufcient selectivity, we c




                        

                                                    
LOAD MORE
                                            

                

            

        

                
            
                
                    
                        Related Documents
                        
                            
                        

                    

                    
                                                
                                                                                              
                                    
                                        
                                            
                                                
                                            
                                        

                                        
                                            Engineering and Technology Directorate Overview Overview -.....

                                            
                                                
                                                    Category: 
                                                    Documents
                                                

                                            

                                                                                    

                                    

                                

                                                                                                                            
                                    
                                        
                                            
                                                
                                            
                                        

                                        
                                            Validating Avionics Conceptual Architectures with...

                                            
                                                
                                                    Category: 
                                                    Documents
                                                

                                            

                                                                                    

                                    

                                

                                                                                                                            
                                    
                                        
                                            
                                                
                                            
                                        

                                        
                                            Partitioning in Avionics Architectures: Requirements,...

                                            
                                                
                                                    Category: 
                                                    Documents
                                                

                                            

                                                                                    

                                    

                                

                                 
                                                                                               
                                    
                                        
                                            
                                                
                                            
                                        

                                        
                                            Partitioning in Avionics Architectures: Requirements...

                                            
                                                
                                                    Category: 
                                                    Documents
                                                

                                            

                                                                                    

                                    

                                

                                                                                                                            
                                    
                                        
                                            
                                                
                                            
                                        

                                        
                                            NASA for Exploration (AAE) and Fault Tolerant Computing ·.....

                                            
                                                
                                                    Category: 
                                                    Documents
                                                

                                            

                                                                                    

                                    

                                

                                                                                                                            
                                    
                                        
                                            
                                                
                                            
                                        

                                        
                                            ÉCOLE DE TECHNOLOGIE SUPÉRIEURE UNIVERSITÉ DU QUÉBEC...

                                            
                                                
                                                    Category: 
                                                    Documents
                                                

                                            

                                                                                    

                                    

                                

                                 
                                                     

                                                
                                                                                              
                                    
                                        
                                            
                                                
                                            
                                        

                                        
                                            DOT/FAA/AR-99/58 Partitioning in Avionics Architectures...

                                            
                                                
                                                    Category: 
                                                    Documents
                                                

                                            

                                                                                    

                                    

                                

                                                                                                                            
                                    
                                        
                                            
                                                
                                            
                                        

                                        
                                            CIVIL AIRCRAFT ADVANCED AVIONICS ARCHITECTURES-AN … ·...

                                            
                                                
                                                    Category: 
                                                    Documents
                                                

                                            

                                                                                    

                                    

                                

                                                                                                                            
                                    
                                        
                                            
                                                
                                            
                                        

                                        
                                            UNIT6 -   Web viewThese architectures provide an...

                                            
                                                
                                                    Category: 
                                                    Documents
                                                

                                            

                                                                                    

                                    

                                

                                 
                                                                                               
                                    
                                        
                                            
                                                
                                            
                                        

                                        
                                            User Manual - Sim-Avionics Manual.pdf · Flightdeck...

                                            
                                                
                                                    Category: 
                                                    Documents
                                                

                                            

                                                                                    

                                    

                                

                                                                                                                            
                                    
                                        
                                            
                                                
                                            
                                        

                                        
                                            safe in the - charlottenburgassociates.com · Airbus A350,....

                                            
                                                
                                                    Category: 
                                                    Documents
                                                

                                            

                                                                                    

                                    

                                

                                                                                                                            
                                    
                                        
                                            
                                                
                                            
                                        

                                        
                                            Avionics Architectures for Exploration: Building a Better...

                                            
                                                
                                                    Category: 
                                                    Documents
                                                

                                            

                                                                                    

                                    

                                

                                 
                                                     

                                            

                

            

        

            



    
        
            	Powered by Cupdf


            	Cookie Settings
	Privacy Policy
	Term Of Service
	About Us


        

    


    

    
    
    

    
    
    

    
    
        
    
    















