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Appendix ALyapunov Stability
 Lyapunov stability theory [1] plays a central role in systems theory and engineering.An equilibrium point is stable if all solutions starting at nearby points stay nearby;otherwise, it is unstable. It is asymptotically stable if all solutions starting at nearbypoints not only stay nearby, but also tend to the equilibrium point as time approachesinfinity. These notions are made precise as follows.
 Definition A.1 Consider the autonomous system [1]
 x = f (x), (A.1)
 where f : D → Rn is a locally Lipschitz map from a domain D into R
 n.The equilibrium point x = 0 is
 • Stable if, for each ε > 0, there is δ = δ(ε) > 0 such that∥∥x(0)
 ∥∥ < δ ⇒ ∥
 ∥x(t)∥∥ < ε, ∀t ≥ 0;
 • Unstable if it is not stable;• Asymptotically stable if it is stable and δ can be chosen such that
 ∥∥x(0)
 ∥∥ < δ ⇒ lim
 t→∞x(t) = 0.
 Theorem A.1 Let x = 0 be an equilibrium point for system (A.1) and D ⊂ Rn be a
 domain containing x = 0. Let V : D → R be a continuously differentiable functionsuch that
 V (0) = 0 and V (x) > 0 in D − {0}, (A.2a)
 V (x) ≤ 0 in D. (A.2b)
 Then, x = 0 is stable. Moreover, if
 V (x) < 0 in D − {0}, (A.3)
 then x = 0 is asymptotically stable.
 H. Chen, B. Gao, Nonlinear Estimation and Control of Automotive Drivetrains,DOI 10.1007/978-3-642-41572-2,© Science Press Beijing and Springer-Verlag Berlin Heidelberg 2014
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198 A Lyapunov Stability
 A function V (x) satisfying (A.2a) is said to be positive definite. A continuouslydifferentiable function V (x) satisfying (A.2a) and (A.2b) is called a Lyapunov func-tion. A function V (x) satisfying
 V (x) → ∞ as ‖x‖ → ∞ (A.4)
 is said to be radially unbounded.
 Theorem A.2 Let x = 0 be an equilibrium point for system (A.1). Let V : Rn →R
 be a continuously differentiable, radially unbounded, positive definite function suchthat
 V (x) < 0, ∀x = 0. (A.5)
 Then x = 0 is globally asymptotically stable.
 In some cases of V (x) ≤ 0, asymptotical stability of x = 0 can be proved if wecan establish that no system trajectory stays forever at points where V (x) = 0 exceptat x = 0. This follows from LaSalle’s invariance principle. Before stating LaSalle’sinvariance principle, we give the notation of invariance.
 A set M is said to be an invariant set with respect to system (A.1) if
 x(0) ∈ M ⇒ x(t) ∈ M, ∀t ∈ R. (A.6)
 That is, if a solution of (A.1) belongs M at some time instant, it belongs to M forall future and past time.
 A set M is said to be a positively invariant set with respect to system (A.1) if
 x(0) ∈ M ⇒ x(t) ∈ M, ∀t ≥ 0. (A.7)
 That is, any trajectory of (A.1) starting from M stays in M for all future time.
 Theorem A.3 Let D be a compact (closed and bounded) set with the property thatevery trajectory of system (A.1) starting from D remains in D for all future time.Let V : D → R be a continuously differentiable positive definite function such that
 V (x) ≤ 0 in D. (A.8)
 Let E be the set of all points in D where V (x) = 0 and M be the largest invariantset in E. Then every trajectory of (A.1) starting from D approaches M as t → ∞.
 Corollary A.1 Let x = 0 be an equilibrium point for system (A.1) and D ⊂ Rn be
 a domain containing x = 0. Let V : D → R be a continuously differentiable positivedefinite function such that
 V (x) ≤ 0 in D. (A.9)
 Let S = {x ∈ D | V (x) = 0}, and suppose that no solution other than the trivialsolution can forever stay in S. Then x = 0 is asymptotically stable.
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A Lyapunov Stability 199
 Corollary A.2 Let x = 0 be an equilibrium point for system (A.1). Let V : Rn →R
 be a continuously differentiable, radially unbounded, positive definite function suchthat
 V (x) ≤ 0 for all x ∈ Rn. (A.10)
 Let S = {x ∈ Rn | V (x) = 0}, and suppose that no solution other than the trivial
 solution can forever stay in S. Then x = 0 is globally asymptotically stable.
 If V (x) is negative definite, S = {0}. Then, Corollaries A.1 and A.2 coincide withTheorems A.1 and A.2.
 Example A.1 Consider the pendulum equation with friction as follows:
 x1 = x2, (A.11a)
 x2 = −g
 lsinx1 − k
 mx2. (A.11b)
 We respectively apply Corollary A.1 and Theorem A.1 to discuss the stability prop-erties of this system.
 Let us first choose the energy as a Lyapunov function candidate, namely
 V (x) = g
 l(1 − cosx1) + 1
 2x2
 2 (A.12)
 which satisfies V (0) = 0 and V (x) > 0 in D − {0} with D = {x ∈ R2| − π < x1 <
 π}. Differentiating V (x) along the trajectories of the system leads to
 V (x) = g
 lx1 sinx1 + x2x2
 = g
 lx2 sinx1 + x2
 (
 −g
 lsinx1 − k
 mx2
 )
 = − k
 mx2
 2 ,
 which implies that V (x) ≤ 0 in D. Let S be the set in D which contains all stateswhere V (x) = 0 is maintained, i.e., S = {x ∈ D | V (x) = 0}. For the pendulumsystem, we infer from V (x) ≡ 0 that
 x2(t) ≡ 0 ⇒ x1(t) ≡ 0 ⇒ x1(t) ≡ constant (A.13)
 and
 x2(t) ≡ 0 ⇒ x2(t) ≡ 0 ⇒ sinx1 = 0. (A.14)
 The only point on the segment −π < x1 < π rendering sinx1 = 0 is x1 = 0. Hence,no trajectory of the pendulum system (A.11a), (A.11b) other than the trivial solu-tion can forever stay in S, i.e., S = {0}. Then, x = 0 is asymptotically stable byCorollary A.1.
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200 A Lyapunov Stability
 We can also show the stability property by choosing other Lyapunov functioncandidates. One possibility is to replace the term 1
 2x22 in (A.12) by the quadratic
 form 12xT Px for some positive definite matrix P . That is, we choose
 V (x) = g
 l(1 − cosx1) + 1
 2xT Px (A.15)
 as a Lyapunov function candidate, where
 P =(
 p11 p12p12 p22
 )
 is to be determined. In order to ensure that 12xT Px is positive definite, the elements
 of P have to satisfy
 p11 > 0, p22 > 0, p11p22 − p212 > 0. (A.16)
 Differentiating V (x) along the trajectories of the system leads to
 V (x) = g
 lx1 sinx1 + xT P x
 = g
 lx2 sinx1 + p11x1x2 − g
 lp12x1 sinx1 − k
 mp12x1x2
 + p12x22 − g
 lp22x2 sinx1 − k
 mp22x
 22
 = g
 l(1 − p22)x2 sinx1 − g
 lp12x1 sinx1 +
 (
 p11 − k
 mp12
 )
 x1x2
 +(
 p12 − k
 mp22
 )
 x22 .
 Now we can choose p11, p12 and p22 to ensure V (x) is negative definite. First ofall, we take
 p22 = 1, p11 = k
 mp12 (A.17)
 to cancel the cross-product terms x2 sinx1 and x1x2 and arrive at
 V (x) = −g
 lp12x1 sinx1 +
 (
 p12 − k
 mp22
 )
 x22 . (A.18)
 By combining (A.16) and (A.17), we have
 0 < p12 <k
 m. (A.19)
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 Let us take p12 = 0.5 km
 . Then, we have
 V (x) = − gk
 2lmx1 sinx1 − k
 2mx2
 2 . (A.20)
 The term x1 sinx1 > 0 for all −π < x1 < π . Defining D = {x ∈ R2|−π < x1 < π},
 we can conclude that, with the chosen P , V (x) is positive definite and V (x) isnegative definite on D. Hence, x = 0 is asymptotically stable by Theorem A.1.
 Results for autonomous systems can be extended to non-autonomous systems [1].
 Theorem A.4 Consider the non-autonomous system
 x = f (t, x), (A.21)
 where f : [0,∞) × D → Rn is piecewise continuous in t and locally Lipschitz in x
 on [0,∞) × D, and D ⊂ Rn is a domain that contains the origin x = 0.
 Let x = 0 be an equilibrium point for (A.21) and D ⊂ Rn be a domain containing
 x = 0. Let V : [0,∞) × D → R be a continuously differentiable function such that
 W1(x) ≤ V (t, x) ≤ W2(x), (A.22a)
 ∂V
 ∂t+ ∂V
 ∂xf (t, x) ≤ 0 (A.22b)
 for all t ≥ 0 and for all x ∈ D, where W1(x) and W2(x) are continuous positivedefinite functions on D. Then, x = 0 is uniformly stable.
 References
 1. Khalil HK (2002) Nonlinear Systems. Prentice Hall, New York
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Appendix BInput-to-State Stability (ISS)
 For a linear time-invariant system
 x = Ax + Bw (B.1)
 with a Hurwitz matrix A, we can write the solution as
 x(t) = e(t−t0)Ax(t0) +∫ t
 t0
 e(t−τ)ABw(τ)dτ (B.2)
 and have∥∥x(t)
 ∥∥ ≤ β(t)
 ∥∥x(t0)
 ∥∥+ γ ‖w‖∞, (B.3)
 where
 β(t) = ∥∥eA(t−t0)
 ∥∥ → 0 and γ = ‖B‖
 ∫ ∞
 t0
 ∥∥eA(s−t0)
 ∥∥ds < ∞.
 Moreover, we use the bound ‖e(t−t0)A‖ ≤ ke−λ(t−t0) to estimate the solution by
 ∥∥x(t)
 ∥∥ ≤ ke−λ(t−t0)
 ∥∥x(t0)
 ∥∥+ k‖B‖
 λ‖w‖∞, (B.4)
 where λ could be given by λ := min{|Re{eig(A)}|}. Since λ > 0, the above esti-mate shows that the zero-input response decays exponentially, while the zero-stateresponse is bounded for every bounded input, that is, has a bounded-input–bounded-state property.
 For general nonlinear systems, however, it should not be surprising that theseproperties may not hold [1]. ISS (Input-to-state stability) is a notation of stabilityof nonlinear systems, which is suggested by Eduardo Sontag [2, 3] and merges twodifferent views of stability, namely state space approach usually associated with thename of Lyapunov and the operator approach of which George Zames is one of themain initiators [4]. The Lyapunov concept addresses the stability property of sys-tems without external inputs, while the operator concept studies the I/O properties
 H. Chen, B. Gao, Nonlinear Estimation and Control of Automotive Drivetrains,DOI 10.1007/978-3-642-41572-2,© Science Press Beijing and Springer-Verlag Berlin Heidelberg 2014
 203
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204 B Input-to-State Stability (ISS)
 of systems under different external input signals including L2 and L∞ and provideselegant results for linear systems.
 B.1 Comparison Functions
 Definition B.1 [1] A continuous function α : [0, a) → [0,∞) is said to belong toclass K if it is strictly increasing and α(0) = 0. It is said to belong to class K∞if a = ∞, and α(r) → ∞ when r → ∞.
 Definition B.2 A continuous function β : [0, a) × [0,∞) → [0,∞) is said to be-long to class KL if, for each fixed s, the mapping β(r, s) belongs to class K withrespect to r and, for each fixed r , the mapping β(r, s) is decreasing with respect to s
 and β(r, s) → 0 as s → ∞.
 Using these comparison functions, we can restate the stability definition in Ap-pendix A in a more precise fashion [1].
 Definition B.3 The equilibrium point x = 0 of (A.21) is
 • Uniformly stable if there exists a class K function γ (·) and a positive constant δ,independent of t0, such that
 ∣∣x(t)
 ∣∣ ≤ γ
 (∣∣x(t0)
 ∣∣)
 , ∀t ≥ t0 ≥ 0, ∀x(t0) ∈ {x| |x| < δ}; (B.5)
 • Uniformly asymptotically stable if there exists a class KL function β(·, ·) and apositive constant δ, independent of t0, such that
 ∣∣x(t)
 ∣∣ ≤ β
 (∣∣x(t0)
 ∣∣, t − t0
 )
 , ∀t ≥ t0 ≥ 0, ∀x(t0) ∈ {x| |x| < δ}; (B.6)
 • Exponentially stable if (B.6) is satisfied with β(r, s) = kre−αs, k > 0, α > 0;• Globally uniformly stable, if (B.5) is satisfied with γ ∈ K∞ for any initial state
 x(t0);• Globally uniformly asymptotically stable if (B.6) is satisfied with β ∈ KL∞ for
 any initial state x(t0);• Globally exponentially stable if (B.6) is satisfied with β(r, s) = kre−αs, k > 0,
 α > 0 for any initial state x(t0).
 Some properties of comparison functions are summarized as follows [1, 4]:
 • If V :Rn → R is continuous, define two functions
 α(r) := min|x|≥r
 ∣∣V (x)
 ∣∣, α(r) := max|x|≤r
 ∣∣V (x)
 ∣∣.
 Then, they are of class K∞ and
 α(|x|) ≤ ∣
 ∣V (x)∣∣ ≤ α
 (|x|), ∀x ∈Rn;
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B.2 Input-to-State Stability 205
 • Suppose α,γ ∈K∞, β ∈ KL, then
 – α−1(β(·, ·)) ∈ KL;– α−1(γ (·)) ∈K∞;– sups∈[0,t] γ (|u(s)|) = γ (‖u[0,t]‖∞) := γ (sups∈[0,t](|u(s)|)) due to the mono-
 tonic increase of γ ;– γ (a + b) ≤ γ (2a) + γ (2b) for a, b ∈ R≥0;– If α(r) ≤ β(s, t) + γ (t), then r ≤ α−1(β(s, t) + γ (t)) ≤ α−1(2β(s, t)) +
 α−1(2γ (t)).
 B.2 Input-to-State Stability
 Consider the nonlinear system
 x = f (x,w), (B.7)
 where x ∈ Rn and w ∈ R
 m are the state and the external input, respectively, and f
 is locally Lipschitz in x and w. One has the following definitions [4].
 Definition B.4 The system (B.7) is said to be input-to-state stable (ISS) if thereexist a class KL function β and a class K function γ such that, for any x(0) and forany input w(·) continuous and bounded on [0,∞), the solution of (B.7) satisfies
 x(t) ≤ β(∣∣x(0)
 ∣∣, t
 )+ γ(‖w‖∞
 )
 , ∀t ≥ 0. (B.8)
 Definition B.5 The system (B.7) is said to be integral-input-to-state stable (iISS) ifthere exist a class KL function β and class K∞ functions α and γ such that, for anyx(0) and for any input w(·) continuous and bounded on [0,∞), the solution of (B.7)satisfies
 α(∣∣x(t)
 ∣∣) ≤ β
 (|x0|, t)+
 ∫ t
 0γ(∣∣w(s)
 ∣∣)
 ds, t ≥ 0. (B.9)
 The following results are stated in [4].
 Theorem B.1 For the system (B.7), the following properties are equivalent:
 • It is ISS;• There exists a smooth positive definite function V : Rn → R+ such that for all
 x ∈Rn and w ∈ R
 m,
 α1(|x|) ≤ V (x) ≤ α2
 (|x|), (B.10a)
 |x| ≥ γ(|w|) ⇒ ∂V
 ∂xf (x,w) ≤ −α3
 (|x|), (B.10b)
 where α1, α2, and γ are class K∞ functions and α3 is a class K function;
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 Fig. B.1 Cascade of systems
 • There exists a smooth positive definite radially unbounded function V and classK∞ functions α and γ such that the following dissipation inequality is satisfied
 ∂V
 ∂xf (x,w) ≤ −α
 (|x|)+ γ(|w|). (B.11)
 A continuously differentiable function V (x) satisfying (B.11) is called an ISS-Lyapunov function.
 Theorem B.2 For the system (B.7), the following properties are equivalent:
 • It is iISS;• There exists a smooth positive definite radially unbounded function V : Rn →R+, a class K∞ function γ and a positive definite function α : R+ → R+ suchthat the following inequality is satisfied:
 ∂V
 ∂xf (x,w) ≤ −α
 (|x|)+ γ(|w|). (B.12)
 A continuously differentiable function V (x) satisfying (B.12) is called an iISS-Lyapunov function.
 Theorem B.3 The cascaded system in the form of
 x = f (x, z),
 z = g(z,w),
 shown in Fig. B.1, is ISS with input w, if the x-subsystem is ISS with z being viewedas input and the z-subsystem is ISS with input w.
 Theorem B.4 For the cascaded system in the form of
 x = f (x, z),
 z = g(z),
 one has the following:
 • It is globally asymptotically stable if the x-subsystem is ISS with z being viewedas input and the z-subsystem is globally asymptotically stable;
 • It is globally asymptotically stable if the x-subsystem is affine in z and iISS with z
 being viewed as input, and the z-subsystem is globally asymptotically stable andlocally exponentially stable.
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B.2 Input-to-State Stability 207
 Fig. B.2 Uncertain system
 Some of equivalences for ISS are listed as follows:
 • (Nonlinear superposition principle) A system is ISS if and only if it is zero-inputstable and satisfies the asymptotic gain property. A system satisfies the asymptoticgain property if there is some γ ∈ K∞ such that
 limt→∞ sup
 ∣∣x(t)
 ∣∣ ≤ γ
 (‖w‖∞)
 , ∀x(0),w(·), t ≥ 0;
 • A system is ISS if and only if it is robustly stable, where the system is perturbedby the uncertainty as shown in Fig. B.2;
 • A system is ISS if and only if it is dissipative with the supply function ofs(x,w) = γ (|w|) − α(|x|), i.e., the following dissipation inequality
 V(
 x(t2))− V
 (
 x(t1)) ≤
 ∫ t2
 t1
 s(
 x(τ),w(τ))
 dτ
 holds along all trajectories of the system and for some α,γ ∈K∞;• A system is ISS if and only if it satisfies the following L2 → L2 estimate
 ∫ t
 0α1
 (∣∣x(τ)
 ∣∣)
 dτ ≤ α0(∣∣x(0)
 ∣∣)+
 ∫ t
 0γ(∣∣w(τ)
 ∣∣)
 dτ
 along all trajectories of the system and for some α0, α1, γ ∈ K∞.
 B.2.1 Useful Lemmas
 Lemma B.1 (Young’s Inequality [p. 75, 1]) If the constants p > 1 and q > 1 aresuch that (p − 1)(q − 1) = 1, then for all ε > 0 and all (x, y) ∈R
 2 we have
 xy ≤ εp
 p|x|p + 1
 qεq|y|q .
 Choosing p = q = 2 and ε2 = 2κ , the above inequality becomes
 xy ≤ κx2 + 1
 4κy2.
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208 B Input-to-State Stability (ISS)
 Lemma B.2 ([pp. 495, 505, 1]) Let v and ρ be real-valued functions defined onR+, and let b and c be positive constants. If they satisfy the differential inequality
 v ≤ −cv + bρ(t)2, v(0) ≥ 0 (B.13)
 then
 (a) The following integral inequality holds:
 v(t) ≤ v(0)e−ct + b
 ∫ t
 0e−c(t−τ)ρ(τ )2 dτ ; (B.14)
 (b) If, in addition, ρ ∈ L2, then v ∈ L1 and
 ‖v‖1 ≤ 1
 c
 (
 v(0) + b‖ρ‖22
 ); (B.15)
 (c) If ρ ∈ L∞, then v ∈ L∞ and
 v(t) ≤ v(0)e−ct + b
 c‖ρ‖2∞; (B.16)
 (d) If ρ ∈ L2, then v ∈ L∞ and
 v(t) ≤ v(0)e−ct + b‖ρ‖22. (B.17)
 References
 1. Khalil HK (2002) Nonlinear Systems. Prentice Hall, New York2. Sontag ED (1989) Smooth stabilization implies coprime factorization. IEEE Trans Autom Con-
 trol 34:435–4433. Sontag ED, Wang Y (1996) New characterizations of input-to-state stability. IEEE Trans Autom
 Control 41:1283–12944. Sontag ED (2008) Input to state stability: basic concepts and results. In: Cachan JM, Gronin-
 gen FT, Paris BT (eds) Nonlinear and optimal control theory. Lecture notes in mathematics.Springer, Berlin, pp 163–220
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Appendix CBackstepping
 In control theory, backstepping [1–3] is a technique for designing stabilizing con-trollers for a special class of nonlinear dynamical systems. The designer can startthe design process at the known-stable system and “back out” new controllers thatprogressively stabilize each outer subsystem. The process terminates when the finalexternal control is reached. Hence, this process is known as backstepping. Becausein each step, Control Lyapunov Function (CLF) is constructed to obtain the virtualcontrol, the control law obtained by backstepping is globally asymptotically stable.
 C.1 About CLF
 Definition C.1 For a time-invariant nonlinear system [1]
 x = f (x,u), x ∈ Rn, u ∈ R, f (0,0) = 0, (C.1)
 a smooth positive definite and radially unbounded function V : Rn → R+ is calleda control Lyapunov function (CLF) if
 infu∈R
 (∂V
 ∂x(x)f (x,u)
 )
 < 0, ∀x = 0. (C.2)
 For systems affine in the control,
 x = f (x) + g(x)u, f (0) = 0, (C.3)
 the CLF inequality becomes
 ∂V
 ∂xf (x) + ∂V
 ∂xg(x)α(x) ≤ −W(x), (C.4)
 where α(x) is the control law designed for u, and W : Rn → R is positive definite(or positive semi-definite, in this case one needs to apply Theorem A.3 to discussstability).
 H. Chen, B. Gao, Nonlinear Estimation and Control of Automotive Drivetrains,DOI 10.1007/978-3-642-41572-2,© Science Press Beijing and Springer-Verlag Berlin Heidelberg 2014
 209
 http://dx.doi.org/10.1007/978-3-642-41572-2

Page 13
                        

210 C Backstepping
 If V (x) is a CLF for (C.3), then a stabilizing control law α(x), smooth for allx = 0, is given by Sontag’s formula [1, 4]
 α(x) =⎧
 ⎨
 ⎩
 −∂V∂x
 f +√
 ( ∂V∂x
 f )2+( ∂V∂x
 g)4
 ∂V∂x
 g, ∂V
 ∂xg = 0,
 0, ∂V∂x
 f = 0,
 (C.5)
 witch results in
 W(x) =√(
 ∂V
 ∂xf
 )2
 +(
 ∂V
 ∂xg
 )4
 > 0, ∀x = 0.
 C.2 Backstepping Design
 We first use an example to introduce the idea of backstepping.
 Example C.1 Consider the system [1]
 x1 = x21 − x3
 1 + x2, (C.6a)
 x2 = u. (C.6b)
 We start with the first equation x1 = x21 − x3
 1 + x2, where x2 is viewed as virtualcontrol, and proceed to design the feedback control x2 = α(x1) to stabilize the originx1 = 0. With
 x2 = −x21 − x1 (C.7)
 we cancel the nonlinear term x21 to obtain
 x1 = −x1 − x31 (C.8)
 and infer V (x1) = 12x2
 1 satisfying
 V = −x21 − x4
 1 , ∀x1 ∈R (C.9)
 along the solution of (C.8). This implies that V is negative definite. Hence, the originof (C.8) is globally exponentially stable.
 Indeed, x2 is one of system states and x2 = α(x1). To backstep, we define theerror between x2 and the desired value α(x1) as follows:
 z2 = x2 − α(x1) = x2 + x1 + x21 , (C.10)
 which serves as a change of variables to transform the system into
 x1 = −x1 − x31 + z2, (C.11a)
 z2 = u + (1 + 2x1)(−x1 − x3
 1 + z2)
 . (C.11b)
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C.2 Backstepping Design 211
 Taking
 Vc(x) = 1
 2x2
 1 + 1
 2z2
 2 (C.12)
 as a composite Lyapunov function, we obtain for the transformed system (C.11a),(C.11b) that satisfies
 Vc = −x21 − x4
 1 + z2(
 x1 + (1 + 2x1)(−x1 − x3
 1 + z2)+ u
 )
 . (C.13)
 Choosing
 u = −x1 − (1 + 2x1)(−x1 − x3
 1 + z2)− z2 (C.14)
 yields
 Vc = −x21 − x4
 1 − z22, (C.15)
 which is negative definite. Hence, the origin of the transformed system (C.11a),(C.11b), and hence the original system (C.6a), (C.6b), is globally stable.
 Now we consider the system having the following strict feedback form [1, 5]:
 x = f (x) + g(x)ξ1, (C.16a)
 ξ1 = f1(x, ξ1) + g1(x, ξ1)ξ2, (C.16b)
 ξ2 = f2(x, ξ1, ξ2) + g2(x, ξ1, ξ2)ξ3, (C.16c)
 ... (C.16d)
 ξk = fk(x, ξ1, . . . , ξk) + gk(x, ξ1, . . . , ξk)u, (C.16e)
 where x ∈ Rn and ξ1, . . . , ξk , which are scalars, are the state variables. Many phys-
 ical systems can be represented as a strict feedback system, such as the systemdescribed in Chap. 4.
 The whole design process is based on the following assumption:
 Assumption C.1 Consider the system
 x = f (x) + g(x)u, f (0) = 0, (C.17)
 where x ∈ Rn is the state and u ∈ R is the scalar control input. There exists a con-
 tinuously differentiable feedback control law
 u = α(x), α(0) = 0, (C.18)
 and a smooth, positive definite, radially unbounded function V : Rn → R such that
 ∂V
 ∂x(x)
 [
 f (x) + g(x)α(x)] ≤ −W(x) (C.19)
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 with W : Rn → R positive definite (or positive semi-definite, in this case one needsto apply Theorem A.3 to discuss stability).
 A special case is when the x-state has dimension 1, i.e., n = 1. Then, by con-structing a Lyapunov function
 V (x) = 1
 2x2 (C.20)
 for (C.16a), where ξ1 is regarded as the virtual control, the control law α(x) isdetermined to satisfy (C.4), i.e.,
 x(
 f (x) + g(x)α(x)) ≤ −W(x) (C.21)
 with W : Rn →R positive definite (or positive semi-definite). Hence, one choice ofα(x) is
 α(x) ={
 −W(x)+xf (x)xg(x)
 , x = 0,
 0, x = 0.(C.22)
 More specially, one can choose W(x) = k1x2 with k1 > 0 for simplicity to get
 α(x) ={
 − k1x+f (x)g(x)
 , x = 0,
 0, x = 0,(C.23)
 if g(x) = 0 for all x. Note that the x-subsystem is uncontrollable at the points ofg(x) = 0.
 In the following, we assume that Assumption C.1 is satisfied in general.Since ξ1 is just a state variable and not the control, we define e1 as the deviation
 of ξ1 from its desired value α(x):
 e1 = ξ1 − α(x) (C.24)
 and infer
 V = ∂V
 ∂xx = ∂V
 ∂x
 (
 f (x) + g(x)α(x) + g(x)e1) ≤ −W(x) + ∂V
 ∂xg(x)e1. (C.25)
 Then, the second step begins, and the second Lyapunov function is defined as
 V1(x, ξ1) = V (x) + 1
 2e2
 1. (C.26)
 Let the desired value of ξ2 be α1(x, ξ1), and introduce the second error
 e2 = ξ2 − α1(x, ξ1). (C.27)
 Then we have
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 Fig. C.1 Backsteppingdesign procedure [1]
 V1 = V + e1e1
 ≤ −W(x) + ∂V
 ∂xg(x)e1 + e1
 (
 ξ1 − ∂α(x)
 ∂xx
 )
 ≤ −W(x) + e1
 {∂V
 ∂xg(x) + f1(x, ξ1) + g1(x, ξ1)α1(x, ξ1)
 + g1(x, ξ1)e2 − ∂α
 ∂x
 [
 f (x) + g(x)ξ1]}
 . (C.28)
 If g1(x, ξ1) = 0 for all x and ξ1, the choice of
 α1(x, ξ1) = 1
 g1(x, ξ1)
 (
 −c1e1 − ∂V
 ∂xg(x) − f1(x, ξ1) + ∂α
 ∂x
 (
 f (x) + g(x)ξ1))
 (C.29)with c1 > 0 leads to
 V1 ≤ −W1(x, ξ1) + ∂V1
 ∂ξ1g1(x, ξ1)e2, (C.30)
 where W1(x, e1) = W(x) + c1e21 is positive definite.
 Repeat the procedure step by step for the other subsystems (see Fig. C.1) untilthe final external control is reached. Lyapunov functions are defined as
 Vj (x, ξ1, . . . , ξj ) = V (x) + 1
 2
 l∑
 i=1
 e2i , j = 1,2, . . . , k (C.31)
 with ej = ξj − αj−1(x, ξ1, . . . , ξj−1). If the non-singularity conditions
 gj (x, ξ1, . . . , ξj ) = 0, ∀x ∈Rn, ∀ξi ∈ R
 n, i = 1,2, . . . , j, (C.32)
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 hold then a final control law can be given by
 u = 1
 gk
 (
 −ckek − ∂Vk−1
 ∂ξk−1gk−1 − fk + ∂αk−1
 ∂Xk−1(Fk−1 + Gk−1ξk)
 )
 , (C.33)
 where
 Xj =(
 Xj−1ξj
 )
 , j = 2,3, . . . , k − 1, (C.34a)
 Fj (Xj ) =(
 Fj−1(Xj−1) + Gj−1(Xj−1)ξj
 fj (Xj−1, ξj )
 )
 (C.34b)
 Gj(Xj ) =(
 0gj (Xj−1, ξj )
 )
 , (C.34c)
 and
 X1 =(
 x
 ξ1
 )
 , F1(X1) =(
 f (x) + g(x)ξ1f1(x, ξ1)
 )
 , G1(X1) =(
 0g1(x, ξ1)
 )
 .
 (C.35)Under the above control law, the system is globally asymptotically stable, since
 Vk(x, e1, . . . , ek) ≤ −Wk(x, e1, . . . , ek) (C.36)
 with
 Wj(x, e1, . . . , ej ) = Wj−1 + cj e2j , j = 2,3, . . . , k, (C.37)
 which are positive definite.Applying the backstepping technique, results for some special forms of systems
 are listed as follows.
 (a) Integrator Backstepping. Consider the system
 x = f (x) + g(x)ξ, (C.38a)
 ξ = u (C.38b)
 and suppose that the first equation satisfies Assumption C.1 with ξ ∈ R as con-trol. If W(x) is positive definite, then
 Va(x, ξ) = V (x) + 1
 2
 (
 ξ − α(x))2
 (C.39)
 is a CLF for the whole system, and one of controls rendering the system asymp-totically stable is given by
 u = −c(
 ξ − α(x))+ ∂α
 ∂x
 (
 f (x) + g(x)ξ)− ∂V
 ∂xg(x), c > 0. (C.40)
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 (b) Linear Block Backstepping. Consider the cascade system
 x = f (x) + g(x)y, f (0) = 0, x ∈Rn, y ∈R, (C.41a)
 ξ = Aξ + bu, y = hξ, ξ ∈Rq, u ∈ R, (C.41b)
 where the linear subsystem is a minimum phase system of relative degree one(hb = 0). If the x-subsystem satisfies Assumption C.1 with y ∈ R as controland W(x) is positive definite, then there exists a feedback control guaranteeingthat the equilibrium x = 0, ξ = 0 is globally asymptotically stable. One of suchcontrols is
 u = 1
 hb
 (
 −c(
 y − α(x))− hAξ + ∂α
 ∂x
 (
 f (x) + g(x)y)− ∂V
 ∂xg(x)
 )
 , c > 0.
 (C.42)(c) Nonlinear Block Backstepping. Consider the cascade system
 x = fx(x) + gx(x)y, f (0) = 0, x ∈ Rn, y ∈ R, (C.43a)
 ξ = fξ (x, ξ) + gξ (x, ξ)u, y = h(ξ), h(0) = 0, ξ ∈Rq, u ∈ R, (C.43b)
 where the ξ -subsystem has globally defined and relative degree 1 uniformlyin x and its zero dynamics is input-to-state stable with respect to x and y asits inputs. If the x-subsystem satisfies Assumption C.1 with y ∈ R as controland W(x) is positive definite, then there exists a feedback control guaranteeingthat the equilibrium x = 0, ξ = 0 is globally asymptotically stable. One of suchcontrols is
 u =(
 ∂h
 ∂ξgξ (x, ξ)
 )−1
 ×(
 −c(
 y − α(x))− ∂h
 ∂ξfξ (x, ξ) + ∂α
 ∂x
 (
 f (x) + g(x)y)− ∂V
 ∂xg(x)
 )
 ,
 c > 0. (C.44)
 C.3 Adaptive Backstepping
 Some systems consist of unknown constant parameters which appear linearly inthe system equations. In the presence of such parametric uncertainties, we will beable to achieve both boundedness of the closed-loop states and convergence of thetracking error to zero.
 Consider the nonlinear system
 x1 = x2 + θϕ(x1), (C.45a)
 x2 = u. (C.45b)
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 If θ were known, we would apply the backstepping technique to design a stabilizingcontroller. First, we view x2 as virtual control and design
 α1(x1, θ) = −c1x1 − θϕ(x1) (C.46)
 to achieve the derivative of the Lyapunov function
 V0(x1) = 1
 2x2
 1 (C.47)
 negative definite as follows:
 V0 = x1x1 = x1(−c1x1 − θϕ(x1) + θϕ(x1)
 ) = −c1x21 , (C.48)
 where c1 > 0. Then, we define the difference between x2 and α1(x1, θ) as
 z1 = x2 − α1(x1, θ) (C.49)
 to reformulate the system as
 x1 = z1 − c1x1, (C.50a)
 z1 = x2 − ∂α1
 ∂x1x1 − ∂α1
 ∂θθ = u − ∂α1
 ∂x1(z1 − c1x1), (C.50b)
 where θ = 0 is used (θ is assumed to be constant). By defining the Lyapunov func-tion
 V1(x1, z1) = 1
 2x2
 1 + 1
 2z2
 1 (C.51)
 and differentiating it along the above system, we arrive at
 V1(x1, z1) = x1x1 + z1z1
 = z1x1 − c1x21 + z1
 (
 u − ∂α1
 ∂x1(z1 − c1x1)
 )
 = −c1x21 + z1
 (
 u + x1 − ∂α1
 ∂x1(z1 − c1x1)
 )
 . (C.52)
 If we choose u such that
 u + x1 − ∂α1
 ∂x1(z1 − c1x1) = −c2z1 (C.53)
 with c2 > 0, then
 V1(x1, z1) = −c1x21 − c2z
 21, (C.54)
 which implies V1 is negative definite. Hence, the control law is given as
 u = c2(
 x2 − α1(x1, θ))− x1 + ∂α1
 ∂x1
 (
 x2 + θϕ(x1))
 . (C.55)
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 Indeed, θ is unknown, we cannot implement this control law. However, we can applythe idea of backstepping to handle this issue.
 We start with x2 being a virtual control to design an adaptive control law, i.e., westart with
 x1 = v + θϕ(x1). (C.56)
 If θ were known, the control
 v = −c1x1 − θϕ(x1) (C.57)
 would render the derivative of
 V0(x1) = 1
 2x1 (C.58)
 negative definite as V0 = −c1x21 . Since θ is unknown, we apply the certainty-
 equivalence principle to modify the control law as
 v = −c1x1 − θ1ϕ(x1), (C.59)
 where θ1 could be an estimate of θ . Then, we obtain
 x1 = −c1x1 + θ1ϕ(x1) (C.60)
 with
 θ1 = θ − θ1 (C.61)
 being the parameter estimation error. We extend the Lyapunov function V0 as
 V1(x1, θ1) = 1
 2x1 + 1
 2γθ2
 1 , (C.62)
 where γ > 0. Its derivative becomes
 V1 = x1x1 + 1
 γθ1
 ˙θ1
 = −c1x21 + x1θ1ϕ(x1) + 1
 γθ1
 ˙θ1
 = −c1x21 + θ1
 (
 x1ϕ(x1) + 1
 γ
 ˙θ1
 )
 . (C.63)
 If we choose
 x1ϕ(x1) + 1
 γ
 ˙θ1 = 0, (C.64)
 then we have the seminegative definite property of V1 as
 V1 = −c1x21 . (C.65)
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 With the assumption of θ = 0, the adaptive law is then given by
 ˙θ1 = γ x1ϕ(x1). (C.66)
 Hence, the adaptive virtual control for x2 is given as
 α1(x1, θ1) = −c1x1 − θ1ϕ(x1), (C.67a)
 ˙θ1 = γ x1ϕ(x1), (C.67b)
 and the x1-equation in (C.45a), (C.45b) becomes
 x1 = −c1x1 + (θ − θ1)ϕ(x1). (C.68)
 Now we define the difference between x2 and α1(x1, θ1) as
 z2 = x2 − α1(x1, θ1), (C.69)
 then
 x1 = z2 + α1(x1, θ1) + θϕ(x1) = z2 − c1x1 + θ1ϕ(x1) (C.70)
 and
 z2 = x2 − ∂α1
 ∂x1x1 − ∂α1
 ∂θ1
 ˙θ1
 = u − ∂α1
 ∂x1
 (
 z2 − c1x1 + θ1ϕ(x1))− ∂α1
 ∂θ1γ x1ϕ(x1). (C.71)
 We augment the Lyapunov function V1 as
 V2(x1, θ1, z2) = 1
 2x2
 1 + 1
 2γθ2
 1 + 1
 2z2
 2 (C.72)
 and infer
 V2 = x1x1 + 1
 γθ1
 ˙θ1 + z2z2 = x1z2 − c1x
 21 + x1θ1ϕ(x1) − θ1x1ϕ(x1)
 + z2
 (
 u − ∂α1
 ∂x1
 (
 z2 − c1x1 + θ1ϕ(x1))− ∂α1
 ∂θ1γ x1ϕ(x1)
 )
 = −c1x21 + z2
 (
 u + x1 − ∂α1
 ∂x1
 (
 z2 − c1x1 + θ1ϕ(x1))− ∂α1
 ∂θ1γ x1ϕ(x1)
 )
 ,
 which is rendered negative semidefinite as
 V2 = −c1x21 − c2z
 22 (C.73)
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 if we choose the control law such that
 u + x1 − ∂α1
 ∂x1
 (
 z2 − c1x1 + θ1ϕ(x1))− ∂α1
 ∂θ1γ x1ϕ(x1) = −c2z2. (C.74)
 This leads to the following control law
 u = −c2z2 − x1 + ∂α1
 ∂x1
 (
 z2 − c1x1 + θ1ϕ(x1))+ ∂α1
 ∂θ1γ x1ϕ(x1)
 = −c2z2 − x1 + ∂α1
 ∂x1
 (
 x2 + θϕ(x1))+ ∂α1
 ∂θ1γ x1ϕ(x1) (C.75)
 which is still not implementable due to the unknown θ . Hence, we need a newestimate θ2 to build
 u = −c2z2 − x1 + ∂α1
 ∂x1
 (
 x2 + θ2ϕ(x1))+ ∂α1
 ∂θ1γ x1ϕ(x1). (C.76)
 With this choice, z2 becomes
 z2 = −x1 − c2z2 − (θ − θ2)∂α1
 ∂x1ϕ(x1). (C.77)
 Defining an augmented Lyapunov function V3 as
 V3(
 x1, θ1, z2, (θ − θ2)) = 1
 2x2
 1 + 1
 2γ
 (
 θ21 + (θ − θ2)
 2)+ 1
 2z2
 2, (C.78)
 we derive
 V2 = x1x1 + 1
 γ
 (
 θ1˙θ1 + (θ − θ2)(θ − ˙
 θ2))+ z2z2
 = x1z2 − c1x21 + x1θ1ϕ(x1) − θ1x1ϕ(x1) − 1
 γ(θ − θ2)
 ˙θ2
 + z2
 (
 −x1 − c2z2 − (θ − θ2)∂α1
 ∂x1ϕ(x1)
 )
 = −c1x21 − c2z
 22 − (θ − θ2)
 (1
 γ
 ˙θ2 + z2
 ∂α1
 ∂x1ϕ(x1)
 )
 .
 By choosing the second update law as
 ˙θ2 = −γ z2
 ∂α1
 ∂x1ϕ(x1), (C.79)
 we arrive at
 V3 = −c1x21 − c2z
 22, (C.80)
 which is negative semidefinite. Hence, (C.66), (C.67a), (C.76), and (C.79) constructthe final adaptive controller for the system (C.45a), (C.45b).
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Appendix DModel Predictive Control (MPC)
 In general, model predictive control is formulated as solving online a finite horizon(open-loop) optimal control problem subject to system dynamics and constraintsinvolving states and controls [1–4]. The methodology of all the controllers belong-ing to the MPC family is characterized by the following strategy, represented inFig. D.1 [5].
 Based on the current measurement, say at time t , the controller uses a dynamicmodel (called a prediction model) to predict the future dynamic behavior of the sys-tem over a prediction horizon Tp , and determines (over a control horizon Tc ≤ Tp)the control input u such that a pre-specified performance objective is optimized (forexample, an integrated square error between the predicted output and the setpoint).Note that the control input between Tc and Tp may be assumed constant and equalto the control at the end of the control horizon in the case of Tc < Tp . If there areno disturbances and model–plant mismatch, and/or if the optimization problem canbe solved for infinite prediction and control horizons, then, we can apply the inputfunction found at time t = 0 to the system for all the time t ≥ 0. However, this isnot possible in general. Due to the existence of disturbances and/or model–plantmismatch, the real system behavior is different from the predicted behavior. Sincefinding a solution over the infinite horizon to the optimization problem is also im-possible in general, we do not have a control input being available forever. Thus,the control input obtained by solving the optimization problem will be implementedonly until the next measurement becomes available. We assume that this will be thecase every δ time-units, where δ denotes the “sampling time”. Updated with the newmeasurement, at time t + δ, the whole procedure—prediction and optimization—isrepeated to find a new control input, with the control and prediction horizons mov-ing forward (for this reason, MPC is also referred to as moving horizon control orreceding horizon control). This results in a discrete feedback control with an implicitcontrol law because closed-loop control inputs are calculated by solving online theoptimization problem at each sampling time. Hence, MPC is characterized by thefollowing points:
 • Model-based prediction. In contrast to other feedback controllers that calculatethe control action based on the present or past state information, model predictive
 H. Chen, B. Gao, Nonlinear Estimation and Control of Automotive Drivetrains,DOI 10.1007/978-3-642-41572-2,© Science Press Beijing and Springer-Verlag Berlin Heidelberg 2014
 221
 http://dx.doi.org/10.1007/978-3-642-41572-2
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 Fig. D.1 Principle of modelpredictive control
 controllers determine the control action based on the predicted future dynamicsof the to be controlled system starting from the current state. The model used tocomplete the prediction can be linear or nonlinear, time-continuous or discrete-time, deterministic or stochastic, etc. We emphasize here the functionality of themodel, namely it is able to predict the future dynamics of the to be controlledsystem, while we do not care for the form of the model. Hence, any kind ofmodels, based on which the system dynamics can be computed, can be used as aprediction model. Some of them are listed as follows:
 – Convolution models, including step response and impulse response models;– First principle models (state space model);– Fuzzy models;– Neural network models;– Data-based models;– . . .
 • Handling of constraints. In practice, most systems have to satisfy time-domainconstraints on inputs and states. For example, an actuator reaches saturation andsome states such as temperature and pressure are not allowed to exceed their lim-itations for the reason of safe operation, or some variables have to be held undercertain threshold values to meet environmental regulations. Moreover, when mod-eling chemical processes from mass, momentum and energy conservation laws,algebraic equations may arise from phase equilibrium calculations and other phe-nomenological and thermodynamic correlations [6]. These algebraic equationsmay also be considered as constraints on the dynamics of the process. It is clearthat time-domain constraints impose limitations on the achievable control perfor-mance, even if the system to be controlled is linear [7].
 In MPC, time-domain constraints can be placed directly in the optimizationproblem in their original form, without doing any transformation. Such a directand explicit handling of time-domain constraints leads to non-conservative or atleast less conservative solutions. Moreover, because the future response of thesystem is predicted, early control action can be taken so as to avoid the violationof time-domain constraints (e.g., actuator saturation, safety constraints, emissionregulation) while tracking, for example, a given reference trajectory with mini-
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 mal tracking error. This performs somehow an active handling of time-domainconstraints;
 • Online optimization. An objective functional that specifies mathematically thedesired control performance is minimized online at each sampling instance.A commonly used objective functional is an integrated weighted square errorbetween predicted controlled variables and their desired references. There may,however, be different objectives to describe economic requirements. In consid-eration of time-domain constraints, a constrained dynamic optimization problemwill be repeatedly solved online. The main reasons for an online repeated solutionare listed as follows:
 – In general, we cannot find an analytic solution to the involved optimizationproblem. Numerical methods are used. A time-continuous input parameteriza-tion and/or the use of an infinite horizon may lead to an infinite-dimensionaloptimization problem that is numerically extremely demanding and often in-tractable. In order to get around that, the optimization problem is formulatedwith finite horizons. Through the moving horizon implementation, we can ob-tain the control action as the time goes;
 – Due to the existence of model uncertainties, the real dynamics is different fromthe predicted dynamics. The measurement available at each sampling time con-tains the information reflecting various uncertainties. Through repeating thewhole procedure, prediction and optimization, the information is used to im-prove control performance;
 – Real systems suffer in general disturbances. If we want to achieve high per-formance for disturbance attenuation, strong control action is required, whichmay lead to the violation of time-domain constraints. Hence, we need a trade-off between satisfying constraints and achieving high performance. Throughthe online solution of the optimization problem, a performance adaptation ispossible [8];
 – A detailed derivation shows that MPC admits a feed-forward and feedbackstructure [9]. The feed-forward information includes the measurable distur-bance and the given reference over the prediction horizon, while the feedbackinformation is the measured state/output.
 D.1 Linear MPC
 The terminology of linear MPC refers to MPC based on linear models, even if theexistence of time-domain constraints renders the dynamics nonlinear. Since we canreformulate the step response model and impulse response model in the state spaceform [9], in the following we take the general form of state space model as anexample. Given a basic form of linear discrete state space equations
 x(k + 1) = Ax(k) + Buu(k) + Bdd(k), (D.1a)
 yc(k) = Ccx(k), (D.1b)
 yb(k) = Cbx(k), (D.1c)
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 where x ∈ Rnx is the system state, u ∈ R
 nu is the control input, d ∈ Rnd is the
 measurable disturbance, yc ∈ Rnc is the controlled output, and yb ∈ R
 nb is the con-strained output.
 It is well-known that the difference equation (D.1a) can be exactly obtained fromthe differential equation
 x(t) = Acx(t) + Bcuu(t) + Bcdd(t) (D.2)
 by computing
 A = eAcδ, (D.3a)
 Bu =∫ δ
 0eAcτ dτ · Bcu, (D.3b)
 Bd =∫ δ
 0eAcτ dτ · Bcd, (D.3c)
 with δ being the sampling time.In order to introduce the integral action to reduce offset, we rewrite (D.1a)–(D.1c)
 in the incremental form
 �x(k + 1) = A�x(k) + Bu�u(k) + Bd�d(k), (D.4a)
 yc(k) = Cc�x(k) + yc(k − 1), (D.4b)
 yb(k) = Cb�x(k) + yb(k − 1), (D.4c)
 where
 �x(k) = x(k) − x(k − 1),
 �u(k) = u(k) − u(k − 1),
 �d(k) = d(k) − d(k − 1).
 Assume that the state is measurable. If it is not the case, we can use an observerto estimate the state. Then, at time k, with the measured/estimated state x(k), theoptimization problem of linear MPC is formulated as
 Problem D.1
 min�U(k)
 J(
 x(k),�U(k),Nc,Np
 )
 (D.5)
 subject to (D.4a)–(D.4c) and time-domain constraints
 umin ≤ u(k + i|k) ≤ umax, i = 0,1, . . . ,Nc − 1, (D.6a)
 �umin ≤ �u(k + i|k) ≤ �umax, i = 0,1, . . . ,Nc − 1, (D.6b)
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 ymin(k + i) ≤ yb(k + i|k) ≤ ymax(k + i), i = 1, . . . ,Np, (D.6c)
 �u(k + i|k) = 0, Nc ≤ i ≤ Np (D.6d)
 where the objective functional is defined as
 J(
 x(k),�U(k),Nc,Np
 ) =Np∑
 i=1
 ∥∥Γy,i
 (
 yc(k + i|k) − r(k + i))∥∥
 2
 +Nc−1∑
 i=0
 ∥∥Γu,i�u(k + i|k)
 ∥∥2
 , (D.7)
 or in the vector form,
 J(
 x(k),�U(k),Nc,Np
 ) = ∥∥Γy
 (
 Yc(k+1|k)−R(k+1))∥∥
 2 +∥∥Γu�U(k)
 ∥∥
 2. (D.8)
 In the above, Np and Nc are prediction and control horizons, respectively, satis-fying Nc ≤ Np , Γy and Γu are weights given as
 Γy = diag{Γy,1,Γy,2, . . . ,Γy,p}, Γy,i ∈Rnc×nc , i = 1,2, . . . ,Np,
 Γu = diag{Γu,1,Γu,2, . . . ,Γu,m}, Γu,j ∈ Rnu×nu, j = 1,2, . . . ,Nc,
 R(k + 1) is the vector of the reference
 R(k + 1) =
 ⎡
 ⎢⎢⎢⎣
 r(k + 1)
 r(k + 2)...
 r(k + Np)
 ⎤
 ⎥⎥⎥⎦
 Np×1
 and �U(k) is the vector form of the incremental control sequences defined as
 �U(k) =
 ⎡
 ⎢⎢⎢⎣
 �u(k|k)
 �u(k + 1|k)...
 �u(k + Nc − 1|k)
 ⎤
 ⎥⎥⎥⎦
 Nc×1
 , (D.9)
 which is the independent variable of the optimization problem. The constraints onu and �u come from actuator saturations. Note that although they are regarded asconstant here, time-varying constraints can also be dealt with if only minor revisionare added. Moreover, yc(k + i|k) and yb(k + i|k) are the controlled and constrainedoutputs predicted at time k, on the basis of the prediction model (D.4a)–(D.4c). They
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 can be represented in the vector form of
 Yc(k + 1|k) =
 ⎡
 ⎢⎢⎢⎣
 yc(k + 1|k)
 yc(k + 2|k)...
 yc(k + Np|k)
 ⎤
 ⎥⎥⎥⎦
 Np×1
 , Yb(k + 1|k) =
 ⎡
 ⎢⎢⎢⎣
 yb(k + 1|k)
 yb(k + 2|k)...
 yb(k + Np|k)
 ⎤
 ⎥⎥⎥⎦
 Np×1
 for a clear formulation. By iterating the difference equation in (D.4a)–(D.4c), weget the prediction equations as follows:
 Yc(k + 1|k) = Sx,c�x(k) + Icyc(k) + Sd,c�d(k) + Su,c�U(k), (D.10a)
 Yb(k + 1|k) = Sx,b�x(k) + Ibyb(k) + Sd,b�d(k) + Su,b�U(k), (D.10b)
 where
 Sx,c =
 ⎡
 ⎢⎢⎢⎣
 CcA
 CcA2 + CcA...
 ∑Np
 i=1 CcAi
 ⎤
 ⎥⎥⎥⎦
 Np×1
 , Sx,b =
 ⎡
 ⎢⎢⎢⎣
 CbA
 CbA2 + CbA...
 ∑Np
 i=1 CbAi
 ⎤
 ⎥⎥⎥⎦
 Np×1
 ,
 Ic =
 ⎡
 ⎢⎢⎢⎣
 Inc×nc
 Inc×nc
 ...
 Inc×nc
 ⎤
 ⎥⎥⎥⎦
 Np×1
 , Ib =
 ⎡
 ⎢⎢⎢⎣
 Inb×nb
 Inb×nb
 ...
 Inb×nb
 ⎤
 ⎥⎥⎥⎦
 Np×1
 ,
 Sd,c =
 ⎡
 ⎢⎢⎢⎣
 CcBd
 CcABd + CcBd
 ...∑Np
 i=1 CcAi−1Bd
 ⎤
 ⎥⎥⎥⎦
 Np×1
 , Sd,b =
 ⎡
 ⎢⎢⎢⎣
 CbBd
 CbABd + CbBd
 ...∑Np
 i=1 CbAi−1Bd
 ⎤
 ⎥⎥⎥⎦
 Np×1
 ,
 Su,c =
 ⎡
 ⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
 CcBu 0 0 . . . 0∑2
 i=1 CcAi−1Bu CcBu 0 . . . 0
 ......
 ......
 ...∑Nc
 i=1 CcAi−1Bu
 ∑Nc−1i=1 CcA
 i−1Bu . . . . . . CcBu
 ......
 ......
 ...∑Np
 i=1 CcAi−1Bu
 ∑Np−1i=1 CcA
 i−1Bu . . . . . .∑Np−Nc+1
 i=1 CcAi−1Bu
 ⎤
 ⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
 Np×Nc
 ,
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 Su,b =
 ⎡
 ⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
 CbBu 0 0 . . . 0∑2
 i=1 CbAi−1Bu CbBu 0 . . . 0...
 ...... . . .
 ...∑Nc
 i=1 CbAi−1Bu∑Nc−1
 i=1 CbAi−1Bu . . . . . . CbBu
 ......
 ... . . ....
 ∑Np
 i=1 CbAi−1Bu∑Np−1
 i=1 CbAi−1Bu . . . . . .∑Np−Nc+1
 i=1 CbAi−1Bu
 ⎤
 ⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
 Np×Nc
 .
 According to the basic of MPC, the optimization problem (Problem D.1) will besolved at each sampling time, updated with the new measurement. If we can find asolution of Problem D.1, denoted as �U∗(k),
 the closed-loop control at time k is then defined as
 u(k) := �u∗(k|k) + u(k − 1). (D.12)
 If we do not consider the time-domain constraints, then the optimization problem(Problem D.1) becomes
 min�U(k)
 ∥∥Γy
 (
 Yc(k + 1|k) − R(k + 1))∥∥
 2 + ∥∥Γu�U(k)
 ∥∥
 2(D.13)
 with Yc(k+1|k) given by (D.10a). We can then obtain the solution by calculating thegradient of the objective function over the independent variable �U(k) and settingit to zero. The result reads
 �U∗(k) = (
 STu,cΓ
 Ty ΓySu,c + Γ T
 u Γu
 )−1STu,cΓ
 Ty ΓyEp(k + 1|k), (D.14)
 with Ep(k + 1|k) being calculated by
 Ep(k + 1|k) = R(k + 1) − Sx,c�x(k) − Icyc(k) − Sd,c�d(k). (D.15)
 According to the basic of MPC, we pick up the first element of �U∗(k) to build theclosed-loop control as follows
 �u(k) = KmpcEp(k + 1|k), (D.16)
 where Kmpc is calculated by
 Kmpc = [
 Inu×nu 0 . . . 0]
 1×Nc
 (
 STu,cΓ
 Ty ΓySu,c + Γ T
 u Γu
 )−1STu,cΓ
 Ty Γy.
 (D.17)Substituting (D.15) into (D.16) leads to
 �u(k) = KmpcR(k + 1) − Kmpc(Sx,c + IcCc)x(k)
 − KmpcSd,c�d(k) + KmpcSx,cx(k − 1).
 It is clear that
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 • KmpcR(k + 1) represents a feed-forward depending on the future reference overthe prediction horizon;
 • −KmpcSd,c�d(k) represents a feed-forward depending on the measurable distur-bance;
 • −Kmpc(Sx,c + IcCc)x(k) + KmpcSx,cx(k − 1) represents a state feedback de-pending on the measurement.
 Hence, MPC admits a feed-forward and feedback structure.In the case of considering the time-domain constraints, the optimization problem
 can be formulated as a standard quadratic programming (QP) problem as follows:
 min�U(k)
 �U(k)T H�U(k) − G(k + 1|k)T �U(k) (D.18a)
 subject to Cu�U(k) ≥ b(k + 1|k), (D.18b)
 where
 H = STu,cΓ
 Ty ΓySu,c + Γ T
 u Γu,
 G(k + 1|k) = 2STu,cΓ
 Ty ΓyEp(k + 1|k),
 Cu =
 ⎡
 ⎢⎢⎢⎢⎢⎢⎣
 −T
 T
 −L
 L
 −Su,b
 Su,b
 ⎤
 ⎥⎥⎥⎥⎥⎥⎦
 ,
 b(k + 1|k) =
 ⎡
 ⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
 −�umax...
 −�umax�umin
 ...
 �umin−umax + u(k − 1)
 ...
 −umax + u(k − 1)
 umin − u(k − 1)...
 umin − u(k − 1)
 −Ymax(k + 1) + Sx,b�x(k) + Ibyb(k) + Sd,b�d(k)
 Ymin(k + 1) − Sx,b�x(k) − Ibyb(k) − Sd,b�d(k)
 ⎤
 ⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
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 with
 T =
 ⎡
 ⎢⎢⎢⎢⎢⎣
 Inu×nu 0 . . . 0 00 Inu×nu . . . 0 0...
 .... . .
 ......
 0 0 . . . Inu×nu 00 0 . . . 0 Inu×nu
 ⎤
 ⎥⎥⎥⎥⎥⎦
 Nc×Nc
 ,
 L =
 ⎡
 ⎢⎢⎢⎢⎢⎣
 Inu×nu 0 . . . 0 0Inu×nu Inu×nu . . . 0 0
 ......
 . . ....
 ...
 Inu×nu Inu×nu . . . Inu×nu 0Inu×nu Inu×nu . . . Inu×nu Inu×nu
 ⎤
 ⎥⎥⎥⎥⎥⎦
 Nc×Nc
 ,
 Ymin(k + 1) =
 ⎡
 ⎢⎢⎢⎣
 ymin(k + 1)
 ymin(k + 2)...
 ymin(k + Np)
 ⎤
 ⎥⎥⎥⎦
 Np×1
 , Ymax(k + 1) =
 ⎡
 ⎢⎢⎢⎣
 ymax(k + 1)
 ymax(k + 2)...
 ymax(k + Np)
 ⎤
 ⎥⎥⎥⎦
 Np×1
 .
 D.2 Nonlinear MPC (NMPC)
 D.2.1 NMPC Based on Discrete-Time Model
 Consider the following discrete nonlinear state-space equations:
 x(k + 1) = f(
 x(k), u(k))
 , k ≥ 0, (D.20a)
 yc(k) = gc
 (
 x(k), u(k))
 , (D.20b)
 yb(k) = gb
 (
 x(k), u(k))
 , (D.20c)
 where x(k) ∈ Rnx is the system state, u(k) ∈ R
 nu is the control input, yc(k) ∈ Rnc
 is the controlled output, yb(k) ∈ Rnb is the constrained output. The constraints on
 input and output are represented as
 umin ≤ u(k) ≤ umax, ∀k ≥ 0, (D.21a)
 �umin ≤ �u(k) ≤ �umax, ∀k ≥ 0, (D.21b)
 ymin(k) ≤ yb(k) ≤ ymax(k), ∀k ≥ 0. (D.21c)
 It is assumed that all states are measurable. If not all states are measurable, anobserver has to be designed to estimate the state. Then at time k, based on themeasured/estimated state x(k), the optimization problem of discrete nonlinear MPCis formulated as
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 Problem D.2
 minUk
 J(
 x(k),Uk
 )
 (D.22)
 subject to (D.20a)–(D.20c) and time-domain constraints
 umin ≤ u(k + i) ≤ umax, 0 ≤ i < Nc, (D.23a)
 �umin ≤ �u(k + i) ≤ �umax, (D.23b)
 �u(k + i) = u(k + i) − u(k + i − 1), (D.23c)
 ymin(k + i) ≤ yb(k + i) ≤ ymax(k + i), 0 < i ≤ Np, (D.23d)
 �u(k + i) = 0, Nc ≤ i ≤ Np, (D.23e)
 where the objective functional is defined as
 J(
 x(k),Uk
 ) =Np∑
 i=1
 ∥∥yc(k + i) − r(k + i)
 ∥∥
 2Q
 +Nc−1∑
 i=0
 (∥∥u(k + i) − ur(k + i)
 ∥∥
 2R
 + ∥∥�u(k + i)
 ∥∥2
 S
 )
 , (D.24)
 and yc(·) and yb(·) as predicted controlled and constrained outputs, respectively,can be calculated through the following dynamic equations:
 x(i + 1) = f(
 x(i), u(i))
 , k ≤ i ≤ k + Np, x(k) = x(k), (D.25a)
 yc(i) = gc
 (
 x(i), u(i))
 , (D.25b)
 yb(i) = gb
 (
 x(i), u(i))
 . (D.25c)
 In the above description, Np and Nc are the prediction and control horizons,respectively, satisfying Nc ≤ Np; (r(·), ur (·)) are the references of the controlledoutput and corresponding control input; (Q,R,S) are weighting matrices, allowedto be time varying; u(·) is the predicted control input, defined as
 u(k + i) = ui , i = 0,1, . . . ,Nc − 1, (D.26)
 where u0, . . . , uNc−1 constitute the independent variables of the optimization prob-lem, denoted as Uk
 Uk �
 ⎡
 ⎢⎢⎢⎣
 u0u1...
 uNc−1
 ⎤
 ⎥⎥⎥⎦
 . (D.27)
 Note that x(k), the system state, is also the initial condition of the predictionmodel (D.25a)–(D.25c), which is the key of MPC being a feedback strategy.
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 Assume that optimization problem D.2 is feasible at each sampling time and thesolution is
 U∗k �
 ⎡
 ⎢⎢⎢⎣
 u∗0
 u∗1...
 u∗Nc−1
 ⎤
 ⎥⎥⎥⎦
 , (D.28)
 then, according to the basics of MPC, the control input is chosen as
 u(k) = u∗0. (D.29)
 Because U∗k depends on the values of x(k), (Q,S,R) and (Nc,Np), u(k) is an
 implicit function of these variables. Ignoring the dependence of (Q,S,R) and(Nc,Np), denote u(k) as
 u(k) = κ(
 x(k))
 , k ≥ 0. (D.30)
 Substituting it into the controlled system (D.20a)–(D.20c), we have the closed sys-tem
 x(k + 1) = f(
 x(k), κ(
 x(k)))
 , k ≥ 0. (D.31)
 If not all states are measurable, only need to replace x(k) with x(k).
 D.2.2 NMPC Based on Continuous-Time Model
 In general, it is difficult to achieve precise enough discretization of a nonlinear sys-tem. Hence nonlinear MPC on time continuous model is also investigated.
 Consider the following continuous nonlinear system:
 x(t) = f(
 x(t), u(t))
 , t ≥ 0, (D.32a)
 yc(t) = gc
 (
 x(t), u(t))
 , (D.32b)
 yb(t) = gb
 (
 x(t), u(t))
 , (D.32c)
 where x(t) ∈ Rnx is the state, u(t) ∈ R
 nu is the control input, yc(t) ∈ Rnc is the
 controlled output, yb(t) ∈ Rnb is the constrained output. The constraints on input
 and output are
 umin ≤ u(t) ≤ umax, ∀t ≥ 0, (D.33a)
 dumin ≤ u(t) ≤ dumax, ∀t ≥ 0, (D.33b)
 ymin(t) ≤ yb(t) ≤ ymax(t), ∀t ≥ 0. (D.33c)
 At the present time t , based on the measured/estimated state x(t) and ignoringthe constraint on the change rate of the control input, the optimization problem isformulated as
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 Problem D.3
 minUt
 J(
 x(t),Ut
 )
 (D.34)
 subject to
 umin ≤ u(τ ) ≤ umax, t ≤ τ < t + Tc, (D.35a)
 ymin(τ ) ≤ yb(τ ) ≤ ymax(τ ), t < τ ≤ t + Tp, (D.35b)
 u(τ ) = u(t + Tc), t + Tc ≤ τ ≤ t + Tp, (D.35c)
 where the objective functional is defined as
 J(
 x(t),Ut
 ) =∫ t+Tp
 t
 (∥∥yc(τ ) − r(τ )
 ∥∥2
 Q+ ∥
 ∥u(τ ) − ur(τ )∥∥2
 R
 )
 dτ, (D.36)
 and yc(·) and yb(·) are the predicted controlled and constrained output, respectively,calculated through the following dynamic equation:
 ˙x(τ) = f(
 x(τ ), u(τ ))
 , t ≤ τ ≤ t + Tp, x(t) = x(t), (D.37a)
 yc(τ ) = gc
 (
 x(τ ), u(τ ))
 , (D.37b)
 yb(τ ) = gb
 (
 x(τ ), u(τ ))
 . (D.37c)
 In the above, Tc and Tp are the prediction and control horizons, satisfyingTc ≤ Tp; (r(·), ur (·)) are the references of the controlled output and the correspond-ing control input; (Q,R) are weighting matrices, allowed to be time varying; u(·)is the predicted control input, and for τ ∈ [t, t + Tc], it is defined as
 u(τ ) = ui , i = int
 (τ − t
 δ
 )
 , (D.38)
 where δ is sampling time and Tc = Ncδ. Then u0, . . . , uNc−1 constitute independentvariables of the optimization problem, denoted as Ut
 Ut �
 ⎡
 ⎢⎢⎢⎣
 u0u1...
 uNc−1
 ⎤
 ⎥⎥⎥⎦
 . (D.39)
 Note that x(t), the system state, is also the initial condition of the predictionmodel (D.37a).
 Remark D.1 By Eqs. (D.38) and (D.39), the control input is treated as constant dur-ing the sampling period, and thus the optimization problem is transferred into aproblem with limited independent variables.
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 Remark D.2 The constraint on the change rate of control input can be taken intoconsideration through the following two methods. One is to add a penalty item intothe objective function:
 J(
 x(t),Ut
 ) =∫ t+Tp
 t
 (∥∥yc(τ ) − r(τ )
 ∥∥
 2Q
 + ∥∥u(τ ) − ur(τ )
 ∥∥
 2R
 )
 dτ
 +Nc−1∑
 i=0
 ‖ui − ui−1‖2S. (D.40)
 This is a somehow “soft” treatment. Another one is to use ui−ui−1δ
 to approximatethe change rate of the control input, and add the following constraint into (D.35a)–(D.35c):
 dumin ≤ ui − ui−1
 δ≤ dumax. (D.41)
 Assume that the optimization problem D.3 is feasible at each sampling time, andthe solution is denoted as
 U∗t �
 ⎡
 ⎢⎢⎢⎣
 u∗0
 u∗1...
 u∗Nc−1
 ⎤
 ⎥⎥⎥⎦
 , (D.42)
 then, according to the basics of MPC, the closed-loop control is defined as
 u(τ) = u∗0, t ≤ τ ≤ t + δ. (D.43)
 Because U∗t depends on the values of x(t), (Q,R) and (Tc, Tp), u(t) is an implicit
 function of these variables, denoted as
 u(τ) = κ(
 x(t))
 , t ≤ τ ≤ t + δ, (D.44)
 where the dependence of (Q,R) and (Tc, Tp) is ignored for simplicity. By substi-tuting it into (D.32a)–(D.32c), we have the closed-loop system
 x(τ ) = f(
 x(τ), κ(
 x(t)))
 , t ≤ τ ≤ t + δ, t ≥ 0. (D.45)
 It is clear that predictive control has the characteristics of sampled-date systems.The solution of NMPC is always summarized as solving a nonlinear program-
 ming (NLP) problem, and the procedure is shown in Fig. D.2. For a more detaileddiscussion on various MPC formulations, and theoretic issues as stability and ro-bustness, we refer to, for example, [8, 10–19].
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 Fig. D.2 Schematic program of NMPC
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Appendix ELinear Matrix Inequality (LMI)
 Many problems arising from control, identification and signal processing can betransformed into a few standard convex or quasi-convex (optimization or feasibility)problems involving linear matrix inequalities (LMIs) [1, 2] which can be solvedefficiently in a numerical sense by the use of interior-point methods [3]. In thisbook, for example, we formulate the calculation of the observer gain in Chap. 2and the solution of the feedback gain in Chap. 4 as convex optimization problemsinvolving LMIs.
 E.1 Convexity
 Definition E.1 2 A set D in a linear vector space is said to be convex if
 {x1, x2 ∈ D} ⇒ {
 x : αx1 + (1 − α)x2 ∈ D for all α ∈ (0,1)}
 . (E.1)
 Geometrically, a set D is convex if the line segment between any two points inD lies in D.
 Definition E.2 (Convex hull) The convex hull of a set D, denoted as Co{D}, is theintersection of all convex sets containing D. If D consists of a finite number ofelements, then these elements are referred to as the vertices of Co{D}.
 The convex hull of a finite point set forms a polytope and any polytope is theconvex hull of a finite point set.
 Definition E.3 A function f : D →R is called convex if
 • D is convex and• For all x1, x2 ∈ D and α ∈ (0,1),
 f(
 αx1 + (1 − α)x2) ≤ αf (x1) + (1 − α)f (x2). (E.2)
 H. Chen, B. Gao, Nonlinear Estimation and Control of Automotive Drivetrains,DOI 10.1007/978-3-642-41572-2,© Science Press Beijing and Springer-Verlag Berlin Heidelberg 2014
 237
 http://dx.doi.org/10.1007/978-3-642-41572-2
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 Moreover, f is called strictly convex if the inequality (E.2) is strict for x1, x2 ∈ D,
 x1 = x2 and α ∈ (0,1).
 Geometrically, (E.2) implies that the line segment between (x1, f (x1)) and(x2, f (x2)), i.e., the chord from x1 to x2, lies above the curve of f .
 Moreover, a function f : D →R is called affine if (E.2) holds with equality.
 Definition E.4 (Local and global optimality) Let D be a subset of a normedspace X . An element x0 ∈ D is said to be a local optimal solution of f : D → R ifthere exists ε > 0 such that
 f (x0) ≤ f (x) (E.3)
 for all x ∈ D with ‖x − x0‖ < ε. It is called a global optimal solution if (E.3) holdsfor all x ∈ D.
 Proposition E.1 Suppose that f : D → R is convex. If f has a local minimum atx0 ∈ D, then f (x0) is also the global minimum of f . If f is strictly convex, then x0is, moreover, unique.
 Proposition E.2 (Jensen’s inequality) If f defined on D is convex, then for allx1, x2, . . . , xr ∈ D and λ1, λ2, . . . , λr ≥ 0 with
 ∑ri=1 λi = 1 one has
 f (λ1x1 + · · · + λrxr) ≤ λ1f (x1) + · · · + λrf (xr). (E.4)
 E.2 Linear Matrix Inequalities
 A linear matrix inequality (LMI) is an expression of the form
 F(x) := F0 + x1F1 + · · · + xmFm > 0, (E.5)
 where
 • x = (x1, . . . , xm) is the decision variable;• F0, . . . ,Fm are given real symmetric matrices, and• The inequality F(x) > 0 means that uT F (x)u > 0 for all u ∈ R
 n,u = 0.
 While (E.5) is a strict LMI, we may also encounter non-strict LMIs which have theform of
 F(x) ≥ 0.
 The linear matrix inequality (E.5) defines a convex constraint on x. That is, theset F := {x|F(x) > 0} is convex. Hence, optimization problems involving the min-imization (or maximization) of a performance function f : F → R belong to theclass of convex optimization problems, if the performance function f renders (E.2)satisfied for all x1, x2 ∈ F and α ∈ (0,1). The full power of convex optimizationtheory can then be employed [4].
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 E.3 Casting Problems in an LMIs Setting
 There are three generic problems related to LMIs [1, 2]:
 (a) Feasibility. The test whether or not there exist solutions x of F(x) > 0 is calleda feasibility problem. The LMI F(x) > 0 is said to be feasible if a solutionexists, otherwise it is said to be infeasible.
 (b) Optimization. Let f : D →R be a convex objective function. The problem
 minx∈D
 f (x)
 s.t. F(x) > 0
 is called an optimization problem with an LMI constraint.(c) Generalized eigenvalue problem. This problem amounts to minimizing the
 maximum generalized eigenvalue of a pair of matrices that depend affinely on avariable, subject to an LMI constraint. It admits the general form of
 minλ
 s.t. λF(x) − G(x) > 0,
 F (x) > 0,
 H(x) > 0.
 Some control problems that can be easily casted in an LMI setting are given asfollows:
 Stability An example of the feasibility problem is to test if the linear system
 x = Ax (E.6)
 is asymptotically stable. This can be formulated as the following LMI feasibilityproblem:
 P > 0, AT P + PA < 0 (E.7)
 with P as a variable. Indeed, with (E.7) feasible, we can easily show that thequadratic function V (x) = xT Px decreases along every nonzero trajectory of (E.6),and hence the stability property.
 Moreover, if A is uncertain and varies in a polytope, i.e.,
 A ∈ Co{A1,A2, . . . ,Ar},then the stability test (E.7) becomes
 P > 0, ATi P + PAi < 0, i = 1,2, . . . , r. (E.8)
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 If the uncertain system is described as diagonal norm-bounded Linear Differen-tial Inclusions (LDIs) as follows
 x = A0x + Bpp, (E.9a)
 q = Cqx + Dqpp, (E.9b)
 pi = δi(t)qi,∣∣δi(t)
 ∣∣ ≤ 1, i = 1,2, . . . , nq, (E.9c)
 then the stability test (E.7) becomes
 P > 0, diagonal Λ > 0,
 (AT
 0 P + PA0 + CTq ΛCq ∗
 BTp P + DT
 qpΛCq DTqpΛDqp − Λ
 )
 < 0,
 (E.10)where P and Λ are variable. The S-procedure is used to get (E.10). A less conser-vative test can be obtained by the use of the full-block S-procedure [2].
 Decay Rate The decay rate of a system is defined to be the largest α such that
 limt→∞ eαt
 ∥∥x(t)
 ∥∥ = 0 (E.11)
 holds for all trajectories. In order to estimate the decay rate of system (E.6), wedefine V (x) = xT Px and require
 dV (x)
 dt≤ −2αV (x) (E.12)
 for all trajectories, which then leads to ‖x(t)‖ ≤ e−αt |λmax(P )λmin(P )
 | 12 ‖x(0)‖. By explor-
 ing (E.12) for system (E.6), the decay rate problem can be casted in the followingLMI optimization problem
 minα,P
 α (E.13a)
 s.t P > 0, α > 0,AT P + PA + 2αP ≤ 0. (E.13b)
 Similarly, we can formulate the problem in an LMI setting for uncertain systemswith polytopic description as follows:
 minα,P
 α (E.14a)
 s.t P > 0, α > 0,ATi P + PAi + 2αP ≤ 0, i = 1,2, . . . , r, (E.14b)
 and for uncertain systems with diagonal norm-bounded description as follows:
 minα,P,Λ
 α (E.15a)
 s.t P > 0, α > 0,diagonal Λ > 0, (E.15b)
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 (AT
 0 P + PA0 + CTq ΛCq + 2αP ∗
 BTp P + DT
 qpΛCq DTqpΛDqp − Λ
 )
 < 0. (E.15c)
 Designing a Feedback Controller The problem of designing a feedback con-troller can be solved by the general procedure from analysis to synthesis [2]. Forexample, design a stabilizing state feedback gain, one can easily perform the fol-lowing steps:
 • Replace A in (E.7) by AK = A + BuK to get
 (A + BuK)T P + P(A + BuK) < 0; (E.16)
 • Define Q = P −1 and right- and left-multiply with Q and QT , to obtain an equiv-alent inequality
 QAT + QKT Bu + AQ + BuKQ < 0; (E.17)
 • And define Y = KQ to cast the problem in the LMI of
 QAT + AQ + YT BTu + BuY < 0 (E.18)
 with Q > 0 and Y as variables.
 A stabilizing feedback gain is then defined as K = YQ−1.Similarly, by the use of the procedure from analysis to synthesis, one can design
 a robust stabilizing feedback gain for the polytopic uncertainty, where (Q,Y ) is afeasible solution of
 Q > 0, QATi + AiQ + YT BT
 u,i + Bu,iY < 0, i = 1,2, . . . , r, (E.19)
 or for diagonal norm-bounded uncertainty, where (Q,Y,M) is a feasible solution of
 Q > 0,diagonal M > 0, (E.20a)(
 QAT0 + A0Q + BpMBT
 p + YT BTu + BuY ∗
 DqpMBTp + CqQ + DquY DqpMDT
 qp − M
 )
 < 0. (E.20b)
 The following lemmas are useful for casting control, identification and signalprocessing problems in LMIs.
 Lemma E.1 (Schur Complement) For Q(x),R(x), S(x) depending affinely on x
 and Q(x),R(x) being symmetric, the LMI
 (
 Q(v) S(x)
 S(v)T R(x)
 )
 > 0
 is equivalent to
 Q(v) > 0, R(x) − S(v)T Q(v)−1S(v) > 0,
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 or to
 R(v) > 0, Q(x) − S(v)R(v)−1S(v)T > 0.
 Lemma E.2 (S-Procedure) Let F0,F1, . . . ,Fp ∈ Rn×n be symmetric matrices. The
 requirement of
 ξT F0ξ > 0 for all ξ = 0 such that ξT Fiξ ≥ 0, i = 1,2, . . . , p,
 is satisfied if there exist λ1, λ2, . . . , λp ≥ 0 such that
 F0 −p∑
 i=1
 λiFi > 0.
 For the case p = 1, the converse holds, provided that there is some ξ0 such thatξT
 0 F1ξ0 > 0.
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Appendix FSubspace Linear Predictor
 For a linear time invariant (LTI) system in question, assume that it can be describedin a state-space form as defined by the equations below:
 xk+1 = Axk + Buk + Kek, (F.1)
 yk = Cxk + Duk + ek, (F.2)
 where uk ∈ Rm is the input variable, yk ∈ R
 l is the output variable, xk ∈ Rn is
 the state variable of the system and ek ∈ Rl is the white noise. The matrices A ∈
 Rn×n, B ∈R
 n×m, C ∈Rl×n, D ∈R
 l×m, and K ∈Rl×l are the state, input, output,
 feed-through, and Kalman gain matrices of the system, respectively.From the state equation in (F.1), for t = k + 1, k + 2, . . . , k + M , we have
 xk+2 = Axk+1 + Buk+1 + Kek+1
 = A(Axk + Buk + Kek) + Buk+1 + Kek+1
 = A2xk + [
 AB B][
 uk
 uk+1
 ]
 + [
 AK K][
 ek
 ek+1
 ]
 , (F.3a)
 xk+3 = Axk+2 + Buk+2 + Kek+2
 = A(
 A2xk + ABuk + Buk+1 + AKek + Kek+1)+ Buk+2 + Kek+2
 = A3xk + [
 A2B AB B]
 ⎡
 ⎣
 uk
 uk+1uk+2
 ⎤
 ⎦+ [
 A2K AK K]
 ⎡
 ⎣
 ek
 ek+1ek+2
 ⎤
 ⎦,
 (F.3b)
 ...
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 xk+M = AMxk + [
 AM−1B AM−2B . . . B]
 ⎡
 ⎢⎢⎢⎣
 uk
 uk+1...
 uk+M−1
 ⎤
 ⎥⎥⎥⎦
 + [
 AM−1K AM−2K . . . K]
 ⎡
 ⎢⎢⎢⎣
 ek
 ek+1...
 ek+M−1
 ⎤
 ⎥⎥⎥⎦
 , (F.3c)
 xk+M+δ = AMxk+δ + [
 AM−1B AM−2B . . . B]
 ⎡
 ⎢⎢⎢⎣
 uk+δ
 uk+δ+1...
 uk+M+δ−1
 ⎤
 ⎥⎥⎥⎦
 + [
 AM−1K AM−2K . . . K]
 ⎡
 ⎢⎢⎢⎣
 ek+δ
 ek+δ+1...
 ek+M+δ−1
 ⎤
 ⎥⎥⎥⎦
 . (F.4)
 Thus, for δ = 0,1, . . . ,N − M + 1, we can then collect the state variables in asingle block matrix equation as
 [
 xk+M xk+M+1 . . . xk+N+1]
 = AM[
 xk xk+1 . . . xk+N−M+1]
 + [
 AM−1B AM−2B · · · B]
 ⎡
 ⎢⎢⎢⎣
 uk uk+1 . . . uk+N−M+1uk+1 uk+2 . . . uk+N−M+2
 ......
 . . ....
 uk+M−1 uk+M . . . uk+N
 ⎤
 ⎥⎥⎥⎦
 + [
 AM−1K AM−2K . . . K]
 ⎡
 ⎢⎢⎢⎣
 ek ek+1 . . . ek+N−M+1ek+1 ek+2 . . . ek+N−M+2
 ......
 . . ....
 ek+M−1 ek+M . . . ek+N
 ⎤
 ⎥⎥⎥⎦
 .
 (F.5)
 Next we will look at the output equation (F.2) and develop recursively an outputmatrix equation. From (F.2), for t = k + 1, k + 2, . . . , k + M − 1, we have
 yk+1 = Cxk+1 + Duk+1 + ek+1
 = C(Axk + Buk + Kek) + Duk+1 + ek+1
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 = CA1xk + [
 CB D][
 uk
 uk+1
 ]
 + [
 CK I][
 ek
 ek+1
 ]
 , (F.6a)
 yk+2 = Cxk+2 + Duk+2 + ek+2
 = C(
 A2xk + ABuk + Buk+1 + AKek + Kek+1)+ Duk+2 + ek+2
 = CA2xk + [
 CAB CB D]
 ⎡
 ⎣
 uk
 uk+1uk+2
 ⎤
 ⎦+ [
 CAK CK I]
 ⎡
 ⎣
 ek
 ek+1ek+2
 ⎤
 ⎦,
 (F.6b)
 ...
 yk+M−1 = CAM−1xk + [
 CAM−2B CAM−3B . . . D]
 ⎡
 ⎢⎢⎢⎣
 uk
 uk+1...
 uk+M−1
 ⎤
 ⎥⎥⎥⎦
 + [
 CAM−2K CAM−3K . . . I]
 ⎡
 ⎢⎢⎢⎣
 ek
 ek+1...
 ek+M−1
 ⎤
 ⎥⎥⎥⎦
 . (F.6c)
 Compiling the above result for output equations into a single matrix equation givesus
 ⎡
 ⎢⎢⎢⎢⎢⎣
 yk
 yk+1yk+2
 ...
 yk+M−1
 ⎤
 ⎥⎥⎥⎥⎥⎦
 =
 ⎡
 ⎢⎢⎢⎢⎢⎣
 C
 CA
 CA2
 ...
 CAM−1
 ⎤
 ⎥⎥⎥⎥⎥⎦
 xk
 +
 ⎡
 ⎢⎢⎢⎢⎢⎣
 D 0 0 . . . 0CB D 0 . . . 0
 CAB CB D . . . 0...
 ......
 . . ....
 CAM−2B CAM−3B CAM−4B . . . D
 ⎤
 ⎥⎥⎥⎥⎥⎦
 ⎡
 ⎢⎢⎢⎢⎢⎣
 uk
 uk+1uk+2
 ...
 uk+M−1
 ⎤
 ⎥⎥⎥⎥⎥⎦
 +
 ⎡
 ⎢⎢⎢⎢⎢⎣
 I 0 0 . . . 0CK I 0 . . . 0
 CAK CK I . . . 0...
 ......
 . . ....
 CAM−2K CAM−3K CAM−4K . . . I
 ⎤
 ⎥⎥⎥⎥⎥⎦
 ⎡
 ⎢⎢⎢⎢⎢⎣
 ek
 ek+1ek+2
 ...
 ek+M−1
 ⎤
 ⎥⎥⎥⎥⎥⎦
 .
 (F.7a)
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 Adjusting the time for the variables in (F.7a) by an arbitrary discrete time δ willresult in a similar matrix equation
 ⎡
 ⎢⎢⎢⎢⎢⎣
 yk+δ
 yk+1+δ
 yk+2+δ
 ...
 yk+M+δ−1
 ⎤
 ⎥⎥⎥⎥⎥⎦
 (F.8)
 =
 ⎡
 ⎢⎢⎢⎢⎢⎣
 C
 CA
 CA2
 ...
 CAM−1
 ⎤
 ⎥⎥⎥⎥⎥⎦
 xk+δ
 +
 ⎡
 ⎢⎢⎢⎢⎢⎣
 D 0 0 . . . 0CB D 0 . . . 0
 CAB CB D . . . 0...
 ......
 . . ....
 CAM−2B CAM−3B CAM−4B . . . D
 ⎤
 ⎥⎥⎥⎥⎥⎦
 ⎡
 ⎢⎢⎢⎢⎢⎣
 uk+δ
 uk+1+δ
 uk+2+δ
 ...
 uk+M+δ−1
 ⎤
 ⎥⎥⎥⎥⎥⎦
 +
 ⎡
 ⎢⎢⎢⎢⎢⎣
 I 0 0 . . . 0CK I 0 . . . 0
 CAK CK I . . . 0...
 ......
 . . ....
 CAM−2K CAM−3K CAM−4K . . . I
 ⎤
 ⎥⎥⎥⎥⎥⎦
 ⎡
 ⎢⎢⎢⎢⎢⎣
 ek+δ
 ek+δ+1ek+δ+2
 ...
 ek+M+δ−1
 ⎤
 ⎥⎥⎥⎥⎥⎦
 . (F.9)
 Therefore, by collecting the variables for δ = 0,1, . . . ,N − M + 1, we can composethe output equations in a single block matrix equations as shown below:
 ⎡
 ⎢⎢⎢⎢⎢⎣
 yk yk+1 . . . yk+N−M+1yk+1 yk+2 . . . yk+N−M+2yk+2 yk+3 . . . yk+N−M+3
 ......
 . . ....
 yk+N−M+1 yk+M . . . yk+N
 ⎤
 ⎥⎥⎥⎥⎥⎦
 =
 ⎡
 ⎢⎢⎢⎢⎢⎣
 C
 CA
 CA2
 ...
 CAM−1
 ⎤
 ⎥⎥⎥⎥⎥⎦
 [
 xk xk+1 . . . xk+N−M+1]
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 +
 ⎡
 ⎢⎢⎢⎢⎢⎣
 D 0 0 . . . 0CB D 0 . . . 0
 CAB CB D . . . 0...
 ......
 . . ....
 CAM−2B CAM−3B CAM−4B . . . D
 ⎤
 ⎥⎥⎥⎥⎥⎦
 ×
 ⎡
 ⎢⎢⎢⎢⎢⎣
 uk uk+1 . . . uk+N−M+1uk+1 uk+2 . . . uk+N−M+2uk+2 uk+3 . . . uk+N−M+3
 ......
 . . ....
 uk+N−M+1 uk+M . . . uk+N
 ⎤
 ⎥⎥⎥⎥⎥⎦
 +
 ⎡
 ⎢⎢⎢⎢⎢⎣
 I 0 0 . . . 0CK I 0 . . . 0
 CAK CK I . . . 0...
 ......
 . . ....
 CAM−2K CAM−3K CAM−4K . . . I
 ⎤
 ⎥⎥⎥⎥⎥⎦
 ×
 ⎡
 ⎢⎢⎢⎢⎢⎣
 ek ek+1 . . . ek+N−M+1ek+1 ek+2 . . . ek+N−M+2ek+2 ek+3 . . . ek+N−M+3
 ......
 . . ....
 ek+N−M+1 ek+M . . . ek+N
 ⎤
 ⎥⎥⎥⎥⎥⎦
 . (F.10)
 From the derivation of Eqs. (F.5) and (F.10), we can write the subspace I/O matrixequations in the field of subspace system identification [1] as follows:
 Yp = ΓMXp + HdMUp + Hs
 NEp, (F.11)
 Yf = ΓMXf + HdMUf + Hs
 NEf , (F.12)
 Xf = AMXp + �dMUp + �s
 MEp, (F.13)
 where the subscripts p and f denote the ‘past’ and ‘future’ matrices of the respectivevariables, the superscripts d and s stand for the deterministic and stochastic part ofthe system, respectively. Open-loop data uk and yk , k ∈ {0,1, . . . ,N} are availablefor identification. Therefore, for the definition in (F.11)–(F.13), the past and futuredata matrices are constructed as follows:
 Yp =
 ⎡
 ⎢⎢⎣
 y1 y2 . . . yN−2M+1y2 y3 . . . yN−2M+2...
 .... . .
 ...yM yM+1 . . . yN−M
 ⎤
 ⎥⎥⎦
 , Yf =
 ⎡
 ⎢⎢⎣
 yM+1 yM+2 . . . yN−M+1yM+2 yM+3 . . . yN−M+2
 ......
 . . ....
 y2M y2M+1 . . . yN
 ⎤
 ⎥⎥⎦
 ,
 (F.14)
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 Up =
 ⎡
 ⎢⎢⎣
 u1 u2 . . . uN−2M+1u2 u3 . . . uN−2M+2...
 .... . .
 ...uM uM+1 . . . uN−M
 ⎤
 ⎥⎥⎦
 , Uf =
 ⎡
 ⎢⎢⎣
 uM+1 uM+2 . . . uN−M+1uM+2 uM+3 . . . uN−M+2
 ......
 . . ....
 u2M u2M+1 . . . uN
 ⎤
 ⎥⎥⎦
 ,
 (F.15)
 Ep =
 ⎡
 ⎢⎢⎣
 e1 e2 . . . uN−2M+1e2 e3 . . . eN−2M+2...
 .... . .
 ...eM eM+1 . . . eN−M
 ⎤
 ⎥⎥⎦
 , Ef =
 ⎡
 ⎢⎢⎣
 eM+1 eM+2 . . . eN−M+1eM+2 eM+3 . . . eN−M+2
 ......
 . . ....
 e2M e2M+1 . . . eN
 ⎤
 ⎥⎥⎦
 .
 (F.16)
 The matrices ΓM , �dM and �s
 M are defined as follows:
 • Extended observability matrix
 ΓM =
 ⎡
 ⎢⎢⎢⎢⎣
 C
 CA
 CA2
 · · ·CAM−1
 ⎤
 ⎥⎥⎥⎥⎦
 ; (F.17)
 • Reversed extended controllability matrix (deterministic)
 �dM = [
 AM−1B AM−2B . . . B]; (F.18)
 • Reversed extended controllability matrix (stochastic)
 �sM = [
 AM−1K AM−2K . . . K]
 . (F.19)
 The lower-triangular Toeplitz matrices HdM and Hs
 M are given below:
 HdM =
 ⎡
 ⎢⎢⎢⎢⎢⎣
 D 0 0 . . . 0CB D 0 . . . 0
 CAB CB D . . . 0...
 ......
 . . ....
 CAM−2B CAM−3B CAM−4B . . . D
 ⎤
 ⎥⎥⎥⎥⎥⎦
 , (F.20)
 HsM =
 ⎡
 ⎢⎢⎢⎢⎢⎣
 I 0 0 . . . 0CK I 0 . . . 0
 CAK CK I . . . 0...
 ......
 . . ....
 CAM−2K CAM−3K CAM−4K . . . I
 ⎤
 ⎥⎥⎥⎥⎥⎦
 . (F.21)
 Furthermore, the past and future state matrices are also defined by
 Xp = [
 x1 x2 . . . xN−2M+1]
 , (F.22)
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 Xf = [
 xM+1 xM+2 . . . xN−M+1]
 . (F.23)
 Taking Eq. (F.11) and solving for Xp will render us
 Xp = Γ†M
 (
 Yp − HdMUp − Hs
 MEp
 )
 , (F.24)
 where the subscript “†” denotes Moore–Penrose pseudoinverse of a matrix [2]. Sub-stituting Eq. (F.24) into (F.13) will then give
 Xf = AM(
 Γ†M
 (
 Yp − HdMUp − Hs
 MEp
 ))+ �dMUp + �s
 MEp
 = AMΓ†MYp + (
 �dM − AMΓ
 †MHd
 M
 )
 Up + (
 �sM − AMΓ
 †MHs
 M
 )
 Ep. (F.25)
 Therefore, substituting Eq. (F.25) into (F.12) will result in an equation for futureoutput as given below:
 Yf = ΓM
 (
 AMΓ†MYp + (
 �dM − AMΓ
 †MHd
 M
 )
 Up
 + (
 �sM − AMΓ
 †MHs
 M
 )
 Ep
 )+ HdMUf + Hs
 NEf
 = ΓMAMΓ†MYp + ΓM
 (
 �dM − AMΓ
 †MHd
 M
 )
 Up
 + HdMUf + ΓM
 (
 �sM − AMΓ
 †MHs
 M
 )
 Ep + HsNEf . (F.26)
 Due to the effect of Ef which is stationary white noise, and by the virtue of thestability of a Kalman filter, for a set of measurements that is sufficiently large,Eq. (F.26) above can then be written to give an optimal prediction of Yf as follows:
 Yf = [
 Lw Lu
 ][
 Wp
 Uf
 ]
 = LwWp + LuUf (F.27)
 where “” denotes the estimate and
 Wp =[
 Up
 Yp
 ]
 . (F.28)
 Equation (F.27) is thus known as the subspace linear predictor equation, with Lw
 being the subspace matrix that corresponds to the past input and output data ma-trix Wp , and Lu is the subspace matrix that corresponds to the future input datamatrix Uf .
 In order to calculate the subspace linear predictor coefficients Lw and Lu fromthe Hankel data matrices Up , Yp and Uf , we will solve the following least squaresproblem, thus giving us the prediction equation for Yf :
 minLw,Lu
 ∥∥∥∥Yf − [
 Lw Lu
 ][
 Wp
 Uf
 ]∥∥∥∥
 2
 , (F.29)
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 where
 [
 Lw Lu
 ] = Yf
 [
 Wp
 Uf
 ]†
 = Yf
 [
 WTp UT
 f
 ]([
 Wp
 Uf
 ][
 WTp UT
 f
 ])−1
 . (F.30)
 In the control implementation, only the leftmost column of the matrix will be usedfor the prediction of future output values. Therefore, after the subspace linear pre-dictor coefficients Lw and Lu are found from the identification data, we can thenstreamline equation (F.27) by taking only the leftmost column of matrices Yf , Yp ,Up and Uf by defining
 yf =
 ⎡
 ⎢⎢⎢⎣
 yt+1yt+2
 ...
 yt+M
 ⎤
 ⎥⎥⎥⎦
 , yp =
 ⎡
 ⎢⎢⎢⎣
 yt−M+1yt−M+2
 ...
 yt
 ⎤
 ⎥⎥⎥⎦
 ,
 up =
 ⎡
 ⎢⎢⎢⎣
 ut−M+1ut−M+2
 ...
 ut
 ⎤
 ⎥⎥⎥⎦
 , uf =
 ⎡
 ⎢⎢⎢⎣
 ut+1ut+2
 ...
 ut+M
 ⎤
 ⎥⎥⎥⎦
 ,
 (F.31)
 and
 wp =[
 up
 yp
 ]
 , (F.32)
 then we will arrive at a streamlined subspace-base linear predictor equation, namely
 yf = Lwwp + Luuf . (F.33)
 According to Eq. (F.33), we can predict the output of the system by the past inputand output data as well as the future input data that is applied. This result will beutilized in the implementation of model predictive control algorithm, that is, data-driven predictive control algorithm.
 References
 1. Overschee PV, Moor BD (1996) Subspace identification for linear systems: theory, implemen-tation, applications. Kluwer Academic, Norwell
 2. Van Overschee P, De Moor B (1995) A unifying theorem for three subspace system identifica-tion algorithms. Automatica 31(12):1853–1864
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