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IP Multicasting
 • Multicasting is the process of sending data to a group of receivers viz one-to-many,
 many-to-many. Examples of one-to-many application include video and audio feeds
 for distance learning, software distribution, etc. Examples of many-to-many
 application is video conferencing, multiplayer games, etc.
 • Three basic requirements of supporting multicasting are-
 1. A set of addresses by which multicast groups are identified
 2. A mechanism by which hosts can join and leave groups
 3. A routing protocol that allows routers to efficiently deliver multicast traffic to
 group members
 Multicast IP Addresses:
 • Class D range of 224.0.0.0 – 239.255.255.255 is set aside as multicast addresses. The
 first four bits of the first octet are 1110. No subnetting is used for this range and
 hence no Network portion and Host portion in a class D IP address.
 • A multicast group is defined by its multicast IP address.
 • Some of the well-known addresses assigned to permanent multicast groups by IANA
 are-
 224.0.0.1 - All systems on this subnet
 224.0.0.2 - All routers on this subnet
 224.0.0.4 - DVMRP routers
 224.0.0.5 - All OSPF router
 224.0.0.6 - OSPF DRs and BDRs
 224.0.0.9 - RIP v2 routers
 224.0.0.10 - EIGRP routers
 224.0.0.13 - PIM routers
 224.0.1.39 - Cisco RP Announce
 224.0.1.40 - Cisco RP Discovery
 Multicast MAC Addresses:
 • To support IP Multicasting, the multicast address range of 01-00-FE-00-00-00 to 01-
 00-FE-7F-FF-FF for Ethernet and FDDI MAC addresses.
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• Of the 48-bit MAC address, the high-order 25 bits are fixed and the low-order 23 bits
 are variable.
 • To map an IP Multicast address to a MAC-layer multicast address, the low-order 23
 bits of the multicast IP address are mapped directly to low-order 23 bits in the
 multicast MAC address.
 Example- Multicast IP Address: 224.192.16.1
 In binary, 224.192.16.1 is 1110000.11000000.00010000.00000001
 Using low-order 23 bits from this (in hexadecimal) and adding to 01-5E-00-XX-XX-XX
 gives 01-5E-00-40-10-01
 • Because only last 23 bits are mapped, the resultant multicast MAC address is not
 unique. Infact, 2^5 i.e 32 different multicast IP addresses can be mapped to same
 multicast MAC address.
 Benefits of this mapping-
 • A multicast source or router on the local network has to deliver only a single frame
 to the multicast MAC address in order for all group members on the LAN to receive
 it.
 • Because the MAC address is always known if the group address is known, there is no
 need for an ARP process.
 IGMP- Internet Group Management Protocol
 • IGMP is always the language spoken between the hosts and the router. All hosts that
 want to join multicast groups, and all routers with interfaces on the subnets
 containing multicast hosts, must implement IGMP.
 • IGMP messages are limited to local data link. Hence, the TTL field of the IP header is
 set to 1.
 IGMPv2 Host functions:
 • Hosts running IGMPv2 use three types of messages-
 1. Membership Report messages
 2. Version 1 Membership Report messages
 3. Leave Group messages
 • Membership Report messages are sent to indicate that a host wants to join a group.
 These messages are sent when a host first joins a group and sometimes, when a
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router queries with a Membership Query message, the hosts respond with these
 messages.
 • The host sends multiple Membership Report messages (by default at an interval of
 10 seconds) to the local router when it wants to join a multicast group. The
 destination IP address of the Membership Report message is the group IP address,
 and the message itself also contains the group IP address.
 • The local router periodically polls the subnet with Membership Query messages.
 Each query contains a value called Max Response Time (by default 10 seconds).
 When the hosts receive these queries, they set a timer at random value between 0
 and Max Response time. When the timer expires, the hosts respond with one
 Membership Report for each group they belong to.
 • Since the destination IP address of these Membership Report message is the group
 IP address, other hosts on the subnet also receive these messages. If a host receives
 the Membership Report message for a group that it belongs to before its timer
 expires, it does not send the Membership Report for that group.
 • When a host wants to leave a group, it sends a Leave Group message with
 destination IP address 224.0.0.2 which means “all routers on this subnet”.
 IGMPv2 Router functions:
 • IGMPv2 router sends two types of query messages-
 1. General Query
 2. Group-specific Query
 • The General Query is the message a router sends to all of its subnets to discover
 whether group members are present. These queries are sent once every 60 seconds.
 The interval can be changed using ip igmp query-interval.
 • The General Query message is sent to “all systems on this subnet” address of
 224.0.0.1 and the actual message does not contain any mention of a specific group.
 • If the Cisco router does not receive any Membership Report message on the subnet
 for a group within 3 query intervals (3 minutes), the router declares that there are no
 active members of the group on the subnet.
 • The host leaves a group by sending a Leave Group message to the router. The router
 determines if there are other members for that group by sending a Group-specific
 Query. The Group-specific Query message contains the group IP address and the
 destination IP address for this message is also the group IP address. The router sends
 two Group-specific Queries (with 1 second interval) in case the first message is lost
 or corrupted.
 • The router with the lowest IP address on the subnet becomes the querier. The
 querier is responsible for sending General and Group-specific Query messages. The
 non-querier (one with second lowest IP address) takes ownership of querier if it
 doesn’t hear from the querier in Other Querier Present Interval period. The default
 value is twice the Query Interval (120 seconds).
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IGMP v2 Message Format:
 • IGMP messages are encapsulated in IP datagram with protocol number 2. The TTL
 field is set to 1 and contains the IP Router Alert Option in the IP header.
 • Type= 0x11 is the Membership Query message. The General Query and Group-
 specific Query messages are differentiated by the Group address.
 • Type= 0x16 is the v2 Membership Report message.
 • Type= 0x17 is the Leave Group message.
 • Type= 0x12 is the v1 compatible Membership Report message.
 • The Max Resp Time field is useful in only Membership Query messages. It is set to
 0x00 in other messages.
 • The Checksum field is the 16-bit one’s complement of the one’s complement sum of
 the whole IGMP message (the entire IP payload). When transmitting packets, the
 checksum must be computed and inserted into this field. When receiving packets,
 the checksum must be verified before processing the packet.
 • The Group Address field is set to 0.0.0.0 for General Query messages. And is set to
 group IP address in case of Group-specific Query messages. Membership Report and
 Leave Group messages also carry the group address in this field.
 NOTE: IGMP v1 has only two messages- Host Membership Query and Host Membership
 Report.
 Multicast control methods on switched networks:
 • By default, a switch broadcasts multicast packets on all its ports, except the one that
 it receives the packet on.
 • Two popular methods to avoid this behaviour are-
 1. IGMP Snooping (industry standard)- Using this method, the switch examines all
 IGMP messages. In that way, it becomes aware of the location of the multicast
 routers and the group members. This means that every IP packet must be
 examined which can result in switch performance degradation.
 2. CGMP (Cisco proprietary)- CGMP is Cisco Group Membership Protocol.
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Operation of CGMP:
 • Both, the switch and the router, must be configured to run CGMP. However, only the
 router produces CGMP packets. The switch only reads CGMP packets.
 • Two types of CGMP packets are-
 1. Join packets- sent by the router to notify switch of one or more members for a
 multicast group
 2. Leave packets- sent by the router to the switch to remove one or more members
 from a multicast group, or delete the group altogether
 • These two packets have an identical format, and the destination of the packets is
 always the reserved MAC address 0100.0cdd.dddd. The switch listens for this
 address.
 • These packets contain one or more pairs of MAC addresses called-
 1. GDA- Group Destination Addresses
 2. USA- Unicast Source Addresses
 • When a CGMP-enabled router comes online, it sends a CGMP join packet to the
 switch with GDA set to 0000.0000.0000 and USA set to its own MAC address. The
 CGMP-enabled switch knows that a multicast router is connected to the port that
 received the CGMP join packet. The router sends this packet every 60 seconds as
 keepalive.
 • The host sends an IGMP Membership Report message to the router when it wants to
 join a group. The switch enters the host’s MAC address into its CAM table. When the
 router receives the IGMP Membership Report message, it sends a CGMP Join packet
 to CGMP-enabled switch with GDA set to the Group MAC address and USA set to
 host’s MAC address. The switch is now aware of the multicast group and it adds the
 host-connected port to the group.
 • When the host sends an IGMP v2 Leave Group message to the router, the router
 sends two Group-specific Query messages (at the interval of 1 second) to find if
 there are other members for that group. If another member responds with IGMP
 Membership Report message, the router sends CGMP Leave packet to the switch
 with GDA set to Group MAC address and USA set to the MAC address of the host
 leaving the group. If no member responds (within 3 query intervals = 3 minutes), the
 router sends CGMP Leave packet to the switch with GDA set to the group MAC
 address and USA set to 0000.0000.0000. This packet tells the switch to remove the
 group from its CAM table.
 CGMP Message
 Type
 GDA USA CGMP-enabled Switch Function
 Join Zero Router
 MAC
 Identifies the port as a multicast router port
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Join Group
 MAC
 Host MAC Identifies the multicast group and adds the
 host’s port to the group
 Leave Group
 MAC
 Host MAC Removes the host port from the group
 Leave Group
 MAC
 Zero Removes the whole group altogether
 Leave Zero Router
 MAC
 Removes all groups and ports bound for the
 router’s port from the CAM
 Leave Zero Zero Removes all groups from all switches connected
 to the router
 CGMP Message format:
 Version (4 bits)- Always set to 0x1 to specify version 1
 Type (4 bits)- Join (0x0) and Leave (0x1)
 Reserved- Always set to 0 (0x0000)
 Count- Specifies how many GDA/USA pairs the packet carries
 GDA- Group Destination MAC address
 USA- Unicast Source MAC address
 Multicast Forwarding-
 • In unicast IP packet forwarding when a packet arrives to the router, its destination IP
 address is examined and looked up in the routing table, longest-match is found and
 forwarded out a single interface towards the destination.
 • In multicast IP packet forwarding, the packet is forwarded away from the source. All
 the multicast routers are aware of the source in order to avoid multicast storm due
 to loops.
 • Multicast packets should always flow downstream from the source to the
 destinations. To ensure this, every multicast router maintains a (source, group) or (S,
 G) entry in their multicast forwarding table.
 • Packets from a source destined for a particular group, should always arrive on an
 upstream interface and forwarded out one or more downstream interfaces.
 • If a router receives a multicast packet on any interface other than the upstream
 interface, it discards the packet.
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• The mechanism to determine the upstream and downstream interfaces for a
 particular (S, G) entry is the job of a multicast routing protocol.
 Multicast Routing-
 • The multicast routing protocol determines the upstream interface (the interface
 closest to the source). Hence, the procedure of forwarding multicast packets is also
 known as reverse path forwarding RPF. The router checks the source of the packet
 with its unicast IP routing table to see how it can reach the source of the packet. If
 the multicast packet is received on the interface through which the router can reach
 back to the source, then the packet is forwarded to outgoing interface(s). All
 multicast packets that do not pass RPF check, are dropped.
 • The second function of multicast routing protocol is to determine the downstream
 interface(s) for a particular (S, G) entry. When all multicast routers have determined
 their upstream and downstream interfaces for a particular (S, G), a multicast tree is
 established. The root of the tree is the source’s directly connected router (also called
 FHR- First Hop Router) and the branches lead to all subnets on which group
 members reside. The forwarding of packets only out interfaces leading to group
 members is called reverse path multicasting RPM.
 • The third function of the multicast routing protocol is to manage the tree- “grafting”
 branches as members join the tree, and “pruning” branches as members leave the
 tree.
 Source-based trees and shared-trees:
 • Source-based trees (aka shortest path trees SPTs) are rooted at the source. The tree
 defines a path between the source host that originates the multicast packets and all
 subnets that need to receive a copy of the multicast packets sent by that host.
 • For every source of a group, multiple source-based trees are constructed.
 • Shared trees (aka rendezvous point trees RPTs) take advantage of the fact that many
 multicast trees can share a single router within the network. Rather than root each
 tree at its source, the tree is rooted at a shared router called the rendezvous point
 RP.
 • When a source begins a multicast session, it registers with the RP.
 • The shared trees use (*, G) state for each group which reflects the fact that the RP is
 the root of the tree for the group and there may be many sources upstream of the
 RP.
 PIM- Protocol Independent Multicast
 • PIM is the only IP multicast routing protocol fully supported by Cisco IOS. PIM is
 protocol-independent which means it uses the unicast IP routing table to locate
 unicast addresses.
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• The current version of PIM is version 2. When a PIM v2 router peers with a PIM v1
 router, it automatically sets that interface to PIM v1. PIM version can be changed
 using ip pim version command.
 • PIM v2 messages are encapsulated in an IP packet with protocol number set to 103;
 except for the cases when the message is unicast, the destination IP address is
 224.0.0.13 and TTL set to 1.
 • PIMv2 message header format is-
 Version is 2. Reserved field is set to all zeroes. Checksum is the normal checksum of
 the IP header. Type is one of the following nine messages-
 Type 0- Hello
 Type 1- Register (PIM-SM only)
 Type 2- Register-Stop (PIM-SM only)
 Type 3- Join/Prune
 Type 4- Bootstrap (PIM-SM only)
 Type 5- Assert
 Type 6- Graft (PIM-DM only)
 Type 7- Graft-Ack (PIM-DM only)
 Type 8- Candidate-RP-Advertisement (PIM-SM only)
 PIM-DM: PIM Dense Mode
 • PIM-DM uses five PIM v2 messages-
 1. Hello (or Query in PIM v1)
 2. Join/ Prune
 3. Graft
 4. Graft-Ack
 5. Assert
 • PIM v2 uses Hello message to discover neighbors. The Hello messages are sent
 periodically every 30 seconds. The Hello message contains Holdtime which specifies
 the maximum time the neighbor should wait to hear a subsequent message before
 declaring the originating router dead. The Hello message interval can be changed per
 interface by ip pim query-interval command. To view the neighbors, use show ip
 pim neighbors command. Use debug ip pim command and debug ip packet detail
 <acl_number> command to view interesting PIM packets.
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• PIM v2 Join messages are sent to 224.0.0.13 and use protocol number 103 where as
 PIM v1 messages are sent to 224.0.0.2 and use protocol number 2.
 • When a source begins sending multicast packets, PIM-DM routing protocol instructs
 the router to forward the multicast traffic on all the configured interfaces, with some
 exceptions to prevent looping.
 • Other routers will receive these multicast packets and repeat the same process.
 • Some PIM-DM routers might not want to receive multicast packets for a particular
 group if a) the router does not have any active downstream routers that need
 packets for that multicast group b) the router does not know any host on its directly
 connected subnet that has joined that group
 • If above two conditions satisfy, the downstream router sends a Prune message to its
 upstream router to not send the traffic for that group. The destination address of the
 Prune message is 224.0.0.13 and the address of the upstream router is encoded in
 the message.
 • The Prune state for all interfaces is maintained in the router. The reason being if the
 router that has pruned itself from a multicast tree, can “graft” itself back onto the
 tree when necessary.
 • The Graft message is unicast to the upstream neighbor of the multicast tree. When
 the upstream router receives this Graft message, it puts the interface in forwarding
 state and immediately sends a Graft-Ack message back to the new downstream
 neighbor. If this upstream neighbor is not sending multicast traffic for that group
 address to other neighbors or hosts, it will send a Graft message to its upstream
 neighbors. It waits for 3 seconds for a Graft-Ack message before sending another
 Graft message.
 • A PIM-DM DR (Designated Router) is elected on the multi-access network. A PIM-
 DM DR is the one with the highest IP address on the subnet. The other routers
 monitors the DR’s Hello packets and a new DR is elected if no DR Hello packets are
 heard in 105 seconds when the DR is declared dead.
 • A PIM-DM Forwarder is elected in the multi-access network using the Assert
 messages. When a router receives a multicast packet on an outgoing multi-access
 interface (ex. Ethernet interface), it sends an Assert message on the network. The
 Assert message includes the source and group address, the metric of the unicast
 route to the source and the administrative distance of the unicast routing protocol
 used to discover the route. The routers on the multi-access network (also receiving
 the multicast packet) compare the Assert messages and determine the forwarder
 based on the following criteria-
 1. The router advertising the lowest AD in the Assert message would be the
 Forwarder.
 2. If the ADs are equal, the router advertising the lowest metric would be the
 Forwarder.
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3. If the AD and the metric are equal, the router with the highest IP address
 becomes the Forwarder.
 • If the upstream neighbor changes due to a change in the unicast routing protocol,
 the downstream neighbor sends a Prune message to its current upstream neighbor
 then sends a Graft message to its new upstream neighbor to join the group.
 Case Study: PIM DM
 Homburg router:
 ip multicast-routing
 !
 interface Loopback 0
 ip address 1.1.1.1 255.255.255.255
 !
 interface serial 0/0
 ip address 10.1.1.1 255.255.255.0
 ip ospf 1 area 0
 ip pim dense-mode
 !
 interface serial 0/1
 ip address 10.1.2.1 255.255.255.0
 ip ospf 1 area 0
 ip pim dense-mode
 Fedora router:
 ip multicast-routing
 !
 interface serial 0/0
 ip address 10.1.1.2 255.255.255.252
 ip ospf 1 area 0
 ip pim dense-mode
 !
 interface serial 0/1
 ip address 10.2.1.1 255.255.255.0
 ip ospf 1 area 0
 ip pim dense-mode
 !
 interface serial 0/2
 ip address 10.3.1.1 255.255.255.0
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! ip ospf 1 area 0
 ip pim dense-mode
 !
 Porkpie router:
 ip multicast-routing
 !
 interface serial 0/0
 ip address 10.2.1.2 255.255.255.0
 ip ospf 1 area 0
 ip pim dense-mode
 !
 interface serial 0/1
 ip address 10.2.4.2 255.255.255.0
 ip ospf 1 area 0
 ip pim dense-mode
 !
 interface fastethernet 0/0
 ip address 172.16.1.2 255.255.255.0
 ip ospf 1 area 0
 ip pim dense-mode
 standby 1 ip 172.16.1.1
 standby 1 preempt
 standby 1 priority 105
 standby 1 track serial 0/0 10
 !
 Bowler router:
 ip multicast-routing
 !
 interface serial 0/0
 ip address 10.3.1.2 255.255.255.252
 ip ospf 1 area 0
 ip pim dense-mode
 !
 interface fastethernet 0/0
 ip address 172.16.1.3 255.255.255.0
 ip ospf 1 area 0
 ip pim dense-mode
 standby 1 ip 172.16.1.1
 standby 1 preempt
 !
 Bowler and Porkpie routers are connected via a multi-access Ethernet network. For a multi-
 access network, a querier and a DR are elected. The multi-access interface with lowest IP address
 becomes the querier whose responsibility is to send General and Group-specific queries on the
 multi-access network. Also, the multi-access interface with highest IP address becomes the DR of the
 network.
 The following output from Bowler shows that Porkpie router is the IGMP querier while this router
 (Bowler) is the DR.
 Bowler# show ip igmp interface fastethernet 0/0
 FastEthernet0/0 is up, line protocol is up
 Internet address is 172.16.1.3/24
 IGMP is enabled on interface
 Current IGMP host version is 2
 Current IGMP router version is 2
 IGMP query interval is 60 seconds
 IGMP querier timeout is 120 seconds
 IGMP max query response time is 10 seconds
 Last member query count is 2
 Last member query response interval is 1000 ms
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Inbound IGMP access group is not set
 IGMP activity: 1 joins, 0 leaves
 Multicast routing is enabled on interface
 Multicast TTL threshold is 0
 Multicast designated router (DR) is 172.16.1.3 (this system)
 IGMP querying router is 172.16.1.2
 No multicast groups joined by this system
 To change IGMP query interval, use ip igmp query-interval.
 To change the maximum query response time, use ip igmp max-query-response-time.
 Bowler# show ip pim interface
 Address Interface Ver/ Nbr Query DR DR
 Mode Count Intvl Prior
 10.3.1.2 Serial0/0 v2/D 1 30 1 0.0.0.0
 172.16.1.3 FastEthernet0/0 v2/D 1 30 1 172.16.1.3
 Since Porkpie router is the IGMP querier, it sends periodic queries (every 60 seconds by
 default) on the network to check for the members. Here, the host (172.16.1.4) replies back
 with a Membership Report message. The output is taken from debug ip igmp command.
 Porkpie# debug ip igmp
 *Mar 1 00:24:06.447: IGMP(0): Send v2 general Query on FastEthernet0/0
 *Mar 1 00:24:12.523: IGMP(0): Received v2 Report on FastEthernet0/0 from 172.16.1.4
 for 239.10.10.10
 *Mar 1 00:24:12.527: IGMP(0): Received Group record for group 239.10.10.10, mode 2
 from 172.16.1.4 for 0 sources
 *Mar 1 00:24:12.531: IGMP(0): Updating EXCLUDE group timer for 239.10.10.10
 *Mar 1 00:24:12.535: IGMP(0): MRT Add/Update FastEthernet0/0 for (*,239.10.10.10) by 0
 Porkpie and Bowler also decides a Forwarder for the network because it would be useless if
 they both forward traffic to the host. They use Assert messages to decide who becomes the
 Forwarder. From the below output (taken from debug ip pim command), it seems that
 Bowler router will become the Forwarder. Hence, it will put the Fastethernet 0/0 interface
 in Forwarding state. And so, Porkpie router will put its Fastethernet 0/0 in Prune state.
 Bowler# debug ip pim
 *Mar 1 00:58:13.667: PIM(0): Send v2 Assert on FastEthernet0/0 for 239.10.10.10, source
 10.1.1.1, metric [110/128]
 *Mar 1 00:58:13.675: PIM(0): Assert metric to source 10.1.1.1 is [110/128]
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*Mar 1 00:58:13.679: PIM(0): We win, our metric [110/128]
 *Mar 1 00:58:13.679: PIM(0): (10.1.1.1/32, 239.10.10.10) oif FastEthernet0/0 in Forward
 state
 *Mar 1 00:58:14.219: PIM(0): Received v2 Assert on FastEthernet0/0 from 172.16.1.2
 *Mar 1 00:58:14.223: PIM(0): Assert metric to source 10.1.1.1 is [110/128]
 *Mar 1 00:58:14.223: PIM(0): We win, our metric [110/128]
 *Mar 1 00:58:14.227: PIM(0): (10.1.1.1/32, 239.10.10.10) oif FastEthernet0/0 in Forward
 state
 *Mar 1 00:58:14.231: PIM(0): Received v2 Join/Prune on FastEthernet0/0 from
 172.16.1.2, to us
 *Mar 1 00:58:14.235: PIM(0): Prune-list: (10.1.1.1/32, 239.10.10.10)
 The show ip mroute commands shows the multicast routing table on the router. The
 following output on R0 router shows (*, G) entry and (S, G) entry. Even though the PIM
 domain is running PIM-DM on all routers, there is a (*, G) entry. This entry is not used for
 packet forwarding. The Cisco IOS creates this entry as a “parent” data structure for (S, G). All
 interfaces connected to PIM neighbors, and all interfaces with directly connected group
 members, are put into outgoing interface list (aka OIL) of (*, G) entry. The incoming
 interface list is always Null. The incoming and outgoing interfaces in (S, G) entry are then
 taken from this list.
 Porkpie# show ip mroute 239.10.1.1
 IP Multicast Routing Table
 Flags: D - Dense, S - Sparse, B - Bidir Group, s - SSM Group, C - Connected,
 L - Local, P - Pruned, R - RP-bit set, F - Register flag,
 T - SPT-bit set, J - Join SPT, M - MSDP created entry,
 X - Proxy Join Timer Running, A - Candidate for MSDP Advertisement,
 U - URD, I - Received Source Specific Host Report,
 Z - Multicast Tunnel, z - MDT-data group sender,
 Y - Joined MDT-data group, y - Sending to MDT-data group
 Outgoing interface flags: H - Hardware switched, A - Assert winner
 Timers: Uptime/Expires
 Interface state: Interface, Next-Hop or VCD, State/Mode
 (*, 239.10.10.10), 00:40:44/stopped, RP 0.0.0.0, flags: DC
 Incoming interface: Null, RPF nbr 0.0.0.0
 Outgoing interface list:
 FastEthernet0/0, Forward/Dense, 00:40:44/00:00:00
 Serial0/1, Forward/Dense, 00:40:44/00:00:00
 Serial0/0, Forward/Dense, 00:40:44/00:00:00
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(10.1.3.1, 239.10.10.10), 00:00:19/00:02:41, flags: T
 Incoming interface: Serial0/1, RPF nbr 10.2.4.1
 Outgoing interface list:
 Serial0/0, Forward/Dense, 00:00:19/00:00:00
 FastEthernet0/0, Forward/Dense, 00:00:19/00:00:00
 (10.1.1.1, 239.10.10.10), 00:00:25/00:02:35, flags: T
 Incoming interface: Serial0/0, RPF nbr 10.2.1.1
 Outgoing interface list:
 Serial0/1, Forward/Dense, 00:00:25/00:00:00
 FastEthernet0/0, Prune/Dense, 00:00:25/00:02:34
 Bowler puts its Fastethernet 0/0 interface in Forwarding state. Its upstream neighbor is
 Fedora router notified by the RPF neighbor- the one closest to the multicast source.
 Bowler# show ip mroute 239.10.1.1
 IP Multicast Routing Table
 Flags: D - Dense, S - Sparse, B - Bidir Group, s - SSM Group, C - Connected,
 L - Local, P - Pruned, R - RP-bit set, F - Register flag,
 T - SPT-bit set, J - Join SPT, M - MSDP created entry,
 X - Proxy Join Timer Running, A - Candidate for MSDP Advertisement,
 U - URD, I - Received Source Specific Host Report,
 Z - Multicast Tunnel, z - MDT-data group sender,
 Y - Joined MDT-data group, y - Sending to MDT-data group
 Outgoing interface flags: H - Hardware switched, A - Assert winner
 Timers: Uptime/Expires
 Interface state: Interface, Next-Hop or VCD, State/Mode
 (*, 239.10.10.10), 00:44:14/stopped, RP 0.0.0.0, flags: DC
 Incoming interface: Null, RPF nbr 0.0.0.0
 Outgoing interface list:
 FastEthernet0/0, Forward/Dense, 00:44:14/00:00:00
 Serial0/0, Forward/Dense, 00:44:14/00:00:00
 (10.1.3.1, 239.10.10.10), 00:00:24/00:02:39, flags: T
 Incoming interface: FastEthernet0/0, RPF nbr 172.16.1.2
 Outgoing interface list:
 Serial0/0, Forward/Dense, 00:00:24/00:00:00
 (10.1.1.1, 239.10.10.10), 00:00:24/00:02:39, flags: T
 Incoming interface: Serial0/0, RPF nbr 10.3.1.1
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Outgoing interface list:
 FastEthernet0/0, Forward/Dense, 00:00:24/00:00:00, A
 When the member leaves the group, it sends a Leave Group message to “all routers on the
 subnet” for that group.
 Porkpie# debug ip igmp
 *Mar 1 01:07:24.391: IGMP(0): Received Leave from 172.16.1.4 (FastEthernet0/0) for
 239.10.10.10
 *Mar 1 01:07:24.391: IGMP(0): Received Group record for group 239.10.10.10, mode 3
 from 172.16.1.4 for 0 sources
 PIM SM: PIM Sparse Mode
 • PIM SM supports both shared trees and source-based trees.
 • PIM SM uses 7 PIM v2 messages-
 1. Hello
 2. Bootstrap
 3. Candidate-RP-Advertisement
 4. Join/Prune
 5. Assert
 6. Register
 7. Register-Stop
 • Several functions are common to PIM DM like-
 - Discovering neighbors using Hello messages
 - Recalculation of the upstream (RPF) interface in case of unicast routing table
 changes
 - Election of a DR (Designated Router) on a multi-access network
 - Election of a Forwarder on a multi-access network using Assert messages
 - Use of Prune Overrides on a multi-access network
 Finding an RP
 • Before a shared tree can be established, the joining routers must know how to find
 the RP. There are 3 ways to find an RP-
 1. The RP address can be manually configured on all routers
 2. The BootStrap Router mechanism can be used to designate and advertise the RP
 3. The Cisco-proprietary Auto-RP protocol can be used to designate and advertise
 the RP
 The BootStrap Router (BSR) Mechanism:
 • The BSR mechanism provides a way in which viable group-to-RP mapping is created
 and rapidly distributed to all the PIM routers in the domain.
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• Some of the PIM routers within a PIM domain are configured to be potential RPs
 (Rendezvous Points; a PIM domain can have multiple RPs supporting different group
 addresses) of the domain. These are known as Candidate-RPs (C-RPs). Of these C-
 RPs, one or more RPs can be selected for the PIM domain.
 The C-BSR can be configured using
 ip pim bsr-candidate <intf-type> <intf-number> [hash-mask-length] [priority value]
 command.
 • Some of the PIM routers within a PIM domain are also configured to be candidate
 BootStrap routers or Candidate-BSRs (C-BSRs). One of these C-BSRs will be elected as
 a BSR and all the other routers in the PIM domain will eventually learn about the
 election using BootStrap messages.
 The C-RP can be configured using
 ip pim rp-candidate <intf-type> <intf-number> [group-list ACL_number] [interval
 seconds] [priority value] command
 • The C-RPs will then report their candidacy to the elected BSR, which chooses one or
 more RPs and distributes corresponding group-to-RP mappings to all the routers in
 the domain using Bootstrap messages.
 How BSR mechanism works:
 • There are 5 basic phases (although all phases may be occurring simultaneously)-
 1. BSR Election: Each C-BSR is assigned a priority from 0 to 255 (default is 0 for
 Cisco IOS) and a BSR IP address. When a router is C-BSR, it sets a bootstrap timer
 to 130 seconds and listens for BootStrap Messages (BSMs).
 The BootStrap messages are advertised by C-BSRs with their priority and BSR IP
 address. Each C-BSR receives BSMs and compares the priority with its own
 priority. The C-BSR with highest priority (higher value) declares itself as the BSR
 of the domain and starts sending BootStrap messages every 60 seconds. If the
 priorities are equal, the higher BSR IP address acts as a tiebreaker.
 To view the BSR of the domain, use show ip pim bsr-router command. To view all
 the C-BSRs, use show ip pim rp mapping command.
 If the C-BSR’s bootstrap timer expires without listening to any BSMs from other
 C-BSRs, it declares itself as the BSR and starts sending BSMs every 60 seconds.
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The BSMs are sent to 224.0.0.13 destination address with TTL set to 1.
 2. Sending Candidate-RP-Advertisement (C-RP-Adv) messages: Every C-RP
 periodically unicasts a C-RP-Adv message to the BSR to inform the BSR of its
 willingness to function as an RP. These messages are sent every
 C_RP_Adv_Period (60 seconds by default), except when a new BSR is elected.
 The C-RP-Adv messages contain the priority (0 by default), the RP Address and
 the list of group addresses and group mask field pairs. This enables the C-RP to
 specify the group ranges for which it is willing to be the RP. The C-RP is
 configured with a list of group ranges for which it should advertise itself as the C-
 RP (defined in ACL).
 The Priority field in these messages is used to select which C-RPs to include in the
 RP-Set. All C-RPs send advertisement messages with priority set to 0 (in Cisco
 IOS). The lower the value, the higher the priority and hence, 0 is considered the
 highest priority.
 3. Creating the RP-Set at the BSR: Upon receiving the C-RP-Adv messages, the BSR
 needs to decide whether or not to accept the group ranges included in the
 messages. The BSR checks to see if it is the elected BSR for those group ranges- if
 so, the group range is accepted; if not, the group range is ignored.
 Note: Access-lists must be implemented on BSRs to restrict which IP addresses
 the BSR accepts the C-RP-Adv messages from.
 If the group range is accepted, the group-to-C-RP mapping is created for the
 group range and the RP address from the C-RP-Adv messages. This group-to-C-RP
 mapping is added to C-RP-Set with the priority set to the priority from C-RP-Adv
 messages.
 The BSR constructs the RP-Set from C-RP-Set and advertises the RP-Set in
 bootstrap messages. For inclusion in the BSM, the RP-Set is subdivided into sets
 of {group-range, RP-Count, RP Addresses}. These BSMs are originated at regular
 interval (every 60 seconds by default).
 4. Forwarding Bootstrap messages (BSMs) with RP-Set: Bootstrap messages
 originate at the BSR and are hop-by-hop forwarded by intermediate PIM routers
 if they pass Bootstrap Message Processing checks. Hop-by-hop forwarding means
 Bootstrap message itself is forwarded, not the entire IP packet. Each hop
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constructs an IP packet for each of the interfaces the BSM is forwarded out of;
 each packet contains the entire BSM that was received.
 The Bootstrap messages are forwarded out every multicast-enabled interface
 that has PIM neighbors (even the interface that received the BSM). The router
 may choose not to forward the BSM over an interface that received the BSM if
 that is a point-to-point interface.
 5. Receiving and using the RP-Set: The RP-Set maintained by the BSR is used by RP-
 based multicast routing protocols like PIM-SM and BIDIR-PIM.
 When a router receives a request to join a group, it examines the RP-Set it received
 from the BSR via BSMs
 a) If there is only one C-RP for the group, the router is selected as an RP.
 b) If there are multiple C-RPs for a group, the router with the lowest priority is
 selected as the RP.
 c) If there are multiple C-RPs for a group with equal priorities, the hash-function is
 run (the input of hash-function is group prefix, hash-mask and C-RP address)
 which generates a value. The C-RP with highest hash-value is elected as the RP
 d) If the hash-value of multiple C-RPs is same, the C-RP with highest IP address
 becomes the RP.
 The Auto-RP Protocol:
 • As with bootstrap, C-RPs are designated in the PIM-SM domain and identified by
 designated IP address (usually a Loopback address).
 To configure one more routers as C-RPs, use
 ip pim send-rp-announce <intf-type> <intf-number> scope ttl-value [group-list ACL]
 [interval value] command.
 • One or more RP-mapping agents are also designated. These RP-mapping agents play
 a similar role as a BSR.
 To configure one or more routers as a mapping agent, use
 ip pim send-rp-discovery <intf-type> <intf-number> scope ttl-value [interval value]
 command.
 • The four major differences from the bootstrap protocol are-
 1. Auto-RP is Cisco proprietary
 2. RP-mapping agents are designated rather than elected
 3. RP-mapping agents map groups to RPs instead of advertising RP-Set
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4. Auto-RP uses 224.0.1.39 and 224.0.1.40 instead of 224.0.0.13 used by bootstrap
 • When a PIM-SM router is configured to be a candidate RP for one or more groups, it
 advertises itself for which it is a C-RP in RP-Announce messages. These messages are
 sent every 60 seconds to Cisco-RP-Announce address 224.0.1.39. The RP-mapping
 agents listen to this 224.0.1.39 address and select an RP from all the received RP-
 Announce messages. The C-RP with the highest IP address is selected as the RP for
 the group.
 • Then the RP-mapping agent advertises the complete list of group-to-RP mapping in
 RP-Discovery messages. These messages are sent every 60 seconds to Cisco-RP-
 Discovery address 224.0.1.40. All PIM-SM routers listen for this address and learn
 about the RP for the group.
 PIM SM operation:
 1. Local hosts joining a group-
 • In order to join a multicast group G, a host sends IGMP Membership Report message
 to its default gateway (or DR).
 • When the DR gets a membership indication from IGMP for a group G, the DR looks
 up the associated RP. The DR creates a wildcard multicast route entry (*, G) for the
 group, if no entry exists. The packets will be forwarded according to this entry.
 • The RP address is included in a special field in the route entry and is included in
 periodic (every 60 seconds by default) Join/Prune messages. The outgoing interface
 is set to the interface on which IGMP Membership Report message was received
 from the member/host. The incoming interface is set to the interface used to send
 unicast packets to the RP.
 • When there are no members or downstream PIM-SM routers for that group, the
 (*,G) entry is deleted.
 2. Establishing the shared-tree rooted at the RP-
 • Once the (*, G) entry is created on the DR, the DR creates a Join/Prune message with
 the RP address in its join-list and with WC-bit (Wildcard bit) and RPT-bit (RP-tree bit)
 set to 1 and sends towards upstream router (RPF neighbor). The Join/Prune message
 also contains the group address.
 • The WC-bit=1 indicates that the address is an RP address and the downstream
 receivers/members expect to receive packets from all sources via this shared path.
 The RPT-bit=1 indicates that the join is associated with the shared RPT-tree and
 therefore the Join/Prune message is propagated along the RPT-tree.
 • Each upstream router creates or updates its (*, G) entry when it receives a
 Join/Prune message with WC-bit and RPT-bit set to 1. The interface on which the
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Join/Prune messages arrive are added to the OIL list for (*, G) entry. Based on this
 entry, each intermediate router between the receiver and the RP, sends a Join/Prune
 message in which the join-list includes the RP. The packet payload contains Multicast
 Address=G, Join= RP, WC-bit, RPT-bit, Prune= Null.
 3. Hosts sending to a group-
 • When a host starts sending multicast packets to a group, initially its DR must deliver
 each packet to the RP for distribution down the RP-tree. The sender’s DR initially
 encapsulates each data packet in a Register message and unicasts it to the RP for
 that group. The RP decapsulates each Register message and forwards the enclosed
 data (multicast) packets to downstream routers/members on the shared RP-tree.
 • If there is a significant amount of multicast traffic to be sent to the RP, it is
 inefficient to continue encapsulating each multicast packet in a Register message
 and unicasting them to the RP. Hence, the RP may construct a new multicast route
 entry that is specific to a source i.e. (S, G) entry and send periodic Join/Prune
 messages towards the source.
 • When and if the RP does switch over to SPT, the routers between the source and the
 RP build and maintain the (S, G) state in response to these messages and send (S, G)
 messages upstream toward the source.
 • Once the SPT is established and the RP is receiving multicast traffic over that path, it
 sends Register-stop message in response to the source DR’s Register messages. The
 RP can also send Register-stop messages if the RP has no downstream members to
 receive traffic for that group.
 • Each source’s DR maintains, per (S, G), a Register-suppression-timer (60 seconds by
 default). The Register-suppression-timer is started on DR when it receives the
 Register-stop message. When this timer expires, the DR starts sending multicast
 packet encapsulated in a Register message and unicasts them to RP.
 4. Switching from shared-tree to SPT-tree-
 • The “significant amount of multicast traffic” or “high data rate” might depend on
 cumulative available bandwidth across the route, congestion along the route, router
 performance, etc.
 • The Cisco routers however, join the SPT immediately after it receives the first packet
 on the shared tree for a particular (S, G). This default can be changed using the
 command ip pim spt-threshold. The threshold is defined in kilobits per second
 (default is 0 kilobits per second). The command ip pim spt-threshold infinity will
 prevent the router from ever switching to SPT.
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• The router measures the arrival rate of packets once every one second. If the
 packets for a group arrive at a rate exceeding the threshold, the router switches to
 SPT-tree.
 • Once on the SPT-tree, the router monitors the arrival rate on the SPT-tree. If the
 arrival rate falls below the threshold for more than 60 seconds, the router attempts
 to switch back to shared-tree for that group.
 Case Study: PIM-SM: Configuring RP statically
 Homburg router:
 ip multicast-routing
 !
 interface fastethernet 0/0
 ip address 10.1.1.1 255.255.255.0
 ip pim sparse-mode
 ip ospf 1 area 0
 !
 interface serial 0/0
 ip address 10.2.1.1 255.255.255.0
 ip ospf 1 area 0
 ip pim sparse-mode
 !
 interface serial 0/1
 ip address 10.2.2.1 255.255.255.0
 ip ospf 1 area 0
 ip pim sparse-mode
 Fedora router:
 ip multicast-routing
 !
 interface serial 0/0
 ip address 10.2.1.2 255.255.255.252
 ip ospf 1 area 0
 ip pim sparse-mode
 !
 interface serial 0/1
 ip address 10.2.4.1 255.255.255.0
 ip ospf 1 area 0
 ip pim sparse-mode
 !
 interface serial 0/2
 ip address 10.2.5.1 255.255.255.0
 ip ospf 1 area 0
 ip pim sparse-mode
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!
 ip pim rp-address 10.224.1.1
 !
 !
 ip pim rp-address 10.224.1.1
 !
 Porkpie router:
 ip multicast-routing
 !
 interface serial 0/0
 ip address 10.2.3.2 255.255.255.0
 ip ospf 1 area 0
 ip pim sparse-mode
 !
 interface serial 0/1
 ip address 10.2.4.2 255.255.255.0
 ip ospf 1 area 0
 ip pim sparse-mode
 !
 interface fastethernet 0/0
 ip address 172.16.1.2 255.255.255.0
 ip ospf 1 area 0
 ip pim sparse-mode
 standby 1 ip 172.16.1.1
 standby 1 preempt
 !
 ip pim rp-address 10.224.1.1
 !
 Bowler router:
 ip multicast-routing
 !
 interface serial 0/0
 ip address 10.2.5.2 255.255.255.252
 ip ospf 1 area 0
 ip pim sparse-mode
 !
 interface fastethernet 0/0
 ip address 172.16.1.3 255.255.255.0
 ip ospf 1 area 0
 ip pim sparse-mode
 standby 1 ip 172.16.1.1
 standby 1 preempt
 standby 1 priority 105
 standby 1 track serial 0/0 10
 !
 ip pim rp-address 10.224.1.1
 !
 Stetson router:
 ip multicast-routing
 !
 interface Loopback 0
 ip address 10.224.1.1 255.255.255.255
 ip ospf 1 area 0
 !
 interface serial 0/0
 ip address 10.2.2.2 255.255.255.0
 ip ospf 1 area 0
 ip pim sparse-mode
 !
 interface serial 0/1
 ip address 10.2.3.1 255.255.255.0
 ip ospf 1 area 0
 ip pim sparse-mode
 !
 ip pim rp-address 10.224.1.1
 !
 When a host desires to join a multicast group, it sends an IGMP Membership Report
 message to all routers on the subnet. The DR of the multi-access network creates a (*, G)
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entry in its multicast-routing table. In this case, the DR is the Bowler router because its IP
 address is higher. Bowler router creates a (*, 239.10.1.1) entry in its multicast-routing table.
 Porkpie# show ip pim interface
 Address Interface Ver/ Nbr Query DR DR
 Mode Count Intvl Prior
 10.2.4.2 Serial0/0 v2/S 1 30 1 0.0.0.0
 10.2.3.2 Serial0/1 v2/S 1 30 1 0.0.0.0
 172.16.1.2 FastEthernet0/0 v2/S 1 30 1 172.16.1.3
 Once the (*, 239.10.1.1) entry is created, the Bowler router creates a Join/Prune message
 with WC-bit and RPT-bit set and join-list containing RP-address towards its upstream (RPF
 neighbor) router i.e Porkpie router.
 Bowler# show ip route 10.224.1.1
 Routing entry for 10.224.1.1/32
 Known via "ospf 1", distance 110, metric 75, type intra area
 Last update from 172.16.1.2 on FastEthernet0/0, 00:18:08 ago
 Routing Descriptor Blocks:
 * 172.16.1.2, from 10.2.2.2, 00:18:08 ago, via FastEthernet0/0
 Route metric is 75, traffic share count is 1
 Bowler# debug ip pim
 *Mar 1 00:21:14.891: PIM(0): Check RP 10.224.1.1 into the (*, 239.10.1.1) entry
 *Mar 1 00:21:14.895: PIM(0): Building Triggered (*,G) Join / (S,G,RP-bit) Prune message for
 239.10.1.1
 *Mar 1 00:21:14.895: PIM(0): Insert (*,239.10.1.1) join in nbr 172.16.1.2's queue
 *Mar 1 00:21:14.899: PIM(0): Building Join/Prune packet for nbr 172.16.1.2
 *Mar 1 00:21:14.899: PIM(0): Adding v2 (10.224.1.1/32, 239.10.1.1), WC-bit, RPT-bit, S-bit
 Join
 *Mar 1 00:21:14.899: PIM(0): Send v2 join/prune to 172.16.1.2 (FastEthernet0/0)
 *Mar 1 00:21:17.399: PIM(0): Received RP-Reachable on FastEthernet0/0 from 10.224.1.1
 *Mar 1 00:21:17.399: PIM(0): Received RP-Reachable on FastEthernet0/0 from 10.224.1.1
 *Mar 1 00:21:17.399: for group 224.0.1.40
 Since Porkpie router receives a Join/Prune message with WC-bit and RPT-bit set to 1 from
 Bowler router on Fastethernet 0/0 interface, Porkpie router puts that interface in
 Forwarding state.
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Since Bowler is the end-point of the RPT branch, its (*, 239.10.1.1) entry has outgoing
 interface list empty and Prune flag set.
 Bowler# show ip mroute 239.10.1.1
 IP Multicast Routing Table
 Flags: D - Dense, S - Sparse, B - Bidir Group, s - SSM Group, C - Connected,
 L - Local, P - Pruned, R - RP-bit set, F - Register flag,
 T - SPT-bit set, J - Join SPT, M - MSDP created entry,
 X - Proxy Join Timer Running, A - Candidate for MSDP Advertisement,
 U - URD, I - Received Source Specific Host Report,
 Z - Multicast Tunnel, z - MDT-data group sender,
 Y - Joined MDT-data group, y - Sending to MDT-data group
 Outgoing interface flags: H - Hardware switched, A - Assert winner
 Timers: Uptime/Expires
 Interface state: Interface, Next-Hop or VCD, State/Mode
 (*, 239.10.1.1), 00:02:16/00:02:25, RP 10.224.1.1, flags: SJPC
 Incoming interface: FastEthernet0/0, RPF nbr 172.16.1.2
 Outgoing interface list: Null
 When the multicast-source starts to send packets for group 239.10.1.1, the DR (Homburg
 router) of the source first sends multicast packet encapsulated in Register message to the
 RP. Due to inefficiency, the RP (Stetson router) decides to switch over to SPT-tree rooted to
 the source. So the RP creates an (S, G) i.e. (10.1.1.1, 239.10.1.1) entry, switches over to SPT-
 tree and sends Register-Stop message to Homburg router. Then Stetson (RP) router sends
 periodic Join/Prune messages to upstream routers towards source to join the SPT-tree.
 Homburg# debug ip pim
 *Mar 1 01:54:35.639: PIM(0): Check RP 10.224.1.1 into the (*, 239.10.1.1) entry
 *Mar 1 01:54:35.643: PIM(0): Send v2 Register to 10.224.1.1 for 10.1.1.1, group
 239.10.1.1
 *Mar 1 01:54:36.139: PIM(0): Received v2 Register-Stop on Serial0/1 from 10.224.1.1
 *Mar 1 01:54:36.139: PIM(0): for source 10.1.1.1, group 239.10.1.1
 *Mar 1 01:54:36.139: PIM(0): Clear Registering flag to 10.224.1.1 for (10.1.1.1/32,
 239.10.1.1)
 *Mar 1 01:54:36.139: PIM(0): Received v2 Join/Prune on Serial0/1 from 10.2.2.2, to us
 *Mar 1 01:54:36.139: PIM(0): Join-list: (10.1.1.1/32, 239.10.1.1), S-bit set
 Reply to request 0 from
 *Mar 1 01:54:36.139: PIM(0): Add Serial0/1/10.2.2.2 to (10.1.1.1, 239.10.1.1), Forward
 state, by PIM SG Join
 *Mar 1 01:54:36.559: PIM(0): Received v2 Join/Prune on Serial0/0 from 10.2.1.2, to us
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*Mar 1 01:54:36.559: PIM(0): Join-list: (10.1.1.1/32, 239.10.1.1), S-bit set
 *Mar 1 01:54:36.559: PIM(0): Add Serial0/0/10.2.1.2 to (10.1.1.1, 239.10.1.1), Forward
 state, by PIM SG Join
 Homburg router receives a Join/Prune message from the RP and so it joins the SPT-tree. All
 PIM routers between the source and the RP creates an (10.1.1.1, 239.10.1.1) state entry
 since they receive a Join/Prune message from RP. Bowler router also receives Join/Prune
 messages from its upstream routers and hence it too creates an entry (10.1.1.1, 239.10.1.1)
 with its RFP neighbor as Fedora router since that is the shortest-path to the source 10.1.1.1
 according to the IP routing table.
 Fedora# show ip mroute 239.10.1.1
 IP Multicast Routing Table
 Flags: D - Dense, S - Sparse, B - Bidir Group, s - SSM Group, C - Connected,
 L - Local, P - Pruned, R - RP-bit set, F - Register flag,
 T - SPT-bit set, J - Join SPT, M - MSDP created entry,
 X - Proxy Join Timer Running, A - Candidate for MSDP Advertisement,
 U - URD, I - Received Source Specific Host Report,
 Z - Multicast Tunnel, z - MDT-data group sender,
 Y - Joined MDT-data group, y - Sending to MDT-data group
 Outgoing interface flags: H - Hardware switched, A - Assert winner
 Timers: Uptime/Expires
 Interface state: Interface, Next-Hop or VCD, State/Mode
 (*, 239.10.1.1), 00:15:29/stopped, RP 10.224.1.1, flags: SP
 Incoming interface: Serial0/1, RPF nbr 10.2.4.2
 Outgoing interface list: Null
 (10.1.1.1, 239.10.1.1), 00:04:09/00:00:29, flags: T
 Incoming interface: Serial0/0, RPF nbr 10.2.1.1
 Outgoing interface list:
 Serial0/2, Forward/Sparse, 00:04:09/00:03:16
 Bowler# show ip route 10.1.1.0
 Routing entry for 10.1.1.0/24
 Known via "ospf 1", distance 110, metric 138, type intra area
 Last update from 10.2.5.1 on Serial0/0, 00:18:19 ago
 Routing Descriptor Blocks:
 * 10.2.5.1, from 10.2.1.1, 00:18:19 ago, via Serial0/0
 Route metric is 138, traffic share count is 1
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Bowler# show ip mroute 239.10.1.1
 IP Multicast Routing Table
 Flags: D - Dense, S - Sparse, B - Bidir Group, s - SSM Group, C - Connected,
 L - Local, P - Pruned, R - RP-bit set, F - Register flag,
 T - SPT-bit set, J - Join SPT, M - MSDP created entry,
 X - Proxy Join Timer Running, A - Candidate for MSDP Advertisement,
 U - URD, I - Received Source Specific Host Report,
 Z - Multicast Tunnel, z - MDT-data group sender,
 Y - Joined MDT-data group, y - Sending to MDT-data group
 Outgoing interface flags: H - Hardware switched, A - Assert winner
 Timers: Uptime/Expires
 Interface state: Interface, Next-Hop or VCD, State/Mode
 (*, 239.10.1.1), 00:06:27/stopped, RP 10.224.1.1, flags: SJPC
 Incoming interface: FastEthernet0/0, RPF nbr 172.16.1.2
 Outgoing interface list: Null
 (10.1.1.1, 239.10.1.1), 00:00:50/00:02:09, flags: J
 Incoming interface: Serial0/0, RPF nbr 10.2.5.1
 Outgoing interface list:
 FastEthernet0/0, Forward/Sparse, 00:00:50/00:02:19
 The following output shows how Bowler router is forwarding multicast traffic for group
 239.10.1.1.
 Bowler# show access-list
 Extended IP access list 100
 10 permit ip any host 239.10.1.1 (6 matches)
 Bowler# debug ip mpacket list 100
 IP(0): s=10.1.1.1 (Serial0/0) d=239.10.1.1 (FastEthernet0/0) id=2, ttl=253, prot=1,
 len=100(100), mforward
 Since Bowler router is responsible for forwarding traffic for group 239.10.1.1 on its multi-
 access network, the (10.1.1.1, 239.10.1.1) entry from Porkpie router is pruned off the SPT-
 tree.
 Porkpie# show ip mroute 239.10.1.1
 IP Multicast Routing Table
 Flags: D - Dense, S - Sparse, B - Bidir Group, s - SSM Group, C - Connected,
 L - Local, P - Pruned, R - RP-bit set, F - Register flag,
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T - SPT-bit set, J - Join SPT, M - MSDP created entry,
 X - Proxy Join Timer Running, A - Candidate for MSDP Advertisement,
 U - URD, I - Received Source Specific Host Report,
 Z - Multicast Tunnel, z - MDT-data group sender,
 Y - Joined MDT-data group, y - Sending to MDT-data group
 Outgoing interface flags: H - Hardware switched, A - Assert winner
 Timers: Uptime/Expires
 Interface state: Interface, Next-Hop or VCD, State/Mode
 (*, 239.10.1.1), 00:25:13/00:02:54, RP 10.224.1.1, flags: SJC
 Incoming interface: Serial0/1, RPF nbr 10.2.3.1
 Outgoing interface list:
 FastEthernet0/0, Forward/Sparse, 00:25:13/00:02:54
 (10.1.1.1, 239.10.1.1), 00:01:08/00:02:04, flags: PJT
 Incoming interface: Serial0/0, RPF nbr 10.2.4.1
 Outgoing interface list: Null
 Now, we configure Bowler router to NOT switchover to SPT-tree at any time.
 Bowler(config)# ip pim spt-threshold infinity
 This change causes Bowler router to not create a (S, G) i.e. (10.1.1.1, 239.10.1.1) state entry.
 Since its Fastethernet 0/0 is its RPF interface to reach to the RP, it cannot forward multicast
 traffic over that interface now as it is split-horizon in multicasting and hence its (*,
 239.10.1.1) entry is set with Prune flag. Hence Porkpie router takes the responsibility of
 forwarding traffic to member and puts its Fastethernet 0/0 interface in Forwarding state.
 Porkpie has also joined the SPT-tree since it is under no constraints of not joining the SPT-
 tree.
 Porkpie# show ip mroute 239.10.1.1
 IP Multicast Routing Table
 Flags: D - Dense, S - Sparse, B - Bidir Group, s - SSM Group, C - Connected,
 L - Local, P - Pruned, R - RP-bit set, F - Register flag,
 T - SPT-bit set, J - Join SPT, M - MSDP created entry,
 X - Proxy Join Timer Running, A - Candidate for MSDP Advertisement,
 U - URD, I - Received Source Specific Host Report,
 Z - Multicast Tunnel, z - MDT-data group sender,
 Y - Joined MDT-data group, y - Sending to MDT-data group
 Outgoing interface flags: H - Hardware switched, A - Assert winner
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Timers: Uptime/Expires
 Interface state: Interface, Next-Hop or VCD, State/Mode
 (*, 239.10.1.1), 03:03:52/00:02:47, RP 10.224.1.1, flags: SJC
 Incoming interface: Serial0/1, RPF nbr 10.2.3.1
 Outgoing interface list:
 FastEthernet0/0, Forward/Sparse, 03:03:52/00:02:47
 (10.1.1.1, 239.10.1.1), 00:01:12/00:03:11, flags: JT
 Incoming interface: Serial0/0, RPF nbr 10.2.4.1
 Outgoing interface list:
 FastEthernet0/0, Forward/Sparse, 00:01:12/00:02:47
 Porkpie# debug ip mpacket
 *Mar 1 03:03:12.715: IP(0): s=10.1.1.1 (Serial0/1) d=239.10.1.1 (FastEthernet0/0) id=20,
 ttl=253, prot=1, len=100(100), mforward
 *Mar 1 03:03:23.411: IP(0): s=10.1.1.1 (Serial0/1) d=239.10.1.1 (FastEthernet0/0) id=21,
 ttl=253, prot=1, len=100(100), mforward
 *Mar 1 03:03:23.423: IP(0): s=10.1.1.1 (Serial0/0) d=239.10.1.1 (FastEthernet0/0) id=21,
 ttl=253, prot=1, len=100(100), mforward
 Bowler# show ip mroute 239.10.1.1
 IP Multicast Routing Table
 Flags: D - Dense, S - Sparse, B - Bidir Group, s - SSM Group, C - Connected,
 L - Local, P - Pruned, R - RP-bit set, F - Register flag,
 T - SPT-bit set, J - Join SPT, M - MSDP created entry,
 X - Proxy Join Timer Running, A - Candidate for MSDP Advertisement,
 U - URD, I - Received Source Specific Host Report,
 Z - Multicast Tunnel, z - MDT-data group sender,
 Y - Joined MDT-data group, y - Sending to MDT-data group
 Outgoing interface flags: H - Hardware switched, A - Assert winner
 Timers: Uptime/Expires
 Interface state: Interface, Next-Hop or VCD, State/Mode
 (*, 239.10.1.1), 03:03:26/00:02:53, RP 10.224.1.1, flags: SPC
 Incoming interface: FastEthernet0/0, RPF nbr 172.16.1.2
 Outgoing interface list: Null
 The following output from Fedora router shows that now it has Serial 0/1 interface in
 Forwarding state as compared to Serial 0/2 before the change.
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Fedora# show ip mroute 239.10.1.1
 IP Multicast Routing Table
 Flags: D - Dense, S - Sparse, B - Bidir Group, s - SSM Group, C - Connected,
 L - Local, P - Pruned, R - RP-bit set, F - Register flag,
 T - SPT-bit set, J - Join SPT, M - MSDP created entry,
 X - Proxy Join Timer Running, A - Candidate for MSDP Advertisement,
 U - URD, I - Received Source Specific Host Report,
 Z - Multicast Tunnel, z - MDT-data group sender,
 Y - Joined MDT-data group, y - Sending to MDT-data group
 Outgoing interface flags: H - Hardware switched, A - Assert winner
 Timers: Uptime/Expires
 Interface state: Interface, Next-Hop or VCD, State/Mode
 (*, 239.10.1.1), 00:02:31/stopped, RP 10.224.1.1, flags: SP
 Incoming interface: Serial0/1, RPF nbr 10.2.4.2
 Outgoing interface list: Null
 (10.1.1.1, 239.10.1.1), 00:02:30/00:01:56, flags: T
 Incoming interface: Serial0/0, RPF nbr 10.2.1.1
 Outgoing interface list:
 Serial0/1, Forward/Sparse, 00:02:30/00:02:57
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Case study: RP address learned using BSR mechanism
 Homburg router:
 ip multicast-routing
 !
 interface fastethernet 0/0
 ip address 10.1.1.1 255.255.255.0
 ip pim sparse-mode
 ip ospf 1 area 0
 !
 interface serial 0/0
 ip address 10.2.1.1 255.255.255.0
 ip ospf 1 area 0
 ip pim sparse-mode
 !
 interface serial 0/1
 ip address 10.2.2.1 255.255.255.0
 ip ospf 1 area 0
 ip pim sparse-mode
 !
 Fedora router:
 ip multicast-routing
 !
 interface Loopback 0
 ip address 10.224.1.2 255.255.255.255
 ip ospf 1 area 0
 ip pim sparse-mode
 !
 interface serial 0/0
 ip address 10.2.1.2 255.255.255.252
 ip ospf 1 area 0
 ip pim sparse-mode
 !
 interface serial 0/1
 ip address 10.2.4.1 255.255.255.0
 ip ospf 1 area 0
 ip pim sparse-mode
 !
 interface serial 0/2
 ip address 10.2.5.1 255.255.255.0
 ip ospf 1 area 0
 ip pim sparse-mode
 !
 access-list 1 permit 239.0.0.0 0.255.255.255
 !
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ip pim bsr-candidate Loopback 0 0
 ip pim rp-candidate Loopback 0 group-list 1
 !
 Porkpie router:
 ip multicast-routing
 !
 interface serial 0/0
 ip address 10.2.3.2 255.255.255.0
 ip ospf 1 area 0
 ip pim sparse-mode
 !
 interface serial 0/1
 ip address 10.2.4.2 255.255.255.0
 ip ospf 1 area 0
 ip pim sparse-mode
 !
 interface fastethernet 0/0
 ip address 172.16.1.2 255.255.255.0
 ip ospf 1 area 0
 ip pim sparse-mode
 standby 1 ip 172.16.1.1
 standby 1 preempt
 !
 Bowler router:
 ip multicast-routing
 !
 interface serial 0/0
 ip address 10.2.5.2 255.255.255.252
 ip ospf 1 area 0
 ip pim sparse-mode
 !
 interface fastethernet 0/0
 ip address 172.16.1.3 255.255.255.0
 ip ospf 1 area 0
 ip pim sparse-mode
 standby 1 ip 172.16.1.1
 standby 1 preempt
 standby 1 priority 105
 standby 1 track serial 0/0 10
 !
 Stetson router:
 ip multicast-routing
 !
 interface Loopback 0
 ip address 10.224.1.1 255.255.255.255
 ip ospf 1 area 0
 ip pim sparse-mode
 !
 interface serial 0/0
 ip address 10.2.2.2 255.255.255.0
 ip ospf 1 area 0
 ip pim sparse-mode
 !
 interface serial 0/1
 ip address 10.2.3.1 255.255.255.0
 ip ospf 1 area 0
 ip pim sparse-mode
 !
 access-list 1 permit 239.0.0.0 0.255.255.255
 !
 ip pim bsr-candidate Loopback 0 0
 ip pim rp-candidate Loopback 0 group-list 1
 !
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Stetson and Fedora routers are configured to be C-BSRs and C-RPs for the PIM SM domain.
 Both routers start sending BSM messages to 224.0.0.13 (all PIM routers) destination
 address. The BSM messages contain the BSR IP address and priority.
 Stetson# debug ip pim
 *Mar 1 00:59:00.079: PIM(0): Received v2 Bootstrap on Serial0/0 from 10.2.2.1
 *Mar 1 00:59:00.083: PIM(0): Received v2 Bootstrap on Serial0/1 from 10.2.3.2
 *Mar 1 00:59:00.087: PIM(0): Update (239.0.0.0/8, RP:10.224.1.2), PIMv2
 *Mar 1 00:59:00.091: PIM(0): Update (239.0.0.0/8, RP:10.224.1.1), PIMv2
 Since priorities are equal, the router with highest IP address becomes the BSR. In this case,
 Fedora router has higher IP address (10.224.1.2) and hence is the BSR.
 Fedora# show ip pim rp mapping
 PIM Group-to-RP Mappings
 This system is a candidate RP (v2)
 This system is the Bootstrap Router (v2)
 Group(s) 239.0.0.0/8
 RP 10.224.1.2 (?), v2
 Info source: 10.224.1.2 (?), via bootstrap, priority 0, holdtime 150
 Uptime: 00:42:22, expires: 00:02:10
 RP 10.224.1.1 (?), v2
 Info source: 10.2.2.2 (?), via bootstrap, priority 0, holdtime 150
 Uptime: 00:41:05, expires: 00:01:43
 Bowler# show ip pim bsr-router
 PIMv2 Bootstrap information
 BSR address: 10.224.1.2 (?)
 Uptime: 00:49:01, BSR Priority: 0, Hash mask length: 0
 Expires: 00:02:01
 Each C-RP sends C-RP-Adv messages periodically to show their willingness to serve as an RP.
 Below Fedora router receives C-RP-Adv message with group-range 239.0.0.0/8 and RP
 address 10.224.1.1.
 Fedora#
 *Mar 1 01:20:26.231: PIM(0): Received v2 Candidate-RP-Advertisement on Serial0/1 from
 10.2.2.2
 *Mar 1 01:20:26.235: PIM(0): Update (239.0.0.0/8, RP:10.224.1.1), PIMv2
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The BSR forms the RP-Set and advertises to every PIM router. Every PIM router elects an RP
 for the group from the RP-Set. Here, since the priorities are same for every C-RP (defined in
 ip pim rp-candidate command), a hash function is run to determine a hash value for every
 C-RP. The C-RP which produces higher hash value is selected as the RP for the group. Here,
 Fedora router produces higher hash value and hence is chosen as the RP.
 Bowler# show ip pim rp-hash 239.10.1.1
 RP 10.224.1.2 (?), v2
 Info source: 10.224.1.1 (?), via bootstrap, priority 0, holdtime 150
 Uptime: 00:54:06, expires: 00:02:23
 PIMv2 Hash Value (mask 0.0.0.0)
 RP 10.224.1.2, via bootstrap, priority 0, hash value 2132222040
 RP 10.224.1.1, via bootstrap, priority 0, hash value 969159953
 Bowler# show ip mroute 239.10.1.1
 IP Multicast Routing Table
 Flags: D - Dense, S - Sparse, B - Bidir Group, s - SSM Group, C - Connected,
 L - Local, P - Pruned, R - RP-bit set, F - Register flag,
 T - SPT-bit set, J - Join SPT, M - MSDP created entry,
 X - Proxy Join Timer Running, A - Candidate for MSDP Advertisement,
 U - URD, I - Received Source Specific Host Report,
 Z - Multicast Tunnel, z - MDT-data group sender,
 Y - Joined MDT-data group, y - Sending to MDT-data group
 Outgoing interface flags: H - Hardware switched, A - Assert winner
 Timers: Uptime/Expires
 Interface state: Interface, Next-Hop or VCD, State/Mode
 (*, 239.10.1.1), 01:36:50/stopped, RP 10.224.1.2, flags: SJC
 Incoming interface: Serial0/0, RPF nbr 10.2.5.1
 Outgoing interface list:
 FastEthernet0/0, Forward/Sparse, 01:30:11/00:02:52
 (10.1.1.1, 239.10.1.1), 00:00:02/00:02:57, flags: JT
 Incoming interface: Serial0/0, RPF nbr 10.2.5.1
 Outgoing interface list:
 FastEthernet0/0, Forward/Sparse, 00:00:02/00:02:57
 If the priority of C-BSR for Stetson is changed to 100, that makes it a BSR for the group range
 defined.
 Stetson(config)# ip pim bsr-candidate Loopback 0 100
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Fedora# show ip pim bsr-router
 PIMv2 Bootstrap information
 BSR address: 10.224.1.1 (?)
 Uptime: 00:01:21, BSR Priority: 100, Hash mask length: 0
 Expires: 00:01:48
 This system is a candidate BSR
 Candidate BSR address: 10.224.1.2, priority: 0, hash mask length: 0
 Candidate RP: 10.224.1.2(Loopback0)
 Holdtime 150 seconds
 Advertisement interval 60 seconds
 Next advertisement in 00:00:33
 Group acl: 1
 Understanding hash-mask:
 The hash-mask length is defined in the command-
 ip pim bsr-candidate <intf-type> <intf-number> [hash-mask-length] [priority value]
 The default hash-mask-length is 0.
 The hash-mask is a 32-bit number assigned to a BSR. It is advertised in all BSM messages by
 the BSR. All the receiving routers run a hash-function that assigns a consecutive number of
 group addresses to one C-RP, then assigns the next group of addresses to next C-RP and so
 on.
 For example- if the hash-mask is 30 bits, the first 30 bits of all multicast addresses is masked.
 The last 2 bits describe four group addresses that will be assigned to an RP. So multicast
 addresses 224.1.1.0-3 all belong to one RP, then 224.1.1.4-7 belong to next RP, and so on. In
 this way, all the routers in the PIM domain select the same RP for a multicast group address.
 If the hash-mask is 0, this means that there is a single bundle of group addresses that span
 the entire multicast address space.
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Case study: Using Cisco Auto-RP to learn RP address
 Homburg router:
 ip multicast-routing
 !
 interface fastethernet 0/0
 ip address 10.1.1.1 255.255.255.0
 ip pim sparse-mode
 ip ospf 1 area 0
 !
 interface serial 0/0
 ip address 10.2.1.1 255.255.255.0
 ip ospf 1 area 0
 ip pim sparse-mode
 !
 interface serial 0/1
 ip address 10.2.2.1 255.255.255.0
 ip ospf 1 area 0
 ip pim sparse-mode
 !
 Fedora router:
 ip multicast-routing
 !
 interface Loopback 0
 ip address 10.224.1.2 255.255.255.255
 ip ospf 1 area 0
 ip pim sparse-mode
 !
 interface serial 0/0
 ip address 10.2.1.2 255.255.255.252
 ip ospf 1 area 0
 ip pim sparse-mode
 !
 interface serial 0/1
 ip address 10.2.4.1 255.255.255.0
 ip ospf 1 area 0
 ip pim sparse-mode
 !
 interface serial 0/2
 ip address 10.2.5.1 255.255.255.0
 ip ospf 1 area 0
 ip pim sparse-mode
 !
 access-list 1 permit 239.0.0.0 0.255.255.255
 !
 ip pim send-rp-announce Loopback 0 scope 10
 group-list 1
 !
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Porkpie router:
 ip multicast-routing
 !
 interface Loopback 0
 ip address 10.224.1.3 255.255.255.255
 ip ospf 1 area 0
 ip pim sparse-mode
 !
 interface serial 0/0
 ip address 10.2.3.2 255.255.255.0
 ip ospf 1 area 0
 ip pim sparse-mode
 !
 interface serial 0/1
 ip address 10.2.4.2 255.255.255.0
 ip ospf 1 area 0
 ip pim sparse-mode
 !
 interface fastethernet 0/0
 ip address 172.16.1.2 255.255.255.0
 ip ospf 1 area 0
 ip pim sparse-mode
 standby 1 ip 172.16.1.1
 standby 1 preempt
 !
 ip pim send-rp-discovery Loopback 0 scope 10
 !
 Bowler router:
 ip multicast-routing
 !
 interface serial 0/0
 ip address 10.2.5.2 255.255.255.252
 ip ospf 1 area 0
 ip pim sparse-mode
 !
 interface fastethernet 0/0
 ip address 172.16.1.3 255.255.255.0
 ip ospf 1 area 0
 ip pim sparse-mode
 standby 1 ip 172.16.1.1
 standby 1 preempt
 standby 1 priority 105
 standby 1 track serial 0/0 10
 !
 Stetson router:
 ip multicast-routing
 !
 interface Loopback 0
 ip address 10.224.1.1 255.255.255.255
 ip ospf 1 area 0
 ip pim sparse-mode
 !
 interface serial 0/0
 ip address 10.2.2.2 255.255.255.0
 ip ospf 1 area 0
 ip pim sparse-mode
 !
 interface serial 0/1
 ip address 10.2.3.1 255.255.255.0
 ip ospf 1 area 0
 ip pim sparse-mode
 !
 access-list 1 permit 239.0.0.0 0.255.255.255
 !
 ip pim send-rp-announce Loopback 0 scope 10 group-list 1
 !
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Stetson and Fedora routers are configured as C-RPs and Porkpie router is configured as the
 RP Mapping Agent. The scope parameter (sets the TTL value) indicates the number of hops
 the RP-Announce and RP-Discovery messages are allowed to travel.
 When Fedora and Stetson routers are configured as C-RPs, they start to advertise RP-
 Announce messages to the RP Mapping Agent 10.224.1.3.
 Fedora# debug ip pim auto-rp
 *Mar 1 01:39:47.895: Auto-RP(0): Build RP-Announce for 10.224.1.2, PIMv2/v1, ttl 10, ht
 181
 *Mar 1 01:39:47.899: Auto-RP(0): Build announce entry for (239.0.0.0/8)
 *Mar 1 01:39:47.903: Auto-RP(0): Send RP-Announce packet of length 48 on Serial0/0
 *Mar 1 01:39:47.907: Auto-RP(0): Send RP-Announce packet of length 48 on Serial0/1
 *Mar 1 01:39:47.911: Auto-RP(0): Send RP-Announce packet of length 48 on Serial0/2
 *Mar 1 01:39:47.911: Auto-RP(0): Send RP-Announce packet of length 48 on Loopback0(*)
 Porkpie is configured as the RP Mapping Agent, listens for RP-Announce messages and
 hence elects the RP for the group range advertised by the C-RPs. It also starts to send RP-
 Discovery messages advertising the single entry of group-to-RP mapping i.e. (239.0.0.0/8,
 10.224.1.2) to 224.0.1.40 which all PIM enabled routers listen to. In this way, all PIM routers
 learn about the elected RP.
 Porkpie# debug ip pim auto-rp
 *Mar 1 01:38:27.551: Auto-RP(0): Build RP-Discovery packet
 *Mar 1 01:38:27.555: Auto-RP: Build mapping (239.0.0.0/8, RP:10.224.1.2), PIMv2 v1,
 *Mar 1 01:38:27.559: Auto-RP(0): Send RP-discovery packet of length 48 on
 FastEthernet0/0 (1 RP entries)
 *Mar 1 01:38:27.563: Auto-RP(0): Send RP-discovery packet of length 48 on Serial0/0 (1 RP
 entries)
 *Mar 1 01:38:27.567: Auto-RP(0): Send RP-discovery packet of length 48 on Serial0/1 (1 RP
 entries)
 *Mar 1 01:38:27.571: Auto-RP(0): Send RP-discovery packet of length 48 on Loopback0(*)
 (1 RP entries)
 The below output shows the RP Mapping Agent in use for a particular range of group in case
 of multiple RP Mapping Agents configured.
 Porkpie# show ip pim rp mapping in-use
 PIM Group-to-RP Mappings
 This system is an RP-mapping agent (Loopback0)
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Group(s) 239.0.0.0/8
 RP 10.224.1.2 (?), v2v1
 Info source: 10.224.1.2 (?), elected via Auto-RP
 Uptime: 01:11:32, expires: 00:02:28
 RP 10.224.1.1 (?), v2v1
 Info source: 10.224.1.1 (?), via Auto-RP
 Uptime: 01:07:44, expires: 00:02:16
 Dynamic (Auto-RP or BSR) RPs in cache that are in use:
 Group(s): 239.0.0.0/8, RP: 10.224.1.2, expires: 00:00:52
 Porkpie# show ip pim rp
 Group: 239.10.1.1, RP: 10.224.1.2, v2, v1, uptime 00:29:08, expires 00:02:54
 Porkpie# show ip mroute
 IP Multicast Routing Table
 Flags: D - Dense, S - Sparse, B - Bidir Group, s - SSM Group, C - Connected,
 L - Local, P - Pruned, R - RP-bit set, F - Register flag,
 T - SPT-bit set, J - Join SPT, M - MSDP created entry,
 X - Proxy Join Timer Running, A - Candidate for MSDP Advertisement,
 U - URD, I - Received Source Specific Host Report,
 Z - Multicast Tunnel, z - MDT-data group sender,
 Y - Joined MDT-data group, y - Sending to MDT-data group
 Outgoing interface flags: H - Hardware switched, A - Assert winner
 Timers: Uptime/Expires
 Interface state: Interface, Next-Hop or VCD, State/Mode
 (*, 239.10.1.1), 03:54:00/00:02:40, RP 10.224.1.2, flags: SP
 Incoming interface: Serial0/0, RPF nbr 10.2.4.1
 Outgoing interface list: Null
 (*, 224.0.1.39), 03:53:07/stopped, RP 0.0.0.0, flags: DCL
 Incoming interface: Null, RPF nbr 0.0.0.0
 Outgoing interface list:
 Loopback0, Forward/Sparse, 02:53:36/00:02:39
 Serial0/1, Forward/Sparse, 02:55:17/00:00:00
 Serial0/0, Forward/Sparse, 02:55:17/00:00:00
 (10.224.1.1, 224.0.1.39), 02:56:05/00:02:37, flags: LT
 Incoming interface: Serial0/1, RPF nbr 10.2.3.1
 Outgoing interface list:
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Loopback0, Forward/Sparse, 02:53:36/00:02:38
 Serial0/0, Forward/Sparse, 02:55:17/00:00:00
 (10.224.1.2, 224.0.1.39), 02:43:47/00:02:27, flags: LT
 Incoming interface: Serial0/0, RPF nbr 10.2.4.1
 Outgoing interface list:
 Serial0/1, Forward/Sparse, 02:43:48/00:00:00
 Loopback0, Forward/Sparse, 02:43:48/00:02:37
 (*, 224.0.1.40), 03:54:12/stopped, RP 0.0.0.0, flags: DCL
 Incoming interface: Null, RPF nbr 0.0.0.0
 Outgoing interface list:
 Loopback0, Forward/Sparse, 02:53:38/00:02:34
 (10.224.1.3, 224.0.1.40), 02:53:37/00:02:48, flags: PLT
 Incoming interface: Loopback0, RPF nbr 0.0.0.0
 Outgoing interface list: Null
 Using multiple RP Mapping Agents in a PIM domain:
 Configuring multiple RP Mapping Agents in a PIM domain is good redundancy practice.
 However, each RP Mapping Agent functions independently. Their responsibility is to
 advertise Group-to-RP mapping periodically to all PIM routers in the domain.
 As long as each RP Mapping Agent advertises same Group-to-RP mapping information, all
 routers in the domain still create only a single mapping cache entry.
 The advantage of having multiple RP Mapping Agents is that it eliminates the need to
 maintain master-slave relationship and therefore the need for a failover protocol. If one RP
 Mapping Agent fails, other agents continue to work normally.
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Bidirectional PIM:
 • Bidir PIM is a variant of PIM SM that builds bidirectional shared trees connecting
 multicast sources and receivers. PIM SM creates unidirectional shared trees and it
 also allows construction of source-specific trees (aka shortest-path trees SPTs).
 • An RPA (Rendezvous Point Address) is an address that is used as the root of the
 distribution tree for a range of multicast groups. The RPA must be routable from all
 routers in the PIM domain.
 • An RPL (Rendezvous Point Link) for a particular RPA is the physical link to which the
 RPA belongs. In Bidir PIM, all multicast traffic to groups mapping a particular RPA is
 forwarded on the RPL of that RPA. No Designated Forwarded (DF) election takes
 place on RPL link.
 • A Designated Forwarder (DF) is elected on each and every link (point-to-point and
 multi-access) in the PIM domain; except RPL where no DF exists. The DF is the router
 on the link with the best route to the RPA. The DF is responsible for forwarding
 traffic downstream towards the routers, and forwarding traffic upstream towards
 the RPL. It is also responsible for processing Join messages from downstream routers
 on the link and forwarding packets to local receivers.
 • PIM routers exchange Hello messages to discover neighbors. Bidir PIM enabled
 router also includes Bidirectional Capable PIM-Hello option in the Hello message to
 notify its ability to participate in Bidir PIM protocol.
 Join/Prune messages-
 • Join/Prune messages are used to create group-specific distribution trees between
 receivers and RPL. Joins are originated by last-hop routers that are elected as DF on
 an interface with directly connected receivers for a particular RPA. The Join
 messages propagate hop-by-hop towards the RPA until they reach a router
 connected to the RPL.
 • Join/Prune messages consists of a list of joined and pruned groups.
 • When a router receives a Join (*, G) or Prune (*, G) message, it first checks to see if
 the RP address in the message matches the RP address it is aware of (through BSR,
 Auto-RP or static). If the RP address does not match, the router drops the messages
 silently. If the router has no RP address information, it may choose to accept the Join
 or Prune message and start DF election process.
 • The decision to forward Join (*, G) or Prune (*, G) message is made by the router
 after checking the PIM destination field address i.e. whether these messages were
 targeted to this router’s address on the received interface.
 • If the router forwards the Join (*, G) messages to its upstream routers, it watches for
 messages on its upstream interface (RPF interface). If it sees a Join (*, G) to correct
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upstream neighbor, it suppresses it own message. If it sees a Prune (*, G) to correct
 upstream neighbor, it sends a Join (*, G) immediately.
 • If the next-hop upstream neighbor changes, it triggers a Prune (*, G) from old next-
 hop and Join (*, G) towards the new next-hop.
 DF Election:
 • The DF election chooses the best router on the link to forward traffic towards the
 RPL. The router on the link with the best unicast routing metric to the RPA becomes
 the DF. In case of a tie, the router with the highest IP address on the link becomes
 the DF.
 • The election process starts as soon as the RP information (RP address) is known to
 the router.
 • The routers on the link (point-to-point or multi-access) advertise their unicast
 routing metrics in Offer, Winner, Backoff and Pass messages.
 DF Election Process-
 • When new RPA information is known, the DF election process starts and the routers
 start participating by sending Offer messages which includes the unicast routing
 metric to the RPA. These Offer messages are sent periodically every 100 ms by
 default. If the router hears a better offer from its neighbor(s), it stops participating
 for a period of time, thus giving the chance to the neighbor with better metric to be
 elected as DF. If during that period no winner is elected, the election process starts
 again. The end result should be that only the winner should advertise Offer
 messages.
 • The router assumes the role of DF when it receives no Offer messages. At this time,
 it advertises the Winner message on the link including the metric to reach the RPA.
 • All the routers on the link accept the Winner message and record the identity and
 the metric.
 • When the unicast routing metric to an RPA changes on the non-DF router, it
 compares its own metric with the metric advertised by the Winner DF. If its metric is
 better than the metric of Winner DF, it restarts the DF election process and starts to
 advertise Offer messages with new metric. If no response is heard, the router
 assumes the role of Winner DF and announces itself as winner using Winner
 message.
 • The acting DF upon receipt of Offer messages compares the advertised metric to its
 current metric to RPA. If better, it advertises itself as the winner. Otherwise, it
 responds with a Backoff message. This instructs the offering router to hold off for a
 period of time while the unicast routing stabilizes and other routers on the link get a
 chance to put their offers. The Backoff message includes the offering routers’ new
 metric, its address and Backoff interval. Other routers with worse metric hold off
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until Backoff interval. If a router with better offer advertises an Offer message, the
 acting DF responds with another Backoff message and the Backoff period restarts.
 • Before the Backoff period expires, the acting DF nominates the router with better
 metric as the new DF using a Pass message. This message includes the addresses and
 metrics of both old and new DFs. The old DF stops performing its role hereafter and
 new DF takes over the role immediately. Also, other routers on the link record the
 address and metric of new DF. Note, this change can trigger Join message since the
 RPF neighbor changes.
 In summary-
 • Offer messages (Offering ID and metric)- Sent by routers during DF election process
 or when they have a better metric than the current DF metric
 • Winner messages (DF ID and DF metric)- Sent by a router assuming the role of DF or
 in response to Offer messages with worse metric
 • Backoff messages (DF ID, DF metric, Offering ID, Offer metric, Backoff Interval)- Sent
 by DF in response to better offer. It also instructs other routers with equal or better
 metric to hold off until DF responsibilities are transferred over to new DF
 • Pass messages (old DF ID, old DF metric, new DF ID, new DF metric)- Sent by the
 current DF to transfer the role of DF to new router with better offer.
 Bidir PIM DF Election Packet Formats:
 PIM Version: 2
 Type: All DF election control messages share Type as 01.
 Subtype: 1- Offer, 2- Winner, 3- Backoff and 4- Pass
 Rsvd: Reserved- set to 0.
 Checksum: The standard IP checksum
 RP Address: The bidirectional RPA for which election is taking place
 Sender Metric Preference: The preference value assigned to unicast routing protocol that
 the message sender used to obtain the route to the RPA
 Sender Metric: The unicast routing metric used by the sender to reach the RPA.
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The Backoff and Pass messages have extra fields.
 Backoff message-
 Pass message-
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Case Study: Bidir PIM using Cisco Auto-RP for RP election
 Homburg router:
 ip multicast-routing
 ip pim bidir-enable
 !
 interface fastethernet 0/0
 ip address 10.1.1.1 255.255.255.0
 ip ospf 1 area 0
 ip igmp join-group 239.11.1.1
 !
 interface serial 0/0
 ip address 10.2.1.1 255.255.255.0
 ip ospf 1 area 0
 ip pim sparse-mode
 !
 interface serial 0/1
 ip address 10.2.2.1 255.255.255.0
 ip ospf 1 area 0
 ip pim sparse-mode
 !
 Fedora router:
 ip multicast-routing
 ip pim bidir-enable
 !
 interface Loopback 0
 ip address 10.224.1.2 255.255.255.255
 ip ospf 1 area 0
 ip pim sparse-mode
 !
 interface serial 0/0
 ip address 10.2.1.2 255.255.255.252
 ip ospf 1 area 0
 ip pim sparse-mode
 !
 interface serial 0/1
 ip address 10.2.4.1 255.255.255.0
 ip ospf 1 area 0
 ip pim sparse-mode
 !
 interface serial 0/2
 ip address 10.2.5.1 255.255.255.0
 ip ospf 1 area 0
 ip pim sparse-mode
 !
 access-list 1 permit 239.0.0.0 0.255.255.255
 !
 ip pim send-rp-announce Loopback 0 scope 10
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group-list 1 bidir
 !
 Porkpie router:
 ip multicast-routing
 ip pim bidir-enable
 !
 interface Loopback 0
 ip address 10.224.1.3 255.255.255.255
 ip ospf 1 area 0
 ip pim sparse-mode
 !
 interface serial 0/0
 ip address 10.2.3.2 255.255.255.0
 ip ospf 1 area 0
 ip pim sparse-mode
 !
 interface serial 0/1
 ip address 10.2.4.2 255.255.255.0
 ip ospf 1 area 0
 ip pim sparse-mode
 !
 interface fastethernet 0/0
 ip address 172.16.1.2 255.255.255.0
 ip ospf 1 area 0
 ip pim sparse-mode
 standby 1 ip 172.16.1.1
 standby 1 preempt
 !
 ip pim send-rp-discovery Loopback 0 scope 10
 !
 Bowler router:
 ip multicast-routing
 ip pim bidir-enable
 !
 interface serial 0/0
 ip address 10.2.5.2 255.255.255.252
 ip ospf 1 area 0
 ip pim sparse-mode
 !
 interface fastethernet 0/0
 ip address 172.16.1.3 255.255.255.0
 ip ospf 1 area 0
 ip pim sparse-mode
 standby 1 ip 172.16.1.1
 standby 1 preempt
 standby 1 priority 105
 standby 1 track serial 0/0 10
 !
 Stetson router:
 ip multicast-routing
 ip pim bidir-enable
 !
 interface Loopback 0
 ip address 10.224.1.1 255.255.255.255
 ip ospf 1 area 0
 ip pim sparse-mode
 !
 interface serial 0/0
 ip address 10.2.2.2 255.255.255.0
 ip ospf 1 area 0
 ip pim sparse-mode
 !
 interface serial 0/1
 ip address 10.2.3.1 255.255.255.0
 ip ospf 1 area 0
 ip pim sparse-mode
 !
 access-list 1 permit 239.0.0.0 0.255.255.255
 !
 ip pim send-rp-announce Loopback 0 scope 10 group-list 1 bidir
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!
 All PIM routers of the domain are enabled for Bidir PIM using ip pim bidir-enable command.
 Bidir PIM still requires a mechanism to configure/ elect an RP for the PIM domain. This
 mechanism could be statically configuring RP (highly un-scalable in case of RP failure), BSR
 mechanism or Cisco’s Auto-RP. Here, we use Auto-RP.
 Porkpie is configured to serve as the RP Mapping Agent. While Stetson and Fedora are
 configured as C-RPs. For every link (point-to-point or multi-access), a DF is elected. DF is the
 router closest to the RP address. If the metric is same, the router with the higher IP address
 becomes the Winner DF.
 Every router on the link advertises its metric to reach RP in an Offer message on the link.
 Porkpie and Bowler are connected via a common Ethernet medium. Porkpie is sending Offer
 messages on Ethernet. It is also receiving Winner messages from Bowler (172.16.1.3) on its
 non-DF interface. Although the metric (metric 65 from the routing table) to reach RP is same
 for Porkpie and Bowler, since Bowler has higher IP address, it advertises itself as the Winner
 DF when it compares the metric advertised by Porkpie (Cisco routers still mention as Metric
 below).
 Porkpie# debug ip pim df
 *Mar 1 00:16:31.175: PIM(0): Send v2 Offer on FastEthernet0/0 (Non-DF) for RP 10.224.1.2
 *Mar 1 00:16:31.179: PIM(0): Sender 172.16.1.2, pref 110, metric 65
 *Mar 1 00:16:31.199: PIM(0): Receive DF Winner message from 172.16.1.3 on
 FastEthernet0/0 (Non-DF)
 *Mar 1 00:16:31.203: PIM(0): RP 10.224.1.2, pref 110, metric 65
 *Mar 1 00:16:31.203: PIM(0): Metric is better
 Bowler# debug ip pim df
 *Mar 1 00:15:45.131: PIM(0): Receive DF Offer message from 172.16.1.2 on
 FastEthernet0/0 (DF)
 *Mar 1 00:15:45.135: PIM(0): RP 10.224.1.2, pref 110, metric 65
 *Mar 1 00:15:45.139: PIM(0): Metric is equal or worse
 *Mar 1 00:15:45.139: PIM(0): Send v2 Winner on FastEthernet0/0 (DF) for RP 10.224.1.2
 *Mar 1 00:15:45.143: PIM(0): Sender 172.16.1.3, pref 110, metric 65
 Bowler# show ip route 10.224.1.2
 Routing entry for 10.224.1.2/32
 Known via "ospf 1", distance 110, metric 65, type intra area
 Last update from 10.2.5.1 on Serial0/0, 00:37:06 ago
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Routing Descriptor Blocks:
 * 10.2.5.1, from 10.224.1.2, 00:37:06 ago, via Serial0/0
 Route metric is 65, traffic share count is 1
 Porkpie# show ip route 10.224.1.2
 Routing entry for 10.224.1.2/32
 Known via "ospf 1", distance 110, metric 65, type intra area
 Last update from 10.2.4.1 on Serial0/0, 00:37:42 ago
 Routing Descriptor Blocks:
 * 10.2.4.1, from 10.224.1.2, 00:37:42 ago, via Serial0/0
 Route metric is 65, traffic share count is 1
 The show ip pim interface df command displays the DFs elected on the router.
 Bowler# show ip pim interface df
 * implies this system is the DF
 Interface RP DF Winner Metric Uptime
 FastEthernet0/0 10.224.1.2 *172.16.1.3 65 00:00:50
 Serial0/0 10.224.1.2 10.2.5.1 0 00:45:20
 When Bowler goes down (or its metric changes to higher value), Porkpie (172.16.1.2)
 becomes the DF.
 When Bowler is available again, it receives Winner messages containing winner metric and
 IP address from Porkpie. Bowler compares the metric with its own metric to the RP. Here,
 since its metric is better (equal metric or higher IP address), it starts to advertise itself as the
 Winner DF using Winner messages. When Porkpie receives these Winner messages, it
 compares the winner metric with its current metric to reach RP. If the winner metric is
 better, Porkpie sends Backoff message to allow the routing protocol to stabilize and allow
 other routers on the link to participate in DF election. If no changes occur within 1 second,
 Porkpie router sends Pass message on the link with old DF, new DF and new metric
 declaring new DF and relinquishing the role of DF on the link.
 Porkpie# debug ip pim df
 *Mar 1 01:05:50.271: PIM(0): Send v2 Winner on FastEthernet0/0 (DF) for RP 10.224.1.2
 *Mar 1 01:05:50.275: PIM(0): Sender 172.16.1.2, pref 110, metric 65
 *Mar 1 01:05:50.591: PIM(0): Receive DF Offer message from 172.16.1.3 on
 FastEthernet0/0 (DF)
 *Mar 1 01:05:50.591: PIM(0): RP 10.224.1.2, pref 110, metric 65
 *Mar 1 01:05:50.591: PIM(0): Metric is better
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*Mar 1 01:05:50.595: PIM(0): Send v2 Backoff on FastEthernet0/0 (172.16.1.2, DF) for RP
 10.224.1.2
 *Mar 1 01:05:50.599: PIM(0): Current pref 110, metric 65
 *Mar 1 01:05:50.599: PIM(0): Offer pref 110, metric 65, interval 1, by 172.16.1.3
 Porkpie# debug ip pim df
 *Mar 1 01:05:51.603: PIM(0): Send v2 Pass on FastEthernet0/0 (172.16.1.2, DF) for RP
 10.224.1.2
 *Mar 1 01:05:51.607: PIM(0): Old winner is 172.16.1.2, New winner is 172.16.1.3, pref
 110, metric 65
 *Mar 1 01:05:57.623: PIM(0): Receive DF Winner message from 172.16.1.3 on
 FastEthernet0/0 (Non-DF)
 *Mar 1 01:05:57.627: PIM(0): RP 10.224.1.2, pref 110, metric 65
 *Mar 1 01:05:57.627: PIM(0): Metric is better
 The show ip mroute output on Porkpie shows that for (*, 239.10.1.1) entry, Serial 0/0 is
 present in both incoming and outgoing interface list as Bidir-upstream. This is not possible in
 PIM-SM. The same reason goes for (*, 239.11.1.1) state entry. All other entries are related
 to Auto-RP.
 Porkpie# show ip mroute
 IP Multicast Routing Table
 Flags: D - Dense, S - Sparse, B - Bidir Group, s - SSM Group, C - Connected,
 L - Local, P - Pruned, R - RP-bit set, F - Register flag,
 T - SPT-bit set, J - Join SPT, M - MSDP created entry,
 X - Proxy Join Timer Running, A - Candidate for MSDP Advertisement,
 U - URD, I - Received Source Specific Host Report,
 Z - Multicast Tunnel, z - MDT-data group sender,
 Y - Joined MDT-data group, y - Sending to MDT-data group
 Outgoing interface flags: H - Hardware switched, A - Assert winner
 Timers: Uptime/Expires
 Interface state: Interface, Next-Hop or VCD, State/Mode
 (*, 239.11.1.1), 00:03:19/00:01:21, RP 10.224.1.2, flags: BP
 Bidir-Upstream: Serial0/0, RPF nbr 10.2.4.1
 Outgoing interface list:
 Serial0/0, Bidir-Upstream/Sparse, 00:03:19/00:00:00
 (*, 239.10.1.1), 00:08:28/00:02:02, RP 10.224.1.2, flags: BC
 Bidir-Upstream: Serial0/0, RPF nbr 10.2.4.1
 Outgoing interface list:
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FastEthernet0/0, Forward/Sparse, 00:08:12/00:02:02
 Serial0/0, Bidir-Upstream/Sparse, 00:08:12/00:00:00
 (*, 224.0.1.39), 00:08:34/stopped, RP 0.0.0.0, flags: DCL
 Incoming interface: Null, RPF nbr 0.0.0.0
 Outgoing interface list:
 Serial0/1, Forward/Sparse, 00:08:34/00:00:47
 Serial0/0, Forward/Sparse, 00:08:34/00:00:47
 Loopback0, Forward/Sparse, 00:08:34/00:02:57
 (10.224.1.1, 224.0.1.39), 00:08:15/00:02:45, flags: LT
 Incoming interface: Serial0/1, RPF nbr 10.2.3.1
 Outgoing interface list:
 Loopback0, Forward/Sparse, 00:08:15/00:02:12
 Serial0/0, Forward/Sparse, 00:08:15/00:00:44
 (10.224.1.2, 224.0.1.39), 00:08:18/00:02:45, flags: LT
 Incoming interface: Serial0/0, RPF nbr 10.2.4.1
 Outgoing interface list:
 Loopback0, Forward/Sparse, 00:08:18/00:02:12
 Serial0/1, Forward/Sparse, 00:08:18/00:00:42
 (*, 224.0.1.40), 00:09:25/stopped, RP 0.0.0.0, flags: DCL
 Incoming interface: Null, RPF nbr 0.0.0.0
 Outgoing interface list:
 Loopback0, Forward/Sparse, 00:09:25/00:02:19
 (10.224.1.3, 224.0.1.40), 00:09:13/00:02:43, flags: PLT
 Incoming interface: Loopback0, RPF nbr 0.0.0.0
 Outgoing interface list: Null
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